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Preface

In this volume of “Advances in Intelligent Systems and Computing,” we are
pleased to present proceedings of the Eleventh International Conference on
Dependability and Complex Systems DepCoS-RELCOMEX which took place in
a picturesque Brunów Palace in Poland from June 27 to July 1, 2016. It was an
event in a series organized annually by Department of Computer Engineering of
Wrocław University of Science and Technology since 2006 although its heritage is
much older. It dates nearly 40 years back and begun with two cycles of events:
RELCOMEX (1977–89) and Microcomputer Schools (1985–95) which were then
organized by the Institute of Engineering Cybernetics (predecessor of the
Department) under the leadership of Prof. Wojciech Zamojski, still the DepCoS
chairman. In contrast to those previous events focused on classical reliability
analysis, the DepCoS mission is to promote a more comprehensive approach which
in the new century has earned the name dependability. Products of the conferences
were initially published by the IEEE Computer Society (2006–09), then also by
Wrocław University of Technology Publishing House (2010–12) and presently by
Springer in “Advances in Intelligent Systems and Computing” Volume nos.
97 (2011), 170 (2012), 224 (2013), 286 (2014), and 365 (2015).

Design, implementation, and maintenance of contemporary complex systems
have brought many new challenges to “classic” reliability theory. The complex
systems are understood by us as integrated unities of technical, information,
organization, software, and human (users, administrators, and management) assets,
and their complexity comes not only from involved technical and organizational
internal structure built upon diverse hardware and software resources but also from
complexity of information processes (data processing, monitoring, management,
etc.) which must be executed in their specific environment. In operation of such
wide-ranging (and often also geographically distributed) systems, their resources
are dynamically allocated to ongoing tasks and the rhythm of system events (in-
coming and/or ongoing tasks, decisions of a management subsystem, system faults,
defensive system reactions and adaptations, etc.) may be considered as determin-
istic and/or probabilistic stream of events. Security and confidentiality issues
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enforced by social context of information processing introduce further complica-
tions into the modelling and evaluation methods. Diversity of the processes being
realized, their concurrency and their reliance on in-system intelligence often make
construction of strict mathematical models impossible and lead to application of
intelligent and soft computing methods.

Dependability is the contemporary answer to new challenges in reliability
evaluation of such systems. Dependability approach in theory and engineering of
complex systems (not only computer systems and networks) is based on multi-
disciplinary approach to system theory, technology, and maintenance of the systems
working in real (and very often unfriendly) environment. Dependability concen-
trates on efficient realization of tasks, services, and jobs by a system considered as a
unity of all technical, information, and human assets, in contrast to “classical”
reliability which is more restrained to analysis of technical resources (components
and structures built from them). This difference has shaped natural evolution in
topical range of subsequent DepCoS conferences which can be seen over the recent
years.

The program committee of the 11th International DepCoS-RELCOMEX
Conference, its organizers, and the editors of these proceedings would like to
gratefully acknowledge participation of all reviewers who helped to refine contents
of this volume and evaluated conference submissions. Our thanks go to, in
alphabetic order, Andrzej Białas, Frank Coolen, Manuel Gil Perez, Zbigniew
Huzar, Vyacheslav Kharchenko, Jan Magott, Jacek Mazurkiewicz, Marek
Młyńczak, Tomasz Nowakowski, Yiannis Papadopoulos, Oksana Pomorova,
Krzysztof Sacha, Janusz Sosnowski, Jarosław Sugier, Victor Toporkov, Tomasz
Walkowiak, Marina Yashina, Irina Yatskiv, Wojciech Zamojski, and Włodzimierz
Zuberek.

Thanking all the authors who have chosen DepCoS as the publication platform
for their research, we would like to express our hope that their papers will help in
further developments in design and analysis of complex systems, being a valuable
source material for scientists, researchers, practitioners, and students who work in
these areas.

Wojciech Zamojski
Jacek Mazurkiewicz

Jarosław Sugier
Tomasz Walkowiak

Janusz Kacprzyk
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Multiclass SVM/HMM Vowels
Recognition System Towards Improving
Human Computer Interaction

Ali Al-Dahoud, Mohamed Fezari, Abadi Wassila
and Tahmer Al-Rawashdeh

Abstract In this paper, we present experimental results on using vowels and one
syllable words (VOSW) to activate some input device such as the control of mouse
pointer on the screen. This type of Human Computer Interface might be used by a
category of disabled person such as upper arm and finger stroke. Our goal is to
design a system for the control of mouse cursor based on voice input command,
using the pronunciation of certain vowels and some syllable words which can be
produced even by persons affected by chronic inflammation of the larynx and vocal
fold nodules. Linear predictive coefficients (LPC) and Mel Frequency Cepstral
Coefficients (MFCCs) with derivatives are selected as features. Multiclass SVM
then Hidden Markov Models (HMMs) have been tested as classifiers for matching
components (vowels and short words). Tests and results using different features
were are presented on tables, then the two classifiers were experimented indepen-
dently and results were registered. Finally a verbal user interface has been designed
and experienced on web page browser.

Keywords Human computer interface � Syllable � LPC � Multiclass SVM �
Binary tree

1 Introduction

Basic Human computer interfaces are useless for a category of disabled people
especially those who have problems performing fine motor movement with their
hand and fingers; they face difficulties when using mouse or keyboard devices, and
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have to use alternative devices to accommodate their needs and capabilities. Many
of these special devices can be very costly and therefore are not affordable to some
users.

Increasing reliability and deploy-ability of the speech recognition software on
the lower-end computer systems make this technology a promising alternative.
However, the speech recognition systems operate on a query—response basis,
where the system usually waits for the user to complete the utterance before
responding. This makes the speech recognition inconvenient to use in real-time
continuous tasks, including mouse pointer movement, where the minimum delay of
the system is a critical feature of the feedback loop of the system. These last years,
non-speech (or non-verbal) input has started to emerge. It is based on production of
sounds other than speech by the user’s vocal tract such as vowels, whistling and
hums [1]. In non-speech input, the sound is analyzed and then certain features are
extracted, such as the pitch profile, or the sound timbre, in order to solicit infor-
mation from the user. We intend to explore some features and classifiers used in
Automatic speech recognition (ASR).

Many voice characteristics are exploited in several works, but the most used are:
energy [2, 3], pitch and vowel quality [4, 5] speech rate (number of syllables per
second) and volume level [6]. However, Mel Frequency Cepstral Coefficients
(MFCCs) [7–9] are used significantly in speech processing as features for automatic
speech recognition and speaker identification.

2 Related Works

Some literature reviews are described in this paragraph. In the basic protocol, each
vowel is associated to one direction for pointer motion [10], this technique is useful
in situations where the user cannot use his or her hands for controlling applications
because of permanent physical disability or temporal task-induced disability. The
limitation of this technique is that it requires an unnatural way of using the voice
[11, 12]. Control by generating Continuous Voice: In this interface, the user’s voice
works as an on/off button. When the user is continuously producing vocal sound,
the system responds as if the cursor of mouse is moved or button pressed. When the
user stops the sound, the system stops moving the cursor or recognizes that the
button is released. For example, one can say “Volume up, aaah”, and the volume of
a radio set continues to increases while the “aaah” continues. The advantage of this
technique compared with previous approach presented in [12] where the user would
say instead “Volume up twenty” or something is that the user can continuously
observes the immediate feedback during the interaction.

Harada et al. [4] presented a novel voice-based human computer interface
designed to enable individuals with motor impairments to use vocal parameters for
continuous control tasks.

2 A. Al-Dahoud et al.



Salem in [13] has developed an isometric tongue pointing device that can be
incorporated into a variety of applications such as mouse and menu control, or
robotic arm manipulation. Our design goal is to be modular, low-latency, and as
computationally efficient as possible. The first of those, localized acoustic energy is
used for voice activity detection, and it is normalized relatively to the current
detected vowel, and is used by our mouse application to control the velocity of
cursor movement. The second parameter, “pitch”, is not used currently but it is left
for the future use.

In [5, 14] Sporka presented a work based on Whistling on “User Interface
(U3I)”, based on the use of tones (in whistling or humming) where the difference
between the initial pitch and current pitch determines the speed of motion.

In [7], Thiang et al., described the implementation of speech recognition system
on a mobile robot for controlling movement of the robot. The methods used for
speech recognition system are Linear Predictive Coding (LPC) and Artificial Neural
Network (ANN). LPC method is used for extracting feature of a voice signal and
ANN is used as the recognition method. Back propagation method is used to train
the ANN. Experimental results show that the highest recognition rate that can be
achieved by this system is 91.4 %. This result is obtained by using 25 samples per
word, 1 hidden layer, 5 neurons for each hidden layer, and learning rate 0.1.

3 Feature Extraction

3.1 MFCC Feature Extraction [8, 9]

The overall process of the MFCC can be presented in the following steps:

1. After the pre-emphasis filter, the speech signal is first divided into fixed-size
windows distributed uniformly along the signal.

2. The FFT (Fast Fourier Transform) of the frame is calculated. Then the energy is
calculated by squaring the value of the FFT. The energy is then passed through
each filter Mel. Sk is the energy of the signal at the output of the filter K, we have
now mp (number of filters) Sk parameters.

3. The logarithm of Sk is calculated.
4. Finally, the coefficients are calculated using the DCT (Discrete Cosine

Transform).

3.2 Linear Predictive Components

The basic idea behind linear predictive analysis is that a specific speech sample at
the current time can be approximated as a linear combination of past speech
samples. Through minimizing the sum of squared differences (over a finite interval)

Multiclass SVM/HMM Vowels Recognition System … 3



between the actual speech samples and linear predicted values a unique set of
parameters or predictor coefficients can be determined.

LPC computation basic steps are presented in [8, 9]:

4 Classifies

4.1 Support Vector Machine (SVM)

Binary SVM, in their general form, extend an optimal linear hypothesis, in terms of
an upper bound on the expected risk that can be interpreted as the geometrical
margin, to non linear ones by making use of kernels k(.,.). Kernels can be inter-
preted as dissimilarity measures of pairs of objects in the training set X. In standard
SVM formulations, the optimal hypothesis sought is of the form (1).

UðnÞ ¼
X

aikðx; xiÞ ð1Þ

where α are the components of the unique solution of a linearly constrained
quadratic programming problem, whose size is equal to the number of training
patterns. The solution vector obtained is generally sparse and the non zero α’s are
called support vectors (SV’s). Clearly, the number of SV’s determines the query
time which is the time it takes to predict novel observations and subsequently, is
critical for some real time applications such as speech recognition tasks.

It is worth noting that in contrast to connectionist methods such as neural net-
works, the examples need not have a Euclidean or fixed-length representation when
used in kernel methods. The training process is implicitly performed in a
Reproducing Kernel Hilbert Space (RKHS) in which k(x; y) is the inner product of
the images of two example x, y.

4.2 SVM Formulation and Training

Support Vector Machines (SVMs) [15] are a popular discriminative classifier
described extensively in the literature. They have been successfully applied to many
different applications, such as text categorization [16]; speaker verification [17],
image classification [18]. SVMs are based on the intuitive concept of maximizing
the margin of separation between two competing classes, where the margin is
defined as the distance between the decision hyper-plane and the closest training
examples. _is has been shown to be related to minimizing an upper bound on the
generalization error [15]. Support Vector Classifiers [15–18] solve the following
linearly constrained convex quadratic programming problem:

4 A. Al-Dahoud et al.



max iWðaÞ ¼ 1
2

X
aiajyiy j

a

kðxi; xjÞ �
Xm

i¼1

ai ð2Þ

Under the constraints: 8i; 0� ai �C
Pm

i¼1
aiyi ¼ 0

The optimal hypothesis is:

f ðxÞ ¼
Xm

i¼1

aiyikðx; xiÞþ b ð3Þ

where the bias term b can be computed separately as in [15, 16].
Clearly, the hypothesis f depends only on the non null coefficients α corre-

sponding patterns are called Support vectors (SV).
This feature makes SVM very attractive for high input dimensional recognition

problems and for the ones where patterns can’t be represented as fixed dimensional
real vectors such as text, strings, DNA etc. For large scale corpora however, the
quadratic programming problem becomes quickly computationally expensive, in
terms of storage and CPU time.

4.3 Binary Tree for Multiclass SVM

This approach uses multiple SVMs set in a binary tree structure. In each node of the
tree, a binary SVM is trained using two classes. All samples in the node are
assigned to the two sub nodes derived from the current node.

This step repeats at every node until each node contains only samples from one
class. That said, until the leaves of the tree.

The main problem that should be considered seriously here is how to construct
the optimal tree? With the aim of partitioning correctly the training samples in two
groups, in each node of the tree. In this paper we propose a genetic algorithm for
constructing a binary tree structure for multiclass SVM (see Fig. 1).

4.4 HMMs Basics [6]

Over the past, Hidden Markov Models have been widely applied in several models
like pattern, or speech recognition. In Fig. 2 we present an HHMmodel for vowel. To
use a HMM, we need a training phase and a test phase. For the training stage, we
usually work with the Baum-Welch algorithm to estimate the parameters (π, A, B) for
the HMM. This method is based on the maximum likelihood criterion. To compute
the most probable state sequence, the Viterbi algorithm is the most suitable [6].

Multiclass SVM/HMM Vowels Recognition System … 5



5 Description of Experiment

The experiment is designed to control the mouse cursor by using the pronunciation
of certain phonemes and words, which we chose as vocabulary sustained voiles and
short words: “aaah”, “ooh”, “iii”, “eeu”, “ou”, “uu”, “ik” for ‘clik’ and “ob” for
‘stop’, these two short words ‘ik’ and ‘ob’ are easy to be pronounced by person
with voice pathology problems. We included some whistling tests for the future
control.

Figure 2, illustrates the flowchart of he designed system. The choice of these
vowels and short words is based on the following criteria: easy to pronounce, can

SVM

SVM SVM

SVMSVM SVM

uu clikiiee

aa

obooo

Vowels

Fig. 1 Binary tree SVM for vowels

Begin

MFCC LPC 

HMM SVM SVMHMM

Choice 
direction 

Choice 
direction

Choice 
direction

Choice 
direction 

Fig. 2 Flowchart of the designed vowel recognition system
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be pronounced persons with voice disorder, easy to model by automatic speech
recognition system, based on features, the models can be discriminated from the
others, easy to implement on embedded system such as DSP.

5.1 Participants Description

The participants in the experiment consist of 10 women (age 20–50 years), 10 men
(age 20–60 years), and 5 children (age from 5 to 14 years) and category of persons
with voice disorder from German database of the PTSD Putzer’s voice in [19], 60
trials for each phoneme or word per day were performed by each user. Collection of
the database is performed in a quiet room without noise. Figure 4 shows the
flowchart of the application.

5.2 Features Extraction

Fundamental frequency and first and second formants were used then according to
the tests and reviews, we found that the parameters more robust to noise than other
parameters are the LPC coefficients and Mel Frequency Cepstral Coefficients
(MFCCs).

The input signal is segmented by a window of 25 m overlapping 10 m, from
each segment parameters were extracted by both methods LPC (the order of the
prediction: 10) then MFCC (39 coefficients: Energy and derivative and second
derivatives (3 * (12 coef MFCC +1 energy)).

5.3 Classification

For this moment, we have tested two classifier, first one has been used from
previous work we have developed using ASR for robot command [18, 20], the main
work were based on Hidden Markov chains (HMM) for classification phase.

For Hidden Markov models, in our system, we utilize left-to-right HMM
structures with 3 states and 3 mixtures are used to model MFCCs coefficients and
also the LPC coefficients.

6 Results and Discussions

For the testing phase, 30 % of recorded sounds are selected for each vowel or short
word from the vocabulary.

Multiclass SVM/HMM Vowels Recognition System … 7



In order to see the effect of training and making the system speaker independent,
different scenarios for the tests were done, where we choose the results of recog-
nition of three users out of database.

Some vowels and short words were correctly classified with some confusion,
where a phoneme (or word) test classified as another phoneme (or word), the
misclassification affected the results presented in Figs. 3 and 4. And it is clear that
the confusion is higher in LPC features with SVM classifier while it is reduced
using MFCC with HMM classifier.

According to the results presented above (Fig. 5), the recognition rates using
MFCCs parameterization classification with SVM or HMM classification is better
than: LPCs and MFCCs with SVM. So we can say that the MFCCs/HMM system is
partially independent of the speaker.

Results using MFCC and HMM, on German database vowels (sounds) for
persons with chronicle laryngitis that typically shows in varying harshness or
breathiness. This is due to inflammation of vocal folds which reduces the ability of
the vocal folds to vibrate. In the data base we selected files for the 8 speakers, we
made tests and results are presented in Table 1.

We can see that the recognition rate is little bit lower than for healthy persons,
we conclude that in this case other special features might be necessary to include on
the application.

The work has been completed by a design of GUI (graphic user interface) to
estimate the testability of the new HCI and Fig. 4 illustrates it, the GUI shows the
vowel input in time spectral domain and the recognition vowel then the decision to
be taken.

In Fig. 5a we present the developed GUI and in Fig. 5b, c we present screen
capture of the application, in b and c we notice the direction of Mouse icon then by
saying “clik” the web navigator ‘Google chrome’ is activated as shown in Fig. 5d.

Fig. 3 Classification using
LPCs, MFCC and SVM as
classifier

Fig. 4 Classification using
LPC, MFCCs and HMM as
classifier

8 A. Al-Dahoud et al.



In addition, we must consider the preprocessing for noise in future work, as well
as the database training models need from the category of children. According to
obtained results, we notice that the classification using HMM is better than the
SVM, and the decision based on MFCC coefficients is efficient than the LPC
coefficients.

(a) (b)

(c) (d) 

Fig. 5 GUI Scheme and screen capture of the application

Table 1 Classification using
LPC and MFCC with HMM
and SVM for Voweld form
German DB

Vowel LPC
HMM
(%)

MFCC
HMM
(%)

LPC
SVM

MFCC
SVM

aaa 59 78 45 65

ooh 45 67 37 54

eeu 49 81 39 59

iii 58 79 46 62

Clic or “eke” 55 73 42 61

Stop or “ebe” 57 78 41 59

Multiclass SVM/HMM Vowels Recognition System … 9



7 Conclusion

Many participants mentioned that it was difficult to use the systems at the beginning
but with practice, they were able to gain their skills. Participants were generally in
agreement that Vowels were easier to learn than words. It was found more com-
fortable for voicing out vowels was a familiar activity for the users.

From experimental results, it can be concluded that MFCC features and HMM as
classifier can recognize the speech signal well. Where the highest recognition rate
that can be achieved in the last scenario. This result is achieved by using MFCCs
and HMM. Moreover, we need to get better features to improve classification of
vowel and short words pronounced from voice disabled persons; in fact this can be
resolved by inserting Jitter and Shimmer as features.

We notified that the variety of signals, collected for database from different age
and gender, the recording conditions and the environment, have a considerable
impact in classification results.

The observation of novice users over time through a mixed of qualitative and
quantitative methods shows the change in user experience as they gain more
expertise in using the systems.

In future studies, it is important to ensure that mouse performance is captured.
Secondly, only 25 users were involved in the experiment over a period of a week
(even though each user performed 60 trials per day). So we will improve this part
on database and use more trials in training phase, we would like to assess the
project more on Manfred Putzer data Base since this category of population is more
in need of this type of HMI.
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Numerical Simulation of the Passenger
Side Airbag Deployment
in Out-of-Position

Driss Bendjaballah, Ali Bouchoucha and Mohamed Lakhdar Sahli

Abstract In recent years many accidents happened with passengers that were out of
position when their airbag deployed. Therefore new safety regulations have come
into effect and an airbag now has to meet several requirements that concern out of
positioning. In meeting these requirements simulations of folding and deploying
airbags are very useful and are widely used. The paper presents a simulation method
for the deploying airbags using three materials in different working conditions. The
deploying modeling of passenger side airbag is a complex and time consuming
process. In these simulations the gas flow is described by the conservation laws of
mass, momentum and energy. The main aim of this study is evaluate the perfor-
mance of deploying of passenger side airbag using Finite Element Methods (FEM).

Keywords Airbags � Crash � Finite element simulations � Modeling �
Out-of-position

1 Introduction

Nowadays, occupant safety is one of the principal objectives in the design of
vehicles. Numerous innovations have appeared in recent years aimed at increasing
safety in vehicles [1–3]. As is well known, airbags, like safety belts are now devices
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designed to provide protection to the users of vehicles during crash events, mini-
mizing the loads necessary to adapt their movement to the movement of the car
[4, 5]. In general, the seat belt is designed to restrain the occupant in the vehicle and
prevent the occupant from having harsh contacts with interior surfaces of the
vehicles. The airbag acts to cushion any impact with vehicle structure and has
positive internal pressure, which can exert distributed restraining forces over the
head and face. Furthermore, the airbag can act on a wider body area including the
chest and head, thus minimising the body articulations, which cause injury [6].
These safety elements can so reduce the death rates on the roads, and its protection
effects have been widely approved [7, 8]. Thus, new types of airbag products are
being developed to handle different collision scenarios.

In recent years, occupant protection airbags have become standard equipment on
most new passenger vehicles [9–11]. The airbag cushion is composed of a woven
fabric which is rapidly inflated during a car crash. The airbag dissipates the pas-
senger’s kinetic energy thereby reducing injury through biaxial stretching of the
fabric bag and escaping gas through vents. Therefore, the performance of the airbag
is greatly influenced by the mechanical properties of the fabric. Generally, air bags
are designed to deploy in a crash that is equivalent to a vehicle crashing into a solid
wall at 8 to 14 miles per hour. Air bags most often deploy when a vehicle collides
with another vehicle or with a solid object like a tree. There are various types of
airbags; frontal, side-impact and curtain airbags. In general, the passenger side
airbags are usually larger than the driver airbags (see Fig. 1).

Extensive studies have shown that the airbag deployment in load cases consists
of two occupant loading phases: a punch-out effect where the airbag bursts out of its
container with the airbag and airbag module cover accelerating towards the occu-
pant, and a second loading phase during which the airbag is taking on its deployed
shape and volume (membrane-loading effect). Bankdak et al. (2002) developed an
experimental airbag test system to study airbag-occupant interactions during close
proximity deployment. The results provided insight for simulating the effect of
inflation energy and mass flow on target response [13]. Bedard et al. (2002) found
that while left-side (driver-side) impacts accounted for only 13.5 % of all crashes,
the fatality rate among these crashes was 68.3 % in comparison to front impact
(48.3 %), right-side impact (31.3 %), and rear impact (38.4 %). These studies
underscore the importance of occupant safety during side impact collisions [14]. In
the last years, current market request to reduce the time and cost airbag develop-
ment. In order to achieve this result, virtual simulations play an important role since

Fig. 1 Frontal and side
airbags [12]

14 D. Bendjaballah et al.



they allow to minimize the number of experimental tests [15, 16]. Several simu-
lation models of airbag were established [17]. It’s feasible to optimize the param-
eters of airbag deployment using simulation technology. Experimental and
numerical studies have quantified injury risks to close-proximity occupants from
deploying side airbags. These studies have focused on the prevention of the most
adverse effects of airbag deployment [18]. Other studies have proposed airbag
characteristics to minimize particular biomechanical responses [19]. In a more
recent study, Marklund and Nilsson (2003) compared deformation patterns with
experimental data as well as the computational costs associated with three different
airbag deployment simulation methods; they concluded that the SPH method is
relatively inexpensive and produces incremental deformation patterns that compare
most closely to the experimental results [20]. The process of inflation of an airbag is
one of the determining factors in saving lives. The duration from the initial impact
of the crash to the full inflation of an airbag is about 40 ms and during this time, the
airbag goes from being in a folded state to a fully inflated state, with a high internal
pressure. After achieving this state, the airbag begins to deflate, thus providing a
nice cushion for the body impacting it. Ideally the person in the crash should come
into contact with the airbag at this time. This study is therefore mainly focused on
the numerical simulation of the passenger airbag, without taking into account the
effects of a folding of airbag and the crash dummy, let’s understand the one first.
The main aim of this study is evaluate the performance of deploying of passenger
side airbag using Finite Element Methods (FEM).

2 Finite Element Model of Airbag Simulation

2.1 Theoretical Background

Numerical simulations of airbags use very complex and techniques such as, an
orthotropic model to identify themechanical behaviors during the airbag inflation, the
fluid mechanics (gas flow) to describe the inflator gas flow (pressure gradient), and
improve the representation of the pressures within the airbag. To model the airbag as
an orthotropic model, three material constants have to be provided. Assuming a plane
stress condition, the material constitutive equations are given by [21]:
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where σ is the normal stress and τ is the shear stress, the subscript refers to the
principal material directions, i.e. the fill and warp directions. Also ε and γ are the
strain components. The material elastic constants Qij are given by the following
equations:
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where E1 and E2 are the Young’s modulus in the fill and wrap directions and G12 is
the shear modulus of the fabric material. νij is the Poisson ratio of the material.

The gas exerts a pressure load on the airbag causing it to expand. This expansion
puts the airbag under tensile stress lowering the expansion rate. In this study, heat
conduction and heat transfer is not taken into account. In the deployment of an
airbag an inflator supplies high velocity gas into an airbag causing it to expand
rapidly. The gas inside the airbag is assumed to be ideal, to be of constant entropy
and to satisfy the equation of state:

p ¼ c�1ð Þ � q � e ð3Þ

Here p, ρ and e are respectively the pressure, density, specific internal energy
and γ is the ratio of the heat capacities of the gas. The gas flow is described by the
conservation laws for mass, momentum and energy that read:
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Here V is a volume; A is the boundary of this volume, n is the normal vector
along the surface A and u denotes the velocity vector in the volume. Applying
Bernoulli’s equation in the case of an ideal gas with constant entropy gives:
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Here the subscript ex denotes quantities at the throat of the tube. Furthermore u,
p and ρ denote the quantities inside that part of the tube that is supplying mass. This
gives
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2.2 Materials and Boundary Conditions

The airbag system mainly consists of three parts: the airbag itself, the inflator unit
and the crash sensor or diagnostic unit. Thus, to study the behavior of the airbag
using FE simulations, we need to have an FE model of the airbag in the folded
position. A FE model of the airbag was used to simulate the test condition as shown
in Fig. 2. LS-DYNA® material model FABRIC (MAT_34) is used to simulate the
airbag material. It is a variation of the layered orthotropic material model [22].
Additionally in the LS-DYNA® material model, fabric leakage can be accounted
for. However, for this CAB material, the leakage is almost negligible and therefore
no leakage is specified. The mechanical properties can be determined from the
physical test. Typical material properties for airbag fabrics are taken as given in
Chawla et al. (2004). These properties are used to simulate inflation process of
airbag (see Table 1). The car dashboard is modeled as the rectangular thin plate
using a MAT_RIGID material and the degrees of freedom are constrained in all the
directions. It is assigned the similar properties of thermoplastic polymer for contact
purposes. The porosity of the fabric is assumed zero. The Nitrogen gas is taken for
inflating the airbag. Properties of nitrogen gas and initial bag conditions are shown
in Table 2. The example on which we perform the study is a typical passenger side
airbag. The geometric details have been measured from a commercially available
airbag. The initial state of the airbag is a closed rectangular whose sides are to be
finished to 482*635 mm2, and is shown in Fig. 2.

Airbag mesh is generated in Ansys® Finite Element Software. It is consists of
2832 elements and 2875 nodes in the airbag mesh. Quadrilateral elements are used
for airbag mesh. The airbag mesh is exported to Lsdyna® software (see Fig. 3). All
the simulations of the airbag deployment mesh are done in this software. Contact

Fig. 2 The initial airbag
geometry in the form of a
rectangular
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type 37 of Lsdyna® software is used for defining the contact between airbag mesh
and rigid plates. This contact type is between node and surface. Airbag mesh is
treated as nodes and rigid plates are taken as surface. In the simulation, the pressure
generated by the gas is then uniformly applied to the internal surface of the airbag
fabric.

In the simulation there will be an airbag surface and gas that fills up the inside of
this surface. The airbag surface consists of flexible membrane elements that deform
under tensile stresses and cannot carry compressive loads. The airbag control
volume in LS-DYNA® is the airbag control volume in LS-DYNA® is modeled as
an AIRBAG_SIMPLE_AIRBAG_MODEL to simulate the air test condition.
A baseline model of the airbag is run using AIRBAG_LOAD_CURVE option. This
gives an estimate of the volume of the airbag.

Table 1 Material properties
of airbag and rigid plate
considered in the FE
simulations [23]

Materials Airbag Rigid plate

Density of fabric (g/cm3) 1.02 7.84

Young’s modulus (GPa) 13.8 206

Poisson’s ratio 0.35 0.30

Shear modulus (GPa) 6.9 –

Table 2 Initial values used
for FE simulation of the
swelling of passenger
airbag [24]

Pressure (Pa) 104

Temperature (°C) 25

Universal gas constant (kg/kmol K) 8.314

Initial pressure (Pa) 1.01 × 104

Molecular weight (kg/mol) 0.02802

Added initial volume (m3) 3.33 × 10−4

Fig. 3 Top view and isometric view of inflated airbag and rigid plate meshes
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3 Numerical Results and Discussions

Figure 4 shows the different steps of the deploying airbags test simulation at dif-
ferent time points. Due to the fact that only 11 ms are simulated, the airbag is fully
inflated as can be seen in Fig. 4. From the Figures, it can be seen that the airbag
module cover opens fully, as close to reality. The increasing of volume is coming
mainly from the gas flow.

Figure 5 shows the displacements result during the airbag deployment versus
time values. Initially, the both surfaces of the airbag are close and parallel, then as
the maximum displacement estimated is the same one with low values recorded
near the corners of the structure. Then there are concentrated little by little towards
the center of the airbag. The final results of the swelling contours are characterized
by a symmetric displacement. The final y-y effective strain contours computed are
plotted in Fig. 6. As shown this figure, a state of deployment and swelling of
passenger airbag with highly non-uniform deformation is detected around the bag.
In the present analysis, the localized elastic strains reach values far below the
rupture strain that can be measured in the tensile test [25]. Nevertheless, according
to the global material response, the constitutive model is found to be still valid at
such high deformation levels. Moreover, the development of plaice can clearly be
seen during the swelling of passenger airbag.

The airbag result displaces and average pressure distribution inside the airbag for
four different thicknesses, 100, 150, 200 and 250 µm is depicted in Fig. 7. They
represent the end of swelling of passenger airbag, the final geometry of the bag and
the contour of pressure of the gas inside the bag. We can observe how not only the
development of plaice of airbag, but also the distribution of pressure is quite dif-
ferent from one case to another. In particular, we can see how the configuration 4

Fig. 4 Airbag deployment at t = 11 ms
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Fig. 5 Airbag result displace

Fig. 6 Airbag result of strain y-y
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deploys much less aggressively than, for instance, the configuration 1. In this case,
there is a quick evolution of the volume and the pressure at the same time [26].

The resulting pressure curves versus time of swelling airbag are plotted in Fig. 8
where the computed responses of different critical zones are apparent. As expected,
during the swelling airbag phase, the maximum pressure values are saved at middle
of the structure. Moreover, we have also seen after 30 ms, the ratio between the
maximum pressure differences is around 28 %. This difference is significantly
dependent of the geometric form of airbag [26]. Figure 9 shows the energy total of
the system vs. time history during the deploying of the airbag. Maximum value
observed at time 30 ms. They increase significantly with the gas injection pressure
in bag. The total energy during the swelling airbag can be used to absorbed the
collision during crash, by the cushioning effect provided by the airbag, and by the
deflation of the inflated airbag, which occurs due to the holes provided in the airbag
fabric.

Fig. 7 Airbag result displaces and pressure using different thickness

Fig. 8 Pressure evolution versus time
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4 Conclusions

The study investigated into the effect of airbag deployment in normal scenario
without taking into account in this work of the presence of the occupants of various
masses and statures. The results first has allowed us to shown that airbag has been
modelled correctly with a proper filling of the gas flow. The numerical results
shown that the method presented in this paper is also a promising method for
simulating airbags but nevertheless some improvements were needed in the mod-
elling of the cover (including the cover thicknesses and mesh boundary conditions)
and the tear seam (including the tear seam geometry and the failure method).
Besides that, physical tests will also conducted and simulated to assess the different
scenarios. Further testing with real life airbags and comparison with experiments is
required. It is also very important to model proper folding for airbag mesh for
studying contact interaction of out-of-position users with an inflating airbag. These
will be carried out in the near future.
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Critical Infrastructure Protection—How
to Assess the Protection Efficiency

Andrzej Bialas

Abstract The paper presents a concept how to assess the effectiveness of critical
infrastructure protection systems. At the beginning the main issues related to critical
infrastructure protection are discussed, like resilience, interdependencies, dire
phenomena caused by them, and risk management. Next, the state of the art is
reviewed. It embraces frameworks, methods and tools related to infrastructures
protection, especially risk management. The paper extends the researches of the
EU CIRAS project beyond the risk management issue, proposing a method to
assess the effectiveness of countermeasures selected for implementation. The
concept is based on supplementing the risk management framework by incident
management, incident statistics and effectiveness indicators presenting relevant
parameters for decisions makers. To implement this concept, the CIRAS risk
management software platform should be extended. Main categories of statistics
and indicators dedicated for critical infrastructures are proposed. In the conclusion
the concept is summarized and future works related to its validation is specified.

Keywords Critical infrastructure � Resilience � Risk management �
Interdependencies � Incident management � Effectiveness indicators

1 Introduction

The paper concerns critical infrastructures (CIs) protection. CIs are large-scale
infrastructures whose degradation, disruption or destruction would have a serious
impact on health, safety, security or well-being of citizens or effective functioning of
governments and/or economies. The examples of CIs are infrastructures providing
services in the energy-, oil-, gas-, finance-, transport-, telecommunications- and
health sectors.
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The processes which provide these services are based on different assets: tech-
nological, IT hardware, software, environmental, personal, and organizational. CI is
identified as a very complex socio-technical system, sometimes called a system of
systems. The system of systems (SoS) consists of multiple, heterogeneous, dis-
tributed, occasionally independently operating systems embedded in networks on
multiple levels, which evolve over time [1].

The processes providing services are interrelated with other processes across
different economy sectors. Special terms—dependencies and interdependencies—
were introduced in the CI domain. Dependency defines a unidirectional relationship
between two infrastructures, e.g. the telecommunications CI is dependent on the
energy CI, because to function properly telecommunications needs energy.
Interdependencies are much more complicated. They represent a set of different
mutual and bidirectional relations existing in the set of co-operating infrastructures.
The strength of coupling between particular CIs may vary.

Critical infrastructures are crucial for the functioning of a society and economy.
The CIs processes may be disturbed, and their assets breached by different threats
and hazards, such as: natural disasters and catastrophes, technical disasters and
failures, espionage, international crime, physical- and cyber terrorism. This is deep
motivation to develop critical infrastructure protection (CIP) programmes on the
national or international levels. Creating and implementing these programmes is
difficult due to the CIs complexity, existing interdependencies and cross-sectoral
relations. Risk management is the key issue to create the CIP systems, because the
identified risk is the basic factor during the selection of countermeasures which
mitigate risk.

The existing risk management methods and tools, used to protect CIs, were
mainly developed for business or public organizations, not especially for CIs—this
is a conclusion from their review presented in Sect. 2. Critical infrastructures are
much more complex than business organizations. Particular CIs do not embrace
single organizations (CI operators) but their groups, and, moreover, they are con-
nected to each other by a huge number of relationships, sometimes even unknown.
Operational CIs are included in more general structures to be considered on the
national or even on international levels.

The paper concerns the European CIRAS1 project [2] related to “The Prevention,
Preparedness and ConsequenceManagement of Terrorism and other Security-related
Risks Programme—CIPS”. CIRAS is performed by the international consortium,
including the author’s organization:

• ATOS Spain SA (ATOS),
• Centre for European Security Strategies from Germany (CESS),
• Institute of Innovative Technologies EMAG from Poland (EMAG).

1This project has been funded with support from the European Commission. This publication
reflects the views only of the author, and the European Commission cannot be held responsible for
any use which may be made of the information contained therein (Grant Agreement clause).
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The CIRAS method and tool are based on the FP7 ValueSec approach [3].
The countermeasures selected for implementation in critical infrastructures should
satisfy the following requirements:

• be able to properly reduce the risk volume to ensure security on an accepted
level;

• be cost-effective during implementation and operation and bring benefits for CI
stakeholders;

• be free of social, psychological, political, legal, ethical, economical, technical,
environmental, and other limitations; these intangible factors are called here
“qualitative criteria”.

To satisfy these requirements the CIRAS Tool was equipped with dedicated
components:

• Risk Reduction Assessment (RRA) which assesses risk before and after the
countermeasure implementation,

• Cost-Benefit Assessment (CBA) which assesses cost and benefits factors
(monetary, tangible) in the given time horizon after the countermeasure
implementation,

• Qualitative Criteria Assessment (QCA) which assesses intangible factors that
may occur after the countermeasure implementation.

CIRAS focuses on the countermeasures selection, which is the central issue of
risk management. This selection is understood as a single act of the decision maker
and continuous, security and safety management aspects are not considered here.
CIRAS does not refer to other important issues related to CIP, e.g.: resilience,
incident management, effectiveness of the applied countermeasures, and CIP man-
agement aspects like: planning, implementing, monitoring, correcting, improving.

This was the motivation to work on an extension of the CIRAS methodology
towards the CIP management framework, which would be able to plan, implement,
monitor and maintain the CI protection on the assumed level.

The objective of the paper is to propose a method and tool to assess the effec-
tiveness of the CI protection system. This protection is based on the applied
countermeasures and on the protection management activities. The protection
effectiveness rises when the number of incidents and related losses decreases. In the
paper it is assumed that the effectiveness of the CI protection system can be
assessed with the use of statistics of incidents and effectiveness indicators. The
statistics and indicators are the basis to define correction and improvement actions
in the CI protection system. The incident management is important as well. It
delivers data to build statistics, to feed indicators, and to allow immediate reaction
to security problems.

When the protection decreases below the acceptance level the CI protection
system needs corrections and improvements, and when it considerably increases
above the acceptance level, it is possible to economize the protection cost.
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The results of the author’s researches can be used as input to indicate directions
of the CIRAS project in the future.

The paper includes the state of the art summary (Sect. 2), the concept of
effectiveness assessment for countermeasures (Sect. 3), its implementation on the
ready-made software platform (Sect. 4), and conclusions.

2 State of the Art

The review was focused on:

• CI-specific issues, like resilience, interdependencies and related effects,
• risk management methods and tools, especially those used in CIs,
• CIP frameworks and projects.

Critical infrastructure resilience concerns its ability to mitigate the magnitude or
duration of hazardous events. The resilient CI is resistant to external and internal
disturbances and can function on an acceptable efficiency level in the face of a
hazardous event. It means that the CI is able to predict, absorb, react, adapt itself to
critical situations, or recover after the disruptive event.

Resilience frameworks [4] are based on best practices and encompass methods
and/or tools to perform the system analysis, interdependencies analysis and risk
management. Building the CI resilience is a process which includes the following
stages:

1. Structural analysis of the CI as a system of systems.
It is focused on the CIs static model elaboration, i.e. most important nodes, most
vulnerable nodes, dependencies and interdependencies (direct, indirect) are
identified and expressed by criticality-, vulnerability-, dependency directed
graphs or matrices.

2. Dynamic analysis of the CI.
Based on the static model, the scenarios essential for the CI resilience are
analyzed, like: recovering after the given event in the given time, identification
of threats impacts, analyses of common failures, the system response to a failure
or an incident. The event driven dynamics method is used. The qualitative
approach is based on the concurrent event sequence diagrams. When the
quantitative approach is applied, simulation tools are used. As a result, a set of
the most dangerous risk scenarios is identified.

3. Prioritization of risk scenarios.
The identified risk scenarios are ordered according to their harmful conse-
quences and prepared to the risk management process in which the detailed
analysis is conducted and countermeasures are selected.

4. Risk management.
The selected and prioritized risk scenarios are analyzed, the risk value assessed,
and the right countermeasures selected.
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The existing frameworks are focused on the resilience building as a one-time act,
not on the resilience maintenance over the time by continuous management
activities.

Researches [5, 6] distinguish four basic kinds of interdependencies: physical,
cyber, geographical, and logical ones. Because of interdependencies, dire effects of
hazardous events propagate across the collaborating infrastructures causing
CI-specific phenomena, like: cascading effects, escalating failures, common cause
failures [5, 7]. Interdependencies and dependencies are expressed by matrices of
relationships or by dependency graphs [4]. The interdependencies analysis is the
key issue in building the CI resilience.

The first task of the CIRAS project concerned an exhaustive review of laws,
standards, frameworks, methods and tools [8]. This review was based mainly on the
following knowledge sources:

• the report [9] of the Institute for the Protection and Security of the Citizen, one
of the EC Joint Research Centres (JRC); the report assesses and summarizes 21
existing risk management methodologies/tools on the EU and global level,
identifies their gaps and prepares the ground for R&D in this field;

• the book [6]; Appendix C compares the features of about 22 commonly used
risk analysis methods;

• the EURACOM report [10] features a desktop study of 11 risk assessment
methodologies related to the energy sector;

• the ISO 31010 standard [11] describes about 30 risk assessment methods for
different applications;

• the ENISA website [12] gives an inventory of risk management/assessment
methods, mostly ICT-focused;

• projects performed on international and national levels (about 20 projects);
• frameworks used by the leading countries in this domain, e.g. [4, 10, 13–16].

From the CI protection perspective the risk management method/tool should:
consider interdependencies and phenomena related to them, analyze consequences
and causes of the given hazardous event, express the most important data included in
the risk register understood here as the managed inventory of hazardous events, be
flexible for configuration of different parameters, e.g.: likelihood, probability, fre-
quency, consequences, their categories, scales of measures. The existing methods/
tools were developed for single business organizations, not for a set of collaborating
organizations, like CIs. Some methods/tools were adapted for the critical infras-
tructures requirements, especially for the lower level of the CI hierarchy (e.g.
operator level). There is lack of risk management method/tools for the higher level
(e.g. international level). The reviewed methods [8] do not address the CI specific
phenomena in a satisfactory way. There is no method which would consider the cost,
benefit, and intangible restrictions with respect to the CIs.

The CIs resilience- or risk management frameworks are defined on a very general
level. There are no comprehensive critical infrastructure protection frameworks
that would take into account all aspects important for CIs like: resilience,
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interdependencies, risk management in all important perspectives (planning,
implementing, maintaining, improving). Particular frameworks focus on the selected
aspects, e.g., risk management [16], resilience building or interdependencies [4].
The US Dept. of Homeland Security framework [13, 14] represents a comprehensive
approach to the risk-based resilience building and maintenance, including feedback
loops and iterative steps. One of the risk management activities is to measure
effectiveness. Metrics and evaluation procedures are used to measure progress and
assess the effectiveness of the efforts to secure and strengthen the resilience of a
critical infrastructure. Measures of effectiveness, indicators are broadly used in
information security or IT governance standards, like ISO/IEC 27001 [17] or COBIT
[18]. None of the frameworks was based on the Deming cycle [19], which is a
proven solution to manage and maintain quality, security, business continuity, etc.

3 Critical Infrastructure Protection Framework
Effectiveness—Concept of Assessment

The effectiveness of a CI protection system rises when damages caused by incidents
and protection costs decrease. The problem is that to decrease damages, the risk
should be better reduced and this rises the protection cost too. A trade-off between
different factors is needed, and these factors should be identified and monitored.
Sampling all these parameters in an aggregated way supports the decision makers
involved in the management of critical infrastructures protection systems.

The countermeasures should be properly selected to achieve the security/safety
on the accepted level. The countermeasures selection is based on the ability to
reduce risk. In the developed CIRAS Tool, the cost-benefits parameters and
intangible factors are taken into account too. CIRAS does not go beyond the
countermeasure selection. This is considered as a one-time act. There are no
operations to maintain the achieved security over time—this issue is out of this
project scope.

Please note that incidents within a protected system, like a CI, are still possible,
due to a few factors:

• during risk assessment a mistake or an inaccuracy may occur; please note that
methods and tools used in the CI domain are rather simple, while the domain is
complex,

• new threats or vulnerabilities appear, previously unknown or omitted,
• changes in CI occur and for this reason the protection system does not match the

situation after changes,
• risk is ignored (this option is not recommended).

For this reason the entire protection system which embraces a set of different but
coherent countermeasures should be monitored, managed and corrected to mini-
mize incidents and their impacts. The problem is solved in security management
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systems [17], IT governance systems [18] and in many other management systems
related to business or public organizations, but not for critical infrastructures.

To solve this issue, the critical infrastructure and its protection system should be
equipped with management facilities, especially with:

• an incident management system which should be able to identify the incident, to
react, to do lessons learnt, and to derive corrections in the protection system,

• different incident assessment facilities and indicators, working like sensors,
track parameters relevant to the effectiveness of the whole system and are able to
monitor the effectiveness of the protection system.

To assess the effectiveness of the protection system, the number of incidents
(materialized risk scenarios) and their consequences in different views should be
observed. An incident management system provides these data, however, the data
should be processed and presented in an aggregated way, e.g. as on-line statistics or
graphs. Incidents observation and on-line reaction are close to the real-time risk
management concept.

Indicators can be monitored on line to react immediately when something goes
wrong, or can be analyzed in the assumed time horizons, e.g. yearly, to improve the
existing protection system.

Statistics and indicators can be useful in periodical risk reassessment (a static
approach). Risk prediction can be confronted with the occurred incidents (materi-
alized risks) to elaborate more adequate predictions (and countermeasures) for the
future. Information about the countermeasures past and future costs is also useful.
This allows to optimize protection costs which influence the protection system
effectiveness.

It is assumed that the effectiveness assessment of the CI protection system is
based on different sources of information needed for decision makers and other
people responsible for the CI protection. The basic sources of information showing
this effectiveness are:

• incident statistics,
• indicators,
• the cost of the protection system.

The assessment results are the foundation of correction actions and continual
improvement of the protection system.

4 Protection Framework Effectiveness
Assessment—Implementation

To make a feasibility study of the above effectiveness assessment concept, the
author proposes to use the OSCAD software platform [20]—the same as the one
used in the RRA component in the CIRAS Tool.
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The paper is continuation of researches focused on the OSCAD application in
the CIRAS project. Current researches are focused on risk management. The paper
[21] presents the requirement for the CI risk manager, [22] presents the experi-
mentation tool based on these requirements, and [23] is focused on the validation
experiment dealing with the risk management in the collaborating infrastructures.
As a result the OSCAD-based RRA component is proposed which is currently
adapted to and embedded into the CIRAS Tool. The experimentation risk manager
is called here OSCAD-CIRAS. The paper proposes to go beyond the risk man-
agement research and to extend OSCAD-CIRAS by a new functionality to measure
the effectiveness of the protection system.

TheOSCAD softwarewas originally developed as an integrated system to support:

• business continuity management according to ISO 22301 [24], to identify and
mitigate different disturbances of business processes,

• information security management according to ISO/IEC 27001 [17], to identify
and mitigate breaches of information assets.

OSCAD was developed for business or public organizations and it has three
main functionalities:

• to perform risk management (preparedness),
• to manage incidents (reaction, recovery),
• to ensure continual improvement of the security-related management processes.

4.1 Information from Incident Management System Useful
in the Effectiveness Assessment

OSCAD is equipped with a complex event/incident management system. Events are
reported and evaluated. Some of them, bringing higher damages, are classified as
incidents. The event circumstances and causes are specified. OSCAD helps to react
when incidents occur. In this case, for serious incidents, ready-to-use emergency
plans can be activated. Closed incidents are assessed again (lessons learnt) to plan
corrective actions within the protection system. The incident reports are sampled in
the database to produce statistics.

Figure 1 shows two simple statistics issued: events by weekdays and kinds of
events (police interventions, non-classified, failures, other events). The example
deals with the Railway Safety Management System [25]. Similar statistics will be
created for CIs, however, to obtain reliable statistics, the data should be sampled
over long time.

For critical infrastructures the examples of statistics can be created around the
following:

• number of incidents of the given severity and category,
• losses from incidents of the given severity and category,
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• number of unresolved incidents,
• total number of incidents,
• total losses caused by incidents.

The severity related to the damages caused by the event/incident can be defined
similarly to the consequences severity used in the risk assessment. For example,
events can be classified with the use of the enumerative scale [21]: Negligible
damage, Minor damage, Major damage, Severe loss, Catastrophic.

Incidents are a subset of events of higher damages: Major damage, Severe loss,
Catastrophic.

It is proposed that the categories of risk (threats) [22, 23] should comply with the
categories of events/incidents. This way it is possible to compare predicted risks
with incidents (materialized risks) and get extra information about the effectiveness
of the protection system.

The incident statistics are a source of information to plan corrective actions in
the CI protection system.

4.2 Indicators Expressing the Effectiveness of the Protection
System

OSCAD-CIRAS can be equipped with indicators, including the user defined
variables, which sample relevant values. The value of the given effectiveness
indicator can be:

Fig. 1 Events by weekdays and kinds of events [25]. Source OSCAD. Prepared by the author,
2014
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• entered manually by the user,
• downloaded automatically, e.g. from telematics applications, from ERP

(Enterprise Resource Planning), from SCADA (Supervisory Control And Data
Acquisition),

• calculated on the basis of the existing data (incident records, statistics) as
aggregated values.

Indicators represent security, safety, reliability, resilience, technical and man-
agement issues. OSCAD is equipped with these mechanisms but the adequate
indicators should be defined during the planned researches.

The first group of examples concerns the basic indicators or their families:

• average reaction time to an incident of the given severity and category,
• maximal reaction time to an incident of the given severity and category,
• average recovery time per incident category,
• average recovery cost per incident category,
• total recovery cost,
• number of audits, reviews, correction actions in the protection system,
• number of false alarms,
• number of incidents related to dangerous products, e.g. chemical, nuclear,
• number of deaths,
• number of persons seriously injured,
• number of incidents when RTO (Recovery Time Objective) was exceeded,
• number of precursors of incidents, near-failures,
• volume of compensation related to insurance,
• economic efficiency factors, e.g. volume of transported goods, produced energy,

provided services per year,
• percentage of the state-of-the art countermeasures (modern, certified, automatic,

etc.) in the protection system,
• percentage of CCTV cameras with video analysis with respect to the total

number of cameras,
• number of security awareness activities, trainings for employees in the given

time horizon.

The second group of indicators is defined to check the CI specific phenomena,
e.g. internal and external escalation/cascading, common cause effects:

• number of incidents caused by external critical infrastructures through
interdependencies,

• volume of losses due to incidents caused by external critical infrastructures
through interdependencies,

• number of incidents invoked in external critical infrastructures through
interdependencies,

• volume of losses due to incidents caused by external critical infrastructures
through interdependencies,
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• number of internally escalated incidents,
• number of detected common cause failures.

Figure 2 presents the definition of an indicator in OSCAD-CIRAS which checks
the protection system with respect to the yearly planned audits. In the example it is
assumed that minimum 10 audits a year should be performed, and the total number
of audits cannot exceed 200 per year. To watch the current number of audits the
warning and alarm thresholds are defined. Exceeding the given threshold causes
automatic generation of a task for the responsible person, and a warning or an alarm
respectively. Apart from indicators which monitor the value in the range, there are
indicators which show if the value is above (or below) the assumed threshold.

The third group of indicators is defined to check the cost and benefits parameters
dealing with the entire CI protection system, like:

• total cost of the protection system per year,
• total investment cost related to the category of countermeasures per year,
• total operational cost related to the category of countermeasures per year,
• total benefits resulting from risk reduction.

These total indicators are calculated based on the parameters values assigned to
the particular countermeasure during the OSCAD-CIRAS risk management pro-
cess. These parameters, like investment cost, operation cost, future benefits, are
provided for the CBA component.

The key issue is to define how often the statistics and indicators should be
updated and reviewed. This feature is configurable.

It is possible to observe the QCA indicators, but this issue not discussed here.
When a given incident is assessed, the QCA factors should be considered, i.e.
whether the incident was caused by trespassing of the given qualitative criterion.

Fig. 2 Effectiveness indicator—an example. Source OSCAD-CIRAS. Prepared by the author,
2016
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5 Conclusions

The paper presents a new concept and implementation of the effectiveness
assessment of the critical infrastructure protection system. CI protection is based on
the countermeasures which are selected according to the risk value.

The proposed method tries to assess countermeasures effectiveness in practice,
observing the behavior of the protected CI. The effectiveness depends on the
number of occurred incident, losses caused by them and the cost of applied
countermeasures.

For this reason the OSCAD-CIRAS risk manager used in the CIRAS project is
extended by an additional functionality related to:

• incident management—to gather data about incidents and to allow immediate
reaction to incidents (real-time risk management aspects);

• incident statistics—to present synthetically information about incidents and
damages;

• effectiveness indicators—to present more enhanced information related to
incidents, their consequences, functioning of the CI and its protection system,
protection cost and limitations (provided by the CBA and QCA components of
the CIRAS Tool).

The proposed OSCAD-CIRAS extensions are based on the functionality existing
in the software which still requires to be customized and configured. The paper
shows how to do it. After that the validation experiment is planned. The validation
will concern two collaborating and mutually dependent infrastructures: railway
transport and energy production.

The proposed concept supports the CI protection system. The countermeasures
are not only properly selected, but also monitored and managed. Synthetic infor-
mation about behavior of the protected CI allows to provide corrections and
improvements within the protection system.
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Selection of Metrics for the Defect
Prediction

Ilona Bluemke and Anna Stepień

Abstract The ability to estimate if a module or a class or a method is faulty, or not,
is called the defect prediction. Prediction can be used to target the improvement
efforts to those modules or classes that need it the most. We investigated the
classification process (deciding if an element is faulty or not) in which the set of
software metrics and several data mining algorithms were used. We conducted an
experiment on ten open source projects. The data concerning defects were extracted
from the repository of the control version system. In this study the process of
choosing appropriate metrics for the defect prediction is described. In the selection
process we use unique approach by random forest.

Keywords Defect prediction � Object metrics

1 Introduction

Testing software systems is a tedious work. The distribution of defects among parts
of a software system is not balanced so applying the same testing effort to all parts
of a system is not the optimal approach. Therefore, it would be useful to identify
fault-prone parts of the system and with such knowledge to concentrate testing
effort on these parts. According to Weyuker et al. [1, 2] typically 20 % of modules
contain 80 % of defects. Testers with a tool enabling for defect prediction may be
able to concentrate on testing only 20 % of system modules and still will find up to
80 % of the software defects. The models and tools which can predict the modules
to be faulty, or not, based on certain data, historic or the current ones, can be used to
target the improvement efforts to those modules that need it the most.

The defect prediction methods were subjects of many publications e.g. [3–11]
also many surveys on this subject can be found e.g. [3, 4, 7, 10]. In the defect
prediction models often software or/and product metrics are used. The application
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of metrics to build models can assist to focus quality improvement efforts to
modules that are likely to be faulty during operations, thereby cost-effectively
utilizing the testing and enhance the resources. There is abundant literature on
software and product metrics e.g. [5, 6, 12–21].

We performed an experiment on the defect prediction and some results presented
in [22]. In the classification process (deciding if an element is faulty or not) some
software metrics were used. In this study we present how the set of metrics was
chosen by random forest approach. However there are many papers on finding
metrics suitable for the defect prediction e.g. [5, 6, 9–11, 16–20] to our best
knowledge none of them is using the random forest approach.

The paper is organized as follows: In Sect. 2 the defect prediction is briefly
sketched and our prediction experiment is outlined. This includes also the pre-
sentation of investigated projects. The process of metric selection which uses
random forests [23, 24] is described in Sect. 3. In Sect. 3.1 the backgrounds of
random forests are given and in Sect. 3.2 steps of the selection procedure are listed
as well as the values calculated for examined metrics are shown. In Sect. 3.3 our set
of metrics is compared with related results. Conclusions are given in Sect. 4.

2 Defect Prediction

The defect prediction has been conducted so far by many researchers [5–11] and
many prediction models has been proposed. The defect predictor builds a model
based on data from old version of a project (often data from version control system
are used) or current system measures.

In a defect predictor using the current system version e.g. [6, 9], different metrics
are typically used. These metrics could be calculated at different levels: process,
component, files, class, method. According to Catal and Diri [7]:

• the method level metrics are used in 60 % of defect predictors and
• class level in 24 % while
• process level only in 4 %.

Depending on the metric level appropriate code level can be identified as faulty.
When method level metrics are used the predicted fault-prone modules are methods,
if class level then classes.

In the experiment on the defect prediction we decided to use machine learning
methods and metrics. We conducted the experiment with several algorithms and in
[22] the results of k-NN algorithm and decision trees were presented. In our
experiment ten open source Java projects were used. These projects are listed in
Table 1. The fault prediction was made for two successive releases of each project
with the usage of object metrics and machine learning algorithms. Object metrics
were calculated by Ckjm tool [25] which enables to calculate 19 object oriented
metrics from Java code.
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The information about errors were obtained by specially designed and imple-
mented application—BugMiner [26]. Given a bug pattern (a regular expression
describing either a bug identifier e.g. PROJECT-1234 or a process of fixing e.g.
fixed, bugfix), the BugMiner finds in the repository of the control version system
comments associated with error repairs. The git version control system was used
[27]. BugMiner uses the metrics values calculated by Ckjm and generates statistics
for the project, its main operation is presented in Fig. 1.

As it can be seen in Table 1 data which are used in the fault prediction process
(classes containing errors) constitute small ratio of all data. Such imbalanced dis-
tribution makes a problem for the classification process as it can assign all elements
to the dominant group and in the classification for the fault prediction the less
numerous group is of higher interest. Solution to this problem is resampling: e.g.
over-sampling the minority class.

Table 1 Analyzed projects

No Project Reference Numb. of
classes

Numb. of classes
containing errors

Percentage of
errors (%)

7 Apache Lucene [28] 624 65 10.56

3 Apache Hadoop [29] 701 59 8.40

4 Apache Tika [30] 174 5 2.86

8 MyBatis [31] 361 31 8.56

1 Apache
Commons Lang

[32] 84 30 35.29

6 Hibernate [33] 2123 174 8.19

5 Jsoup [34] 45 3 6.52

9 Apache
Velocity

[35] 228 5 2.18

2 Elasticsearch [36] 2464 27 1.09

10 Zookeeper [37] 246 37 15.04

Fig. 1 Operation of the
BugMiner
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3 Metrics Selection

In the experiment on defect prediction we used the Ckjm [25] tool able to calculate
nineteen metrics. Among them are widely known Chidamber Kemerer metrics (CK
metrics) [13], QMOOD metrics proposed by: Bansiya and Davis [12], Martin [14],
McCabe [16] and some Henderson-Sellers metrics [15].

We decided to use ten metrics and to choose the best ones we performed an
analysis by random forests [23, 24] for all projects.

3.1 Random Forests

Random forest proposed by Breiman in 2001 [23, 24] has many classification trees.
It is a combination of tree predictors such that each tree depends on the values of a
random vector sampled independently and with the same distribution for all trees in
the forest.

In the original paper on random forests [23], it was shown that the forest error
rate depends on two factors:

• The correlation between any two trees in the forest, increasing the correlation
increases the forest error rate.

• The strength of each individual tree in the forest. A tree with a low error rate is a
strong classifier. Increasing the strength of the individual trees decreases the
forest error rate.

Random forest has many advantages. It runs efficiently on large data base, can
handle thousands of input variables, is accurate, gives estimates of what variables
are important in the classification. It also has methods for balancing error in class
population unbalanced data sets.

When the training set for the current tree is drawn by sampling with replacement,
about one-third of the cases are left out of the sample. This OOB (out-of-bag) data
is used to get a running unbiased estimate of the classification error as trees are
added to the forest. It is also used to get estimates of variable importance.

After each tree is built, all of the data are run down the tree, and proximities are
computed for each pair of cases. If two cases occupy the same terminal node, their
proximity is increased by one. At the end of the run, the proximities are normalized
by dividing by the number of trees.

In random forests, there is no need for cross-validation or a separate test set to
get an unbiased estimate of the test set error. It is estimated internally, during the
run. Each tree is constructed using a different bootstrap sample from the original
data. About one-third of the cases are left out of the bootstrap sample and not used
in the construction of the kth tree. Each case left out in the construction of the kth
tree is put down the kth tree to get a classification. In this way, a test set classifi-
cation is obtained for each case in about one-third of the trees. At the end of the run,
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take j to be the class that got most of the votes every time case n was OOB. The
proportion of times that j is not equal to the true class of n averaged over all cases is
the OOB error estimate.

As features used in the splitting trees we used two attributes:

1. mean decrease in accuracy and
2. mean decrease of gini index (probability that randomly chosen two samples are

in the same class).

The mean decrease in accuracy (MDA) is calculated as follows. For every tree
belonging to the random forest the membership of an “out of bag”—OOB sample to
a class is calculated. Next the number of correctly assigned to a class samples is
calculated. To define the usefulness of a variable xi, its values are permutated in the
previous selected sample (OOB). For the modified values the process of finding the
membership to a class is repeated. The number of correctly assigned samples is
subtracted from the same number but obtained for the original sample. The result of
the subtraction is divided by the cardinality of OOB sample. The permutation is
repeated for all trees in the random forest. The mean decrease in accuracy is the
mean of all values obtained for all trees. Variables with high values of decrease in
accuracy are significant in the prediction process.

The Mean Decrease Gini (MDG) is a measure of homogeneity of nodes and
leaves in the random forest. Every time a split of a node is made on variable xi the
gini impurity criterion for the two descendent nodes is calculated. These values are
less than the one for the parent node. Adding up the gini decreases for each
individual variable over all trees in the forest gives variable importance. High
values shows the importance of this variable in the classification process.

3.2 Metric Analysis

The Ckjm [25] tool calculates nineteens object metrics. We examined the signifi-
cance of these metrics using the mean decrease in accuracy (MDA) and the mean
decrease gini (MDG) for all projects used in the defect prediction experiment.
Metric which was “most important” obtained the maximal number of points—
nineteen, the “less important” only one point. The metric obtained the number of
points accordingly to its “importance” in the classification process. In Table 2 the
importance of metrics for the projects from Table 1 calculated for the mean
decrease accuracy (MDA) is shown. In parenthesis the number of points assigned to
the metrics is also given. In Table 3 similar values are given for the mean decrease
gini. The values in tables are rounded to the first digit after the point to adjust the
table to the width of the page. It can be seen that some values are equal and the
number of points assigned to the metrics are not, the differences were on the second,
the third position after the point.
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In Table 4 the total number of points obtained by each metric in both exami-
nations are given. The top ten metrics, with the maximal number of points, were
chosen for the defect prediction.

The most suitable ten metrics obtained after the random forests analysis are
following:

1. LOC—number of lines of code,
2. AMC—Average Method Complexity [16]—the average method size for each

class: the size of pure virtual methods and inherited methods are not counted,
large method, which contains more code, tends to introduce more faults than a
small method,

3. RFC—Response For a Class (CK metric) [13]—the cardinality of the set of all
methods that can be potentially executed in the response to the arrival of a
message to an object, a measure of the potential communication between the
class and other classes,

4. CE—Efferent Coupling (Martin metric) [14]—the number of other classes that
the class depends upon, an indicator of the dependence on externalities, efferent
means outgoing,

5. CBO—Coupling Between Objects (CK metric) [13]—the number of couplings
with other classes (where calling a method or using an instance variable from
another class constitutes coupling),

6. CAM—Cohesion Among Methods of Class (QMOOD metrics [12])—the
relatedness among methods of a class based upon the parameter list of the
methods, is computed using the summation of number of different types of
method parameters in every method divided by a multiplication of number of
different method parameter types in whole class and number of methods

7. WMC—(CK metric [13])—the number of methods in the class (assuming unity
weights for all methods)

8. LCOM—Lack of Cohesion in Methods (CK metric [13])—counts the sets of
methods in a class that are not related through the sharing of some of the class
fields. The lack of cohesion in methods is calculated by subtracting from the
number of method pairs that do not share a field access the number of method
pairs that do.

9. NPM—Number of Public Methods (QMOOD metrics [12])—counts all the
methods in a class that are declared as public, the metric is known also as Class
Interface Size (CIS)

10. LCOM3—Lack of Cohesion in Methods (Henderson-Sellers metric [15]).

The metrics insignificant in the classification process appeared to be:

• dit—depth of inheritance tree, noc—number of children—(CK metrics [13]),
• ca—afferent couplings—a measure of how many other classes use the specific

class (Martin metric [14]),
• dam—data access metric—the ratio of the number of private (protected) attri-

butes to the total number of attributes declared in the class QMOOD [12],
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• moa—measure of aggregation—is a count of the number of data declarations
(class fields) whose types are user defined classes QMOOD [12],

• mfa—measure of functional abstraction—the ratio of the number of methods
inherited by a class to the total number of methods accessible by member
methods of the class QMOOD [12],

• ic—inheritance coupling—the number of parent classes to which a given class is
coupled. A class is coupled to its parent class if one of its inherited methods
functionally dependent on the new or redefined methods in the class [16],

• cbm—coupling between methods—the total number of new/redefined methods
to which all the inherited methods are coupled [16],

• avg_cc—the arithmetic mean of the CC (Cyclomatic Complexity—Mc Cabe)
value in the investigated class [21].

3.3 Comparison with Related Work

Considerable research has been performed on the usefulness of software metrics in
the defect predictions e.g. [1–20] but usually these experiments were not statisti-
cally significant so any empirical further validation is worthwhile. The random
forest we used in our experiments were not used by other researchers (as far as we
know).

Isong and Ekabua recently published a systematic review of 29 papers on
software metrics for fault proneness prediction [17]. In the set of considered papers
were e.g.: [12, 18, 19]. Isong and Ekabua concentrated on CK metrics and LOC and
analyzed the significance of metrics in relation with the fault prediction. The results
of theirs analysis are shown in Fig. 2.

However our method of metric selection (random forest) is different than the
methods applied by other researchers the results concerning CK set of metrics are
similar. The dit, noc metrics are insignificant for defect prediction.

Fig. 2 Significance of CK
metrics in defect prediction—
based on 29 papers
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4 Conclusions

However our analysis of the set of suitable metrics (by random forests) described in
Sect. 3.2 was different than the analysis of e.g.: Singh et al. [19], Jureczko et al. [5,
6], Gyimothy et al. [11] and also the structure of examined projects was different,
we obtained very similar set of metrics. It can be claimed that this set of metrics is
very efficient and useful in the defect predictors.

The results of defect predictors could be influenced by the set of chosen metrics
and specificity of projects being the subject of prediction and learning algorithms
applied as well. It is important to choose appropriate set of metrics. In Sect. 3 the
process of selecting metrics was described. These metrics appeared to be very
successful in an experiment on the defect prediction presented in [24]. It should be
also mentioned that results of prediction strongly depend on the data concerning
defects. We were using the inscriptions in the repository of the version control
system concerning defects, in fact some of them could be false.
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Abstract In the paper, a new hybrid generalized additive wavelet-neuro-
fuzzy-system of computational intelligence and its learning algorithms are
proposed. This system combines the advantages of neuro-fuzzy system of Takagi-
Sugeno-Kang, wavelet neural networks and generalized additive models of
Hastie-Tibshirani. The proposed system has universal approximation properties and
learning capabilities which pertain to the neural networks and neuro-fuzzy systems;
interpretability and transparency of the obtained results due to the soft computing
systems; possibility of effective description of local signal and process features due
to the application of systems based on wavelet transform; simplicity and speed of
learning process due to generalized additive models. The proposed system can be
used for solving a wide class of dynamic data mining tasks, which are connected
with non-stationary, nonlinear stochastic and chaotic signals. Such a system is
sufficiently simple in numerical implementation and is characterized by a high
speed of learning and information processing.
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1 Introduction

Nowadays computational intelligence methods and especially hybrid systems of
computational intelligence [1–3] are wide spread for Data Mining tasks in different
areas under uncertainty, non-stationarity, nonlinearity, stochastic, chaotic condi-
tions of the investigated objects and, first of all, in control, identification, prediction,
classification, emulation etc. These systems are flexible because they combine
effective approximating properties and learning abilities of artificial neural net-
works, transparency and interpretability of the results obtained by using
neuro-fuzzy systems, the possibility of a compact description of the local features of
non-stationary signals, providing wavelet neural networks and more advanced
wavelet-neuro-fuzzy systems.

At the same time in the framework of such directions as Dynamic Data Mining
(DDM) and Data Stream Mining (DSM) [4–6] more (if not the most) of observed
systems appear either ineffective or inoperative in general. It connects with that the
problems of DDM and DSM must be solved (including learning process) in on-line
mode, when the data is fed to the processing sequentially, often in real time. It is
clear that traditional multilayer perceptron trained based on back-propagation
algorithm and requires the pre-determined training sample cannot operate in such
conditions.

It is possible to implement the on-line learning process in the neural networks
whose output signal depends on tuning synaptic weighs linearly, for example, radial
basis function networks [RBFN], normalized radial basis function networks
(NRBFN) [7, 8], generalized regression neural networks (GRNN) [9] and like them
neural networks. However using of architectures that based on kernel activation
functions is complicated, by so-called, course of dimensionality. Especially often
such problem is appeared when using “lazy learning” [10] based on the conception
“neurons on data point” [11].

Neuro-fuzzy systems have undoubted advantages over neural networks and first
of all the significantly smaller number of tuning synaptic weights that allows to
reduce time of learning process. Here it needs to notice the TSK-system [12] and its
simplest version—Wang-Mendel system [13], ANFIS, DENFIS, SAFIS [14, 15]
and etc. However, in these systems to provide the required approximating prop-
erties not only the synaptic weights but also membership functions (centres and
widths) must be tuned. Furthermore, the training process of these parameters is
performed using backpropagation algorithms in batch mode.

Hybrid wavelet-neuro-fuzzy systems [16], having a number of advantages, are
too tedious from computational point of view, which complicates their using in
real-time tasks. For solving such kind of problems, so-called, generalized additive
models [17] are good. But such systems don’t operate under non-stationarity,
nonlinearly and chaotic conditions.

In connection with that the development of hybrid system of computational
intelligence is preferred. This system has to combine main advantages (the learning
ability, the approximation and extrapolation properties, the identification of local
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features of signals, the transparency and interpretability of wavelet neuro-fuzzy
systems) with simplicity and learning rate of generalized additive models.

2 Hybrid Generalized Additive Wavelet-Neuro-Fuzzy
System Architecture

Figure 1 shows the architecture of the proposed hybrid generalized additive
wavelet-neuro-fuzzy system (HGAWNFS).

This system consists of four layers of information processing; the first and
second layers are similar to the layers of TSK-neuro-fuzzy system. The only dif-
ference is that the odd wavelet membership functions “Mexican Hat”, which are

Fig. 1 Hybrid generalized additive wavelet-neuro-fuzzy system architecture
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“close relative” of Gaussians, are used instead of conventional bell-shaped
Gaussian membership functions in the first hidden layer

uliðxiðkÞÞ ¼ ð1� s2liðkÞÞ expð�s2liðkÞ=2Þ ð1Þ

where xðkÞ ¼ ðx1ðkÞ; . . .; xiðkÞ; . . .; xnðkÞÞT � ðn� 1Þ is the vector of input signals,
k ¼ 1; 2; . . . is a current moment of time, sliðkÞ ¼ ðxiðkÞ � cliÞr�1

li ; cli; rli are the
centre and width of the corresponding membership function implying that
c� cli ��c; r� rli � �r; i ¼ 1; 2; . . .; n; l ¼ 1; 2; . . .; h; n is the input number; h is
the membership functions number.

It is necessary to note that using the wavelet functions instead of common
bell-shaped positive membership functions gives the system more flexibility [18],
and using odd wavelets for the fuzzy reasoning does not contradict the ideas of
fuzzy inference, because the negative values of these functions can be interpreted as
non-membership levels [19].

Thus, if the input vector xðkÞ is fed to the system input, then in the first layer the
hn levels of membership functions uliðxiðkÞÞ are computed and in the hidden layer
h vector product blocks perform the aggregation of these memberships in the form

~xlðkÞ ¼
Yn
i¼1

uliðxiðkÞÞ: ð2Þ

This means the input layers transform the information similarly to the neurons of
the wavelet neural networks [20, 21], which form the multidimensional activation
functions providing a scatter partitioning of the input space.

At that, therefore, in the region of input space, which remote from centres
cl ¼ ðcl1; . . .; cli; . . .; clnÞT of multivariable activation functions

Yn
i¼1

ð1� s2liðkÞÞ expð�s2liðkÞ=2Þ; ð3Þ

the provided quality of approximation can be not high that is common disadvantage
of all systems.

To provide the required approximation properties, the third layer of system is
formed based on type-2 fuzzy wavelet neuron (T2FWN) [22, 23]. This neuron
consists of two adaptive wavelet neurons (AWN) [24], whose prototype is a
wavelet neuron of Yamakawa [25]. Wavelet neuron is different from the popular
neo-fuzzy neuron [25] that uses the odd wavelet functions instead of the common
triangular membership functions. The use of odd wavelet membership functions,
which form the wavelet synapses WS1; . . .;WSl; . . .;WSh, provides higher quality of
approximation in comparison with nonlinear synapses of neo-fuzzy neurons.
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In such a way the wavelet neuron performs the nonlinear mapping in the form

f ð~xðkÞÞ ¼
Xh
l¼1

flð~xlðkÞÞ ð4Þ

where ~xðkÞ ¼ ð~x1ðkÞ; . . .;~xlðkÞ; :. . .;~xhðkÞÞT ; f ð~xðkÞÞ—is the scalar output of
wavelet neuron.

Each wavelet synapse WSl consists of g wavelet membership functions
~ujlð~xlÞ; j ¼ 1; 2; . . .; g (g is a wavelet membership function number in the wavelet
neuron) and the same number of the tuning synaptic weights wjl. Thus, the trans-
form is implemented by each wavelet synapse WSl in the k-th instant of time, which
can be written in form

flð~xlðkÞÞ ¼
Xg
j¼1

wjlðk � 1Þ~ujlð~xlðkÞÞ ð5Þ

(here wjlðk � 1Þ is the value of synaptic weights that are computed based on pre-
vious k � 1 observations), and the general wavelet neuron performs the nonlinear
mapping in the form

~f ð~xðkÞÞ ¼
Xh
l¼1

Xg
j¼1

wjlðk � 1Þ~ujlð~xlðkÞÞ ð6Þ

i.e., in fact, this is the generalised additive model [17] that is characterised by the
simplicity of computations and high approximation properties.

The output layer of system is formed by summator unit and it can bewritten in form

Xh
l¼1

Yn
i¼1

uliðxiðkÞÞ ¼
Xh
l¼1

~xlðkÞ ð7Þ

and by division unit, which realizes the normalization for avoiding of “gaps”
appearance in the parameters space.

In such a way the output of HGAWNFS can be written in form

ŷðkÞ ¼
Ph

l¼1

Pg
j¼1 wjlðk � 1Þ~ujlð~xlðkÞÞPh

l¼1 ~xlðkÞ
¼
Ph

l¼1

Pg
j¼1 wjlðk � 1Þ~ujl

Qn
i¼1 uliðxiðkÞÞ

� �
Ph

l¼1

Qn
i¼1 uliðxiðkÞÞ

¼
Xh
l¼1

Xg
j¼1

wjlðk � 1Þ ~ujlð~xlðkÞÞPh
l¼1 ~xlðkÞ

¼
Xh
l¼1

Xg
j¼1

wjlðk � 1Þ~wjlð~xðkÞÞ ¼ wTðk � 1Þwð~xðkÞÞ

ð8Þ

where ~wjlð~xðkÞÞ ¼ ~ujlð~xlðkÞÞ
Ph

l¼1 ~xlðkÞ
� ��1

¼ ~ujl

Qn
i¼1 uliðxiðkÞÞ

� � Ph
l¼1

Qn
i¼1 uli

�
ðxiðkÞÞÞ�1, wðk � 1Þ ¼ ðw11ðk � 1Þ;w21ðk � 1Þ; . . .;wg1ðk � 1Þ; w12ðk � 1Þ; . . .;
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wjlðk � 1Þ; . . .;wghðk � 1ÞÞT , ~wð~xðkÞÞ ¼ ð~w11ð~xðkÞÞ; ~w21ð~xðkÞÞ; . . .; ~wjlð~xðkÞÞ; . . .;
~wghð~xðkÞÞÞT .

3 Adaptive Learning Algorithm of Hybrid Generalized
Additive Wavelet-Neuro-Fuzzy System

The learning process of HGAWNFS is reduced in the simplest case to the synaptic
weights tuning of wavelet neuron in the third hidden layer. For tuning of wavelet
neuron its authors [25] used the gradient procedure which minimizes the learning
criterion

EðkÞ ¼ 1
2

yðkÞ � ŷðkÞð Þ2¼ 1
2
e2ðkÞ ¼ 1

2
yðkÞ �

Xh
l¼1

Xg
j¼1

wjl
~wjlð~xðkÞÞ

 !2

ð9Þ

and it can be written in form

wjlðkÞ ¼ wjlðk � 1Þþ geðkÞ~wjlð~xðkÞÞ ¼ wjlðk � 1Þþ gðyðkÞ � ŷðkÞÞ~wjlð~xðkÞÞ

¼ wjlðk � 1Þþ g yðkÞ �
Xh
l¼1

Xg
j¼1

wjlðk � 1Þ~wjlð~xðkÞÞ
 !

~wjlð~xðkÞÞ

ð10Þ

where yðkÞ is reference signal, eðkÞ is learning error, g is fixed learning rate
parameter.

For the speed acceleration of tuning process of synaptic weights under
non-stationary conditions the exponential weighted recurrent least squares method
can be used in form

wðkÞ ¼ wðk � 1Þþ Pðk�1ÞeðkÞ~wð~xðkÞÞ
bþ ~wT ð~xðkÞÞPðk�1Þ~wð~xðkÞÞ ;

PðkÞ ¼ 1
b Pðk � 1Þ � Pðk�1Þ~wð~xðkÞÞ~wT ð~xðkÞÞPðk�1ÞÞ

bþ ~wT ð~xðkÞÞPðk�1Þ~wð~xðkÞÞ

� �
8<
: ð11Þ

(where 0\b� 1 is forgetting factor), which, therefore, can be numerical unstable
for high tuning parameters number.

Under uncertain, stochastic or chaotic conditions, it is more effective to use the
adaptive wavelet neuron (AWN) [26] instead of common wavelet neuron. In this
case, we can tune not only synaptic weights, but the parameters of centres, widths
and shapes.

The basis of adaptive wavelet neuron is the adaptive wavelet activation function
that was proposed in [22] and can be written in form
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~ujlð~xlðkÞÞ ¼ ð1� ajlðkÞs2jlðkÞÞ expð�s2jlðkÞ=2Þ ð12Þ

where 0� ajl � 1 is the shape parameter of adaptive wavelet function, if ajl ¼ 0 it is
conventional Gaussian, if ajl ¼ 1 it is the wavelet “Mexican Hat”, and if 0\ajl\1
it is some hybrid activation-membership function (see Fig. 3).

Figure 2 shows the adaptive wavelet activation function with different param-
eters a и r.

Basically to tune the centers, widths and shapes parameters we can use opti-
mization of the learning criterion (9) by the gradient procedure (10), calculated the
partial derivative on cjl; r�1

jl and ajl, but for the increasing speed of learning process
we can use the one-step modification of Levenberg-Marquardt algorithm [27] for
tuning all-parameters of each wavelet synapse simultaneously.

By introducing in the consideration ðg� 1Þ-vectors wlðkÞ ¼ ðw1lðkÞ;
w2lðkÞ; . . .;wglðkÞÞT , ~wlð~xlðkÞÞ ¼ ð~w1lð~xlðkÞÞ; ~w2lð~xlðkÞÞ; . . .; ~wglð~xlðkÞÞÞT , clðkÞ ¼
ðc1lðkÞ; c2lðkÞ; . . .; cglðkÞÞT , r�1

l ðkÞ ¼ ðr�1
1l ðkÞ; r�1

2l ðkÞ; . . .; r�1
gl ðkÞÞT , alðkÞ ¼

ða1lðkÞ; a2lðkÞ; . . .; aglðkÞÞT , slðkÞ ¼ ðs1lðkÞ; s2lðkÞ; . . .; sglðkÞÞT , we can write the
learning algorithm in form

wlðkÞ ¼ wlðk � 1Þþ eðkÞ~wlð~xlðkÞÞ
gw þ ~wlð~xlðkÞÞ

�� ��2 ¼ wlðk � 1Þþ eðkÞ~wlð~xlðkÞÞ
gw

;

clðkÞ ¼ clðk � 1Þþ eðkÞ~wc
l ð~xlðkÞÞ

gc þ ~wc
l ð~xlðkÞÞ

�� ��2 ¼ clðk � 1Þþ eðkÞ~wc
l ð~xlðkÞÞ
gc

;

r�1
l ðkÞ ¼ r�1

l ðk � 1Þþ eðkÞ~wr
l ð~xlðkÞÞ

gr þ ~wr
l ð~xlðkÞÞ

�� ��2 ¼ r�1
l ðk � 1Þþ eðkÞ~wr

l ð~xlðkÞÞ
gr

;

alðkÞ ¼ alðk � 1Þþ eðkÞ~wa
l ð~xlðkÞÞ

ga þ ~wa
l ð~xlðkÞÞ

�� ��2 ¼ alðk � 1Þþ eðkÞ~wa
l ð~xlðkÞÞ
ga

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð13Þ
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Fig. 2 Adaptive wavelet activation function: a a ¼ 1;r ¼ 1; b dashed line a ¼ 0:3;r ¼ 1:5;
solid line a ¼ 0:6; r ¼ 0:5; c a ¼ 0;r ¼ 1
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where ~wc
l ð~xlðkÞÞ ¼ 2wlðk � 1Þr�1

l ðk � 1Þðð2alðk � 1Þþ 1Þslð~xlðkÞÞ � alðk � 1Þs3l
ð~xlðkÞÞÞ � expð�s2l ð~xðkÞÞ=2Þ; ~wr

l ð~xlðkÞÞ ¼ wlðk � 1Þð~xðkÞ � clðk � 1ÞÞðalðk � 1Þ
s3l�ð~xlðkÞÞ � ð2alðk � 1Þþ 1Þslð~xlðkÞÞÞ expð�s2l ð~xðkÞÞ=2Þ; ~wa

l ð~xlðkÞÞ ¼ �wlðk � 1Þ
s2l ð~xlðkÞÞ� expð�s2l ð~xðkÞÞ=2Þ; s2l ð~xðkÞÞ ¼ r�1

l ðkÞ � r�1
l ðkÞ � ð~xlðkÞIl � clðk � 1ÞÞ

�ð~xlðkÞIl � clðk � 1ÞÞ, � is direct product symbol, Il is ðl� 1Þ—the unit vector,
gw; gc; gr; ga are nonnegative momentum terms.

For increasing of filtering properties of learning procedure the denominators in
recurrent equation system (13) can be modified in such way

gwðkÞ ¼ bgwðk � 1Þþ ~wlð~xlðkÞÞ
�� ��2;

gcðkÞ ¼ bgcðk � 1Þþ ~wc
l ð~xlðkÞÞ

�� ��2;
grðkÞ ¼ bgrðk � 1Þþ ~wr

l ð~xlðkÞÞ
�� ��2;

gaðkÞ ¼ bgaðk � 1Þþ ~wa
l ð~xlðkÞÞ

�� ��2

8>>>>>><
>>>>>>:

ð14Þ

where 0� b� 1 have the same sense that in the algorithm (11).

4 Robust Learning Algorithm of Hybrid Generalized
Additive Wavelet-Neuro-Fuzzy System

Although the square criterion allows to obtain the optimal evaluation when the
processed signal and disturbances have Gaussian distribution, but when the dis-
tribution has, so-called, “heavy tails” (for example, Laplace and Cauchy distribu-
tion etc.) the evaluation which based on quadratic criterion can be inadequate. In
this case the robust methods with M-criterion are more effective [28].

Introducing for the consideration the modified Welsh robust identification cri-
terion in the form

ERðkÞ ¼ 1� expð�de2ðkÞÞ ð15Þ

where eðkÞ is the learning error, d is positive parameter, which set from empirical
reasoning and defined the size of nonsensitivity zone for the outliers.

Figure 3 shows the comparison the robust identification criterion with different
values of parameter d and least squares criterion.

Providing the sequence of the same transformation we can write the robust
learning algorithm in form
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wlðkÞ ¼ wlðk � 1Þþ kw deðkÞ expð�de2ðkÞÞ~wlð~xlðkÞÞ
.
gw

� �
;

gwðkÞ ¼ bgwðk � 1Þþ ~wlð~xlðkÞÞ
�� ��2;

clðkÞ ¼ clðk � 1Þþ kc deðkÞ expð�de2ðkÞÞ~wc
l ð~xlðkÞÞ

.
gc

� �
;

gcðkÞ ¼ bgcðk � 1Þþ ~wc
l ð~xlðkÞÞ

�� ��2;

8>>>>><
>>>>>:

ð16Þ

r�1
l ðkÞ ¼ r�1

l ðk � 1Þþ kr deðkÞ expð�de2ðkÞÞ~wr
l ð~xlðkÞÞ

.
gr

� �
;

grðkÞ ¼ bgrðk � 1Þþ ~wr
l ð~xlðkÞÞ

�� ��2;
alðkÞ ¼ alðk � 1Þþ ka deðkÞ expð�de2ðkÞÞ~wa

l ð~xlðkÞÞ
.
ga

� �
;

gaðkÞ ¼ bgaðk � 1Þþ ~wa
l ð~xlðkÞÞ

�� ��2:

8>>>>><
>>>>>:

ð17Þ

5 Conclusions

In this paper, the hybrid generalised additive wavelet-neuro-fuzzy system and its
learning algorithms have been proposed. This system combines advantages of
neuro-fuzzy system of Takagi-Sugeno-Kang, wavelet neural networks and gener-
alised additive models of Hastie-Tibshirani.

The proposed hybrid system is characterised by computation simplicity,
improving approximation and extrapolation properties as well as high speed of
learning process. Hybrid generalized additive wavelet-neuro-fuzzy system can be
used to solve a wide class of tasks in Dynamic Data Mining and Data Stream
Mining, which are related to on-line processing (prediction, emulation,
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Fig. 3 Robust identification
criterion (6) with different
values of parameter d
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segmentation, on-line fault detection etc.) of non-stationary stochastic and chaotic
signals corrupted by disturbances. The computational experiments are confirmed to
effectiveness of developed approach.
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Data Mining Algorithms in the Analysis
of Security Logs from a Honeypot System

Michał Buda and Ilona Bluemke

Abstract Today many applications move to the Internet as web applications. This
phenomenon causes new opportunities for attackers to take over servers or steal
sensitive data such as credit card numbers, personal or corporate data. In this paper
some analyses of data from a honeypot system of web application, implemented at
the Institute of Computer Science, Warsaw University of Technology, are pre-
sented. The implemented honeypot has its own management software that helps to
analyze the stored data. The honeypot was operating almost one year. Several data
mining techniques were used to analyze the data collected by the honeypot and to
detect important patterns and attacks. In this paper the results of the usage of
algorithms MaxMiner and SED in the analysis of logs are presented.

Keywords Honeypot � Security � Data-mining

1 Introduction

Nowadays the security of web applications is becoming more and more important.
Many applications are web-based and more and more users are keeping their data in
a cloud. Paying and making money transfers by the Internet, using bank websites is
common. Honeypot was introduced as a security mechanism able to detect or
counteract attempts of unauthorized use of the information system. Honeypot is a
specially prepared computer system with resources that imitate the real computer
system. Such system can log the traffic and collect information about attacks and
attackers [1].
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At the Institute of Computer Science, Warsaw University of Technology in 2013
a honeypot, named WebHP, dedicated to web applications was designed and
implemented [2]. The goal was to detect new vulnerabilities in web applications and
new attack techniques [2]. The WebHP has its own management system—HPMS
(HoneyPot Management System) which could be very useful in analyzing the
inbound traffic to the WebHP. The amount of data received by honeypot is huge, so
it was necessary to use the data mining approach in the analysis process.

The MaxMiner algorithm [3] which calculates maximal frequent itemsets and
SED (Significant Event Discovery) [4] algorithm for the calculation of significant
events [4] were used in the analysis of data collected by WebHP. The combination
of both these approaches was also examined. The data stored by WebHP from 1st
January 2013 to 30th June 2014 were used in the experiment.

In next section basics information concerning honeypots and some related work
is presented. In the third section the theoretical background of maximal frequent
itemsets and significant events are given. There is also a brief description of
MaxMiner and SED algorithms. Next, the performed experiments and obtained
results are described. Conclusions are given in the Sect. 5.

2 Honeypot Systems and Related Work

Honeypot is rather a technology than a specific solution. This technology is used in
different aspects of information security domains. It can be used for the prevention,
the detection and gathering information about Internet attacks, attackers and vul-
nerabilities. The value of collected data strongly depends on the interaction between
malicious network traffic (cybercriminals attacks, viruses, internet worms) and the
honeypot system.

The honeypot system can be implemented in various ways. It can be a computer
system with unpatched “security holes” and specially prepared data, an application
that simulates a service or even some records in a database. The task of the
honeypot is to imitate a real system that interacts with incoming attacks.

The idea of a honeypot system was introduced by Clifford Stoll [5]. Another
term—honeynet [1] is closely related to honeypot systems. It is a simple network
with honeypot systems and resources that provide real systems and applications for
attackers to interact with. It also collects information about attackers and attacks.

The honeytokens are also strongly related with the honeypot technology. This
term was introduced by Augusto Paes de Barros in 2003 [6]. The concept of
honeytokens is old and comes from such resources like books, maps, encyclope-
dias. The resources use fake entries or deliberately erroneous entries to detect
copyright violation. In case of IT security the honeytoken is a fake digital entity that
can exist in many different applications [1]. They can be of various aspects e.g.
credit card number, spreadsheet, presentation, record in a database, fake user login.

There are several types of honeypot systems. They can be classified by the type
of usage: production, research, honeytokens. Another classification can be made on
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the basis of the level of interaction with the attackers: low, medium, high [1].
Honeypots can also be classified by the operating mode.

Research honeypots are used for gathering information about attacks and
attackers without affecting the network. Collected data is used for detecting new
types of attacks and vulnerabilities, to study the way in which cybercriminals attack
the network and may also help to understand motives, behavior and organization of
attackers. They can log any action executed in the system by an attacker [1]. Some
collected datasets i.e. Kyoto 2006+ can be used by IDS (Intrusion Detection
System) researchers to obtain practical, useful and accurate evaluation results [7].
Research honeypots are complex to deploy and maintain [1]. They are much more
complicated than production honeypots. The amount of collected data is so huge
that it can’t be manually analyzed by a human. For analyzing such data, special data
mining algorithms should be used.

Production honeypots are used in organizations’ environments to protect
important structures and data. They do not have as many functionalities as the
research honeypots but are easier to build and deploy. Production honeypots often
mirror a real network or services of the company. They also give less information
than the research honeypots but can identify attacks patterns, provide information
from which the system attack is coming and which resources are attacked [1].
Because the production honeypots do not prevent from attacks, they only gather
data about them, so it is important to use additional special software, such as
firewalls, IDS or IPS (Intrusion Prevention System) systems, to prevent attacks [1].

The honeypots can be also classified based on the level of interactions. The low
interaction honeypot can only simulate services. As it is only a simulation and
such honeypots do not have the operating system, they cannot be hacked. They
operate as a program that do not interact with the attacker [1]. Such honeypots
passively store information and do not influence the network traffic. They are easy
to deploy and maintain.

Medium interaction honeypot are similar to the low interaction ones. They are
also without the operating system, but simulated by them services are more com-
plicated and give better illusion to the attacker of the real system or the network.
Such behavior results in more interesting data about attackers and more complicated
attacks [1]. They can dynamically customize their configuration i.e. create port
listeners according to incoming TCP connections. They can also automatically
download malware for the later analysis.

High interaction honeypots are the most complicated honeypot systems. It is
hard to design, develop and maintain such a system. Because they involve operating
system on which they work, they can be acquired and used by attackers [1]. It
means that they should be constantly monitored to ensure that they have not
become dangerous. Very good interaction with attackers results with the huge
amount of valuable data about different threats.

Historically honeypots act as servers. They listen on a connection and when it
occurs they interact with attackers and collect information about attacks. Such
honeypots are classified as server honeypots. The server based approach is not able
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to detect client-side attacks so a new type of honeypot was needed–the client
honeypot [8].

Client honeypots crawl the network, interact with servers and classify them
basing on their malicious nature. In contrary to server honeypots they simulate
client-side software like a web browser but do not expose any services that could be
hacked. Another difference is that the client honeypots are active and constantly
interact with remote servers to be attacked. Next difference is that all connections to
traditional honeypots are considered as suspicious network traffic. Client honeypots
have to identify if a server is malicious or not [8].

In the literature there are some examples of the usage of data mining methods to
the analyze of data gathered by a honeypot system. Ming-Yang Su in [9] states that
attacks on some protocols or ports are more popular. Author also proposes own
modification of WINEPI algorithm to calculate episodes in collected data. In this
algorithm all obtained episodes are pruned by procedure RCEP (Redundant/
Correlated Episode Pruning). Used data come from attacks on port TCP 445 which
can be used by SMB (Serial Message Block protocol) in Microsoft Windows
Network services [10].

Min Qin and Kai Hwang in [11] present that original approach introduced in [12]
by Manilla, Toivonen, Verkamo generates many FER (Frequently Episodes Rules)
which are complicated and redundant. They proposed new pruning technique. This
technique uses new base-support mining scheme. In this scheme algorithm starts
with the highest minimum support threshold to find episodes related to high fre-
quency axis values [11]. Then the minimum support threshold is iteratively lowered
by half until a very small threshold is reached. In each iteration new candidate FER
with at least one new axis value is linked [11].

3 Theoretical Background

Data mining was used in experiments to find attack patterns in dataset obtained
from honeypot logs. To find the patterns, two data mining algorithms: MaxMiner
[3] and SED (Significant Event Discovery) [4] were chosen. Below, the algorithms
and the theory of maximal frequent itemsets and significant events is briefly pre-
sented. Maximal frequent itemsets are calculated by the MaxMiner, and significant
events are calculated by the SED algorithm.

3.1 MaxMiner Algorithm

MaxMiner [3] algorithm is used for the effective detection of maximal frequent
itemsets in a dataset. Dataset, which the algorithm is using, contains all transactions
according to the given range.
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Frequent itemset is a subset of elements from different transactions, that occurs
in greater number of transaction than the minimal support parameter, and which all
subsets are also frequent. Elements of a frequent itemset are not all transactions, but
just parts of them.

The minimal support is a parameter of this algorithm. Support of a set is the
number of transaction, which contain all its elements. Minimal support may be
defined as the number of transactions or the percentage of them in a dataset.

Maximal frequent itemset is a set, which do not have superset, which also is
frequent. Because all frequent sets are subsets of maximal frequent set, the result
achieved by MaxMiner represents all frequent sets present in the dataset.

3.2 Maximal Frequent Itemset

Let I ¼ i1; i2; . . .; inf g denote the set of all possible attributes in a database, which
are often called items. Let D denote the set of transactions called the database.
Transaction T is a subset of items from I that occur together in one operation. Each
transaction has a unique identifier denoted as TID. The frequent set definition uses
the idea of a support measure. Support of the set X with items from I is the number
of transactions from a database D which contain all items from X [13]. It is said that
the set X is the frequent itemset if and only if the support of X is greater than the
given threshold parameter minSup. Frequent sets have a simple and interesting
property. If any set X is frequent then all of its subsets are also frequent and have the
support not less than the support of set X [14].

Maximal frequent set is defined as a frequent set in which all proper supersets are
not frequent. In another words if such frequent set will be extended by any of item
from I, then this new set will not be frequent.

For the calculation of maximal frequent itemsets the MaxMiner algorithm can be
used. This algorithm [3] uses hashtree data structure to efficiently calculate maximal
frequent itemsets.

3.3 SED Algorithm

SED (Significant Event Discovery) [4] algorithm is used for detecting significant
events. Significant event is an event, for which in all time moments belonging to a
period where it occurs, there exists a subsequence in which the event is frequent.
The frequency is referred to as the minimal support parameter. Moreover, an event
is strongly significant if the length of a period is not shorter than the window length.
In SED algorithm, the method of sliding window is used. It allows to obtain better
efficiency than calculating frequency of events in subsequence each time. SED is
using two properties of significant periods:
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1. after connecting two overlapping strongly significant periods the significant
period is achieved,

2. each strongly significant period is also significant.

3.4 Significant Event

Let introduce some definitions that are important for understanding the significant
event pattern. Suppose E is an alphabet of event identities. Data stream is defined as
a tuple tDSb ; tDSe ; DS

� �
where tDSb is a natural number which represents the time of

the first event in the data stream and tDSe is a natural number which represents the
time of the last event in the data stream. DS is a sequence of pairs (event and its
time of occurrence) ordered by time from the oldest to the newest one. Formally it
can be described by formula (1) [4]

S ¼ e1; t1ð Þ; e2; t2ð Þ; . . .; en; tnð Þh i ð1Þ

where ei 2 E and tb
DS ≤ ti ≤ te

DS and ti ≤ ti+1.
Substream of stream DS is defined as a 3-tuple (tb

S, te
S, S) where tb

S and te
S are

respectively start and end time of substream S. Numbers tb
S and te

S are natural and
pass condition (2)

tDSb � tSb � tSe � tDSe ð2Þ

S is defined as formula (3). Length of a substream is defined as a difference
between te

S and tb
S.

e; tð Þ 2 DS : tDSb � t� tDSe
� � ð3Þ

Support of an event e in the substream S (denoted as eSup(S, e)) is defined as the
power of set of pairs (e, t) in S. Event e is frequent in substream S if

eSup S; eð Þ[minESup

where minESup is a given parameter.
Period P is defined as the set of natural numbers that are not less than tb and not

greater than te. Event e is significant in the period P if for each t in P there exist
substream S with length Wl and S contains time moment t in which e is frequent.

Event e is strongly significant in the period P if length of P is not lower than the
length of window (denoted asWl) and event e is frequent in each substream that has
length Wl covered by period P.
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4 Experiments and Results

At the Institute of Computer Science Warsaw University of Technology the
honeypot WebHP [2] was implemented and used in experiments which have started
at 1st January 2013. The system is still working. WebHP collects huge amount of
data and it was necessary to implement the data mining module to analyze the
stored data. This module is described in [15].

Below some results obtained by MaxMiner algorithm, SED algorithm and a
combination of both these algorithms SMFIC (Significant Maximal Frequent
Itemsets Calculator) are presented. Experiments were performed on data gathered
from 1st January 2013 to the 30th of June 2014 by WebHP system.

4.1 Results of MaxMiner Algorithm

WebHP collects data in following format. Each HTTP header is stored with the
value and the metadata as a timestamp in a single database record. It was necessary
to transform this data to the format appropriate for MaxMiner algorithm [3]. Data
has been converted to an array with records containing the transaction id and list of
items. An item is an encoded pair: HTTP header and it is integer value.

After preprocessing data calculations were made. The algorithm was running on
a part of datasets and was triggered by a crontab. Five configurations for the
calculation of maximal frequent itemsets were established in the crontab [15]:

• every hour on data from the last hour,
• every 6 hours on data from last 6 hours,
• every day at midnight on data from the last whole day,
• every Sunday on data from last 2 weeks,
• on the first day of each month on data from the last 31 days.

The reason of such approach was that the calculation on huge database will take
very long time, so it should not be performed often. The value of minimal support
was set to 4, which made the calculations sensitive for occasional connections in a
long period of time. In a short period of time the result should contain connections
which occurred relatively often.

A script that calculated statistics data was also written [15]. This script was
calculating the number of maximal frequent itemsets that occurred in examined
periods: 1, 6, 24-h and others. The statistics were using only maximal frequent
itemsets that have not occurred in shorter period, included in the current one. Also
the information about the first and the last detection of maximal frequent itemset
was stored. The last detection was updated if a new occurrence has been detected.

In the discussed time period there were observed 300 000 transactions, in which
34339 maximal frequent itemsets were detected. It is a significant number, but if

Data Mining Algorithms in the Analysis of Security Logs … 69



transactions related with spam attack on guestbook (one subpage of WebHP) and
robots.txt file will be skipped, only 6685 other itemsets remain.

4.2 Results of SED Algorithm

The SED algorithm [4] uses several parameters: the window length, the minimal
support and the minimal length of the significant event. Window length represents
length of the currently analyzed substream. Minimal support represents minimal
number of events in a window, when an event can be called frequent in a substream.
The minimal length is the length of a minimal substream, in which an event was
detected as significant.

The window length was set to 1, 6, 12, 24 h and 7, 14, 30, 60, 90 days. Values
for the minimal support were chosen as 4, 8, 16, 32, 64, 128 appearances of an
event. The minimal length was set to 1, 12, 24 h and 5, 7, 10, 14, 30 days [15].

As each connection to the honeypot system may contain a lot of headers, it was
necessary to select the most important ones to define an event. In the first group of
experiments [15] were chosen following fields: IP address, HTTP method and URL
address. The second group of experiments has event defined as a pair IP address
and URL. In both groups unique events were encoded into integers [15]. During the
experiments 5 941 917 significant events were detected and 1520 of them were
unique.

4.3 Results of SMFIC Algorithm

Experimentally the SED algorithm was executed on data obtained from the run of
the MaxMiner algorithm [15]. This data contains maximal frequent itemset as an
event, and as the time of an event, the start of the period for which this maximal
frequent itemset was calculated, was assigned. The results of SMFIC, called sig-
nificant maximal frequent itemsets, were itemsets marked by SED as significant
events.

The window lengths was set to: 1, 24 h, 7 and 30 days. Value of the minimal
support was set to 4 and 8 occurrences. Minimal length of significant event was set
to 1, 24 h, 7 and 30 days. Calculations were performed for all configurations of
these parameters.

Similarly as in the SED algorithm, the most common events were related with
the same activities. The SMFIC was able to discover some events (as maximal
frequent itemsets) that were not detected by SED. The SMFIC detected 268 286
significant maximal frequent sets, in which 12 932 were unique [15].
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4.4 Activities Detected by all Algorithms

Some of the attack attempts were discovered by all algorithms used in the exper-
iments. In this group are: spam attack on a simple guest book, phpMyAdmin
scanning, searching vulnerabilities in PHP-CGI, joomla and CFIDE, w00wt00t
scanning. The activities of bots (Internet robots) were also detected.

Attack on a simple guest book, which is a subpage of WebHP, generated the
majority of patterns. This attack manifested itself by adding spam to the guestbook
and was observed during all considered periods of time. Transactions came from
different IP addresses. At first, attackers were using both GET and POST methods.
After some time only POST method was used.

Second most common activity was phpMyAdmin scanning. Attackers were
trying to check if the application is installed on the server. In SED, it could be
recognized i.e. as event (‘173.212.***.***’, ‘POST’, ‘/phpMyAdmin/scripts/setup.
php’) [15]. In MaxMiner and SMFIC, the activity could be recognized by
REQUEST_METHOD and SCRIPT_NAME headers. They contained values such
as POST and/app/pma/setup.php. Different values of the header SCRIPT_NAME
are showing that the attackers were checking different paths where the application
can be installed. In MaxMiner and SMFIC, some patterns contain header [POST]
[RAW POST] with coded content. After decoding this content it can be seen, that
the attacker was trying to attach a remote file using remote FTP server. An example
of decoded content is given below:

action = lay_navigation&eoltype = unix&token = d70b81…&
configuration = a::{i:;:0:″ PMA_Congig″::{s::″source″;s:(:
″ftp://37.59.XX.YY/pub/43.php″;}}

The honeypot system detected also many attempts to install malicious software.
Attackers were using encoded queries. ASCII characters were written in hexadec-
imal notation. The difference was in the version of PHP and CGI. An example of
discovered event is: (‘143.107.***.**’, ‘GET’, ‘/cgi-bin/php5?%2D%64+%61…’).

All algorithms recognized patterns according to web crawlers activities.
Crawlers regularly scan the Internet and later analyze obtained data. Examples of
crawlers are bots belonging to leading search engines suppliers, like Google, Bing
or Yahoo. There are also crawlers that search for vulnerabilities in applications, like
ZmEu or Morfeus. Most of them can be recognized after HTTP_USER_AGENT
and HTTP_FROM headers. In example, internet bot ZmEu can be recognized by
HTTP_USER_AGENT header, which has “ZmEu” value. The bot is searching for
vulnerabilities and “holes” in phpMyAdmin, which enable to break into the data-
base system.
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4.5 Activities Detected not by All Algorithms

Some of the activities were recognized not by all algorithms. To this group belong
HNAP attack, tmUnblock.cgi vulnerability, ipv4scan bot activity, including passwd
file, attempts to soapCaller.bs file and Horde framework [15].

HNAP attack was detected by MaxMiner and SMFIC algorithm. It is related
with the network traffic connected with a failure in some routers software. It
allowed logging to administration panel of the router. The attack was recognized by
REDIRECT_URL and PHP_AUTH_USER headers, which contained values such
like “HNAP1” and “admin”. In some patterns it were also observed
REQUEST_ METHOD headers with unprintable bytes. In SMFIC results, the
longest significant maximal frequent itemset has taken 144 days. It was detected for
window length 30 days, minimal support 4 and minimal length 1 h. All these
activities were detected between October 2013 and March 2014.

Another attack related with routers was tmUnblock.cgi file. It is an executable
file, which oldest versions had many vulnerabilities. It is used by TheMoon worm.
Unique significant maximal frequent itemset related with tmUnblock has taken
from end of February to the beginning of March 2014.

Scanning performed by ipv4scan bot was detected by MaxMiner and SED
algorithm. There is no information about bad habits of this bot and what it exactly
does but it was observed that sometimes printers connected to the Internet print a
paper with HTTP request from this bot. In SED, this attack is represented by event
(‘93.174.**.**’, ‘GET’, ‘http://ipv4scan.com/hello/check.txt’). All events were
detected between February and June 2014 and all of them were made from one IP
address.

Scanning related with the/etc/passwd file was detected by MaxMiner and
SMFIC. It is a file that contains information about user in Unix systems. Example
scanning had a value ABTPV_BLOQUE_CENTRAL in QUERY_STRING and
REDIRECT_ QUERY_STRING headers. It allows the attacker to attach any local
file. Most of maximal frequent sets connected with this file were discovered in
August 2014.

5 Conclusions

MaxMiner, SED and SMFIC algorithms were used in analyzing data collected by
WebHP honeypot. All these algorithms significantly decreased the amount of data
that has to be analyzed by a human. Detected patterns of attacks are easy to analyze
by WebHP/HPMS users. Several attacks patterns, such as phpMyAdmin, PHP-CGI,
w00tw00t were discovered by all of the presented algorithms. As some of attacks
e.g. HNAP1, tmUnblock.cgi, ipv4scan were discovered by some of them, it can be
stated that there is no “ideal” algorithm and several ones should be applied.
Furthermore, the quality of obtained results depends on algorithms parameters and
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input definition. Sometimes it is difficult to set appropriate parameters values and
for example results of the SED algorithm may depend on which items are chosen
for the event definition. Despite of this inconveniences data mining algorithms are
very useful in analyzing data stored by honeypots.
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About Synergy of Flows on Flower

Alexander P. Buslaev, Alexander G. Tatashev and Marina V. Yashina

Abstract Classical traffic flow theory was broadly separated into two branches:
fluid-dynamical approach and and car-followingmicromodelling, andmost important
and difficult problems are network modelling of traffic flow. There exist many works
of experimental and computer simulation types, but exact results fot saturated traffic
flow on networks are appeared not often. We consider a movement of particles on
network of special type as a set of contours with a common node. In 2009 we intro-
duced a flower as network type for transport model, where the dynamical system
defined by a systemof differential equations onflowerwas developed. In this paperwe
study, for the system of connected contours, problem of search the conditions, such
that the systembecomes synergymode independence on initial particles configuration
atfinite time, i.e. all particlesmovewithout delay for next time. It is proved, besides all
the other results, that the search of synergy conditions is reduced to the investigation of
the existence of solutions of linear Diophantine equations with two variables.

Keywords Dynamical system � Synergy � Network of flower type � Diophantine
equations

1 Introduction

Research on traffic flow modelling has been developed during long time. At the
beginning of 30th last centure Greenshilds [1], had began experimental study and
created two types of traffic models: the follow-the-leader model and analog of
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fluid-dynamical model (“density-velocity-intensity”). Then these approaches have
been broadly developed by Lighthill and Whitham [2], Drew [3] and so on. But at
the second part of XX centure in connected with global automobilization growth it
has been clear that obtained approaches can not satisfactorily describe of saturated
traffic on complex network of megapolis.

At the beginning of 90th last centure Nagel and Schreckenberg [4, 5] introduced
simulation model based on cellular automata for modelling of saturated traffic. Then
this method has been widely spreaded as agent based modelling. Concerning exact
results it can be noted that success has been more poor. In this content we would
like to accent works of Blank [6, 7]. But and now the network case of this problem
is open, and the exact results are appearing seldom, therefore they are more
important.

We consider the movement of particles on “flower”, i.e. the system of contours
with one a common point named a node. Contour is a closed sequence of cells with
clockwise numbering. At the current time there is no more than one particle in each
cell. The particle in discrete times is moved on a contour sequentially counter-
clockwise with the condition that the located in front cell is vacant. The number of
particles on each contour is given. No particle more than one particle can simul-
taneously pass through the node located at the common point of contours. When
two or more particles of different contours attempt simultaneous to cross the node,
there appears a conflict (competition), which is resolved by a given deterministic or
stochastic rule. The transport model on the supporter type “flower” has been
introduced and studied in [8, 9]. The considered system is a synthesis of flow
system on two contours with particles. The model of isolated movement on one
contour was developed in [6]. There it was obtained, in particular, that, if flow
density on the contour is not more than half, then the flow velocity becomes
possibly maximal in a finite time.

In this paper we study for the system of connected contours problem of search
the conditions, such that the system becomes synergy mode independence on initial
particles configuration in finite time, i.e. all particles move without delay for next
time. It is proved, besides all the other results, that the search of synergy conditions
is reduced to investigation of existence of solutions of linear Diophantine equations
with two variables [10].

2 System Description

We assume the system contains L contours C1; . . .;CL. Every contour Ci, i ¼
1; . . .; L has Ni cells numbered ði; 0Þ; . . .; ði;Ni�1Þ. On the contour Ci the Mi par-
ticles move, where ðMi\NiÞ, i ¼ 1; . . .; L. At any time T ¼ 0; 1; 2; . . .; each par-
ticle is in one of the cells. In every cell it can not be more than one particle.

All contours have a common point, this point is called node. The cells are
numbered in reverse order the direction of particles motion (modulo Ni on contour
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Ci, i ¼ 1; . . .; LÞ. A particle on contour Ci passes through the common node moving
between cells (i, 0) and ði;Ni � 1Þ, i ¼ 1; . . .; L.

If at the time T a particle on contour Ci is located in (i, j)-th cell, ði; j� 1Þ-th cell
is vacant and the particle should not pass through a common node, then the particle
at time T + 1 will be in ði; j� 1Þ-th cell, j ¼ 1; 2; . . .;Ni�1, i ¼ 1; . . .; L:

With this numbering the ði; 0Þ-th cell is before the node, and particle located in
ði; jÞ-th cell will be in the ði; 0Þ-th cell for the j displacements. If the forward cell is
not vacant, then the particle remains at the same cell and does nit move.

If two or more particles tend to move in the corresponding vacant cells passing
through a common node, then the a conflict (competition) takes place. In conflict
case, only one of the competing particles moves according with given rule of the
conflict resolution, for example, each competing particle wins competition with
equal probability.

We call the system state at T time as vector

ðk11; . . .; k1M1 ; . . .; kL1. . .; kLMLÞ;

where ki1; . . .; kiMiðki1\ � � �\kiMiÞ are the numbers of cells, in which particles of
contour Ci, are located i ¼ 1; . . .; L at this time. We assume that

(a) the system is in synergy mode with certain time point, if all the particles move
on each time from that moment;

(b) the system state at this time moment creates a synergy mode;
(c) the system has a total property of synergy, if for any admissible states the

system becomes synergy mode for the number of steps with finite expectation.

3 Synergy Mode of Flows on a Flower

We denote by dði1; i2Þ ¼ GCDðNi1 ;Ni2Þ the greatest common divisor of numbers
Ni1 and Ni2 , i1 6¼ i2, 1� i1 � i2 � L:

Theorem 1 System state

ðk11; . . .; k1M1 ; . . .; kL1; . . .; kLMLÞ

creates synergy mode if and only if,

(1) 8i; 1� i� L; 8j; 1� j�Ni

jki; jþ 1 � ki;jj[ 1; ð1Þ

(2) 8i1; i2; 1� i1\i2 � L; 8j1; j2; 1� j1 �Mi1 ; 1� j2 �Mi2 ; a number ki1j1 � ki2j2 is
not divided into dði1; i2Þ:
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Proof If on any contour there are particles in neighboring cells, then one of the
particles can not move in the current step, and, thus, the system does not generate a
synergy mode. Assume that none contour has the particles in neighboring cells. We
will show that this state creates synergy mode, if and only if, under no value
i1; i2; j1; j2 ði1 6¼ i2; 1� j1 �Mi1 ; 1� j2 �Mi2Þ there is no non-negative integers
numbers x; y, been a solution of the following equation

Ni1x� Ni2y ¼ ki1j1 � ki2j2 : ð2Þ

Indeed, if for some i1 6¼ i2 ð1� j1 �Mi; 1� j2 �MjÞ there exists a solution ðx0; y0Þ
of Eq. (2), then the conflict will be no later than over Nix0 þNjy0 steps. If for all
i1; i2; j1; j2 ð1� j1 �Mi1 ; 1� j2 �Mi2Þ the Eq. (2) does have solution, then the
movement delays of the particles will not be, i.e. this state generates the synergymode.

According to the theory of linear Diophantine equations with two variables, [10],
the Eq. (2) has an integer solution if and only if, the number ki1j1 � ki2j2 is divided
into dði1; i2Þ:

Theorem 1 is proved. h

Corollary 1 If for some i1; i2 ð1� i1\i2 � LÞ the numbers Ni1 ;Ni2 are co-prime,
then the state generating synergy does not exist.

Indeed, if for some i; j, 1� i; j� L the numbers Ni;Nj, are relatively prime, then
the condition (2) of Theorem 1 can not satisfy.

We formulate a theorem on the necessary conditions of the existence of at least
one state generating a synergy mode. We denote by ri the density of particles on the
contour Ci Then ri ¼ Mi

Ni
; i ¼ 1; . . .; L:

Theorem 2 (necessary conditions) Necessary condition for the existence of state,
generating synergy mode, is to fulfill the following relations

(1) 8i; 1� i� L

ri � 1
2

ð3Þ

(2) the following inequality holds

r1 þ r2 þ � � � þ rL � 1: ð4Þ

Proof

(1) In accordance with the theorem condition, at any time the number of vacant
cells on the contour Ci are smaller than number of particles. It means that all
the particles of this contour can not simultaneously move as the particle moves
to vacant cell. Hence the second statement of Theorem 2 is followed.
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(2) Assume that the system is able to synergy. We denote by Dð1; . . .; LÞ ¼
LCMðN1; . . .;NLÞ the least commonmultiple numbersN1; . . .;NL:Then, at each
time interval with durationD there exist riD steps, when the particle of contourCi

passes through the node. Since through the node no more than one particle can
pass simultaneously, then the following inequality should be performed

XL

i¼1

riD�D:

It is equivalent to the inequality (4). Theorem 2 is proved.
We give an example that shows that the implementation of the necessary condi-

tions are not a sufficient condition of existence of the state generating synergy. h

Example 1 Let L ¼ 2; N1 ¼ 6; N2 ¼ 3; M1 ¼ 3; M2 ¼ 1: Then

r1 þ r2 ¼ M1

N1
þ M2

N2
¼ 1

2
þ 1

3
¼ 5

6
\1;

i.e. the necessary condition of synergy is fulfilled, that given by the third statement
of Theorem 2. However, as will be shown, synergy state does not exist.

Suppose for definiteness that first particle on contour C1 is located in cell (1, 1).
Then, if the state ðk11; k12; k13; k2Þ is a state of synergy, then k11 ¼ 1; k12 ¼ 3;
k13 ¼ 5. According to Theorem 1 for the synergy state the differences k11 � k2;
k12 � k2; k13 � k2 should not be divided into GCD (3, 6) = 3. But for any of the states
ð1; 3; 5; 1Þ; . . .; ð1; 3; 5; 6Þ this condition is not satisfied. Thus, really the state gen-
erating synergy does not exist.

Let dð1; . . .; LÞ ¼ GCDðN1; . . .;NLÞ be the greatest common divisor of numbers
N1; . . .;NL: The following theorem gives a sufficient condition for the existence of
state generating synergy mode for the case when each contour has one particle.

Theorem 3 (sufficient conditions) Let M1 ¼ � � � ¼ ML ¼ 1: A sufficient condition
for the existence of a state generating synergy is to perform at least one of the
following conditions

(1) Suppose M1 ¼ M2 ¼ � � � ¼ ML ¼ 1 and

d ¼ GCDðN1; . . .;NLÞ� L; ð5Þ

(2) Numbers N1; N2; . . .;NL are divided into L and 8 i ¼ 1; . . .; L, the following
inequality is true

Ri � 1
L
: ð6Þ

(3) If N1 ¼ � � � ¼ NL and the inequalities ri � 1
L are true for all i ¼ 1; . . .; L; then

there exists at least one state of synergy.
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Proof

(1) If the inequality (6) is satisfied, then the state generating synergy is, for
example, a state when the particle of contour Ci is in ði; kiÞ-th cell, and the
remainder of the division of ki into GCDðN1; . . .;NLÞ is equal to i, i ¼ 1; . . .; L:
But then, according to Theorem 1, this state is a state of synergy. The first
proposition of Theorem 3 is proved.

(2) A state, when the particles of contour Ci are located in the cells with numbers,
giving at division into L the remainder i, ði ¼ 1; . . .; LÞ; is a state of synergy.
The second proposition of Theorem 3 is proved.

(3) The synergy state is the state, when particles of Ci-th contour are located in the
cells with numbers divided by L give the remainder i; i ¼ 1; . . .; L: Theorem 3
is proved.

h

4 About Synergies on a Flower of Figure Eight Type

The following theorem gives synergy conditions in the case when the number of
contours is equal to 2, i.e. “figure eight”.

Theorem 4 Let l = 2.

(1) If M1 ¼ M2 ¼ 1, then the system for any initial state becomes a synergy state
for finite time, if and only if, the numbers N1 and N2 are not coprime.

(2) If numbers N1, N2 are even, and N1 ¼ N2. Then necessary and sufficient
condition, for the existence of at one state generating synergy, is to fulfill the
following inequalities r1 � 1

2 ; r2 � 1
2 :

Proof

(1) If the numbers N1 and N2 are coprime, then, according to Theorem 1, the
system can not become the synergy state. Let G be the set of states of the
system ðk1; k2Þ, when k1 � k2 are divided into GCDðN1;N2Þ: If the system is
in a state doing not belong to this set, then the system is in a synergy state. If
the system is not in a state belonging to the set G, then not later than by N1N2

steps a conflict of particles will be. After this conflict the system will be in a
state that does not belong to the set G, and thus, the system is in synergy state.
The first proposition of Theorem 4 is proved.

(2) In accordance with the second proportion of Theorem 3, the inequalities
r1 � 1

2 ; r2 � 1
2 are necessary conditions of synergy. If these inequalities are

satisfied, then the state of synergy is a state of the system when all particles of
one contour are in cells with even-numbered numbers, and the particles of
another contour are in odd-numbered cells. Theorem 4 is proved.

h

80 A.P. Buslaev et al.



5 On Index Dial of States for Flower

We introduce the concept of index dial of system state. It will be used in the
formulation of necessary and sufficient conditions of existence at least one state
generating synergy mode.

Let D ¼ LCMðN1; . . .;NLÞ be the least common multiple of N1; . . .;NL: Suppose
that a system state

ðk11; . . .; k1;M1 ; . . .; k11; . . .; k1;MLÞ

is given. We describe an algorithm for constructing the index dial corresponding to
this state.

Step 1 We assigned the value 0 to all vector components of index dial D.
Step 2 For all l ¼ 0; 1; . . .; D

N1
� 1 we substitute coordinates with numbers

k11 þ lN1; . . .; k1;M1 þ l1N1 to value 1.
Step 3 Suppose i ¼ iþ 1:
Step 4 For all l ¼ 0; 1; . . .; DNi

� 1 we replace coordinates with numbers

ki1 þ lNi; . . .; ki;Mi þ lNi

either to value 1, if this coordinate had the value 0 or to L + 1, if this
coordinate had the value not equal to 0.

Step 5 If i < L and none of coordinates has value L + 1 then we increase the value
of i to 1 and return to step 4. If i = L, or, if at least one coordinate value is
equal to L + 1, then the algorithm stops.

In cyclic vector the neighboring coordinate with the number i + 1 is considered
neighboring cell with number i, i ¼ 1; . . .;D� 1. We assume the cell with numbers
1 and D are neighboring to each other.

The following theorem gives necessary and sufficient condition of existence at
least one state generating synergy of the initial system.

Theorem 5 For all L, N1; . . .;NL; M1; . . .;ML the state generating synergy exists if
and only if in the case, if a set of index dials contains at least one element, such that
the values of all coordinates of the vector are no more than L, and neighboring
coordinates are not equal.

Proof If an index dial with the value L + 1 corresponds to the system state, then no
later than through D steps, the conflict will be in the system. If at current time, an
index dial with two neighboring coordinates having the same value i ð1 � i � LÞ
corresponds to the system state, then on the contour Ci there is a particle which can
not move in the current time. Thus, the index dial, satisfying the condition of
Theorem 5, corresponds to the state generating synergy mode. h

Assume the contrary, that the index dial, satisfying the condition of Theorem 5,
corresponds to the initial system. Then conflict does not take place in current time
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and in future, since a vacant cell will be ahead of any particle on each contour.
Hence, the system is in synergy mode. Theorem 5 is proved.

6 Comments and Hypotheses

Let number of contours L, numbers of cells N1; . . .;NL, and numbers of particles
M1; . . .;ML be given.

Hypothesis 1 If there exists an initial condition with an admissible state of the
index dial, then the system has a property of total synergy.

Hypothesis 2 If N1 ¼ � � � ¼ NL ¼ 1, then a necessary and sufficient condition for
total synergy is the following

r1 þ � � � rL � 1:

Let us prove the theorems, confirming the hypothesis of sufficient conditions for
existence of the total synergy property for the system.

Theorem A Let L ¼ 2; N1 ¼ N2; M1 � N1
2 M2 ¼ 1, and the rule of conflict reso-

lution is given when the particle on the contour C1, wins the competition with
probability a1 [ 0: Then the system has a total property of synergy.

Proof We will prove that if, from a certain moment, the particle on the contour C2

not will win a competition at each time, then the system becomes a state of synergy
at finite time. It will follow that the system becomes to a synergy state at time with a
finite mathematical expectation, i.e., has the total synergy property, as, with positive
probability, a particle on contour C2 will always will lose a competition before
system become to a synergy state.

Suppose that, starting from the moment T0, a particle on contour C2 always loses
competition. Then after a moment of T0 a particle on contour C2 could not break the
particle movement on contour C1. Thus, particles are move as if the contour C1 is
single.

According to the results in [8], where the particle movement on a contour it
considered, due to the conditionM1 � N1

2 after a certain time T1, a vacant cell will be
in front of each particle on contour C1. Therefore, the particles on contour C1 will
move at each step. After some time T1 no more than one conflict can take place.
After the moment the conflicts will not take place and the particle on contour C2

also moves at each steps. Theorem A is proved.
The following theorem is a generalization of Theorem A. h
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Theorem B Let N1 ¼ � � � ¼ NL ¼ N; L� N
2 ; M1 � N

2 ; M2 ¼ � � � ¼ ML ¼ 1, and
the rule of conflict resolution is given, such that each competition with a positive
probability is wined by particle that having lower number of contour. Then the
system has total synergy property.

Proof Let us prove that, if, after a certain time, each competition will be wined by
the particle with less number of contour, then the system will become a synergy
state in finite time. Then it will follow that the system has a total property, as
according with the theorem condition with positive probability a competition will
always be wined by a particle with the lowest number of contours until the system
become to a synergy state. Suppose that, starting from the moment T0, a compe-
tition is wined by a particle with a lower number. Then, after a moment T0, particles
on contours could not break of particles movement on contour C1. Thus, the par-
ticles on contour C1 are moving as if the contour was C1 will be single.C2; . . .;CL

In accordance with the results in [8], from some time T1, there is a vacant call in
front of each particle on contour C1. Thus, all particles will move on the contour
every step.

Let us prove that, for any given i ¼ 1; 2; . . .; L, there exists time Ti, such that
after Ti all particles contours C1; . . .;Ci move each step. If i = 1 this statement is
trivial. Suppose that it holds for i ¼ k; 1� k� L� 1 and let us prove that this
should be a true statement for i ¼ kþ 1: Starting from the time Tk, all particles on
contours C1; . . .;Ck move at each step.

Particle on contour Ck+1 does not move on the steps, when it loses a competition
to particles on contours C1; . . .;Ck: And a particle on contour Ck+1 can not be in
conflict with the same particle one of these contours more than once.

Indeed, to be again in conflict with the same particle one on the contours
C1; . . .;Ck; the particle on contour Ck+1 should lose N conflicts to different particles.
But there are only N

2 þ L� 1\N particles other than particles on contour Ck+1.
Therefore, there exists a time Tkþ 1 � Tk such after that all particles on contours
C1; . . .;Ckþ 1 move at each step. Theorem B is proved.

The following hypothese is the result of computer simulation study developed by
student Pavel Sokolov.

Hypothesis 3 If the numbers N1;N2; . . .;NL is divided into L and for 8 i ¼ 1; . . .; L
the inequality holds

ri � 1
L
;

then the system has the property of total synergies.

About Synergy of Flows on Flower 83



References

1. Greenshields, B.D., et al:. The photographic method of studying traffic behavior. In:
Proceedings of the US Highway Research Board, vol. 13 (1934)

2. Lighthill, M.J., Whitham, G.B.: On kinematic waves: II. Theory of traffic flow on long
crowded roads. Proc. R. Soc. Lond. Ser. A 229, 281–345 (1955)

3. Drew, D.R.: Traffic Flow Theory and Control, 467 pp. McGraw-Hill, New York (1968)
4. Nagel, K., Schreckenberg, M.: A cellular automation model for freeway traffic. J. Phys. I. 2,

2221–2229 (1992)
5. Nagel, K.: Particle hopping models and traffic flow theory. Phys. Rev. E. 53(5), 4655 (1996)
6. Blank, M. L.: Exact analysis of dynamical systems arising in models of traffic flow. Russ.

Math. Surv. 55(3), 167–168. http://dx.doi.org/10.1070/RM2000v055n03ABEH000295 (2000)
7. Blank, M.L.: Ergodic properties of a simple deterministic traffic flow model. J. Stat. Phys. 111

(3–4), 903–930 (2003)
8. Buslaev, A.P., Yashina, M.V.: About flows on a traffic flower with control. In: The World

Congress in Computer Science, Computer, Engineering and Applied Computing
(WORLDCOMP’09), LAS Vegas, Nevada USA (July 13–16, 2009) in Proceedings of the
2009 International Conference on Modelling, Simulation and Visualization (MSV’09).
Arabnia, H.R., Deligiannidis, L. (eds.) CSREAS Press, pp. 254–257 (2009)

9. Buslaev, A.P.: Traffic flower with n petals. J. Appl. Funct. Anal. (JAFA) 5(1), 85–99 (2010)
10. Sierpinski, W.F.: On solution of equations in integer numbers. Publ. Inostr. Lit., Moscow

(1961) (In Russian) (O rozwiazywaniu rownan w liczbach calkowitych, 1956)

84 A.P. Buslaev et al.

http://dx.doi.org/10.1070/RM2000v055n03ABEH000295


Estimation of Travel Time in the City
Based on Intelligent Transportation
System Traffic Data with the Use
of Neural Networks

Piotr Ciskowski, Adrianna Janik, Marek Bazan, Krzysztof Halawa,
Tomasz Janiczek and Andrzej Rusiecki

Abstract The paper presents a method of travel time estimation by neural nets
based on traffic data collected by cameras of the Intelligent Transportation System
in the city of Wrocław, Poland. The methodology is explained of using traffic
intensity data as neural net inputs and of using car plate number recognition system
to provide target training data. The advantages of the suggested solution are pointed
out. The results of preliminary research are presented for several travel routes and
neural net architectures.

Keywords Intelligent transportation system � Neural nets � Travel time estimation

1 Introduction

Intelligent Transportation Systems (ITS) and advanced traffic information systems
(ATIS) have become a standard in today’s urban areas. Among many functionalities
provided by them, traffic characteristics measurement, analysis and prediction are the
main ones. While many of them are important in terms of urban traffic maintenance,
the travel time information is a feature of great value for everyday road users.

A wide survey on traffic prediction methods, covering a broad range of tech-
niques may be found in [1]. Prediction methods found in literature and implemented
in various ATIS systems worldwide include simple techniques as instantaneous
travel times, historical averaging or clustering of traffic patterns. More advanced
prediction methods employ parametric models, such as micro-, macro- and meso-
scopic simulation models, as well as different algorithms of time series prediction,
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such as linear regression, Kalman filtering or ARIMA models. Examples of
applying neural networks for traffic prediction may be found in [2–5]. Neural
prediction solutions found in literature are usually focused on time series prediction,
or use traffic models to provide training data for the net. A solution using neural
nets and car plate recognition system for travel time prediction is presented in [5],
although it was applied on an interurban highway, where the travel character is
quite different from urban area, and different kind of inputs were used, adding travel
times on sub-links to traffic volume and speed data.

In subsequent sections we present the Intelligent Transportation System in
Wrocław, one of the major cities in Poland. The authors’ research group introduces
novel traffic modelling and optimization methods in ITS Wrocław. Two new
methods of calculation the OD (origination-destination) matrix are presented in [6],
while in [7] we suggest a method of using ensembles of neural nets and data from
different parts of the city. This paper focuses on travel time prediction in the urban
area. The methodology of travel time prediction by neural nets and car plate
recognition data is explained later on and the results of preliminary research are
presented.

2 Travel Time Estimation in ITS Wrocław

The Intelligent Transportation System in Wrocław, referred to as ITS Wrocław
hereafter, is an integrated environment consisting of measurement, communication,
database and data analysis infrastructure. The system is implemented on
Microsoft SQL Server as the data engine.

Apart from datacenters used for data processing and the communication
infrastructure, the system uses sensors for collecting data, e.g. induction loops or
video cameras, as well as display devices, installed on bus/tram stops or above
traffic lanes, for data presentation. Several web services and mobile applications
have been deployed to provide more functionality for the citizens.

A few types of cameras are used to measure various aspects of the traffic:

• video surveillance cameras—used to capture video sequences, e.g. as evidence
in case of traffic incidents,

• video detection cameras—used for traffic flow measurements,
• ARTR cameras—used for plate number recognition,
• VIM cameras.

From the above mentioned, two types of cameras are important in the scope of
the presented research: video detection and ARTR.

There are 355 video detection cameras installed on 67 intersections. Each one
monitors one or two road lanes, each lane assigned to one or two traffic streams
(e.g. straight and turn). These cameras detect each vehicle appearing on a given lane
and store the following data in the dedicated data table: camera id, detection and
store time, the length, speed and type of the detected vehicle, the lane number.
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Video detection cameras spot only the arrival of a vehicle. They record general,
above mentioned data on each individual vehicle. The vehicles cannot be identified,
although based on these data, one can calculate such traffic characteristics as: the
intensity and density of traffic flow, or average speed for each traffic stream on
every monitored intersection.

The ARTR cameras are used to capture and recognize car plate numbers. There
are 38 cameras, installed on 19 locations along the main traffic routes in the city.
When a certain car plate number is recorded at both ends of a route (and usually
one or two cameras along the route for verification), the vehicle’s travel time is
calculated and stored in a dedicated data table.

The camera location is presented in Fig. 1. Many yellow pins overlap indicating
two or more video detection cameras installed close to each other at the same
intersection. The red pins are fewer as the number of ARTR cameras is much
smaller.

The ARTR cameras are used to calculate the travel time along 5 main routes in
the city—in both directions, given 2 variants for each route. The current travel times

Fig. 1 Video detection (yellow) and ARTR (red) cameras location in Wrocław, city zones and
major routes are also indicated, image: Google Earth
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are displayed on 13 variable message boards, installed over the roads, see Fig. 2.
Travel times for both variants of each route are displayed to suggest drivers the
optimal one. The boards are situated ahead of the appropriate forks in the road.
They are used to display other traffic alerts and information, as well.

2.1 Travel Time Calculation, Based on Car Plate Number
Recognition

The travel time information system for drivers, already implemented in ITS
Wrocław, is based on real travel times recorded by ARTR cameras. Each time a car
(identified by its plate number) is recorded at the beginning and at the end of one of
the routes defined in the system, the travel time for that route is updated. Although
several procedures are used for car’s route verification (e.g. one or two additional
ARTR cameras along the route verify that the driver did not choose a detour), some
disadvantages of that solution may be pointed out.

The routes defined in the system are relatively long, from 4 to 8 km, some of
them covering the whole city area along main East-West or North-South transit
directions. Therefore only a fraction of cars travelling along that routes is captured
both at the beginning and at the end, and then considered for travel time calculation.

The number of measurements provided by ARTR cameras in travel time data
tables is much smaller than the number of records in data tables filled by video
detection cameras. For the preliminary research described later on, we used a
snapshot of ITS data tables, covering 2 weeks in May 2014. During that period of
time the number of cars travelling the entire routes ranged from 100 to 500,
depending on the route. The measurements are asynchronous—scattered unevenly
over the 2 week long recording time. As a consequence, travel time information
stored in the system is quite often based on either a small sample of measurements,
or on outdated records.

Fig. 2 An example of a variable message board in the city of Wrocław. Two travel times are
displayed for the direction: City centre, via: Karkonoska St., and via: Ślężna St.
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As the number of video detection cameras is much greater than ARTR cameras,
they record data continuously all the time, and each one captures all the vehicles
passing a certain lane, they provided approximately 16 million records during the
same 2 weeks. That gives a number of approximately 45 thousand measurements
per single camera in the same time, recorded constantly without any interruptions
(apart from those caused by camera failure). Each route defined in ITS Wrocław is
covered by 2–8 video detection cameras. The amount of data that may be used to
estimate travel time is therefore much larger than the number of measurements on
which it is calculated nowadays. Moreover the information is provided constantly
as a continuous and steady stream of data.

Another disadvantage of the current system is the strict definition of travel
routes. They are chosen as main transit arteries for vehicles traveling through the
city. As the authors may confirm, many citizens would choose other paths for the
origin-destination patterns defined in ITS Wrocław. Therefore, a more flexible
information system is needed, with more alternative paths defined for each route.
Another functionality expected by the drivers, is the estimation of travel time for
any combination of origin and destination points, not confined to the 13 routes
defined nowadays.

2.2 Travel Time Estimation by Neural Nets, Based
on Traffic Intensity and Average Speed

The simplest way to improve the travel time information system would be to mount
additional ARTR cameras on more routes than installed today. That solution causes
some financial costs due to hardware purchase, installation, maintenance and data
system reconfiguration. Flexibility of the system is still limited by the number of
installed cameras and the routes resulting from camera locations.

Substitution of travel time calculation, implemented nowadays, with travel time
estimation, based on the data provided by video detection cameras, would increase
the accuracy of the system and allow to introduce new travel routes. It does not
entail any additional costs, as video detection cameras are already installed and
provide data. ARTR cameras would still be used as a source of training data—the
real travel times, assumed to be correct after verification and filtering.

The idea of using camera data to train neural nets estimate the travel time, is
illustrated in Fig. 3, while a sample route with both types of cameras is presented in
Fig. 4.

Fig. 3 The idea of travel time estimation system. A, B, C ARTR cameras, k1–k4 video detection
cameras
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We train a separate neural net for each travel route. The data from ARTR
cameras (marked as A and C in Fig. 3 and as red pins in Fig. 4) at both ends of the
route are used to calculate the real travel times of individual vehicles, and provide
the desired output for neural net training. One or two ARTR cameras along the
route (camera B in Fig. 3, two cameras in Fig. 4) are used to verify each vehicle’s
path. Only the vehicles that appeared consecutively in points A-B-C are considered
for travel time calculation. The system presented in the paper used this method of
vehicle’s path verification, as it is already implemented in ITS Wrocław. However
we allow other methods in the future, e.g. monitoring the Bluetooth devices
installed in vehicles, which is also performed in ITS Wrocław, and would provide
more accurate route verification, not limited to the routes defined in the system.

2.3 Data Preprocessing

As mentioned in the previous section, a separate neural net is used for each route to
estimate the travel time. Therefore all the nets have one continuous output, giving
the estimated time. The number of inputs is twice the number of video detection
cameras along the route for which the net is designed. The inputs are supplied with
traffic intensity and average speed of vehicles, calculated for the last 15 min. As a
result of training, the neural net supplied with traffic intensity and average speed
data, will estimate the travel time for a given route.

A preliminary research has been performed to validate the validity of the
described concept. It was based on real measurement data, provided in data table
files by ITS Wrocław, covering 2 weeks in May 2014. Training data were prepared
for the nets using a combination of database search and aggregation operations.

Fig. 4 An example of a travel route (Kochanowskiego–Lotnicza) used for travel time estimation.
Red pins ARTR cameras, yellow pins video detection cameras, image: Google Earth
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The data table with ARTR cameras records was searched for the vehicles
traveling along that route, using verification methods described earlier (additional
cameras along the route). Travel time for each vehicle was calculated and filtered
for gross errors. Each travel time was taken as a desired output for one training
sample. Then, for each travel time, the data tables with video detection camera
records were searched for measurements from all the cameras along the defined
route, covering 15 min before the vehicle began its move at the origin. For each
camera, the number of recorded vehicles was aggregated in the given time window,
giving the traffic intensity, while the vehicles’ speed was averaged over the same
period.

Figures 5 and 6 illustrate the input data for one of the nets used in the research,
used to estimate travel time for the route marked in Fig. 4. The net was supplied
with 16 inputs (intensity and average speed), provided by 8 cameras along the
route. Figure 7 presents the desired outputs for the neural net, that is travel times for

Fig. 5 Input data for the net-vehicles’ average speed travel route: Hallera-Lotnicza, first 2 days,
each series represents data from one video detection camera, 4 of 8 cameras on the route are
presented for clarity

Fig. 6 Input data for the net-traffic flow intensity travel route: Hallera-Lotnicza, first 2 days, each
series represents data from one video detection camera, 4 of 8 cameras on the route are presented
for clarity
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that route during the first two days. One may notice a clear dependence of travel
time on the time of day.

The nature of the data supplied on neural net’s inputs is illustrated in Fig. 8,
where the distributions of average speed and traffic intensity for one of the cameras
along Kochanowskiego-Lotnicza route are presented. As the route chosen for this
experiment is one of the city’s main arteries, the vehicles’ average speed is rela-
tively high, considering urban conditions. The distribution of traffic intensity
reaches the peak value of about 250 cars per hour, referring to the congestion
normally observed during afternoon hours. One may notice that due to the effective
control by traffic light microregulation, the congestion does not progress to jam
conditions, as the average speed does not drop below 25 km/h.

In addition to input data analysis, Fig. 9 presents the distribution of the desired
outputs of the neural net, collected in the training set. The data provided by ITS
measurements are a subject to statistical analysis in order to filter either too short, or
too long travel times. As the route analyzed is about 7 km long, the travel time of
below 2.5 min would result in values exceeding the city speed limit. On the other
hand a 3 h travel time does also indicate a vehicle obviously spotted during two
separate journeys and not filtered out by internal ITS algorithms.

Fig. 7 Desired output of the net-travel time (in s) travel route: Hallera-Lotnicza, first 2 days

Fig. 8 Average speed and traffic flow intensity distribution for one of the cameras, travel route:
Hallera-Lotnicza, 2 weeks
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2.4 Results

Preliminary research of the suggested methodology has been conducted, based on
real data covering 2 weeks in May 2014. Training data for several routes was
extracted from ARTR data tables, although only a few of them were considered for
the test. As presented in Table 1, for most routes the amount of data provided by
ARTR cameras is not sufficient to construct a reasonable training data set. For
example, let us consider route 4, for which only 97 vehicles traveling the entire
route were captured during 2 weeks. That number of training examples is far too
low for a neural net with 12–23 inputs (supplied with data provided by 11 video
detection cameras). On the other hand, for some other routes defined in the ITS
Wrocław only 1 or 2 cameras could be matched along the route, providing not
enough information on traffic conditions to estimate travel time. Route 1 was
chosen for the preliminary research presented in this paper, due to the number of
training examples.

A dedicated application has been implemented in ASP.NET C# and Python 3.4
environment, in order to extract data from ITS tables and to prepare training

Fig. 9 Travel time distribution before and after data filtering, travel route: Hallera-Lotnicza, 2
weeks

Table 1 Training data

Route Length (km) Number of video
detection cameras

Number of
examples

1 Hallera–Lotnicza 7.5 8 598

2 Lotnicza–Hallera 7.5 1 336

3 Kochanowskiego–Legnicka 6 8 486

4 Legnicka–Kochanowskiego 5.7 11 97

5 Krzywoustego–Krasińskiego 1.1 5 187

6 pl. Grunwaldzki–al.
Karkonoska

3.1 2 264

7 Powstańców
Śląskich–Żmigrodzka

4 4 412

8 Żmigrodzka–Powstańców
Śląskich

7.2 9 104
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datasets. Data search, aggregation and filtering was conducted according to the
methods described in Sect. 2.3.

We used MATLAB environment to simulate and train the neural nets.
Multi-layer perceptrons with one hidden layer of 10, 5 and 3 neurons were trained
using the Levenberg-Marquardt training algorithm, an efficient and stable gradient
method. The tanh activation function was used for the hidden layer neurons, while
output neurons used linear activation function. The inputs and outputs of the nets
were scaled to 0–1.

The recorded travel times of vehicles were used as the desired outputs. All the
nets were supplied with time of the day on the first input. Other inputs included
only the traffic intensity (cars/hour) on all intersections along the route, only the
average speed (km/h), and the combination of both. As the data was provided by 8
cameras along the route, the number of nets’ inputs was 9 or 17.

The results of training (averaged over 10 experiments, in each case) are pre-
sented in Table 2. The mean square error and the output-target correlation coeffi-
cient were calculated on a testing set, consisting of 15 % of examples not used for
training and validation. The training usually took about 10 training epochs and was
terminated before overfitting occurred. All the nets reached low values of mean
square error. Increasing the input data vector by using both information on traffic
intensity and average speed improved the results.

3 Conclusions

The paper presents a method of travel time estimation, performed by neural nets.
The suggested technique does not predict the current travel time, based on past
values, but estimates it using current data about the traffic on all the intersections
along the analyzed route. Due to much larger amount of data provided by con-
tinuous traffic condition measurements, the trained neural net may provide more
fluent and accurate estimations than the techniques used today, based on individual
vehicles’ travel time measurements.

Preliminary research, based on a small training set, proves that neural nets are
useful in travel time estimation, although these results are still not satisfactory for a
commercial use. The main reason is the weakness of training data, considering both

Table 2 Training results

Inputs Structure MSE Correlation coefficient R

Time + traffic intensity 9-3-1 0.02165 0.696

Time + traffic intensity 9-5-1 0.02277 0.751

Time + average speed 9-3-1 0.02658 0.763

Time + traffic intensity + average speed 17-3-1 0.01738 0.786

Time + traffic intensity + average speed 17-5-1 0.01973 0.761
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the amount of data, its distribution over time and accuracy. The training set used in
this research was collected as a data table dump and covered only 2 weeks of
measurements. That data set did not allow to extract a satisfactory number of
training examples, as only a small fraction of the captured vehicles travelled the
whole routes.

Further research on a much bigger data set is needed. Therefore a new training
data acquisition system is being developed, allowing direct access to Wrocław ITS
data tables, both historical and current, as well as redefinition of routes, so that more
training examples are provided for shorter routes.

While car plate number recognition system is a suitable tool for providing target
training data for neural nets, the methods of verification the travel route of each
individual car still need improvement to avoid errors and undue variance in training
data. Other types of neural nets, e.g. RBF nets or context-dependent neural nets,
taking more advantage of the dependency of the travel time on time of the day,
should also be considered.

Acknowledgments This work was partially supported from grant no S50242 at Wrocław
University of Science and Technology.

References

1. van Hinsbergen, C.P.I.J., van Lint, J.W.C., Sanders, F.M.: Short term traffic prediction models.
In: 14th World Congress on Intelligent Transport Systems, ITS 2007 11/2007

2. Park, D., Rilett, L.R.: Forecasting freeway link travel times with a multilayer feedforward neural
network. Comput. Aided Civil Infrastruct. Eng. 14, 357–367 (1999)

3. Kisgyorgy, L., Rilett, L.R.: Travel time prediction by advanced neural network. Periodica
Polytechnica Ser. Civil Engineering 46(1), 15–32 (2002)

4. Mark, C.D., Sadek, A.W., Rizzo, D.: Predicting experienced travel time with neural networks: a
PARAMICS simulation study. In: Proceedings of the 7th International IEEE Conference on
Intelligent Transportation Systems (2004)

5. Innamaa, S.: Short-term prediction of travel time using neural networks on an interurban
highway. Transportation 32, 649–669 (2005)

6. Bazan, M., Ciskowski, P., Halawa, K., Janiczek, T., Kozaczewski, P., Rusiecki, A., Szymański,
A.: Two Methods of Calculation of the Origination Destination Matrix of an Urban Area,
Raport W04/P-007/15. Wrocław University of Technology (2015)

7. Halawa, K., Bazan, M., Ciskowski, P., Janiczek, T., Kozaczewski, P., Rusiecki, A.: Road traffic
predictions across Mayor City intersections using multilayer perceptrons and data from multiple
intersections located in various places. IET Intel. Transport Syst. (submitted)

Estimation of Travel Time in the City Based on Intelligent … 95



Evaluation of Deletion Mutation
Operators in Mutation Testing
of C# Programs

Anna Derezińska

Abstract Deletion mutation operators were endorsed to be beneficial in effective
evaluation of tests for C and Java in comparison to traditional structural mutation
operators. They were also supposed to generate fewer equivalent mutants. In this
work we present evaluation of deletion mutation operators in the context of
structural and object-oriented operators used in first and second order mutation
testing of C# programs. Deletion operators could surpass standard mutation oper-
ators in the lower number of generated mutants and decreased mutation testing
time. Experiments on C# programs were conducted on statement and operator
deletion mutation operators. Considering mutation time, it could be profitable to
replace other structural mutation operators with the deletion ones, although there
are no distinctive results in reduction of the number of equivalent mutants.

Keywords Mutation testing � Deletion mutation operators � Mutation cost
reduction � C# � Visual studio

1 Introduction

Mutation testing approach can assist in evaluation of a test set quality as well as in
designing of effective test cases [1]. Its main idea relays on injection of small
modifications into a program under tests. A modified program, so-called mutant, is
run against a set of tests. If applying of tests allow us to differentiate a mutant
behavior from the original program, a mutant is said to be killed by the tests. The
tests are recognized as being able to detect program faults of the kind introduced.
There are two reasons for a mutant not being killed, either the test set is not

A. Derezińska (&)
Institute of Computer Science, Warsaw University of Technology,
Nowowiejska 15/19, 00-665 Warsaw, Poland
e-mail: A.Derezinska@ii.pw.edu.pl

© Springer International Publishing Switzerland 2016
W. Zamojski et al. (eds.), Dependability Engineering and Complex Systems,
Advances in Intelligent Systems and Computing 470,
DOI 10.1007/978-3-319-39639-2_9

97



sufficient and should be extended, or the mutant is equivalent and cannot be killed
by any test. A wide utilization of mutation testing is hampered by expenses counted
in terms of mutant number, executed tests, and also an effort devoted to identifi-
cation of equivalent mutants [1–4].

On of solutions promoted to be beneficial within those problems is usage of
deletion mutation operators [5–9]. They are based on deleting parts of a program
code, while the standard structural operators deal mostly with the substituting of the
corresponding code elements, e.g. mathematic operators.

A problem of program equivalence is undecidable and, therefore, exact complete
identification of equivalent mutants cannot be realized in an automated way [10].
There are different approaches that assist in partial detection of such mutants, for
example based on constraint solving, program slicing, or data-flow pattern tech-
niques. But currently many of equivalent mutants still undergo a manual inspection,
due to a lack of an efficient support in mutation testing tools. Recently, it has been
reported about a case study in which automated application of Trivial Compiler
Equivalence (TCE) technique to C programs detected 30 % of equivalent mutants
in benchmark programs and 7 % in a set of real programs [3].

Equivalent mutants can lower the accuracy of mutation testing results and
increase cost of a mutation testing process. In general, there are two main directions
how to cope with the problem (i) avoid situations (e.g. mutation operators) that lead
to generation of many equivalent mutants and (ii) examine mutants not being killed
in order to determine their equivalence. Evaluation of deletion operators belong to
the second approach, in which we try to avoid operators that create many equivalent
mutants, or constraint their specifications.

In this paper, deletion mutation operators are studied in new application areas.
Two operators were adopted to C#, implemented at the .NET intermediate language
level and experimentally evaluated. Second order mutation testing [11] was also
applied for the first time to deletion operators, and to other operators of C#.
Moreover, sets of object-oriented mutation operators were surveyed in the context
of deletion operators.

The general outcome of experiments confirmed ability of substituting and
reducing a set of standard mutation operators in C# programs. Lower number of
mutants with a comparable, or slightly declined mutation results were obtained in
case of the first and second order mutation testing. However, no benefits are visible
as far as equivalent mutants are concerned. Besides, it was shown that is no point in
substituting OO operators that already cover different, specialized deletion
concepts.

In the next Section different approaches to deletion mutation operators will be
reviewed. Section 3 provides description of experimental set-up and discusses
results of conducted experiments. Related work and some conclusions finish the
paper.
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2 Deletion Mutation Operators

Among deletion mutation operators the mostly used is a Statement Deletion
Operator (SDL). The main idea behind SDL is deleting a single statement from a
program. The modified program should remain correctly compliable, what is a
prerequisite of applying any mutation operator. In general, the total number of SDL
mutants is proportional to the number of statements in the program under test.

2.1 Statement Deletion and Other Structural Deletion
Mutation Operators

Although the SDL idea is straightforward different variations were considered for
various programming languages, and implemented in mutation tools. Statement
deletion operator was introduced in Mothra for the Fortran language [12], which
has no complex control structures. Preliminary positive results reported in [5] were
conducted on C programs with a single statement deletion operator.

A definition of SDL that takes into account different control structures of Java,
such as all possible cases, Boolean conditions, inner statements and nested control
structures, was discussed in [6]. Therefore this SDL operator was more sophisti-
cated than those defined for C or Ada.

Statement deletion operator called SSDL was implemented for C programs in the
Proteum tool [7]. It systematically removes each statement block, and each indi-
vidual statement inside each statement block. It delets each statement and all inner
statements. Apart from SSDL, three other deletion operators were implemented in
Proteum, namely operator deletion (OODL), variable deletion (VVDL), and con-
stant deletion (CCDL). The OODL operator removes each arithmetic, relational,
logical, bitwise and shift operator. In expressions, an operator is removed together
with an operand in order to remain compliable. Variable (VVDL) and constant
(CCDL) deletion operators remove all occurrences of variable references or con-
stant references from every expression, accordingly. Removing a variable or a
constant in an expression can also cause deleting an associated operator.

Two selected deletion mutation operators (SSDL and OODL) were adapted for
C# programs [13]. They were designed to represent corresponding changes of the
C# source code in the Intermediate Language of .NET and implemented in the
VisualMutator tool [14]. This SSDL operator deletes only single assignments and
does not removes declarations (e.g. int v = value; is mutated to int v;).
Exceptionally, assignments in constructors are not removed. During code visiting,
appropriate statements are marked as being mutable. Further in the mutation
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process, they are substituted with empty statements. Converting expressions, the
OODL operator works on the following operators: +, −, *, / , %, &&, ||, &, |, ^, <, >,
>=, <=, ==, and !=. In case of binary operators, deleting of operands from both
sides are taken into account. For example, for a statement x = y + z; two mutants
will be created: x = y; and x = z. VVDL and CCDL operators were not imple-
mented in VisualMutator, as they seemed to imitate more artificial faults, and
overlap with the OODL operator to some extent.

2.2 Deletion Mutation Operators Versus Object-Oriented
Operators

Deletion operators were presented as being new in relation to other structural
mutation operators [5–7]. However this idea was successfully applied in the
object-oriented (OO) operators, i.e. class level operators and other operators dealing
with specific features of object-oriented languages. In Table 1 object-oriented
deletion mutation operators are listed. In the third column operators proposed for
Java [15] and implemented in the MuJava tool [16] are marked. Other Java tools
have no or only scarce OO operators, as for example one deletion JTD operator in
Judy [17]. In the subsequent columns deletion operators designed for C# language
are marked [18], and those implemented in CREAM [19] or VisualMutator [10]
tools. The last column deals with the OO operators adopted for C++ [20].

In evaluation of OO operators for Java, some of them created many equivalent
mutants, such as deletion OO operators: JSD (91 %), IOD (43 %), PCD (57 %)
[21]. Those numbers are very high, although they are sensitive to an experimental
case study.

Mutants of CDD and CCA operators proposed for C++ language are counted as
“potentially” equivalent [20]. In experiments, the percentage of equivalent mutants
was high (57 % or 100 % of all mutants). Experiments conducted on other OO
deletion operators, gave various results but the equivalent mutants could not be
neglected. For example, there were over 50 % of equivalent mutants for OMD. In
other cases, only few mutants for ISD and IOD were created, but all were
equivalent.

In [22], a mutation operator estimation was given, based on experiments with
various C# programs and 13 thousands of mutants. However, delete OO operators
have in general no explicit classification about generating equivalent mutants by an
operator.
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Table 1 Object-oriented deletion mutation operators

Operator Java [15] and
MuJava [16]

C#
[18]

CREAM
[19]

VisualMutator
[10]

C++ [20]

1 IHD Hiding variable
deletion

v v v v

2 IOD Overriding
method
deletion

v v v v

3 ISK/ISD Base keyword
deletion

v v v v v

4 IPC Explicit call of
a parent’s
constructor
deletion

v v v v

5 OMD Overloading
method
deletion

v v v

6 JTD/CTD This keyword
deletion

v v v v

7 JID/
CID

Member
variable
initialization
deletion

v v v v v

8 PCD Type cast
operator
deletion

v v

9 JSD Static modifier
deletion

v

10 JDC Java-supported
default
constructor
deletion

v

11 EHR Exception
handler
removal

v v v v

12 OPD Overriding
property
deletion

v

13 OID Overriding
indexer
deletion

v

14 CCA Copy
constructor and
assignment
operator
overloading
deletion

v

15 CDD Destructor
method
deletion

v
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3 Evaluation

New delete mutation operators applied to C# programs were evaluated and com-
pared with other standard and selected object-oriented operators in a case study. In
this section a tool support, experimental set-up, results and their discussion will be
presented.

3.1 Mutation Tool

The experiments were conducted using VisualMutator, a .NET mutation testing tool
for C# programs [14]. VisualMutator (VM in short) was designed as an add-in for
Visual Studio to verify quality of a test suite in an active C# solution.

An important feature of VM is insertion of mutation in the intermediate code
(CIL) of .NET. This solution provides a faster mutant generation, because no
program recompilation is necessary as in the case of parser-based approaches. On
the other hand, application of others than simple structural mutation operators can
be limited.

The previous version the tool (VM 2.0) supported selected structural mutation
operators and 12 object-oriented ones [23]. Standard operators cover functionality
of selective mutation [24] in order to avoid mutant redundancy. Among others,
operators were chosen considering avoidance of a great number of equivalent
mutant generation. Moreover an unambiguous reproduction of a C# code change at
CIL level was also taken into account. The current version of the tool (VM 2.1) [13]
was extended with two deletion mutation operators: SSDL and OODL presented in
Sect. 2.

Another enhancement of the VM 2.1 is ability of higher order mutation testing
[11]. Currently we can choose between first and second order mutation.

3.2 Experimental Set-up

In experiments two C# programs were used. The first program implemented the
mathematical Prim’s algorithm—a greedy algorithm that finds a minimum spanning
tree for a weighted undirected graph. This combinatorial program was applied
above all in investigation of mutation time and time-out limits. Then, it was pri-
marily used in evaluation of standard operators, including delete ones, as in a
one-class program generation of OO operators was limited.

The main object of the case study was the second program, which combined
various library routines employed in program development. It comprised a number
of text manipulation methods (e.g. dividing text in paragraphs, searching for words,
counting how many times certain word appeared etc.), and mathematical functions
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(e.g. operations on fractions, integration, simple probability counting etc.).
Numerous functionalities and origins of the routines made this so-called Helper
program suitable for evaluation of diverse tests. A comprehensive class structure
with inheritances, delegations, and overloads gave an opportunity to use various
kinds of mutation operators.

The basic measures of the Prim and Helper programs are given in Table 2. All
experiments were conducted on a PC with Intel Core 2 Duo CPU, 2.34 GHz, 4 GB
Ram, with 64-bit Windows 7 operating system.

3.3 Experiment Results

Results of the first order mutation testing of the programs are given in Tables 3 and 4,
accordingly. In the second column symbolic mutation operators are listed. Standard
mutation operators stand for: AOR—Arithmetic Operator Replacement, SOR—Shift
Operator Replacement, LCR—Logical Connector Replacement, LOR—Logical
Operator Replacement, and ROR—Relational Operator Replacement.

From among object-oriented operators the following were used in experiments:
DEH—Method Delegated for Event Handling Change, DMC—Delegated Method
Change, JID—Field Initialization Deletion, JTD—This Keyword Deletion, PRV—
Reference Assignment with Other Compatible Type, EHR—Exception Handling

Table 2 Object programs

Program Number
of classes

Number of
methods

LOC Number of
test classes

Number of
test methods

LOC
of tests

LOC
total

Prim 1 1 100 1 1 55 155

Helper 10 52 454 5 24 251 705

Table 3 Mutation testing results of the Prim program

Operator type Operator Mutant
number

Killed
mutants

Equivalent
mutants

Mutation score
(%)

Structural AOR 48 48 0 0 100

ROR 112 95 10 9 % 93

Total 160 143 10 6 % 95

Deletion
structural

OODL 49 47 1 2 % 98

SSDL 26 22 1 4 % 88

Total 75 69 2 3 % 93

Object-oriented JID 1 1 0 0 100

JTD 1 1 0 0 100

PRV 24 22 1 4 % 95

Total 26 24 1 4 % 96
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Removal, EXS—Exception Swallowing, ISD—Base Keyword Deletion, EAM—
Accessor Method Change, EMM—Modifier Method Change, and MCI—Member
Call from another Inherited Class. If for a certain operator no mutants of a program
were created, this operator is omitted in the tables.

In the subsequent columns numbers of all created and killed mutants are given.
Among live mutants some equivalent mutants were manually detected. There are
shown a direct number of equivalent mutants and a relative number calculated in
the relation to all created mutants. The last column contains mutation score equal to
the ratio of the number of killed mutants over the number of non-equivalent
mutants.

3.4 Discussion

Considering standard mutation operators it should be noted that their number was
already limited in the experiments. VisualMutator implements only a subset of
many possible operators, including above all operators distinguished as selective
ones [24]. Therefore, not so many redundant mutants, i.e. mutants that are killed by
the same tests, are created [25]. However in both programs, the number of mutants
generated by the new deletion operators is below a half of all structural mutants.
Mutation scores of delete mutants are very similar to those of other standard ones.

Table 4 Mutation testing results of the Helper program

Operator type Operator Mutant
number

Killed
mutants

Equivalent
mutants

Mutation
score (%)

Structural AOR 232 217 10 4 % 98

SOR 2 1 0 0 50

LOR 20 16 2 10 % 89

ROR 189 153 12 6 % 86

Total 443 344 24 5 % 82

Deletion
structural

OODL 161 120 14 9 % 82

SSDL 52 43 2 4 % 86

Total 213 163 16 8 % 83

Object-oriented JID 11 10 0 0 91

JTD 11 10 0 0 91

PRV 39 34 2 5 % 92

EHR 4 3 0 0 75

EXS 7 1 2 29 % 20

EAM 9 8 0 0 89

MCI 5 5 0 0 100

Total 86 71 4 5 % 88
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A number of mutants cannot be overestimated as a cost factor. It has different
impact in accordance to a mutation testing process. One of real cost measures is a
mutation testing time including mutant creation and testing. In the experiments on
the Prim program, total mutation time for all standard operators was about 473 s
while for two deletion operators 232 s. It was a halve of time, so the relation was
similar to the number of mutants. However in case of Helper, a bigger and more
representative program, the corresponding times were equal to 1266 and 1020 s,
accordingly. Mutant testing is realized in VM by many parallel threads. Therefore,
the mutation time does not depend linearly on the mutant number.

Another important cost factor is existence of equivalent mutants. Since they are
not processed in an automated way, cost of equivalent mutant detection can even
surpass other mutation testing efforts. In the Helper program, number of equivalent
mutants recognized for the OODL operator was the highest. Fraction of generated
mutants that turned out to be equivalent is also higher for all deletion operators
(8 %) than for other standard or object-oriented ones (5 % in both cases).

Object-oriented operators create, from definition, a lower number of mutants
than the structural operators. The OO operators deal with diverse specific language
features, and not generating mutants by some of them is a natural way of an
operator set adjustment to a program requirements. In the previous studies on C#,
mutation testing score for typical test sets delivered with open source projects was
lower than for the structural mutants. It pointed to insufficient tests [19, 26]. In the
presented experiments, mutation score of OO mutants is comparable to, or even a
few % higher than, structural mutants. This fact can be caused by a higher quality of
the test sets prepared for the programs and used in experiments.

While performing the second order mutation, the number of created mutants
was, according to expectations, about a half lower in each operator group than in
the first order mutation. The number of equivalent mutants was also lower. For
example, 2 equivalence mutants of the Helper program were detected for standard
operators, 8 for delete operators (OODL 6 and SSDL 2), and 5 for object-oriented
operators. However, due to the low absolute values, no general rule among the
groups can be observed.

Summing up, application of deletion mutation operators can be beneficial in
comparison to other structural operators, as having less mutants the similar muta-
tion results are obtained. However, experiment results do not endorse the hypoth-
esis about a low number of equivalent mutants provided by deletion mutation
operators.

The most of threats to validly concern a problem of generalization of results, as
the experiments were conducted on a limited number of programs. Another issue is
manual recognizing of equivalent mutants. Such a procedure cannot be treated as
perfect, because we cannot proof that all equivalent mutants were detected and that
any non-equivalent mutant was not counted to be equivalent one. However, after a
careful examination and for a not very big number of mutants considered, we can
assume that the presented results are correct.
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4 Related Work

Statement Deletion (SDL) mutation operator was implemented in the MuJava tool
and used in experiments on Java [6]. Mutants were created with SDL and other
method level operators. The SDL mutation with 92 % mean mutation score did not
surpass selective mutation in the terms of mutant killing ability. But it was a good
alternative, giving over 81 % saving in the number of mutants compared to
selective mutants. It was also observed that SDL gave poorer results (mutation
score 85 % or less than 80 %), in case of testing classes having a lot of arithmetic or
logical operations, or statements with complicated operations such as bit shifting. It
was expected to have no equivalent mutants from SDL. In fact the number of
equivalent mutants was low—only 3.74 % of the SDL mutants in comparison to
9.18 % of the selective mutants.

However, there was done an additional statistical meta-analysis of ICST’2013
papers [27]. Among others, experimental results from the paper about statement
deletion mutation operator applied in Java [6] were examined towards their sta-
tistical significance. Statistical evaluation confirmed that the statement deletion
operator produced significantly less mutants. On the other hand, mutation score for
deletion operator was significantly worse than a MuJava test set with mutation score
1.

Experiments on four deletion operators were conducted on C programs [7, 8].
SSDL operator does not perform well for small program (mutation score below
80 %), but this result is not statistically important for a low number of mutants. For
bigger programs average mutation score was about 93 %. The similar results were
given for the VVDL operator. OODL resulted in the highest average mutation score
(95 %). The worst results were obtained for the CCDL operator (80 %).
Considering effectiveness, combination of SSDL and OODL was recommended
following these experiments. The numbers of equivalent mutants generated for the
particular operators were low on average (about 2 % for SSDL and OODL, 0.5 %
for VVDL, and 1 % for CCDL). Low numbers of equivalent mutants were claimed
to be valid in general. There were presented situations when an equivalent mutant
can be created by SSDL due to a redundant code, but they were considered to be
exceptional.

In [9] four structural deletion mutation operators were used in generation of test
data reducing a mutation cost and data size, but no quantitative data were given.

5 Conclusions

The paper recalls the idea of deletion mutation operators in the structural and
object-oriented mutation testing. It shows the benefits of the deletion operators
applied in C# code in comparison to standard structural operators in terms of
number of generated first and second order mutants. However, the improvement is
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not as important considering mutation time. Moreover, ability of equivalent mutant
creation is not significantly lower, neither in structural operators nor for
object-oriented ones.

Acknowledgments I am very thankful to my student A. Bełz for extending the VisualMutator
tool and performing mutation testing experiments.
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Tracing Life Cycle of Software Bugs

Bartosz Dobrzyński and Janusz Sosnowski

Abstract The paper deals with the problem of monitoring software development
and maintenance processes. In particular, we concentrate on data reported in soft-
ware bug repositories. These data characterize the progress and effectiveness of the
above mentioned processes. To analyze these data we have developed a special
program which extracts information from typical bug repositories (e.g. Bugzilla)
and generates various useful statistics. The analysis methodology is based on
problem handling graphs (PHGs) and various metrics. The usefulness of this
approach has been illustrated for some real open source and commercial projects.
We present the measurement methodology and interpretation of the obtained
results, which confirmed their practical significance.

Keywords Software reliability � Monitoring software development and
maintenance � Software bug life cycle

1 Introduction

Developing complex software projects we face the problem of efficient development
and maintenance processes. For this purpose various special tools (commercial and
open source) are available [7, 8, 12, 13]. They are targeted at reporting the progress
of these processes and the encountered program bugs. Papers in the literature
devoted to these issues are mostly targeted at so called software reliability growth
models (SRGMs) [1, 14], evaluation and improvement of development or mainte-
nance processes (e.g. [9–11, 15, 16]). In fact, they base on some coarse grained data
on detected bugs and their corrections. Having analyzed bug repositories for many
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open source and some commercial projects we have found a lot of detailed data
which can provide us with a better view on the considered processes as well as on the
appearing problems [2]. In particular, we can generate so called problem handling
graphs (PHG) introduced in our Institute [3, 4]. To facilitate generation of these
graphs and their analysis we have developed a special tool—BugAnalysis. The
analysis is targeted at structural graph properties and time statistics in correlation
with various problem handling paths and states. This approach significantly extends
classical analysis reported in the literature.

The developed tool has been provided with an API interface for popular bug
repository Bugzilla (comparable with a large class of such tools). Nevertheless, it
can be easily adapted to other repositories. An important capability of this tool is
presenting and processing graphs taking into account various problem aspects. It
provides also useful statistical measures. This approach has been verified for a
benchmark of repository data related to various real projects.

In Sect. 2 we characterize data of bug repositories and outline the problem of
their analysis. Section 3 describes the developed tool for extracting and analyzing
repository data. Section 4 presents and explains results obtained for a sample of
open source and commercial projects. Final conclusions are comprised in Sect. 5.

2 Bug and Issue Tracking Systems

In complex systems an important issue is tracking development and maintenance
processes. For this purpose various tools are available. They are specified as project
management, test management, bug tracking, issue tracking systems, etc. (compare
[8, 18]). In this study we concentrate on tracking problem life cycle. The problem is
some generalized notation for software bugs, configuration, user, hardware errors
and other encountered anomalies. Such problems can be reported in data reposi-
tories of the above mentioned tools. The comprised information, creation and
collection of reports, methods of accesses may differ upon the tools, their config-
uration and usage policies. These differences are not important in our approach,
hence we base on relatively representative and universal Bugzilla system [17]
widely used in practice. In the sequel we outline some basic features of this system.

Problem tracking systems provide capability of reporting and monitoring various
data on detection or solution (handling) of problems by various actors (project
mangers, developers, testers, users, etc.) which have different access and editing
rights. The type and format of reported data can be configured taking into account
default specifications and possible individual customization. Similarly, problem
handling processes can be correlated with a default or customized workflow. The
most important data are listed below:

Problem unique ID which can be supplemented with a name
Problem priority (assigned by someone authorized to do this, e.g. project manager)
related to handling importance and problem severity. Typically, several severity
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levels are distinguished ranging from blocking the system or application to those of
lower significance (e.g. minor cosmetic issues). Additionally, problem complexity
can be also given (related to needed fixing effort).
Problem description: detailed description of the anomalous behavior, list of steps to
reproduce the detected problem. This can be supplemented with various attach-
ments, e.g. print screens, code segments (available as additional files or URL
pointers). Sometimes, it is useful to add short summaries and keywords describing
the considered problem (this may simplify searches and queries). Moreover, some
localization data can be added indicating code revision, module or component
affected by the problem.
Problem progress history: it describes the life cycle for each bug related to
sequence of handling processes specified as states. It comprises entry and exit times
related to the involved states. Depending upon the state and assumed handling
scheme the problem can move to another state or can be deleted (rejected).
Actors involved in problem handling (unique personal IDs)
Exchanged information between actors dealings with the specified problem or
problem classes.

Sometimes specific additional information is added to registered problems,
e.g. estimated time and deadline for resolving the problem, flags marking problems
with specific features, target version in which the problem should be fixed, problem
dependencies (a problem cannot be fixed unless other problems are resolved). This
can be combined with sending alerts or emails to specified recipients.

The specified data is available in databases of the above mentioned tools and can
be exported in various formats for subsequent analysis. Nevertheless, these tools
provide some searching and query mechanisms for manual tracing individual
problems or give some general statistics, e.g. related backlog of problems in a
specified state.

Tracing life cycle of problems relates to time tracking of traversed states within
the handling processes starting from the registration of the problem and terminating
at its solution. In this process it is useful to base on the introduced PHG graphs. The
complexity of these graphs depends upon the number of states and edges. Having
analyzed bug repositories for many commercial and open source projects we have
found that the number of states ranges from about 10 to less than 30. They are
usually defined within development companies or projects. For illustration we
give a list of states used in open sources projects (e.g. Tomact, Eclipse):
NEW, ASSIGNED, RESOLVED_LATER, RESOLVED_MOVED, RESOLVED_
FIXED, RESOLVED_INVALID, RESOLVED_WONTFIX, RESOLVED_
DUPLICATE, RESOLVED_WORKSFORME, REOPENED, NEEDINFO,
VERIFIED, CLOSED.

For comparison states used in commercial projects within one company
were as follows: NEW, ANALYSING, REJECTION_CLOSED, REJECTION_
SUSPENDED, WORK_IN_PROGRES, REJECTED, WAITING_FOR_RETEST,
RETESTING, REOPENED, FIXED, SUSPENDED, CLOSED. Another example
with 26 states is given in [3].
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The names of states are self-explanatory, however they will be commented in
Sect. 3 in relevance to PHG graphs and paths. It is worth noting that the initial state
is NEW and the final one (terminal) should be CLOSED, however quite often the
last state of the problem is the one with prefix RESOLVED. States NEEDINFO and
REOPENED refer to problems which need delivery of additional information and
reprocessing, respectively.

An important issue is to trace the states and paths of problem handling, the
number of related problems, time properties, various statistics in relevance to
problem priority or sources, methods of resolution, etc. We can identify typical or
dominating situations, find bottlenecks, search for abnormal problem processing
and development or maintenance deficiencies. In particular, we can identify cor-
rectly resolved and verified problems, percentage of duplicated (the same problems
announced by different actors), rejected or invalid problems due to user misun-
derstanding, negligible inconsistencies, etc. Such advanced analysis needs some
specialized tool, for this purpose we have developed a system targeted at graph
oriented analysis described in Sect. 3. It combines database, statistical and visu-
alization techniques.

3 PHG Analysis

Evaluation of project progress and problem handling activities needs more
sophisticated processing of bug repositories. We have achieved this with developed
BugAnalsis tool. It communicates directly with bug tracking tool and creates its
own database with special functionalities. In particular, it derives and visualizes
PHG graphs assuring direct access to timing specifications of each problem.
Furthermore, it provides various statistics on states and paths taking into account
the number of processed problems, their properties, handling times, etc. (compare
Sect. 4).

The BugAnalysis has been designed as java standalone application. In the first
layer the graphical user interface (GUI) was implemented. It allows the user to
select data source for generation of PHG graph. The second layer represents
application logic and data model, which provides methods to interact with the
generated graph. The third layer contains data connectors with Bugzilla and text
files. Implementation of Bugzilla connector was based on J2Bguzilla library [19],
which provides connection to Bugzilla API. Library has been extended to ensure
bug history exportation through handling webservice Bug::History.

BugAnalysis tool has been tested using the “open” Bugzilla repositories, in
which API interface was turned on. To ensure that our application does not generate
too much load for the Bugzilla repository with the same requests, we decided to
store exported data in temporary text files with a specific structure. The temporary
files can be later used as data source.

112 B. Dobrzyński and J. Sosnowski



In Fig. 1 we present an UML sequence diagram of generating a PHG graph from
Bugzilla repository. This process can be divided into the following steps:

1. The application initiates a session for connection to the URL specified by the
user. This step is realized by initiating J2Bugzilla BugzillaConnector object,
which is later used to perform the search operation for bug reports. Optionally,
while building the session, users may be logged into their accounts (according to
provided authorization data.

2. The application performs a search operation with BugzillaConnector object
previously initiated. To specify search criteria (e.g. project, states, bug priorities)
the BugSearch and the SearchQuery objects from J2Bugzilla are used. These
objects use Bugzilla webservice Bug::Search, which returns the bugs objects

Fig. 1 Sequence diagram of generating PHG graph from Bugzilla
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represented by an array of hashes (information on bugs and their ids). From the
result of the search operation the application builds a list of bugs ids.

3. For each id from the list created in step 2, the application performs
getBugHistory operation which launches webservice Bug::History. Webservice
returns a hash with bug history. Any changes in the state and the date of
implementation of the changes are saved to a temporary file of the application.
After receiving history for all bug reports the PHG graph is generated from the
temporary file. For the presentation of the graph JUNG library [5] has been
integrated with BugAnalysis. It allows us to build a graph with customized
vertices and edges and visualize it on the screen.

The generated graph is presented in a separate window which is divided into
three main areas. The main frame displays PHG graph. Two additional frames are
situated on the top of the window. The first one presents statistics for a selected
vertex (state) of the graph, the other one is used for operations on the graph such as
filtration and generation of appropriate statistics. The application can generate two
output files. The first file contains statistics for states of the graph, like the number
of state settings (counted all state settings, including loops), the number of unique
state settings (related to bug handling process for unique problems), time statistics
of bug presence in the state (minimal, maximal, average, median, the first and third
quartiles). The second generated file contains path statistics, such as the number of
bugs that followed the path, list of states in the path, time statistics of traversing the
path (similar to those related to states). It is also possible to search for long lived
bugs and identify states introducing delays in problem handling.

The generated PHG graphs can be configured to cover all problems, problems of
specified priority, states and transitions exceeding a specified threshold of correlated
problems (reduced graphs). Moreover, it is possible to edit graph view. The
implemented tool is easy to use, but it allows performing in-depth analysis of bug
handling process that will be presented in the following section of the paper.

4 Experiments

Using BugAnalysis tool we have analyzed PHG graphs for various open source and
commercial projects. In particular, we were interested in identifying problem
handling paths, their structure, numbers of processed problems and time features.
Time features related to time spent in subsequent states or paths (e.g. minimal,
maximal, average, median, 1st and 3rd quartiles of their values). For an illustration
we give some results for Tomcat 6 project. Figure 2 presents the generated com-
plete PHG graph. The names of states are supplemented with the numbers of
problems entered in these states. Graph edges are labeled with the numbers of
problems traversing them in the handling process. It is also possible to generate
other graphs limited to specified problems (e.g. of specified severity). We can also
use other state and edge labeling, e.g. expressed in percentiles of all problems.
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An important issue is to generate reduced graph comprising only states and
edges with specified throughput. Taking into account states and edges covering
90 % problems the graph of Fig. 2 reduces to 4 states with the following transition
list:

NEW(1326)→{(600)RESOLVED_FIXED|(376)RESOLVED_INVALID};
RESOLVED_FIXED(729)→(65)REOPEND; RESOLVED_INVALID(458)→(81)
REOPEND
REOPEND(194)→{(100)RESOLVED_FIXED|(82)RESOLVED_INVALID}

Numbers in state suffix brackets denote the number of problems related to the
state, numbers in prefixes denote the number of problems traversing specified
transitions with →. Multistate branches are specified in {} brackets and separated
with |.

Some selected time characteristics are presented in Table 1. They include
average, median, 1st and 3rd quartile calculated over problems which entered and
exited the considered state. In addition, columns NU and N specify the numbers of
unique and all problems visiting the state. N may slightly exceed NU because some
problems appear more than once in the state due to loops (appearing scarcely).
The average problem processing times can exceed significantly the median values,

Fig. 2 PHG graph for Tomcat 6 project

Table 1 Sample of statistics for Tomcat 6

State Nu N AV Q1 M Q3

NEW 1298 1326 41:14:15 0:5:22 5:23:28 51:15:28

REOPENED 159 194 93:12:9 0:2:13 1:13:35 28:20:42

NEEDINFO 65 71 86:6:47 0:1:40 2:5:11 27:11:37
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due to problems with big delays. More advanced analysis involves tracing problem
handling paths. The most frequently traversed paths (dominating) for Tomcat 6
project are given below with specified number of processed problems (in || brackets)
and processing times (Av, M, Q1, Q3—average, median, 1st and 3rd quartile values
specified in days:hours:minutes, respectively):

|533| NEW,RESOLVED_FIXED (Av = 104:12:59; Q1 = 5:8:16; M = 26:13:49;
Q3 = 84:22:36)
|300| NEW,RESOLVED_INVALID (Av = 20:3:48; Q1 = 0:0:12; M = 0:4:35;
Q3 = 1:22:35)
|96| NEW,RESOLVED_DUPLICATE (Av = 98:17:9; Q1 = 0:0:22, M = 1:1:33;
Q3 = 27:4:7)
|83| NEW,RESOLVED_WONTFIX (Av = 264:16:40; Q1 = 0:2:7; M = 19:14:57;
Q3 = 211:6:3)
|46| NEW,RESOLVED_WORKSFORME (Av = 73:14:41; Q1 = 0:11:37;
M = 5:11:54; Q3 = 37:20:47)

In the considered project we have identified 81 distinct paths. They involve
from 2 (as the above presented) to 10 states (e.g. NEW, NEEDINFO, RESOLVED_
WORKSFORME, REOPENED, RESOLVED_INVALID, REOPENED,
NEEDINFO, NEW, NEEDINFO, RESOLVED_WORKSFORME). It is worth
noting that longer paths are less populated. We have identified 27, 16 and 5 longer
(more than 5 states) paths with the same final states as in the first 3 paths shown
above. They covered 108, 300 and 96 problems, respectively. It is also interesting
to track problems which did not achieve the terminal state (being in processing), in
the considered project we have identified 52 such problems (on 19.11.2015), as
compared with all problems (1327) this is a small percentile. However, some of
these problems appeared 7 years before (seem to be outdated and could be termi-
nated in some way). Resolved problems achieving states with postfixes: _FIXED
(corrected code), _DUPLICATE (the same problem has been processed) and
_INVALID (not justified), _WONTFIX (rejected) and _WORKSFORMES (cannot
be replayed most probably due to system configuration inconsistencies) constituted
about 46.8, 9, 24.8, 6.9 and 3.8 %, respectively. Unfortunately, most resolved
problems haven’t been verified and closed (poor management process and low
responsibility of people involved in the project).

In a similar way we analyzed many open source projects and found that real
terminal states (e.g. CLOSED) appeared rarely as opposed to commercial projects
were project managers take care on the product quality. Moreover, we can compare
different projects (e.g. time spent in different states, or paths) and find the reasons of
detected differences, to improve the handling processes.

In the presented statistics we do not differentiate problem severity (priority). In
the considered open source projects dominated level 2 of severity. In all Tomcat
versions problems with other priorities contributed in total a few up to 7.5 %. In the
case of Log4 J project problems with priority 2 and 3 contributed 47.6 and 46.0 %,
respectively. This results from lacking well defined priority policy in the projects.
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In the case of commercial projects better management and responsibility of
project actors are typical. For an illustration in Fig. 3. we give PHG graph for one
project A (it comprises 12 states, 47 different paths, path lengths ranged from 4 to
12 states).

The reduced graph corresponding to 90 % of problems comprises 8 states and 8
transitions. As opposed to open source projects practically all problems achieved
states CLOSED or REJECTION_CLOSED (problems rejected due to wrong
interpretation of specification by the actors). Most problems traversed the following
paths:

|64|NEW,ANALYSING,REJECTED,REJECTION_CLOSED (Av = 0:18:16,
Q1 = 0:0:16, M = 0:2:25, Q3 = 0:18:22)
|56|NEW,ANALYSING,WORK_IN_PROGRES,WAITING_FOR_RETEST,
RETESTING,CLOSED (Av = 2:22:48, Q1 = 0:2:30, M = 1:1:14, Q3 = 2:22:55)

Fig. 3 PHG graphs (complete and reduced to 90 % coverage) for commercial project A
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|46|NEW,ANALYSING,ANALYSING,REJECTED,REJECTION_CLOSED
(Av = 1:11:49, Q1 = 0:9:48, M = 0:22:20, Q3 = 2:0:6)
|27|NEW,ANALYSING,ANALYSING,WORK_IN_PROGRES,
WAITING_FOR_RETEST,RETESTING,CLOSED (Av = 17:15:22, Q1 = 0:5:47,
M = 2:9:39, Q3 = 5:14:14)
|10|NEW,ANALYSING,REOPENED,ANALYSING,WORK_IN_PROGRES,
WAITING_FOR_RETEST,RETESTING,CLOSED (Av = 3:11:6, Q1 = 1:2:12,
M = 2:20:14, Q3 = 3:4:28)

Most problems have been resolved by changes of business and environment
(Apache, network connections) configurations. Unfortunately, this was not clearly
specified in reports. Code modifications (FIXED) were scarce. Many problems
(over 50 %) have been rejected (REJECTION_CLOSED). Relatively frequent
loops on state ANALYSING (over 160 iterations) resulted from assignment to
non-competent person, and the need of finding other person to resolve it. As
opposed to open source projects we observed more diversified priority distribution:
P1—54.5 %, P2—35.7 %, P3—7.7 %, P4—2.0 % (P1 the highest priority).

As far as it concerns timing properties in the considered project we have much
lower values than in the open source one (compare time parameters related to
paths). Moreover, for illustration we give also some selected statistics for states
(time parameter specification <Av, Q1, M, Q3> as in Table 1):

NEW: <0:3:48,0:17:0;0:1:30,0:3:0>; ANALYSING: <0:6:9,0:0:12,0:1:22;
0:22:23:> REOPEND: <0:15:45,0:0:5,0:2:32;0:14:17:>; WAITING_FOR_
RETEST: <0:15:13,0:1:22;0:6:41,1:2:59>:

Some long lived bugs have been resolved in about 1 year (in the case of open
source projects some bugs exceeded 5 years). It is worth noting that higher priority
problems are handled faster in states NEW and ANALYSING. The average values
for NEW are 0:0:13, 0:1:42, 0:3:48 for P1, P2 and P3 severity levels, respectively.
For the ANALYSING state they range from 7 to 10 h. Similar time ranges have
been obtained for another project B from the same company. In the case of project
C from another company we had 28 states and related averaged times were typically
a fraction of day up to a few days. However, for some state transitions (involving
code corrections, improvements) the average time was in the range 10–50 days
(maximal values for some problems exceeded 100 days). For other projects in this
company a few problems needed more than 1 year for resolution (bugs in pur-
chased components).

5 Conclusion

The performed study confirmed that bug repositories provide a lot of useful
information which can characterize development and maintenance processes. In
practice, tracing and exploring the collected data is a cumbersome process. This
process is significantly simplified by the introduced analysis tool. It is worth
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mentioning that analysis time overhead is linear with the number of bug reports. An
important issue is the capability of presenting complete problem handling graphs
(PHGs) as well as their reduced and aspect-oriented forms. Combining these graphs
with derived statistical data is helpful in managing and improving software life
cycle processes. In particular, we can identify critical problems (long lived) or states
and find their causes.

Further research is targeted at extending the scope of analysis to study fairness of
assigning bugs to developers, correlation of handling times with software com-
plexity, accuracy of bug localization, etc. (compare [6]). However, such analysis
needs more detailed repositories.

We are grateful to P. Janczarek for his help in collecting data for the tests.
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Modification of Neural Network
Tsang-Wang in Algorithm for CAD
of Complex Systems with Higher Degree
of Dependability

Mieczyslaw Drabowski

Abstract The paper includes a proposal of a new algorithm for Computer Aided
Design (CAD) of complex system with higher degree of dependability. Optimal
scheduling of tasks and optimal resources partition are fundamental problems in
this algorithm. Presented the CAD algorithm, based on neural networks, may have a
practical application in developing tools for rapid prototyping of such systems.

Keywords Complex system � Scheduling � Partition � Allocation � Dependable �
Optimization � Neural algorithm � Tsang-Wang networks � CAD tools

1 Introduction

The aim of computer aided design of complex systems (i.e. which contain multi-
processors, additional resources and multitasking) is to find an optimum solution
consistent with the requirements and constraints enforced by the given specification
of the system. The following criteria of optimality are considered: costs of system
implementation, its operating speed and power consumption.

The identification and partitioning of resources between various implementation
techniques is the basic matter of automatic design. Such partitioning is significant,
because every complex system must be realized as result of hardware implemen-
tation for its certain tasks. Additionally scheduling problems are one of the most
significant issues occurring in design of operating procedures responsible for
controlling the allocations of tasks and resources in complex systems.

In the new design methods—in the par-synthesis—which were presented in [1],
the software and hardware components are developed together and parallel—
otherwise, than so far (for example [2])—and then coherent connected together,
which of the final solution decreased the costs and increased the speed. The resources
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distribution is to specify, what hardware and software are in system and to allocate
theirs to specific tasks, before designing execution details.

Another important issue that occurs in designing complex systems is assuring
their fault-free operation. Such designing concentrates on developing dependable
and fault-tolerant architectures and constructing dedicated operating procedures for
them [3]. In this system an appropriate strategy of self-testing during regular
exploitation must be provided. The general model and new concept of parallel to
tasks scheduling and resources partition for complex systems with higher degree of
dependability was presented in [4]. We proposed the following schematic diagram
of a coherent process of fault tolerant systems synthesis—Fig. 1.

The suggested parallel analysis consists of the following steps:

1. specification of requirements for the system,
2. specification of tasks,
3. assuming the initial values of resource set,
4. defining testing tasks and the structure of system, testing strategy selection,
5. scheduling of tasks,
6. evaluating the operating speed and system cost, etc., multi-criteria optimization,
7. the evaluation should be followed by a modification of the resource set, a new

system partitioning into hardware and software parts and an update of test tasks
and test structure (step 4).

Modeling fault tolerant systems consists of resource identification and tasks
scheduling problems that are both hard NP-complete [5]. Algorithms for solving
such problems are usually based on heuristic approaches.

The objective of the paper [6] was to presented of hybrid approach to the
problem of fault tolerant systems design, i.e. a parallel solution to tasks scheduling
and resource assignment problems. We suggested in this paper meta-heuristic and

System Specification

Set of tasks (requirements and 
constraints)

Database of

resources
Initial set of resources

System operation analysisDependable structure.
Set of testing tasks.

Scheduling
of tasks

Tasks and resources allocation.
System analysis. Resources

partition

Resources set
modifications

Resulting system 

Fig. 1 The process parallel design (the par-synthesis) of dependable complex system
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hybrid algorithm: evolutionary with simulated annealing, in which there are
Boltzmann tournaments.

We present, in this paper, other the meta-heuristic algorithm, based for the
adaptation a neural network (the approach similar to solution proposed by Tsang and
Wang [7] for constraints satisfactions problem) what has been applied for resolving
problems of resource allocation and task scheduling and also for a coherent solution
to these problems.

2 The Neural Method for Coherent Synthesis of Computer
System

2.1 Neural Network Model

As already mentioned, the starting point for defining the neural network model for
coherent and parallel solving the problems of task scheduling and resource allo-
cation are the assumptions for the constraint satisfaction problem [8]. CSP is the
optimization problem which contains a certain set of variables, sets of their possible
values and constraints forced on the values of these variables. On the basis of this
problem assumption a network model of the following features is suggested:

• A neural network consists of components; each of them corresponds to another
variable.

• Each component contains such number of neurons which equals the number of
possible values of each variable.

• Assigning a specified value to a variable is the process of switching on a
relevant neuron (neurons) and switching off the remaining ones in the compo-
nent corresponding to this variable.

• Switching on a neuron means assigning the value “1” to its output.
• Switching off a neuron means assigning the “0” to its output.
• Constraints to the network are introduced by adding a negative weight con-

nection between neurons (‘−1’), symbolizing the variable values that cannot
occur simultaneously.

• In the network there are additional neurons “the ones” that are switched on.

Each neuron has its own table of connections and each connection contains its
weight and the indicator for the connected neuron. A characteristic feature of the
network is the diversity of connections between neurons, but these never applied to
all neurons. It is a consequence of the fact that connections between neurons exist
only when some constraints are imposed. The constraints existing in the discussed
network model may be of the following types:

(1) Resource.
(2) Time.
(3) Schedule.
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The method of constraints implementation shall be discussed upon examples.
Example 1:
Such net (Fig. 2) blocks solution, in which Z1 = 1 as well as Z2 = 2 or Z3 = 3 as

well as Z4 = 2.
Example 2:
Let us have two operations with unit execution times. The operation Z1 arrives at

the system in time t = 1 and it is to be executed before the expiry of time t = 4. The
operation Z2 arrives in time t = 1 and may be executed after the completion of
operation Z1. A fragment of the net for his case including all the connections is
shown by Fig. 3.

Neuron “one” (‘1’)—a special neuron switched on permanently—is responsible
for time constraints. Introducing connections between such neuron and the relevant
network neurons excludes a possibility of switching them on when searching for the
solution. Task Z1 cannot be scheduled in moment 0 and moment 4, which corre-
sponds to the assumption that this task arrives at the system at moment 1 and must
be performed before moment 4. Analogical process applies to operation Z2. The

Fig. 2 The example 1 of constraints

„1”  

„1”  neuron 

Operations Z1

Operations Z2

Quantum of  time

neuron 

Fig. 3 The example 2 of constraints
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sequence constraints are executed by the connections between the network neurons.
The figure shows (with dotted line) all the connections making the performance of
task Z2 before task Z1 impossible.

2.2 The Idea of the Algorithm

After entering the input data (the system specification), the algorithm constructs a
neural network, the structure of which and the number of neurons composing it,
depend upon the size and complexity of the instance of problem. We will name the
part of the net allocated to this task—an area. Constraints are introduced to the
network by the execution of connections, occurring only between the neurons
corresponding to the values of variables which cannot occur simultaneously.

The operation of the algorithm is the process of switching on appropriate neu-
rons in each domain of network in order to satisfy the constraints imposed by the
input data.

The algorithm course is as follows:

1. Allocating random values to consecutive variables.
2. Network relaxation:

• Calculating the weighted sum of all neurons inputs.
• Switching on the neuron with the highest input value.
• Return to relaxation or—if there are no changes—exit from relaxation.

3. If there are connections (constraints) between the neurons that are switched on,
each weight between two switched on neurons is decreased by 1 and there is a
return to relaxation.

The algorithm starts from allocating weight ‘−1’ to all connections and then the
start solution is generated. It is created by giving random values to the subsequent
variables. This process takes place in a certain way: for each task i.e. in each area of
the net such number of neurons is switched on as it is necessary for a certain task to
be completed. The remaining, in the part which is responsible for its performance,
neurons are being switched off. In the obtained result there are many contradictions,
specified by switching on the neurons where the connections exist.

Therefore, the next step of the algorithm is the relaxation process, the objective
of which is to “satisfy” the maximum numbers of limitations (backtracking) [9].
The objective is to obtain the result where the number of situations, where two
switched on neurons of negative weight connection between them is the lowest.
While switching on neurons with the biggest value at the start, in each area three
instances may happen:

• If there is one neuron of the biggest value in the area, it is switched on; the
remaining ones are switched off.
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• If there are more neurons, among which there is a previously switched one, there
is no change and it remains switched on.

• If there are more neurons, but there is no-one previously switched on, one of
them is switched on randomly, the remaining ones are switched off.

A relaxation process finishes when the subsequent step does not bring any
change and if all the requirements are met—the neurons between which a con-
nection exist are not switched on—the right solution is found. If it is not still the
case, it means that the algorithm found the local minimum and then the weight of
each connection between two switched on neurons is decreased by “1” while its
absolute value is being increased. It causes an increase in ‘interaction force’ of this
constraint which decreases the chance of switching on the same neurons in a
relaxation process where we return in order to find the right solution.

After a certain number of iterations the network should consider all the con-
straints—providing that there is the right solution, it should be found. Another
factor is worth pointing out: in a relaxation process such an instance may occur
where changes always happen. Then, this process might never be completed. Then
a problem is solved in such a way that relaxation is interrupted after a certain
number of calls.

Search for a solution by algorithm consists of two stages. At the first one, which
is described by the above presented algorithm, some activities are performed which
lead to finding the right solution for the given specification. After finding such a
solution, in consequence of purpose function optimization there is a change of
values for a certain criterion—in this case, decrease—then, the subsequent search
for the right solution occur. In this case the search aims at a solution which pos-
sesses bigger constraints as the criteria value is sharper. Two criteria are taken into
consideration for which a solution is being searched. It may be a cost function—
where at the given time criterion, we search for the cheapest solution, or time
function—where at the given cost criterion, we search for the quickest solution.
Thus, the run of the algorithm is to seek a solution for smaller and smaller value of a
selected criterion. However, if the algorithm cannot find the right solution for the
recently modified criteria value of the algorithm, it returns to the previous criteria
value for which it has found the right solution and modifies it by a smaller value.

For instance, if an algorithm has found the right solution for cost criterion which
is e.g. 10, and it cannot find it for cost criteria which are 9, it tries to find a solution
for cost 9.5 etc. In this way the program never finishes work, but all the time it tries
to find a better solution in sense of a certain criterion.

In case of time criterion minimization, optimization goes at two planes. At the
first one, subsequent neurons of the right side in task part of the network are
connected to the neurons “one”, in this way fewer and fewer quanta is available for
the algorithm of task scheduling which causes moving a critical line to the left and
at the same time its diminishing. However, at the second, an individual quantum of
time is being diminished; at each step an individual neuron will mean a smaller and
smaller time passage.
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3 The Algorithm Description

On the basis of a general model we shall present now a neural network for solving
submitted problems. In order to achieve this, we divide the time axis into parts,
creating time quanta which are single neurons.

The task part:
Each area corresponds to one task (Fig. 4). For further area, the best possible setting
for the task is selected. Which setting ‘wins’ at the given stage and in the given area—
this shall be determined by the sum of neuron outputs in the setting, i.e. the one that
introduces the smaller number of contradictions.Moreover, it is checked if among the
found set of the best solutions there is no previous one, then it is left.

A neuron at the [I, k] position corresponds to the presence of ‘i’ task on the
processor at the ‘k’ moment. Between these neurons there are suitable inhibitory
connections (−1.0). If, for example, task 1 must be performed before task 2, for all
the neuron pairs.

[1, k], [2, m] there are inhibitory connections (denoting contradictions),
if k > = m and if task 8 occurs in the system at moment 2, “one” neuron is
permanently connected to neurons [8, 0] and [1, 8] (neuron which has 1.0 at the
start which is permanently contradictory) and guarantees that in the final solution
there is no quantum at moment 0 or 1.

We also take critical lines into account, which stand for time constraints that
cannot be exceeded by any allocated tasks—connecting ‘one’ will apply to the
neurons of the right side of the network outside the critical line.

The resource part:
Before selecting the quanta positions in the areas, algorithm has to calculate inputs
for all the neurons. The neurons of the resource part are also connected to these
inputs, as the number and the remaining places in resources have an impact on the
setting which is going to “win” at a certain stage of computation. Thus, before an
algorithm sets an exact task, it calculates the value of neuron inputs in resource
part. The [r, I, k] neuron is switched on if at ‘k’ moment the resource ‘r’ is
overloaded (too many tasks are using t), or it is not overloaded, but setting the task
of part ‘i’ at the moment defined by ‘k’ would result in overloading.

Fig. 4 The task part in the
algorithm
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Neurons in resource part (Fig. 5) respond by their possible connection, resource
overloaded, if part of the task were set and at moment ‘k’; therefore, neurons of
resource part are connected to task inputs.

When in the resource part the neuron “‘r’ resource overload’ is switched on,
as task ‘i’ is set at moment ‘k’”, its signal (1.0) is transferred by weight (−1.0)
to the neuron existing in the task part, which causes the negative input impulse
(−1.0 * 1.0) at the input which results in a contradiction.

In other words—it “disturbs” function ‘compute_in’ to set the task and at
moment “k”. Thus, in the network there are subsequent illegal situations imple-
mented (constraints).

Each neuron [r, I, k] of the resource part is connected with neuron [I, k] from the
task part, so a possibility of task existence at a given moment with concurrent
resource overloading is ‘inhibited’.

Example of Algorithm
Let us assume that there are five tasks A, B, C, D, E. Task part works as follows
(a letter means a neuron switched on, sign ‘-’ means a switched off neuron):

task A: ----AAAA–AA-----
task B: ---BBB-------BB--
task C:  -C--------------- each line 
task D: DDDDDD----------- corresponds to available quanta 
task E: ---------EEEEE--- of subsequent tasks

moment0 time axis

Fig. 5 The resource part in the algorithm
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These tasks should be allocated to a certain number of processors, so that one
only task would be performed on one processor at an exact moment:

1. Algorithm allocates (at moment 0) fragment DDDDDD, adds a new processor
(the first) and allocates on it:

DDDDDD-----------

2. Allocation—C: for this moment (1) there is no place on the first processor, so
algorithm adds the next processor and allocates an operation:

DDDDDD-----------
-C---------------

3. Allocation BBB: there is place on the second processor:

DDDDDD-----------
-C-BBB-----------

4. Allocation AAAA: there is no place at quantum 4—algorithm adds the third
processor and allocates:

DDDDDD-----------
-C-BBB-----------
----AAAA---------

5. Allocation EEEEE: there is place on the first processor:

DDDDDD---EEEEE---
-C-BBB-----------
----AAAA---------

6. Allocation AA there is place on the second processor

DDDDDD---EEEEE---
-C-BBB----AA------ 
----AAAA---------

7. Allocation BB: there is place on the second processor:

DDDDDD---EEEEE---
-C-BBB----AA-BB—
----AAAA---------
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The result of the tasks on the processors is as follows:

P1:DDDDDD---EEEEE---
P2:-C-BBB----AA-BB--
P3: ----AAAA---------

4 Computational Experiments

The algorithm was tested by taking into account the parameters of different
instances of problems, among others:

• The number and type of processors available in the database of resources.
• The number of tasks.
• The preemptability of tasks.
• Order and resources constraints.

4.1 The Influence of Task Preemptability on Computation

All tests were carried out for independent tasks, without any additional resources,
the number of processors in the pool is 10, and the maximum number of processors
in the system is 5, including the cost of memory. Constraints: maximum cost is 50
and maximum time 50. The parameters of algorithm: maximum time of calculation
step is 1000; the number of time units is 100 (Table 1).

Experiment results show that the preemptability of tasks does not influence the
neural network size, however, results are better, especially when it comes to cost
factor. In the specification of input tasks there were no tasks, whose execution time
would be lengthier than others, thus differences are small. The cost is slightly lower
than in the case of divisible tasks, because—as a rule—they are allocated on a
smaller number of processors with comparable Cmax.

4.2 The Influence of Additional Resources on Computation

All tests were carried out for independent and indivisible tasks, the number of
processors in the pool is 10, and the maximum number of processors in the system
is 5, including the cost of memory. Constraints: maximum cost is 50 and maximum
time 50. All resources have the number of units equal to 3.

Results shown in table Table 2 prove that the existence of additional resources
significantly influences network size. Increasing the number of additional resources
impacts scheduling time and cost, however with high number of tasks the quality of
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results, especially when it comes to Cmax, worsens (Gantt graph shows more and
more “gaps”—stoppages). A positive result is the fact that the bigger the number of
additional resources, the better the result for both criteria jointly.

4.3 The Synthesis of Systems with High Degree
Dependability—The Comparing Results Obtained
by Algorithms: Neural and Evolutionary

In the presented comparative tests obtained results from the calculations of both
algorithms: hybrid, an evolutionary with simulated annealing, and neural, which
was discussed in this paper. The results are shown in the charts below, Fig. 6.

Table 1 The influence of task’s preemptability on computation

Number of
tasks

Preemptability Cmax Cost Number of
neurons

Number of
connections

10 No 0.705 17.80 6,255 56,121

10 Yes 0.704 16.45 6,255 56,121

20 No 1.229 22.35 12,285 212,721

20 Yes 1.219 21.75 12,285 212,721

30 No 1.900 24.50 18,345 470,321

30 Yes 1.843 18.25 18,345 470,321

40 No 2.464 18.85 24,405 828,921

40 Yes 2.384 22 24,405 828,921

50 No 3.005 25.75 30,465 1,288,521

50 Yes 3.065 19.45 30,465 1,288,521

Table 2 The influence of additional resources on computation

Number of
tasks

Number of additional
resources

Cmax Cost Number of
neurons

Number of
connections

10 1 1.519 8.4 7,336 62,484

10 2 1.509 13.1 ,8447 69,756

10 5 2.338 7.25 11,780 89,754

20 1 2.839 17.7 14,406 225,447

20 2 3.145 12.6 16,527 240,900

20 5 4.096 8.65 22,890 281,805

30 1 4.434 14.1 21,476 490,319

30 2 4.677 18.5 24,607 509,408

30 5 6.569 12.4 34,000 571,220

50 1 8.058 13.8 35,616 1,322,154

50 2 9.786 21.1 40,767 1,354,878

50 5 13.03 13.6 56,220 1,457,595
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The neural algorithm generates a more stable results, especially for the criterion
of minimizing power consumption, an evolutionary algorithm gives better results
for the criterion of minimizing cost and power consumption and neural algorithm
for the criterion of maximizing speed, but not for all input data.

5 Conclusions

This paper is about the problems of parallel design of complex systems with high
degree of dependability. Such a design is carried out on a high level of abstraction
in which system specification consists of a set of tasks, which should be imple-
mented by a series of resources and these are listed in the database (container, pool,
or a catalogues) and are available (exist or can be created). Resources possess
certain constraints and characteristics, including speed, power, cost and depend-
ability parameters. Thus such a design concerns complex systems of the following
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Fig. 6 Comparing the computational results: Hybrid, Evolutionary Algorithm [6] and Neural
Algorithm for optimization criteria: speed, cost, power consumption of complex system
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type—resources, tasks and optimization criterions and the problems of resource
partitioning (selection) as well as scheduling (sequencing) of tasks performed on
these resources are determined on this level [10]. Optimization of afore-mentioned
design actions occurs on the same high level.

In the paper one proposed the so called artificial intelligence methods for CAD.
Obviously these methods were chosen out of many and proposed adaptations of
these methods and can be different.

Among presented results of computational experiments the new solutions were
obtained with the neural algorithm with Tsang, Wang networks.

The issues for other methods are now studied.
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Simulation and Experimental Analysis
of Quality Control of Vehicle Brake
Systems Using Flat Plate Tester

A.I. Fedotov and M. Młyńczak

Abstract Paper describes simulation analysis of errors that arise in the control
process of brake systems for vehicles using flat testers. Technical state of brake
systems and their performance in operation are important aspects of safety. Method
of numerical simulation of dynamic systems is described concerning vehicle
braking capability. It is proposed dynamic model of the tire on the flat plate brake
tester. Simulation model takes into account all factors influencing measurement
error resulting from testing method. Methodology of brake testing on flat testers and
measurement system is analyzed. There are discussed measurement errors observed
on flat testers related to the dynamic properties of the tire, load on the wheel, mass
of tester plate as well as speed and braking time and force applied by a driver.
Calculations are illustrated with graphs. Square correlation coefficient of assumed
functions is not less than 0.95.

Keywords Flat braking testers � Brake testing � Measurement error

1 Introduction

Vehicle brake testing is an obligatory periodic maintenance carried out in workshops
equipped in special devices measuring brake parameters [2, 5]. Brake tests use two
ideas based on rolling drums or flat plates suspended elastically [5–7]. Rolling drums
are more popular and have more accurate measurements, though flat testers are more
universal as can be used to test shock absorbers and suspension [6, 7]. A vehicle
moving on plates engages brakes and causes forces and moments proportional to
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brake efficiency. Flat plate brake testers have usually two plates for wheel of the
same axis with sensors measuring longitudinal and vertical forces. Computer
application processes data and give an assessment about vehicle brake conditions.
Problem with measurement accuracy appears due to wheels positioning on the
plates, what is analyzed in the first part of the paper and on dynamic parameters of
the system wheel—tester plate. Results depend on many dynamic parameters of
braking process. Paper presents simulation approach to analysis of influence selected
parameters on brake test results. The problem is concern because of its importance to
the road safety. Brake testing is one of the elements of the conditional preventive
maintenance. Safety depends in that case on: brake performance measured as ratio of
total braking forces over vehicle weight, uniformity of braking forces of left and
right wheel and dependence of braking force from the pressing force on the pedal.
All that forces should bring a vehicle to stop at predefined distance and provide
straightforward path of the move while braking. Brake systems are repairable
objects, though not many accidents are caused by their failure [9]. Brake system was
a cause of 18 out of over 40,000 road accidents what is 10−4. High influence of that
system on safety and strong requirements tested periodically makes those systems as
highly reliable.

2 Basic Parameters of Flat Brake Testers

Flat brake tester consists of two plates to run onto it by two wheel of the same axis
of a vehicle [2, 5–7]. Figure 1 shows a diagram of flat plate tester with the left—2
and right—3 plates with wheels of the car. The wheel may be located to the left or
to the right side of the plate axis of symmetry. The best location is exactly on that
axis but it is difficult to perform in real conditions, therefore it is observed distance

Fig. 1 Scheme for the geometric dimensions flat tester: 1 car wheel, 2 left plate of the tester, 3
right plate of the tester

136 A.I. Fedotov and M. Młyńczak



between the plate axis of symmetry and current position of tire axis of symmetry,
described as: Δyl and Δyr for left and right wheel respectively.

In order to determine the width of the pads and the distance between them it is
necessary to know the following geometric dimensions:

1. Lк max—the maximum distance between the outer sides of the car wheels having
broad wheel track,

2. Lк min—the minimum distance between the inner sides of the car wheels having
narrow wheel track,

3. b—side margin to guarantee position of wheels on the surface of tester plate,
4. Lc—distance between the axes of symmetry of tester plates.

3 Computer Simulation of Flat Brake Tester Dynamics
During Measurement Process

To analyze the process of interaction of the vehicle wheel with braking flat tester
was drawn a scheme shown in Fig. 2. The model allows for analytical study of
dynamic processes from the moment of run onto tester at point A until it stops.
Vehicle of the weight M moves under the force of inertia Fjx

M. In the point of tire
contact with the supporting surface reaction Rx arises. The scheme allows us to

Fig. 2 Scheme of the interaction of a vehicle wheel braking pads with tester where: M part of the
sprung mass at the wheel of the car, m unsprung weight, msh the mass of the tire tread contact
patch; mc mass of the plate tester; Kpx, Khx, Kcx damping coefficients, respectively, suspension,
tires and tester [N s/m]; Cpx, Chx, Ccx respectively suspension stiffness, tires and tester [N/m], Xp,
Xn, Xh, Xc coordinates of longitudinal displacement, respectively of the sprung mass (M), unsprung
mass (m), the mass of the tire tread at the contact patch (mh) and the weight of the tester plate (mc)
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analyze the influence of the longitudinal oscillations of the masses of the car and flat
tester by the uncertainty of measurement of brake forces.

To calculate the vehicle deceleration we write the differential equation of its
dynamic equilibrium in the general form (1):

d2X
dt2

¼
Pn

i¼1 Rx

ðMþm � nÞ ð1Þ

where: n—number of wheels.
Dynamic equilibrium equation of the braking wheels can be written as (2):

M d2Xp

dt2 ¼ Cpx Xp2 � Xp
� �� Cpx Xp � Xp1

� �þKpx _Xp � _Xp2
� �þKpx _Xp1 � _Xp

� �
;

m d2Xn
dt2 ¼ Chx Xn2 � Xnð Þ � Chx Xn � Xn1ð ÞþKhx _Xh � _Xh2

� �þKhx _Xn1 � _Xn
� �

� Cpx Xp2 � Xp
� �� Cpx Xp � Xp1

� �þKpx _Xp � _Xp2
� �þKpx _Xp1 � _Xp

� �� �
;

mh
d2Xh
dt2 ¼ Chx Xn � Xn2ð Þ � Chx Xn1 � Xnð ÞþKhx _Xn2 � _Xn

� �þKnx _Xn � _Xn1
� �� Rx;

mc
d2Xc
dt2 ¼ Ccx Xc2 � Xcð Þ � Ccx Xc � Xc1ð ÞþKcx _Xc � _Xc2

� �þKcx _Xc1 � _Xc
� �� Rx:

8>>>>>><
>>>>>>:

ð2Þ

To relate the resulting equations system (3) with tangential reaction Rx we use a
dynamic model of a vehicle wheel braking process [4] based on the characteristics
of the stationary characteristics of elastic tires and the normalized slip function [8]:

f ðsÞ ¼ sin A � arctgðB � sÞf g ð3Þ

Dynamic equilibrium equation of the braking wheels can be written as (4):

dxk

dt
¼ Rx � rko �Mt �Mf

Jk
ð4Þ

where: Mt—current value of the braking torque supplied to the wheel [N m], Mf—
moment of resistance to rolling wheel [N m], rko—the radius of the rolling wheels
in the braking mode [m], Jk—wheel moment of inertia [kg m2].

The current values of brake torque Mt applied to the wheel will be given in the
form of a linear relationship (5):

Mti ¼ Mti�1 þ
dMt

dt
� D t ð5Þ

where: dMt
dt is the rate of increase of the braking torque [N m/s].

The braking force (tangential reaction Rx) fulfils the formula (6) [4, 8]:

Rx ¼ Rz � umax sin A � arctgðB � sÞf g½N� ð6Þ
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where: φmax—the maximum value of the friction coefficient, A, B—the stationary
slip coefficients, S—tire slippage relative to the tester area, Rz—normal reaction at
the contact tire patch [N].

It is obvious, that normal reaction Rz during vehicle deceleration changes. To
determine reaction Rz the scheme shown in Fig. 3 is proposed. On that basis
mathematical description of the process of mass vibrations of the car and tester is
made.

To move the masses M, m and mc along the OZ axis, a system of dynamic
equilibrium equations, which is solved with respect to the higher derivatives, is
proposed (7):

M d2Z1
dt2 ¼ Cn Z2 � Z1ð ÞþKn _Z1 � _Z2

� ��M � g
m d2Z2

dt2 ¼ Cn Z1 � Z2ð Þ � Ch Z2 � Z3ð Þ � Kn _Z2 � _Z1
� �þKh _Z3 � _Z2

� �� m � g
mc

d2Z3
dt2 ¼ Ch Z2 � Z3ð Þ � Kh _Z3 � _Z2

� �� Cc � Z3 þKc � _Z3 � m � g

8><
>:

ð7Þ

where: Kn, Kh, Kc—suspension damping coefficients, respectively, suspension, tire
and tester [Ns/m], Cn, Ch, Cc—stiffness of, respectively, suspension, tire and tester
[N/m], Z1, Z2, Z3—coordinates of the vertical movement, respectively, of the
sprung mass (M), the unsprung mass (m) of the tester plate and the mass (mc) [m].

Static deflection of the elastic elements of the suspension, tires and stiff plate
were calculated relatively to the steady state of car mass according to Hooke’s law
using the following formulas (8):

Fig. 3 Scheme to determine the normal reaction of wheels Rz during braking on flat tester
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Dln ¼ M � g
Cn

;Dlk ¼ Mþmð Þ � g
Ch

;D lc ¼ Mþmþmcð Þ � g
Cc

ð8Þ

Normal reaction Rz of supporting plate is determined by the formula (9):

Rz ¼ Kc � _Z3 � Cc � Z3 ð9Þ

Numerical study was based on solutions of Eqs. (1)–(9) is performed together
with the equations of the braking process of a car wheel [4]. As a result, mathe-
matical model of the braking wheel process beginning from run onto tester is
obtained and suitable graphs of two trials are shown in Fig. 4.

The graphs show that the longitudinal oscillations of the sprung and unsprung
mass of the car, as well as areas of the tester having largest amplitude. They make
significant changes in the dynamics of a vehicle wheel braking. This process can be
divided into two stages: 1st phase is when the wheel runs onto plate of a tester and
2nd phase while blocking the wheel.

Fig. 4 Graphics car wheel braking process with collisions on a plate tester at point A
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3.1 1st Phase—Wheel Runs onto Plate of a Tester

At the moment of running a wheel onto plate of a tester (Fig. 4, point A), under the
influence of the braking force, the longitudinal displacement of the plate occurs and
subsequent damped oscillations excite longitudinal vibrations of the tire, as well as
fluctuations in the sprung and unsprung mass of the vehicle. The graph clearly
shows the braking force of the amplitude of these oscillations. Calculated error at
this stage according to formula (10) is 51 ÷ 57 %.

d ¼ DFt

Ftmax
� 100% ð10Þ

where: Ftmax—the maximum braking force,
ΔFt—oscillation amplitude of the braking force.

3.2 2nd Phase—Blocking the Wheel

At the time of wheel blocking (ωk = 0), the wheel loses contact between tyre and a
plate of the tester and reduced frictional properties of the tire are observed. This
leads to a new cycle of oscillation, which is accompanied by periodic joining and
detaching of both surfaces. Moreover, when decelerating the vehicle, this process is
accompanied by the resonance, which causes an increase of oscillation amplitude of
the braking force. Margin of error when locking a wheel is 24 ÷ 29 %.

4 Experimental Study of Fluctuations of Braking
Properties on Flat Tester

4.1 Analysis of Initial Vehicle Speed Influence
on Measurement Error

Experimental investigation of the influence of parameters of the car and tester by
the uncertainty of measurement of brake forces was performed in the diagnostic
laboratory of the Transport Department of Irkutsk State Technical University.

Firstly, initial values of vehicle speed V were varied in the range of 2–20 m/s
(Fig. 5).

It is seen that with increasing initial speed of braking vehicle V, braking force
measurement error is significantly reduced by the logarithmic dependence. This is
due to the increase of the inertial moment of braking wheel at higher speed.
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Therefore, to reduce the measurement error of the braking force initial deceleration
rate should be increased. But in case of braking flat tester it is very difficult to stop
the car just on the tester with limited length (in inertial testers). On power flat testers
high speed is technically difficult to implement.

4.2 Analysis of Breaking Time Influence on Measurement
Error

It is known that the brake pedal pressing takes some time before the wheel comes
over to the tester plate. Therefore, the next phase of the study was the analysis of
measurement error depending on the magnitude of the braking force interval tn from
the beginning of braking before the wheel is touching the plate (Fig. 6).

Test was conducted for the initial speed of V = 4 m/s and the rate of braking
torque increase is 1497 N m/s.

The results indicate that with increasing time tn braking force measurement error
first increases, then reaches an extremum, and then decreases. This dependence is
expressed by a quadratic form of a parabola.

The initial growth of the error is due to the fact that for a small braking time the
braking force is not large and its reaction impact on the area of the tester is also not

y = -12.23ln(x) + 64.641
R² = 0.9929
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very large. Consequently, the oscillation amplitude of the braking force is relatively
small. With increasing time tn braking force measurement error increases as the
braking force increases. Extremum occurs at a time when run onto the plate
coincides with the wheel lock. At this point, there are the greatest oscillations of
braking force amplitudes.

4.3 Analysis of Breaking Force Influence on Measurement
Error

To analyse an impact of load applied to the wheel it is working-out an application
simulated brake force in function of mass weight. Figure 7 shows the results of the
analysis of impact of that load on the wheel Rz on braking force measurement error.

The graph in Fig. 7 discovers that with increasing load on the braking wheel
braking force measurement error is significantly reduced by the law of a quadratic
function. This is explained by the fact that with increasing load reduced is ampli-
tude oscillation in the elements of the car and tester. The reason for this is that,
firstly, load on tester is increasing and secondly, contact of the tire with the surface
of the tester becomes stable.

4.4 Analysis of Plate Mass Influence on Measurement Error

Another element influencing brake force and measurement error is a mass of the
plate. Weight of tester plate is made of steel and has a significant impact on the
accuracy of the braking force measurement. As the results of the study (Fig. 8) with
increase in mass of the plate from 5 to 40 kg the measurement error of the braking
force decreases more than twice.

y = -0,0004x2 + 0,1056x + 37,52
R² = 0,965
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4.5 Analysis of the Error of Braking Force Lateral
Displacement Influence on Measurement Error

Figure 9 shows studies on dependence of measurement error of the braking force of
the wheel due to relative lateral displacement of the longitudinal axis of symmetry
of the tester. Increasing lateral displacement of the wheel relatively to the axis of
symmetry of the tester increases measurement error of the braking force. As noted
earlier (1–3), lateral displacement affects the accuracy of measurements of the
braking force due to friction forces caused by moment twisting a plate. In lateral
displacement, effect of disturbing vibrations only increases the error, but not
because of growth of the amplitude fluctuations but by reducing (by the amount of
friction force) the maximum value of the braking force.

4.6 Analysis of Influence of Tire Dumping Properties
on Measurement Error

It is logical that in the conditions of mass oscillations of the car tires and pads on the
margin of error of the braking force measurement affect the damping properties of
the tire. This clearly demonstrates the resulting graph in Fig. 10.
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5 Conclusions

Numerical simulation presented in the paper shows great advantage of that tool in
dynamic process analysis. Proposed dynamic model of the system: wheel-flat plat
tester is validated. Simulation results reasonably confirm doubts concerning mea-
surements of braking force using simple testers not equipped with advanced
compensating sensors.

Obtained simulation results strongly suggest that besides some benefits of the
flat brake testers, they have number of drawbacks. The most significant of which
are:

• longitudinal vibrations of tester plate cause disruptions of the contact between
the wheel and tester plate at the moment of running onto tester plate as well as at
the time of blocking the wheel,

• high complexity of braking wheels positioning into the centre of the tester plate
and in consequence arising moments rotating tester plate,

• instability of test performance (variability of force and speed of pressing the
brake pedal).

Collectively, all above reasons cause methodological mistake of the brake forces
measurement on flat testers resulting the measurement error exceeding 50 % or
more [1, 4].

This is not an exhaustive list of problems to be overcome in the operation of flat
(plate) brake testers. Therefore, in some countries they are banned as a means of
control of the brake systems.

The comparison of the metrological properties of flat brake testers with similar
properties of brake roller dynamometers [2, 6, 7] shows a clear advantage of the
latter.

Presented simulation analysis and experimental research confirm usability of the
obtained results in safety analysis of dynamic systems.
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Analytical Identification of Parameters
Influencing Measurement Quality Using
Flat Brake Tester

A.I. Fedotov and M. Młyńczak

Abstract Vehicle braking capability may be tested in two options: on-road or in
workshop conditions. On-road testing is the most credible but difficult to repeat the
same conditions and hard to measure and collect braking data. On the other hand
testers testing in workshop conditions provide comparable conditions but are less
similar to real braking process on the road. Anyway periodical testing of braking
systems is performed in workshops equipped with special testers based on flat
plates or rolling drums. Both methods involve errors and it is difficult to decide
about superiority of one of it. The basic problem is observed in contact area
between at tire and surface of the tester. Drum testers are easier to operate and more
popular as require less space but the contact area is not so adequate comparing to
flat testers. Paper describes analytical approach to measurement errors identifica-
tion. Methodology of brake testing on flat testers and measurement system is
shown. There are discussed measurement errors on flat testers related to the posi-
tioning of the vehicle during braking as well as the type and parameters of the test
modes. Another paper discusses simulation of the brake process on flat plate tester.

Keywords Brake flat testers � Brake roller tester � Brake system � Technical
inspection � Error � Vehicle

1 Introduction

Checking of vehicle brakes in operation is carried out both on-road, in real con-
ditions and in workshops, using artificial conditions [1, 2, 5]. The most common
method of monitoring the technical condition of brake systems is testing on special
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electro-mechanical devices and the most widely the drum brake tester (DBS) is used
(Fig. 1). Testing a vehicle brake system in that tester consists in measuring reac-
tions of rotating rollers when break is applied to the wheel (Fig. 1a) [6–8]. History
shows, that periodically appear attempts to use for checking of vehicle technical
state of brake systems the flat plate testers (tester), as inertia and power [10, 11]
(Fig. 2). Arguments of using it as a rule are as follows:

• supporting surface (plate) corresponds to real flat road surface (favourably with
roller) (Fig. 2),

• braking on inertia flat testers is characterized by redistribution of the load
between the front and rear axles as it is in real driving conditions,

• flat testers are compact, less material-consuming than a roller dynamometer,
structurally simpler [9].

Vehicle brake systems are vital from safety point of view and it is required that
its functional performance is as high as possible. Maintenance of vehicle brake
system is based on preventive maintenance and occasional repairs, wherein latter

Fig. 1 Roller brake testing tester (scheme, rollers)

Fig. 2 Flat, plate brake tester; a with car wheel on it, b solo, two truck tester [8]
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are mostly not acceptable. Preventive maintenance is performed as condition—
based maintenance what requires making a test of selected parameters. The most
important, functional parameter in technical objects is its main function what in
case of brakes means abilities to effective stop a car when required. Looking for
reliability measures for brake system one may consider availability, as for system
which is repaired objects. Unfortunately, brakes as safety system should perform its
function on each demand and availability covering up and down time is not suit-
able. The most applicable seems to be hazard rate function λ(t) as conditional
probability of failure at time t assuming that it has not failed until time t. It describes
a certainty of effective braking between maintenances keeping a system as good as
new. The above statements motivate to find out the differences and
advantages/disadvantages of testing methods used in daily practice. Before con-
cluding on advantage of drum brake tester over flat testers, problems that are
associated with the characteristics of their design and operation should be analysed.

2 Analysis and Design of Metrological Parameters
of Flat Testers

One of the most critical issues, while designing flat testers, is a set of their geo-
metrical parameters. Obviously, construction of universal flat tester for all variety of
variety of vehicles is not possible. So let us find out what geometrical dimensions
should be described flat tester, for example for general use personal cars. Figure 3
shows a diagram of flat tester with the left (2) and right (3) plates with shape of car
wheels.

Fig. 3 Scheme for the geometric dimensions flat tester: 1 car wheel, 2 left plate of the tester, 3
right plate of the tester
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In order to determine the width of the pads and the distance between them it is
necessary to know the following geometric dimensions:

1. Lкmax—the maximum distance between the outer sides of the car wheels having
broad wheel track,

2. Lкmin—the minimum distance between the inner sides of the car wheels having
narrow wheel track,

3. b—side margin to guarantee position of wheels on the surface of tester plate,
4. Lc—distance between the axes of symmetry of tester plates.

And if the definition of the distance b is no problematic (it is usually b = 0.1 –

0.15 m), to determine the remaining geometric parameters like Lкmin, Lкmax, Lc it is
necessary to know the dimensions of wheel truck Lкmin and Lкmax of the front and
rear wheels. In Figs. 4 and 5 the size difference between the inner and outer
surfaces of the front and rear axle wheels of passenger cars made in Germany, Italy,
France, Russia, the USA, Sweden and Japan is shown.
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Analysis of data shown in Figs. 4 and 5 gives the following results. The smallest
sizes between the inner surfaces of the wheels (Lкmin) have: VAZ 1101, Fiat
Cinquecento 1100, Volkswagen Polo 1.05 and Renault Clio 1.4. Based on that
analysis, the distance Lкmin can be assumed as Lкmin =1100 mm. The largest
dimensions between the outer surfaces of the wheels (Lкmax) have: Mercedes-Benz
S-600, Mercedes-Benz S-420, as well as such cars like Oldsmobile Aurora 4.0i and
Ferrari F 50. Based on that analysis, the distance Lкmax can be assumed as Lкmax =
1900 mm.

Thus, the difference between the size of Lкmin and Lкmax is 800 mm. Having
known side distance b (Fig. 3), the width of each tester plate for general use cars is
b = 600 ÷ 700 mm. Taking that parameter of the tester we may consider the
scheme of forces and moments that arise during operation flat tester (Fig. 6).

3 Moments and Forces Acting on the Plate of Brake
Tester

Construction of the flat tester allows that car wheels are positioned not symmetri-
cally about its longitudinal axis. It results for a large wheel track that axis of tester
symmetry will be anywhere between the inner sides of the tire: to the outer part of
the plate, at the right wheel and to the inner part of the plate, at the left wheel
(Fig. 6).

Typically, sensors for measurement of braking force are set on the axis of
symmetry of the plate. Therefore, an arm appears between the brake force Ftr and
reaction Rxr that causes moment Mr rotating a plate. Assuming mass of the car m =

Fig. 6 Diagram of the forces and moments acting on the plate of brake tester

Analytical Identification of Parameters Influencing … 151



2000 kg, the value of Δyr ≈ 0.2 m and friction coefficient μ = 0.7, moment can be
determined as (1):

Mr ¼ Ftr � Dyr ¼ Rz � u � Dyr ¼ 6000N � 0:7 � 0:2m ¼ 840 Nm ð1Þ

where: Rz = 6000 N is a value of the normal reaction on the front wheel
To prevent rotation of the plate there are attached holding outriggers. Under the

action of the momentMr reactions arise as a pair of forces Ryr. Knowing the arm a ≈
0.6 m, reactions are (2):

Ryr ¼ Mr=s ¼ 840N=0:6m ¼ 1400N ð2Þ

Forces Ryl and Ryr cause friction force Fμl and Fμr acting in the longitudinal
direction and preventing longitudinal displacement of plates (3):

Fl r ¼ 2Ryr � l Fll ¼ 2 � Ryl � l ð3Þ

where: μ—the coefficient of friction in the bearings of the tester plate.
In operation, supports are contaminated with grease what leads to monotonic

increase of friction coefficient from 0.08 to 0.23 and more. As a result, the frictional
forces increase from 220 to 640 N and this gives an error in determining the
braking force, the value of which exceeds over 15 %.

Friction forces Fl and Fr occur only when moments Ml and Mr act and did not
appear in the process of calibration of measurement system. Moreover, the mag-
nitudes of the distances Δy between directions of braking forces application are not
constant. They depend not only on the size of a wheel track, but also on the
displacement of the longitudinal axis of symmetry of the vehicle with respect to the
axis of symmetry of the tester. The larger the shift in setting the car on the tester
happens, the greater difference between the values (Δyl, Δyr) and greater the dif-
ference in measurement error of braking forces Fxl and Fxp. Hence the incorrect
determination of the relative difference between the braking forces, what is one of
the braking stability indicator. In fairness, it should be noted that at roller
dynamometer that problem doesn’t exist.

As shown earlier by Sergeev [10, 11] measurement error of brake forces using
flat testers reaches 50 %. Author explains that fact, that the margin of measurement
error of braking forces on flat testers is affected by instability of testing procedure
(change in force and speed on the brake pedal), as well as plate swinging caused by
wheels). Impact of these factors on the dynamic measurement error of brake forces
on flat testers is given by the formula (4):

d ¼ DFt

Ftmax
� 100% ð4Þ

where: Ftmax—the maximum braking force,
ΔFt—oscillation amplitude of the braking force.
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4 Analysis of Testing Process of Brake Systems
on Flat Testers

For flat testers there are observed specific measurement errors not met in testing on
the roller testers. These errors are structurally inherent of flat testers and cannot be
compensated by tester modification. Their presence will increase the difference
between flat testers tests with the results of road tests [1, 4]. Let us consider another
source of systemic error on the example of scheme shown in Fig. 7a and graph in
Fig. 7b. The process of braking the wheels of one axle on the tester is discussed.
Based on the principle of reversibility of motion [3], the braking system requires
that “road” under both wheels of the car is moving synchronous. Otherwise, the
results of measurements of brake forces are not adequate. On the roller testers, this
requirement is provided. For flat testers equal displacement of plates is required, not
equal resistance forces, as we see in the existing and proposed structures with
pneumatic and hydraulic displacement balancing.

During brake testing, at the time to the vehicle wheels rotate with the angular
velocity of ωk and then applied is braking torque Mt (not shown in Fig. 7b). In the
contact point between a wheel and supporting plate appear brake forces Ftl and Ftr,
for left and right wheel respectively. Upon reaching the limit of friction grip Rz φ, at
time t2 the right wheel locks up and the braking force will be equal to the force of
adhesion (Fig. 7b) (5):

Ftr ¼ Rz � u ð5Þ

As it is known, a quantitative measure of braking stability of the car under
test-bench is a relative difference in braking forces Kn measured individually for
each axle (6):

Fig. 7 Influence of non-uniformity of left and right wheels rotation in test: a drawing scheme,
b graph of the braking process of the wheel on the testers
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Kn ¼ Ftl � Ftr

Ftmax

����
���� ð6Þ

where: Ftmax—the larger of two measured brake force Ftl and Ftr.
To determine the braking force reading on the roller testers it is necessary to

observe slippage S of the wheels that relatively synchronously rotate on the sup-
porting rollers [4, 6]:

S ¼ 1� xk � rko
xp � rp ð7Þ

where: ωk—angular wheel rotation speed; rko—the radii of the wheels; rp—the
radius of tester supporting roller; ωp—the angular velocity of the supporting rollers.

To correct determination of the relative difference in braking forces Kn it is
required to measure brake forces Ftl and Ftr included in formula (6). It should be
done at a time t1 when one of the wheels reaches assumed level of slippage, usually
S ≈ 0.2.

Determination of the relative difference between the braking forces Kn will be
correct only if the measurement is performed in operation of the braking system (in
Fig. 7b—from time t1 to time t2), provided synchronous motion of the tester plates.
This condition is strictly performed on roller testers, and very difficult to achieve on
flat testers.

After time t2 force increase on the brake pedal is not accompanied by an increase
of the braking force Ft as the limit of the adhesion force (5) is achieved. Figure 7b
shows the graphs of braking forces Ftl and Ftr, due to the potential efficiency of
brake mechanisms. Therefore, measures of the relative difference between braking
forces Kn after the time t2 (Fig. 7b) will not be correct, because as the period from
the time point t2 gets closer to the point t3 the difference between brake forces Ftl

and Ftr will be reduced. Starting from time t3 Eq. (8) is valid:

Ftl ¼ Ftr ¼ Rz � u ð8Þ

It means that after time t3 there will be carried out measurement not braking
forces but cohesive forces of tires with tester surfaces and a relative difference in
braking forces will not be measured.

Equation (8) is as more accurate as the load is evenly distributed between the
wheels of the controlled axle and assured is equality of friction coefficients on the
sides. Relating to those conclusions, it is pointless to perform braking test on flat
testers with locked wheels.
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5 Conclusions

Popular in some countries flat plate brake testers are very sensitive on position of
wheels on the plates. Run onto plates should be very precise to provide conformity
of vehicle and tester axes. Otherwise tangential forces appear introducing mea-
surement error. Similar error is caused by non-uniformity of angular wheel speed.
Above methodological mistake in measurement methodology of brake forces on flat
testers makes an error exceeding 50 % or more [10, 11]. Important safety aspect in
that methodology consists in high impreciseness of braking force measurement
what may lead to catastrophic consequences in the road. Wrong decision of diag-
nostician would not be considered then as human error in putting a vehicle into
service.

The comparison of the metrological properties of flat brake testers with similar
properties of brake roller dynamometer [1, 4] shows a clear advantage of the latter.
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Arithmetic in Finite Fields Supporting
Type-2 or Type-3 Optimal Normal Bases

Sergey Gashkov, Alexander Frolov and Igor Sergeev

Abstract In this paper, we generalize an approach of switching between different
bases of a finite field to efficiently implement distinct stages of algebraic algorithms.
We consider seven bases of finite fields supporting optimal normal bases of types
2 and 3: polynomial, optimal normal, permuted, redundant, reduced, doubled
polynomial, and doubled reduced bases. With respect to fields of characteristic q = 7
we provide complexity estimates for conversion between the bases, multiplication,
and exponentiation to a power qk, q-th root extraction. These operations are basic for
inversion and exponentiation in GF 7nð Þ. One needs a fast arithmetic in GF 7nð Þ for
efficient computations in field extensions 72nð Þ, GF 73nð Þ;GF 76n

� �
GF 714nð Þ;

GFð73�14nÞ which are the core of the Tate pairing on a supersingular hyperelliptic
curve of genus three. The latter serves for an efficient implementation of crypto-
graphic protocols.

Keywords Finite fields � Polynomial basis � Optimal normal basis � Bases
conversion � Multiplication � Exponentiation � Inversion � Root extraction �
Supersingular elliptic curve of genus three � Tate pairing
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1 Introduction

The theoretic basis for algebraic transforms in modern telecommunication systems
is the theory of finite fields and rings over finite fields [1]. For instance, widely used
BCH-codes, Reed-Solomon error-correcting codes are defined through algebraic
operations in finite fields of polynomial rings over finite fields. Arithmetic in the
mentioned algebraic structures involves a way of representation of a structure and a
number of algorithms for algebraic operations and transforms. Recall the
Berlecamp-Messey algorithm used for decoding of mentioned codes to illustrate. In
its turn, arithmetic algorithms for finite fields [2] is the algorithmic basis for
encoding-decoding in telecom systems and of hardware and software its informa-
tion security subsystems intensively exploiting cryptographic protocols. So, the
main purpose of development of algorithms in finite fields and their extension rings
is an improvement of dependability and information rate of communication with
account of the time required for implementation of coding-decoding systems and
cryptoprotocols. While constructing a cryptosystem one faces a problem of the
choice of suitable field representation and constantly needs to modify arithmetic
algorithms to involve new knowledge of finite field’s properties and applications,
and new tendencies of cryptoprotocols evolution. The latter appears in discovering
of protocols basing on the pairing of divisors of super-singular elliptic or
hyper-elliptic curves [3–5]. An important feature of the underlying pairing algo-
rithm is requirement of fast exponentiation as well as fast multiplication in a finite
field. There are two strategies to improve an efficiency of such protocols—
increasing of a field characteristic and exploiting of two different field representa-
tions: standard and normal. Indeed, at the present time one can register a migration
from fields of characteristic 2 or 3 [6] to fields of characteristic 7 or above [7, 8].
The present paper deals with the aspects of implementation of arithmetic in finite
fields of characteristic 7 and their extension rings to satisfy the requirements of the
further application to the Tate pairing over a super-singular hyper-elliptic curve. We
constantly kept in mind an application to the Tate pairing on supersingular
hyperelliptic curves of genus three made on the arithmetic in extensions GF(73n),
GFð72nÞ, GFð76nÞ, GFð714nÞ, and GFð73�14nÞ of basic field GFð7nÞ [7, 8]. Recall
that the Tate pairing is a widely applicable tool in elliptic curve cryptography, see
e.g. [3, 4]. As far as the pairing algorithm involves stages with domination of
different field-arithmetic operations one can gain a benefit from exploiting different
representations (that is, different bases) of the finite field in the question [1, 2]. Here,
we do not consider cryptographic properties of the discussed algebraic transforms.

Present paper consists of 5 sections. In Sect. 2 we discuss the idea of combining
distinct bases for acceleration of computations with operations of exponentiation
and multiplication. In Sect. 3 some bases of finite field and algorithms of trans-
formations between them are considered and estimated. In Sect. 4 there is founded
algorithm of multiplication in the ring GF(7)[X] with record running time in
comparison with known algorithms. In Sect. 5 some algorithms of finite field’s

158 S. Gashkov et al.



arithmetic based on results of previous sections are described and estimated. In
conclusion expected benefits of paper results application are shown.

2 Using of Distinct Bases in Finite Field Algebraic
Computations

It is common knowledge that polynomial bases (p.b.) allow fast multiplication, due
to the intensively developed theory of polynomial multiplication. On the other
hand, normal bases (n.b.) provide low-cost exponentiation to the power of the field
characteristic since it corresponds to a cyclic shift. Three types of optimal normal
bases (o.n.b.) discovered in [9] allow straightforward multiplication algorithm of
quadratic complexity, though it’s not efficient enough. The true advantage of o.n.b.
is in the existence of Oðn ln nÞ complexity algorithms for conversion to and from
p.b. [10] (in the case of the type-1 o.n.b. conversion algorithms have OðnÞ com-
plexity). Thus, one can switch to p.b. for multiplication and switch to n.b. for
exponentiation to power q j where q is the field characteristic.

Recall that the GF qnð Þ multiplication in p.b. is an ordinary multiplication of
ðn� 1Þ-degree polynomials over GFðqÞ to be followed by the reduction modulo an
n-degree polynomial (generating polynomial of the field GF qnð Þ). It was offered in
[11, 12] to implement this reduction via conversion to the (double) n.b. and con-
sequent reduction to an ordinary n.b. A slightly optimized algorithm across the
same lines was given in [13].

Here, we consider fast arithmetic in finite fields of characteristic 7 with potential
application to the Tate pairing on supersingular hyperelliptic curves of genus three
[7, 8, 14]. The Tate pairing requires arithmetic in fields GF 72nð Þ and GF 714nð Þ.
Since any of these fields can be regarded as extension of the field GF 7nð Þ one has to
efficiently compute arithmetic operations in the latter field. For this purpose, we
extend some previous results concerning fields of characteristic 2 and 3 [15]. To
illustrate our techniques we choose the field GF 729ð Þ appropriate for application to
the Tate pairing, see e.g. [4] and supporting type-3 o.n.b.

3 The Bases of Finite Fields with o.n.b.-2 or o.n.b.-3

Let p ¼ 2nþ 1 be a prime number, p divides q2n � 1. Let q be a primitive root
modulo p of 1, i.e. qh i ¼ Z�

p or qh i is the set of all quadratic residues modulo p. In
the first case q is a quadratic non residue modulo p, in the second case qn mod
p ¼ 1 and qk mod p 6¼ 1 for k\n; or, in other words, q is a quadratic residue
modulo p, whereas −1 is a quadratic non residue modulo p. In the first case, there
exists a type-2 o.n.b. In the second case, there exists a type-3 o.n.b. Henceforth,
o.n.b. denotes o.n.b. of any of these two types. To describe these bases, take
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a 2 GF q2nð Þ; a 6¼ 1; ap ¼ 1: Denote β = aþ a�1. O.n.b. is the set

n1; . . .; ni; . . .; nnf g; ni ¼ bq
i�1
:

Consider an element bi ¼ ai þ a�i ¼ ai þ 1
ai 2 GFðq2nÞ for any integer i. Note

that bi 2 GFðqnÞ when qn � 1 mod pð Þ: Obviously, bi ¼ b�i; b0 ¼ 2 2 GFðqÞ: The
set b1; . . .; bi; . . .; bnf g is called a permuted basis, it can be represented as per-
mutation of an o.n.b.: for i ¼ 1; . . .; n

bi ¼ npðiÞ where π is defined as

pðiÞ ¼ qi if qi mod p� n;
p� qi if qi mod p[ n:

�

The inverse conversion corresponds to the inverse permutation: ni ¼ bp�1ðiÞ:

One can verify that
Pn

i¼1 bi ¼
P2n

i¼1 a
i ¼ �1 ¼ q�1

2 b0:
We also consider reduced o.n.b. fb0; b1; . . .; bn�1g and redundant o.n.b.

fb0; b1; . . .; bn�1; bng: To convert a representation from the reduced o.n.b.
to the permuted o.n.b. one uses the equality b0 ¼ �2

Pn
i�1 bi : for

x ¼ x0b0 þ � � � þ xn�1bn�1 in the reduced o.n.b. one has

x ¼ ðx1 � 2x0Þb1 þ � � � þ ðxn�1 � 2x0Þbn�1 � 2x0bn ð1Þ

in the permuted o.n.b. To implement the inverse conversion write
bn ¼ q�1

2 b0 �
Pn�1

i¼1 bi: so, for x ¼ y1b1 þ � � � þ yn�1bn in the permuted o.n.b. we
obtain

x ¼ q� 1
2

ynb0 þðy1 � ynÞb1 þ � � � þ ðyn�1 � ynÞbn�1: ð2Þ

A conversion of the representation x ¼ y0b0 þ y1b1 þ � � � þ yn�1bn from the
redundant to the reduced o.n.b. exploits the same formula for bn and differs from (2)
in the first summand: ðy0 þ q�1

2 ynÞb0:
A conversion from the redundant to the permuted o.n.b. may be performed as

x ¼ y0b0 þ y1b1 þ � � � þ ynbn ¼ ðy1 � 2y0Þb1 þðyn�1 � 2y0Þbn�1 � ðyn � 2y0Þbn:

One can easily see that any of the above mentioned conversions imply at most
one multiplication by a constant and at most n additions or subtractions in GF qð Þ:

Let us denote FtðxÞ a mapping x ¼ ðx0; x1; . . .; xt�1Þ ! y ¼ ðy0; y1; . . .; yt�1Þ
satisfying x0b0 þ x1b1 þ � � � þ xt�1bt�1 ¼ y0b

0 þ y1b
1 þ � � � þ yt�1b

t�1. Note, that
in the case t ¼ n it defines a conversion from the reduced o.n.b. to the p.b. An
efficient computation of the conversion FtðxÞ and the inverse conversion F�1

t ðxÞ
make use of

160 S. Gashkov et al.



Lemma 1 The following identities hold

bqk ¼ bq
k
; bibj ¼ biþ j þ bi�j: ð3Þ

Proof

bibj ¼ ðai þ a�iÞða j þ a�jÞ ¼ aiþ j þ a�ðiþ jÞ þ ai�j þ a�ði�jÞ ¼ biþ j þ bi�j;

bqk ¼ aq
k þ a�qk ¼ ðaþ a�1Þqk ¼ bq

k

1 ¼ bq
k
: h

Basis conversions in GFð3nÞ and GFð2nÞ were discussed in [15]. Here, we
provide a detailed examination of the field GF 7nð Þ supporting o.n.b. [16].

Corollary 1 Let 0� s� 6, 0� t� 7k � 1, k� log7nj j. Then the following repre-
sentations define the same element of the field GF 7nð Þ:

bj�7k
X7k�1

i¼0

 
xiþ j�7kbi þ

X7k�1

i¼0

xiþ j�7kbi þ
X7k�1

i¼0

x7k þ iþ j�7kb7k þ i

þ
X7k�1

i¼0

x2�7k þ iþ j�7kb2�7k þ i þ � � � þ
Xt
i¼0

xs�7k þ iþ j�7kbs�7k þ i

! ð4Þ

and

bj�7k
Xs
i¼0

yi�7k þ j�7kb
i�7k þ

X7k�1

i¼1

yiþ j�7kbi þ b7
k X7k�1

i¼1

y7k þ iþ j�7kbi

 

þ b2�7k
X7k�1

i¼1

y2�7k þ iþ j�7kbi þ � � � þ bs�7k
Xt
i¼1

ys�7k þ iþ j�7kbi

! ð5Þ

where with the simplified notation xj�7k þ iþ j�7k ¼ xj;i; yj�7k þ iþ j�7k ¼ yj;i

y0;0 ¼ 2cðjÞðx0;0 � x2;0 þ x4;0 � x6;0Þ; y1;0 ¼ x1;0 � 2x3;0 � v3;

y2;0 ¼ x2;0 þ x4;0 þ 2v4; y3;0 ¼ v3; y4;0 ¼ x4;0 þ x6;0;

y5;0 ¼ x5;0; y6;0 ¼ x6;0

ð6Þ

where v3 ¼ ðx3;0 þ 2x5;0Þ, v4 ¼ ðx4;0 þ x6;0Þ, cðjÞ ¼ 1 if j ¼ 0, cðjÞ ¼ 4 otherwise;
and for i ¼ 1; . . .; 7k � 1, v4;i ¼ x4;i � x5;7k�i; v5;i ¼ x5;i � x6;7k�i

y0;i ¼ x0;i � x1;7k�i � x2;i þ x3;7k�i þ v4;i � v6;i;

y1;i ¼ x1;i � x2;7k�i þ 2ðx4;7k�i � x3;iÞ � 4v5;i;

y2;i ¼ x2;i � x3;7k�i þ 4v4;i � x6;i; y3;i ¼ x3;i � x4;7k�i � 4v5;i;

y4;i ¼ v4;i þ 2x6;i; y5;i ¼ v5;i; y6;i ¼ x6;i:

ð7Þ
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Now the required conversion FnðxÞ can be made up recursively. First, apply the
mapping fk provided by the Corollary 1 to x with k ¼ log7 nj j � 1. Then, split the
resulting vector into blocks of length 7k and apply the mapping fk�1 block-wise.
Repeat the same way until k ¼ 0. This recursion scheme can be viewed as a
sequential program

FnðxÞ ¼ f0 f1 f2 . . .fmðxÞð Þð Þð Þ;m ¼ log7 nj j � 1

where transforms fi are applied block-wise.

Corollary 2 Representation (5) can be converted to (4) via substitution

x0;0 ¼ 4ðcðjÞy0;0 � y6;0Þþ y2;0 � v2Þ;
x1;0 ¼ y1;0 þ y3;0 þ 2v3;0; x2;0 ¼ y2;0 þ v2;0 þ y6;0;

x3;0 ¼ v3; x4;0 ¼ y4;0 � y6;0; x5;0 ¼ y5;0; x6;0 ¼ y6;0;

ð8Þ

where m2 ¼ 4y4;0; v3 ¼ y3;0 � 2y5;0;cðjÞ ¼ 1 if j ¼ 0, cðjÞ ¼ 2 otherwise, and for
i ¼ 1; . . .; 7k � 1:

x0;i ¼ y0;i þ y1;7k�i þ 2y2;i � 4ðy3;7k�i þ y5;7k�iÞ � y4;i � y6;i;

x1;i ¼ y1;i þ y2;7k�i � 4ðy3;i � y4;7k�i þ x5;iÞþ y6;7k�i;

x2;i ¼ y2;i þ y3;7k�i þ 4y4;i � 2y5;7k�i þ y6;i;

x3;i ¼ y3;i þ y4;7k�i � 2y5;i � y6;7k�i;

x4;i ¼ y4;i þ y5;7k�i � y6;i; x5;i ¼ y5;i; x6;i ¼ y6;i;

ð9Þ

The recursive description of the conversion F�1
n ðyÞ is as follows. First, split

vector y into blocks of length at most 7 and apply the transform f�1
k of the

Corollary 2 block-wise to y with k ¼ 0. Then, split the resulting vector into blocks
of length 7kþ 1 and apply the transform f�1

kþ 1 block-wise. Repeat by analogy until
k ¼ log7n½ � � 1. A sequential program follows the decomposition

F�1
n ðyÞ ¼ f�1

m f�1
m�1 f�1

m�2 . . .f�1
0 ðxÞ� �� �� �

;m ¼ log7 n½ � � 1

where transforms f�1
i are applied block-wise.

The complexity of FnðxÞ and F�1
n ðyÞ is known to be Oðn ln nÞ [6].We can use the

above explicit formulae to derive an accurate estimate. The basic step of the
recursion involves at most n0 ¼ n

7

� �
conversions f0ðxÞ (respectively, f�1

0 ðyÞ) with
total complexity brpn0 (or bprn0) where from formulae (6, 8) brp ¼ bpr ¼
4mc þ 9a;mc is the complexity of multiplication by 2 or 4, and a is the complexity of
an additive operation (subtraction or addition) in GFð7Þ.

A j-th step of the recursion involves at most nj ¼ n
7jþ 1

� �
conversions (7) of

complexity 7 jarp where from formulae (7) arp ¼ 5mc þ 17a and the same number
of conversions (6) of complexity brp, that is, totally nj�ð7 jarp þ brpÞ additive
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operations in GF 7ð Þ. Therefore, the complexity Lrp of FnðxÞ is at mostPk�1
j¼1 nj � 7 jarp þ brp

� �þ crpn0 Analogously, one can check the complexity Lpr

of F�1
n ðyÞ is at most

Pk�1
j¼1 nj � 7 jarp þ brp

� �þ crpn0, where where from

formulae ð9Þapr ¼ 6mc þ 21a. To obtain an accurate estimate, take n ¼ 7k . Then
n0 ¼ 7k�1; nj ¼ 7k�j�1; and for n ¼ 7k

LrpðnÞ�
Xk�1

j¼1

7k�j�1 � ð7 jarp þ brpÞþ crpn0

¼ arp
7

nlog7n�
arp � crp

7
nþ n� 7

42
brp;

LprðnÞ�
Xk�1

j¼1

7k�j�1 � ð7 japr þ bprÞþ cprn0

¼ apr
7

nlog7n�
apr � cpr

7
nþ n� 7

42
bpr

Hence, for arbitrary n; n�m ¼ 7 log7n½ �; Lrp nð Þ� Lrp mð Þ:
In particular cases one can obtain more accurate estimates. For example,
Lrp 29ð Þ� 96aþ 22mc while Lrp 72ð Þ� 191aþ 67mc.
Furthermore, it makes sense to consider doubled polynomial basis (d.p.b.)

1; b; b2; . . .; bn�1; bn; bnþ 1; . . .; b2n�2 and doubled reduced basis (d.r.b.)
b0; b; b2; . . .; bn�1; bn; bnþ 1; . . .; b2n�2. Note, that the mapping F�1

2n�1F2n�1ðyÞ de-
fines a conversion from d.p.b. to d.n.b.

For example if n = 29, the length of d.p.b. representation is 57, hence,

Lpr 57ð Þ� 237aþ 78mc while Lpr 73
� �� 2571aþ 816mc:

Lemma 2 The redundant o.n.b. representation x ¼
x0b0 þ x1b1 þ � � � þ xn�1bn�1 þ xn�1bn�1 þ xnbn can be obtained from the d.r.b.
representation z0b0 þ z1b1 þ z2b2 þ � � � þ zn�1bn�1 þ znbn þ znþ 1bnþ 1 þ � � � þ
z2n�2b2n�2 of the same element by the formulae: x0 ¼ z0; x1 ¼ z1;
x2 ¼ z2; xi ¼ zi þ z2nþ 1�i; i ¼¼ 3; . . .; n� 1:

Proof For any i ¼ 3; . . .; n� 1 the identity bi ¼ b2nþ 1�i holds. Indeed,

b2nþ 1�i ¼ a2nþ 1�i þ 1
a2nþ 1�i

¼ a2nþ 1�i þ 1
a2nþ 1�i

¼ a�i þ 1
a�i

¼ b�i ¼ bi:

The complexity of the stated conversion is n� 2:. □
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4 Moderate Degree Multiplication in GF(7)[X]

The choice of a multiplication method depends somewhat on the encoding of the
ground field GF 7ð Þ. We suppose the standard encoding via 3-bit unsigned integers.
The encoding allows addition and subtraction of the field elements with the bit
complexity 17 and virtually free multiplication by a constant. The latter requires
just a cyclic shift of bits and/or inversion of the “sign” which can be performed via
swapping some additions and subtractions in the surrounded program/circuit
(see e.g. [8]). To implement the non-scalar multiplication we suggest the signed
encoding ðz; b1; b0Þ where z ¼ 1 corresponds to the negative sign and 2b1 þ b0
expresses an absolute value. It can be easily checked that this encoding allows the
non-scalar multiplication of bit complexity 12. Two bit operations suffice to switch
between the encodings. Therefore, one needs at most 18 bit operations to perform
the multiplication in the standard encoding.

Thus, we seek for a multiplication method that makes use of cheap scalar
multiplications and requires a reasonably small total number of additive and mul-
tiplicative operations. For moderate values of n one can try a FFT-based method as
described in [17]. For simplicity of presentation, put n ¼ 29:

A product p xð Þ ¼ f ðxÞgðxÞ of degree-28 polynomials in GF 7ð Þ½x� can be
repaired from the partial products

pl ¼ fg mod x5; pm ¼ fg mod ðx48 � 1Þ; ph ¼ fg=x53
� �

as

p ¼ ph x48 � 1
� �

x5 þ pm mod x5
� �� pl
� �

x48 þ pm=x
5� �
x5 þ pl: ð10Þ

To calculate pm we use the FFT of order 48 over GF 72ð Þ. It is convenient to
exploit an analogy between the field extension GF 72ð ÞffiGFð7Þ½i�=ði2 þ 1Þ and the
field of complex numbers.

Denote LRðFFTNÞ and LCðFFTNÞ the complexity of FFT of order N with GF 7ð Þ-
valued and GF 72ð Þ-valued arguments respectively.

Lemma 3 LR FFT48ð Þ� 270aþ 112mc:

Proof The Good-Thomas rule implies

LR FFT48ð Þ� 16LR FFT3ð Þþ 3LR FFT16ð Þ

since the order-3 FFT doesn’t extend the field of coefficients (roots of order 3
belong to GFð7Þ).
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One can easily check that LR FFT3ð Þ� 6aþ 4mc. To estimate the complexity of
order-16 FFT we adopt a standard recursion for real-argument complex FFTs:

LR FFT4Nð Þ� LR FFT2Nð Þþ LC FFTNð Þþ 6N � 2ð Þaþ 4N � 4ð Þmc:

The required upper bound follows from the recurrent relations above and simple
bounds LC FFT2ð Þ� 4a; LC FFT4ð Þ� 16a; LR FFT4ð Þ� 6a.

The complexity of the inverse transform is estimated exactly the same way.
Let us introduce an additional notation: m stands for the complexity of

the non-scalar multiplication in the standard encoding of the ground field GF 7ð Þ,
m0 stands for the complexity of the multiplication in the alternative encoding, and
t stands for the complexity of conversion between the two encodings. □

Corollary 3 The complexity of multiplication of polynomials in GFð7Þ½x�=ðx48 �
1Þ is at most 858aþ 97mþ 336mc or, alternatively, 858aþ 97m

0 þ 195tþ 336mc:

Proof To perform the multiplication we use two GF 7ð Þ-valued FFT’s of order 48
and one inverse FFT, 24 multiplications in GF 72ð Þ and one multiplication in
GF 7ð Þ. Indeed, only 25 coefficients of GF 7ð Þ-input FFT-images are independent
(zero coefficient is in GF 7ð Þ), others are conjugated with respect to factor-ring
GF 72ð Þ=GFð7Þ. One left to notice that the complexity of GF 72ð Þ multiplication is
at most 2aþ 4m or 2aþ 4m

0 þ 8t. □

Lemma 4 The complexity of multiplication of degree-28 polynomials in GF 7ð Þ½X�
is at most 883aþ 122mþ 336mc or 883aþ 122m

0 þ 238tþ 336mc:

Proof The formula (10) implies 9 additive operations. The least significant coef-
ficients of the product (that is, pl) can be computed in a straight-forward way as
pi ¼ fig0 þ � � � þ f0gi with complexity 10aþ 15m or 10aþ 15m0 þ 25t. The most
significant coefficients (that is, ph) can be computed analogously with complexity
6aþ 10m or 6aþ 10m0 þ 18t. Add the above estimates to the estimate of
Corollary 6. □

The (suitably modified) multiplication method is rather efficient for values of
n somewhere between 20 and 35. For instance, due to the record table [18] one can
expect the Karatsuba-Toom optimal iteration method requires at least 1044 additive
and multiplicative operations to multiply degree-28 polynomials.

5 Arithmetic in GF(7n)

Multiplication in the reduced o.n.b. representation of the field GFð7nÞ can be
fulfilled as follows.

1. Convert multiples to p.b.
2. Compute the product by algorithm in Sect. 3.
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3. Convert the product from double o.n.b. to double r.n.b.
4. Convert the result to redundant o.n.b.
5. Convert the result to reduced o.n.b.

The complexity of this multiplication algorithm is

2Lrp n� 1ð ÞþM n� 1ð Þþ Lpr 2ðn� 1Þð Þþ 2ðn� 1Þ � 2:

Example. For n = 29 the complexity of multiplication in GFð7nÞ is at most

2 96aþ 22mcð Þþ 883aþ 122mþ 336mc þ 237aþ 78mc þ 56a� 2a

¼ 1366aþ 122mþ 458mc

It follows that a bitwise complexity of multiplication in GFð7nÞ is at most
26804.

Some modifications of the above scheme may be required:

(a) One of the multiples can be represented in p.b.
(b) On the step 5, the result of step 4 can be converted to permuted o.n.b.

Exponentiation to power q j in GFðqnÞ, when an input x is given in reduced
o.n.b. can be fulfilled as follows.

1. Convert x to permuted o.n.b. by formula (1).
2. Raise to power q j taking into account permutation π:

y0 ¼ x0
7 j ¼ x0p p�1 1ð Þ�jð Þ; . . .; x

0
p p�1 ið Þ�jð Þ; . . .; x

0
p p�1 nð Þ�jð Þ

	 

:

3. Convert the result to reduced o.n.b. by formula (2).

The first and the third steps have complexity n − 1, the second step requires no
computations. Hence, the complexity of the above exponentiation algorithm is
2n − 2.

Remark. If an input x is given in permuted o.n.b., the complexity of expo-
nentiation to power q j is n − 1.

One can also apply the exponentiation algorithm for extraction of the q-th root.
Example. Consider the computation of the 7-th root of an element x 2 GFð729Þ

represented in reduced o.n.b. It is x7
28
: The algebraic complexity is at most 54a. The

bitwise complexity is at most 918.
Inversion in reduced o.n.b. of GFð7nÞ can be implemented by the generalized in

[19] Euclidean binary algorithm [20] with complexity Oðnt; 2\t\3Þ. Let f ðXÞ be
irreducible polynomial, root of which generates o.n.b.
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For exponentiation of element x 2 GF 7nð Þ to an arbitrary power d we use a
standard algorithm exploiting the representation of d as a weighted sum d ¼
¼Plog7d

i¼0 di7i. The exponentiation algorithm involves exponentiations to powers q j

(see above) and multiplications with one multiplier given in reduced o.n.b. and
second multiplier a1 ¼ x,; a2 ¼ x2; . . .; a6 ¼ x6 represented in p.b. and the product
to be represented in permuted o.n.b.:

6 Conclusions

In this paper, we considered some aspects of fast computations in finite fields
GF qnð Þ supporting optimal normal bases of 2-d and 3-d types. We put the focus on
the basic arithmetic operations: multiplication, exponentiation to a power q j, and q-
th root extraction. A few ways to efficiently implement these operations via
switching between several bases of the finite field have been proposed with the case
q ¼ 7 chosen for illustrations. Note, that fast algorithms for the above basic
operations allow to efficiently compute inverses and powers. We expect that the use
of a normal representation for exponentiation allows to improve algorithms based
on the 7-th root extraction as it is already confirmed for the fields of characteristic 3.
The normal representation is also helpful for algorithms based on the point repre-
sentation of divisors of hyper-elliptic curves.
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Stochastic Runge–Kutta Software Package
for Stochastic Differential Equations

M.N. Gevorkyan, T.R. Velieva, A.V. Korolkova, D.S. Kulyabov
and L.A. Sevastyanov

Abstract As a result of the application of a technique of multistep processes
stochastic models construction the range of models, implemented as a self-
consistent differential equations, was obtained. These are partial differential equa-
tions (master equation, the Fokker–Planck equation) and stochastic differential
equations (Langevin equation). However, analytical methods do not always allow
to research these equations adequately. It is proposed to use the combined analytical
and numerical approach studying these equations. For this purpose the numerical
part is realized within the framework of symbolic computation. It is recommended
to apply stochastic Runge–Kutta methods for numerical study of stochastic dif-
ferential equations in the form of the Langevin. Under this approach, a program
complex on the basis of analytical calculations metasystem Sage is developed. For
model verification logarithmic walks and Black–Scholes two-dimensional model
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are used. To illustrate the stochastic “predator–prey” type model is used. The utility
of the combined numerical-analytical approach is demonstrated.

Keywords Runge–Kutta methods � Stochastic differential equations � RED
queueing discipline � Active queue management � Computer algebra software �
Sage CAS

1 Introduction

The mathematical models adequacy may be largely increased by taking into
account stochastic properties of dynamic systems. Stochastic models are widely
used in chemical kinetics, hydrodynamics, population dynamics, epidemiology,
filtering of signals, economics and financial mathematics as well as different fields
of physics [1]. Stochastic differential equations (SDE) are the main mathematical
apparatus of such models.

Compared with numerical methods for ODEs, numerical methods for SDEs are
much less developed. There are two main reasons for this: a comparative novelty of
this field of applied mathematics and much more complicated mathematical
apparatus. The development of new numerical methods for stochastic case in many
ways is similar to deterministic methods development [2–7]. The scheme, that has
been proposed by Butcher [8], gives visual representation of three main classes of
numerical schemes.

The accuracy of numerical scheme may be improved in the following way: by
adding additional steps (multi-step), stages (multi-stage), and the derivatives of drift
vector and diffusion matrix (multi-derivative) to the scheme.

Multi-step (Runge–Kutta like) numerical methods are more suitable for the
program implementation, because they can be expressed as a sequence of explicit
formulas. Thus, it is natural to spread Runge–Kutta methods in the case of
stochastic differential equations.

The main goal of this paper is to give a review of stochastic Runge–Kutta
methods implementation made by authors for Sage computer algebra system [9].
The Python programming language and NumPy and SciPy modules were used for
this purpose because Python programming language is an open and powerful
framework for scientific calculations.

The authors have faced the necessity of stochastic numerical methods imple-
mentation in the course of work on the method of stochastization of one-step
processes [10, 11]. As The RED [10, 12] model was taken as an example of the
methodology application in order to verify the obtained SDE models by numerical
experiments.
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1.1 The Choice of Programming Language
for Implementing Stochastic Numerical Methods

The following requirements to computer algebra system’s programming language
were taken into account:

• advanced tools for manipulations with multidimensional arrays (up to four axes)
with a large number of element are needed;

• it is critical to be able to implement parallel execution of certain functions and
sections of code due to the need of a large number of independent calculations
according to Monte-Carlo method;

• functions to generate large arrays of random numbers are needed;

Computer algebra system Sage generally meets all these requirements. NumPy
module is used for array manipulations and SciPy module—for n-point distribution
creation.

2 Wiener Stochastic Process

In this section only the most important definitions and notations are introduced. For
brief introduction to SDE see [13, 14], for more details see [1, 15, 16].

A standard scalar Wiener process W tð Þ; t� 0 is a stochastic process which
depends continuously on t 2 t0½ �;T and satisfies the following three conditions:

• P W 0ð Þ ¼ 0f g ¼ 1, in other words W 0ð Þ¼ 0 almost surely;
• W tð Þ has independent increments i.e. DWif gN�1

0 —independently distributed
random variables; DWi ¼ Wðtiþ 1Þ �WðtiÞ and 0� t0\t1\t2\ � � �\tN �T;

• DWi = W(tiþ 1Þ�W(tiÞ�N ð0; tiþ 1 � tiÞ, where 0� tiþ 1\ti\T ; i ¼ 0; 1; . . .;
N � 1:

Notation DWi �N 0;Dtið Þ denotes that DWi is a normally distributed random
variable with zero mean E DWi½ � ¼ l ¼ 0 and unit variance D DWi½ � ¼ r2 ¼ Dti .

Multidimensional Wiener process WaðtÞ : X� t0; T½ � ! R
m; 8a ¼ 1; . . .;m, is

consist of independent W1 tð Þ; . . .;Wm tð Þ scalar Wiener processes. The increments
DWa

i are mutually independent normally distributed random variables with zero
mean and unit variance.

2.1 Itô SDE for Multidimensional Wiener Process

Let’s consider a random process x tð Þ ¼ x1 tð Þ; . . .; xd tð Þ� �T , where x tð Þ belongs to
the function space L2ðXÞ with norm �k k. We assume that stochastic process xðtÞ is a
solution of Ito SDE [1, 16]:
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xaðtÞ ¼ f a t; xcðtÞð Þdtþ
Xm
b¼1

Ga
b t; xcðtÞð ÞdWb; ð1Þ

where a; c ¼ 1; . . .; d; b ¼ 1; . . .;m, vector value function f a t; xcðtÞð Þ ¼
f a t; x1ðtÞ; . . .; xdðtÞ� �

is a drift vector, and matrix value function gab t; xcðtÞð Þ is a

diffusion matrix, Wa ¼ W1; . . .;Wmð ÞT is a multidimensional Wiener process, also
known as a driver process of SDE.

Let’s introduce the discretization of interval t0; T½ � by sequence
t0\t1\ � � �\tN = T with step hn ¼ tnþ 1 � tn, where n ¼ 0; . . .;N � 1 and
h ¼ max hn�1f gN1 —minimal step. We also consider the step hn ¼ h to be a constant;
xn—mesh function for random process x tð Þ approximation, i.e. x0 ¼ xðt0Þ;
xn 	 xðtnÞ8n ¼ 1; . . .;N.

2.2 Strong and Weak Convergences of Approximation
Function

It is necessary to define the criterion for measuring the accuracy of process xðtÞ
approximation by sequences of functions xnf gN1 . Usually strong and weak [2, 7, 16]
criteria are defined.

The sequence of approximating functions xnf gN1 converges with order p to exact
solution xðtÞ of SDE in moment T in strong sense if constant C[ 0 exists and
d0 [ 0, such as 8h 2 ð0; d0� the condition (2) is fulfilled.

E x Tð Þ � xNk kð Þ�Chp ð2Þ

The sequence of approximating functions xnf gN1 converges with order p to
solution x tð Þ of SDE in moment T in weak seance if constant CF [ 0 exists and
d0 [ 0, such as 8h 2 ð0; d0� the condition (3)

E F x Tð Þð Þ½ � � E F xNð Þ½ �j j �CFh
p ð3Þ

is fulfilled.

3 Stochastic Runge–Kutta Methods

3.1 Strong Stochastic Runge–Kutta Methods for SDEs
with Scalar Wiener Process

In the case of scalar SDE and Wiener process the following scheme is valid:
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Xi
0 ¼ xn þ

Xs

j¼1

Ai
0 f tn þ c j0hn;X

j
0

� �
hn þ

Xs

j¼1

Bi
0jg tn þ c j1hn;X

j
1

� � I10ðhnÞffiffiffiffiffi
hn

p ; ð4Þ

Xi
1 ¼ xn þ

Xs

j¼1

Ai
1j f tn þ c j0hn;X

j
0

� �
hn þ

Xs

j¼1

Bi
1jg tn þ c j1hn;X

j
1

� � ffiffiffiffiffi
hn

p
; ð5Þ

xnþ 1 ¼ xn þ
Xs

i¼1

ai f tn þ cihn;X
i
0

� �
hn

þ
Xs

i¼1

b1i I
1 hnð Þþ b2i

I11 hnð Þffiffiffiffiffi
hn

p þ b3i
I10 hnð Þ
hn

þ b4i
I111 hnð Þ

hn

� �
g tn þ ci1;X

i
1

� �

ð6Þ

In Robler preprint [7] there are two realisations of this scheme for s = 4. The first
scheme we will denote as SRK1W1, the second—as SRK2W2. The method
SRK1W1 has strong order pd ; psð Þ ¼ 2:0; 1:5ð Þ, the method SRK2W1 has strong
order pd; psð Þ ¼ 3:0; 1:5ð Þ. Another scheme with strong order ps ¼ 1:0 can be
found in [1].

3.2 Strong Stochastic Runge–Kutta Methods for SDE
System with Multidimensional Wiener Process

For Itô SDE system with multidimensional Wiener process the stochastic
Runge-Kutta scheme with strong order ps ¼ 1:0 can be obtained using single and
double Itô integrals [7].

X0ia ¼ xan þ
Xs

j¼1

Ai
0j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xm
l¼1

Xs

j¼1

Bi
0jG

a
l tn þ c j1hn;X

ljb
� �

Il hnð Þ

Xkia ¼ xan þ
Xs

j¼1

Ai
1j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xm
l¼1

Xs

j¼1

Bi
1jG

a
l tn þ c j1hn;X

ljb
� � Il hnð Þffiffiffiffiffi

hn
p ;

X0ia ¼ xan þ
Xs

j¼1

Ai
0j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xm
l¼1

Xs

j¼1

Bi
0jG

a
l tn þ c j1hn;X

ljb
� �

Il hnð Þ

x
a

nþ 1 ¼ xan þ
Xs

i¼1

ai f
a tn þ ci0hn;X

ojb
� �

hn þ
Xm
k¼1

Xs

i¼1

b1i I
k hnð Þþ b2i

ffiffiffiffiffi
hn

p� �
Ga

k tn þ c j1hn;X
kib

� �

ð7Þ

where n ¼ 0; 1; . . .;N � 1; i ¼ 1; . . .; s; b; k ¼ 1; . . .;m; a ¼ 1; . . .; d.
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There are two realisations of this scheme for s = 3 in Robler preprint [7]. The
SRK1Wm method has the strong order pd ; psð Þ ¼ 1:0; 1:0ð Þ of convergence and the
method SRK2Wm has the strong order pd; psð Þ ¼ 2:0; 1:0ð Þ of convergence.

It is also important to mention, that the deterministic part of methods SRKp1W1
and SRKp2W1 does not essentially influence the error value.

3.3 Stochastic Runge–Kutta Methods with Weak
Convergence of P = 2.0 Order

Numerical methods with weak convergence are the best for approximation of
characteristics of the distribution of the random process xa tð Þ. Weak numerical
method does not require information about the exact trajectory of a Wiener process
Wa

n , and the random variables for these methods can be generated on another
probability space. So we can use distribution which is easily generated on the
computer.

For Itô SDE system with multidimensional Wiener process the following
stochastic Runge-Kutta scheme with weak order ps ¼ 2:0 is valid [7].

X0ia ¼ xan þ
Xs

j¼1

Ai
0j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xs

j¼1

Xm
l¼1

Bi
0jG

a
l tn þ c j1hn;X

ljb
� �

Î l;

Xkia ¼ xan þ
Xs

j¼1

Ai
1j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xs

j¼1

Bi
1jG

a
l tn þ c j1hn;X

ljb
� � ffiffiffiffiffi

hn
p

;

bXkia ¼ xan þ
Xs

j¼1

Ai
2j f

a tn þ c j0hn;X
ojb

� �
hn þ

Xs

j¼1

Xm
l¼1;l 6¼k

Bi
2jG

a
l tn þ c j1hn;X

ljb
� � Îklffiffiffiffiffi

hn
p ;

x
a

nþ 1 ¼ xan þ
Xs

i¼1

ai f
a tn þ ci1;X

kib
� �

hn þ
Xs

i¼1

Xm
k¼1

b1i Î
k þ b2i

Îkkffiffiffiffiffi
hn

p
� �

Ga
k tn þ ci1hn;X

kib
� �

þ I
Xs

i¼1

Xm
k¼1

b3i Î
k þ b4i

ffiffiffiffiffi
hn

p� �
Ga

k tn þ ci2hn; bXkib
� �

ð8Þ

In the weak stochastic Runge–Kutta scheme the following random variables are
used:

Îkl ¼

1
2 Îk Î l � ffiffiffiffiffi

hn
p

~I
k

� �
; k\l;

1
2 Îk Î l � ffiffiffiffiffi

hn
p

~I
l

� �
; l\k;

1
2 Îk

� �2�hn
� �

; k ¼ l;

8>>><
>>>:

ð9Þ
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The random variable Îk has three-points distribution, it can take on three fixed
values: � ffiffiffiffiffiffiffi

3hn
p

; 0;
ffiffiffiffiffiffiffi
3hn

p	 

with probabilities 1/6, 2/3 and 1/6 respectively. The

variable ~Ik has two-points distribution with two values � ffiffiffiffiffi
hn

p
;

ffiffiffiffiffi
hn

p	 

and proba-

bilities 1/2 and 1/2.

4 Sage SDE Module Reference

Our library is a common python module. To connect it to Sage users simply
perform a standard command |import sde|.

The library contains a number of functions for internal use. The names of these
functions begin with the double bottom underscore, as required by the style rules
for python code PEP8. with the double bottom underscore, as required by the style
rules for python code PEP8.

• dt; tð Þ ¼ timeðN; interval ¼ ð0:0; 1:0ÞÞ—function divides the time interval into
Nsubintervals and returns numpy array t with step dt;

• dW ;Wð Þ ¼ scalar� wiener-process(N,dt,seed = None)—function generates a
trajectory of a scalar Wiener process W from N subintervals with step dt;

• dW ;Wð Þ ¼ multidimensional wiener processðN; dim; dt; seed ¼ NoneÞ—
similar function for generating multidimensional (dim dimensions) Wiener
process;

• dW;Wð Þ ¼ cov multidimensional wiener
processðN; dim; dt; seed ¼ NoneÞ—another function for generating multidi-

mensional (dim dimensions) Wiener process, which uses numpy.multivari-
ate_normal. W1;W2; . . .;Wm processes;

• dt; t; dW;Wð Þ ¼ wiener process ðN; dim ¼ 1; interval ¼ 0:0; 1:0ð Þ; seed ¼ NoneÞ
—the main function which should be used to generate Wiener process.
Positional argument N denotes the number of points the interval (default [0,1]).
Argument dim defines a dimension of Wiener process. Function returns
sequence of four elements dt; t; dW;W, where dt is a step, ðDti ¼ h ¼ constÞ; t
is one-dimensional numpy-array of time points t1; t2; . . .; tN; dW;W are also
N �m dimensional numpy-arrays, consisting of increments DWa

i and trajec-
tory points Wa

i , where i ¼ 1; . . .;N; a ¼ 1; . . .;m:
• _strong method selectorðnameÞ weak method selectorðnameÞ—set Butcher

table for specific method.

The following set of functions are made for Itô integrals approximation in strong
Runge-Kutta schemas. All of them get an array of increments dW as positional
argument. Step size h is the second argument. All functions return a list of integral
approximations for each point of driving process trajectory. For multiple integrals
this list contains arrays.

Now we will describe core functions that implement numerical methods with
strong convergence.
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• EulerMaruyamaðf; g; h; x 0; dWÞEulerMaruyamaWmðf; g; h; x 0; dWÞ—Euler
Maruyama method for scalar and multidimensional Wiener processes, where
f—a drift vector, g—a diffusion matrix;

• strongSRKW1ðf; g; h; x 0; dW; name ¼ ‘SRK2W1’)—function for SDE inte-
gration with scalar Wiener process, where fðxÞ and gðxÞ are the same as in
above functions; h—a step, x 0—an initial value, dW—an array of Wiener
process increments N; argument name can take values ‘SRK1W1’ and
‘SRK2W2’;

• oldstrongSRKp1Wmðf;G; h; x 0; dW; name ¼ ‘SRK1Wm’)—stochastic Runge–
Kutta method with strong convergence order p ¼ 1:0 for multidimensional
Wiener process. This function is left only for performance testing for nested
loops realisation of multidimensional arrays convolution;

• strongSRKp1Wmðf;G; h; x 0; dW; name ¼ ‘SRK1Wm’)—stochastic Runge–Kutta
method with strong convergence order p ¼ 1:0 for multidimensional Wiener
process. We use NumPy method numpy.einsum because it gives sufficient
performance goal.

5 Stochastic RED Model

We use our library to calculate the numerical approximation for stochastic network
queue management protocol RED (Random Early Detection) model [10, 11, 13, 17].

RED was first introduced in [12] and there was a lot of in the future original
algorithm improvements, particularly ARED algorithms. Basic principles of oper-
ation of all modifications of the algorithm RED are very similar, so it makes sense
to talk about the RED family-type algorithms. RED model is defined by the fol-
lowing SDE:

dW tð Þ ¼ 1
T tð Þ �

W2 tð ÞP bQ� �
T tð Þ

� �
dtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T tð Þ þ
W2 tð ÞP bQ� �

T tð Þ

r
dV1;

dQ tð Þ ¼ W tð Þ
T tð Þ � C

� �
dtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W tð Þ
T tð Þ � C

q
dV2;

d bQ tð Þ ¼ wqC Q tð Þ � bQ tð Þ
� �

:

8>>>>><
>>>>>:

ð10Þ

There WðtÞ—TCP window size, QðtÞ—instant queue length, bQðtÞ—an expo-
nentially weighted moving average queue length, TðtÞ—time dual circulation
(during the dual circulation come all the confirmation at the TCP sent box), PðbQÞ—
function calculating dropping probability package, C—the intensity of service, dV1,
dV2—Wiener processes, the corresponding random processes W(t) and Q(t).

We use weak Runge–Kutha method to calculate exact realizations of SDE
numerical solutions. Based on this data we find time evolution of three variables
involved in RED SDE model. Thus from Fig. 1 we can see an evolution of RED
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queue characteristics over time, also Fig. 2 illustrates the same behaviour for ARED
protocol (modification of RED).

Fig. 1 The solution of SDE for RED protocol

Fig. 2 Solution of SDE for ARED protocol
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6 Conclusions

Some realizations of stochastic Runge-Kutta methods were considered in this
article. The authors gradually developed and refined the library by adding a new
functionalities and optimizing existing ones. To date, the library uses numerical
methods by the Rossler’s article [7], as the most effective of the currently known to
the authors. However, the basic functions strongSRKW1 and weakSRKp2Wm are
written in accordance with the general algorithm and can use any Butcher table with
appropriate staging. This allows any user of the library to extend functionality by
adding new methods.

Additional examples of library usage and of all files source codes are available at
https://bitbucket.org/mngev/red-modeling-public. The authors supposed to maintain
the library by adding new functions.
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The Assessment Method
of the Organization of Municipal Waste
Collection Zones

Robert Giel and Marcin Plewa

Abstract The problem of proper organization of waste management systems these
days becomes more and more significant. Plans of waste management, assume
lowering the number of waste indicated for treatment, encouraging the reuse of
waste and creating preferences in order to raise the level of recovery processes, in
particular, recycling. Realization of the aforementioned establishments in the fol-
lowing years will be significantly dependent from the proper organization of waste
management systems. In the article, the authors presented a method of evaluation of
the process of planning of waste collection zones, which uses the simulation model.
Assuming that the dependability of the system is its capability to fulfill what is
expected of the system, we might assume that, in relation to the subsystem of waste
collection, the main measure of evaluation will be the reception of the waste in a
timely manner and having required the values of indicators defining its efficiency.
The presented method allows one to assign points (places of waste gathering) in
already existing zones, in case of which, it should be considered to transfer them to
other zones of waste collection. The improvement of zones for waste collection will
raise the access of the means of transport and will improve the timeliness of the
collection, significantly influencing the level of dependability of the collection
subsystem.
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1 Introduction

The problem of proper organization of the waste management system is becoming
more and more significant these days. The plans of waste management assume
lowering the number of waste indicated for treatment, encouraging the reuse of the
waste and creating preferences in order to raise the level of recovery processes, in
particular, recycling. Realization of aforementioned establishments in the following
years will be significantly dependent from the proper organization of waste
management systems.

The system of waste management is formed by the following elements:

• subsystem for gathering waste;
• subsystem for waste collection and transport;
• subsystem for waste processing;
• subsystem for waste treatment.

The analysis of the available literature allowed one to separate the models of
waste management, according to the criterion of their use, to four main groups.
These are:

• models of localization of choice of areas of waste collection/designing routes of
waste gathering [1–3];

• models of planning routes of waste collection [4–6];
• models of the processes of stock management and recycling planning [1, 7, 8];
• models with service of planning of the systems of waste management, including

the use of the system of decision support/expert systems, tools of evaluation in
the research of the functioning of the system and case studies.

The model presented in this article concerns the subsystem of waste gathering.
Modeling of the processes of waste gathering and waste transport is broadly ana-
lyzed in the literature. The most commonly described problem in the literature is the
planning of the routes for the vehicles, realizing the collection and methods of
designing service zones. Available publications are focused on specifying the order
of service of the certain points of waste gathering and the optimization of use of the
available resources (means of transport, human resources). In the article [9], there
has been presented a method of planning routes in India. The method was con-
cerned with the proper choice of vehicles for the realization of the collection
process. Moreover, we might find similar problems in [10, 11]. The history of waste
transportation might be found in [12].

The literature lacks the extensive methods and models for evaluating the systems
of waste collection and transport. Available models assume the evaluation of the
system on the basis of simple indicators like the quotient of the gathered waste mass
and number of travelled kilometers, the volume of gathered waste in a unit of time
and the time needed for service of the specific zone etc. These are, above all,
controlling indicators allowing one to evaluate decisions made at a previous stage
of the process. In available literature, there is a lack of the models of evaluation,
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which could be implied on the stage of planning of service zones and would support
the planner in making decisions about the allocation of available resources.

The aim of the article is to work out the method of evaluation, supporting the
planning process for collecting municipal waste. The introduced method consists in
the evaluation of the process of connecting the particular points of waste gathering
to form zones serviced by single vehicles. This method is supposed to support the
planner in the evaluation of existing zones, taking into account the level of con-
centration of the points located in the zone. Thanks to this method, the planner will
be able to find points, which significantly influence the worsening of the indicators
describing the process of collection realization. The problem of waste collection,
considering a very high possible number of combinations, is a NP-Hard problem
[13]; that is why, in the developed method, the authors use computer simulation,
similar to [14–17].

2 Municipal Waste Collection and Transport System
Subsystem Model

This chapter presents a municipal waste collection subsystem, on the basis of
which, the method of evaluation is developed.

The subsystem of collection and transport of waste is specified by the set of
elements E (the set of containers, set of vehicles realizing the collection and days of
waste removal) having certain properties (attributes) A (type of container, method
of access to the container, type of building development in the container zone,
localization of the container, limitations and requirements relating to the time of
waste removal, type of the vehicle, etc.) and relations between them—R. The job of
the planner is to assign the particular containers to vehicles and also assigning the
days for waste reception.

The schedule of waste removal for particular vehicles is a three-argument
relation between sets E1, E2 and E3, where:

• E1 is a set of all containers,
• E2 is a set of all vehicles,
• E3 is a set of days for waste removal.

The service zone is defined as a first domain of 3-element relation describing the
waste containers of a given fraction, removed by a given vehicle, in a given day,
with the assumption, that each of the vehicles services maximum of one zone every
day and collects only one code of waste at the same time.

The vehicle visits particular points of waste gathering (NWCP), located in the
zone, in a set order (i = 1, 2, 3, … NWCP). The distance travelled by the vehicle is
defined as directed acyclic graph, where vertexes are consecutively visited points.
The distance has a starting point (i = 0) and finishing point (i = NWCP þ 1Þ, in
which there are no containers and which constitute the driving in and out of the
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zone. The points for gathering waste (WCP) consist of containers characterized by
the same value of the geographic location attribute. The point of gathering waste
may be assigned with more than one address of the participating property, and
every address may be assigned with more than one container. In each of the points
for waste gathering, there is specified number of containers for a given waste code
(lpki ) with volume (cp;ij;k) expressed in cubic meters. The total volume of waste
gathered in i-th PGO is described by the following expression:

Ci ¼ Ci�1 þ ci½m3�; for i-th ¼ 1; 2; 3; . . .; ð1Þ

where:
ci—volume of waste collected from i-th WCP expressed by the following

equation:

ci ¼
Xlpki

j¼1

cp;ij;k � dzg½m3�; ð2Þ

where:
lpki—number of containers in i-th WCP for the given fraction;

cp;ij;k—volume j of container in i-th WCP;
dzg—rate of volume reduction rate for the given fraction;
The vehicle is coming back to the base if:

Ci �Cdop or i ¼ NWCP;

where:
Cdop—permissible load capacity of the vehicle expressed in m3;
NWCP—number of WCP intended to be serve;
Total collecting time to i-th WCP:

Ti ¼ Ti�1 þ tWCP
i ; for i ¼ 1; 2; 3; . . .;NWCP þ 1; ð3Þ

where:
T0—collection zone entry time;
TNWCP þ 1—collection zone exit time;
tWCP
i —service time for i-th WCP expressed by equation:

tWCP
i ¼ tpi�1;i þ

Xlpki

j¼1

tob;ij ; ð4Þ

where:
tob;ij —service time for j-th container in i-th WCP;
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tpi�1;i—driving time from i–1 to i-th WCP expressed by equation:

tpi�1;i ¼ si�1;i � tkmi;Ta ; ð5Þ

where:
si�1;i—distance between i−1 and i-th WCP;
tkmi —driving time per 1 km in the area of i-th WCP.
The efficiency of realization of the process for waste collection may be specified

using the indicators describing the quotient of the volume of collected waste and
travelled kilometers and the quotient of the volume of collected waste and the
duration of collection.

WCS
i ¼ CiPj¼i

j¼1 sj�1;j
; ð6Þ

WCT
i ¼ Ci

Ti
; ð7Þ

3 The Method of Evaluation of the Process of Collection
Zone Planning

3.1 The Level of Concentration of the Waste Gathering
Points

In this chapter, we present the algorithm (Fig. 2) that uses the method of center of
gravity, to determine the level of concentration of the points of waste gathering in
the collection zone. During determining the center of gravity, it was assumed that
the quantity of waste in particular places of gathering is equal to the volume of the
containers in these places. The presented method allows one to evaluate the pos-
sibility of improving the specific zone of gathering, through identification of the
waste gathering points that have a significant influence on lowering the level of
concentration of the zone and should be transferred to another zone (Fig. 1). The
level of concentration may also be raised by an addition of points from neighboring
collection zones. During the transfer of points, it is necessary to take into account,
among others, the level of usage of the means of transport servicing analyzed zones
and the requirements relating to the time of receipt. Developing an algorithm of
transferring points between zones will be the subject of further work. At this stage,
the decisions relating to points’ transfers are left to the planner.

The first step of algorithm (Fig. 2) is to appoint a center of gravity considering
the number of gathered waste for all of the points from which the receipt is realized.
The next step is calculating the average value and standard deviation of the distance
from the center of gravity for each of the points. On the basis of this calculation, we
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determine the value of the coefficient of the variation. The variation coefficient
describes the level of concentration—level of aggregation of waste gathering points
inside the zone. Another step is to cut off the farthest points from the center of
gravity, which significantly influence the lowering of the level of concentration.
Iterative calculation of the variation coefficient allows one to determine the influ-
ence of particular points on the level of concentration/aggregation of the zone.

If cutting off consecutive points raises the level of concentration, it means that
the cut off points were located outside of the concentration, and the receipt of waste
from these points could negatively influence the value of the efficiency indicators
for the process of waste collection. Cutting off the points should be stopped at the
moment in which the variation coefficient starts rising or cutting off the following
points does not significantly influence the level of concentration of the zone.

Application of the algorithm allows one to identify points, which significantly
interfered with the structure of the collection zone. These points (if possible) may
be transferred to a neighboring zone.

3.2 Simulation Model

In the previous chapter, the method of evaluation of the concentration level of
collection zones was presented. The following stage was to develop an algorithm
using computer simulation and developed a method for optimization of the zone for
waste collection. The use of simulation allows one to determine the efficiency
indicators of the process for the defined collection zone. The developed simulation
model is based on following assumptions:

Fig. 1 Scheme of interaction
between waste collection
zones
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• Cdop—permissible load capacity of the vehicle expressed in m3 is unlimited.
• lpki—number of containers is equal 0 for i = 0 and i = NWCP þ 1.
• si�1;i—distance between i−1 and i-th WCP is determined as a product of routes

curvature coefficient rcc and geographical distance between points.

Fig. 2 Algorithm for calculating the coefficient of variation for further scenarios
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• The order of visiting points is set and does not undergo any changes after
removing the chosen gathering places. After removing a point from the route,
the neighboring points are connected.

The algorithm (Fig. 3) presents the process of route optimization with the use of
the developed method. The process starts with determining the variation coefficients
for the evaluated zone, for the following cut off points located on the route. The
algorithm uses the simulation model to analyze the changes of the collection zone
structure resulting from the process of the method presented in (Fig. 2). Analysis is
conducted on the changes of the value of Wct indicator for the following simula-
tions of waste collection process. The aim is to receive the zone with the highest
possible level of concentration and high efficiency of collection process.

The algorithm in (Fig. 4) presents the process of simulation used to investigate
the influence of the elimination of waste gathering points, significantly influencing
the level of concentration of the zone, on the Wct indicator value. FlexSim software
was used to build the simulation model.

Fig. 3 Algorithm of
optimization of the waste
collection route
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3.3 Model Sensitivity Analysis

In order to determine the influence of the level of concentration on the indicator
describing the efficiency of the collection process, an analysis of simulation model
sensitivity has been conducted. In addition, the influence of the rcc factor upon the
received result has been researched. With regard to the analysis of sensitivity, we
chose a zone consisting of 30 points. Arrangement of the points is presented on
(Fig. 5). The entrance and exit of the zone are in the same place as the first and the
last of waste gathering points. Those points were marked with arrows on the graph.
The center of gravity is marked with the letter X.

• NWCP = 30
• dzg—rate of volume reduction rate for the given fraction is equal to 1.
• tob;ij —service time for j-th container in i-th WCP is equal to 0.

• lpki—number of containers in i-th WCP for the given fraction is equal 0 for i = 0
and i = NWCP þ 1

• tkmi —is a random variable described by exponential distribution for average
speed of 20 km/h.

Fig. 4 Algorithm of the process of simulation to determine the efficiency in the following
scenarios of the realization of the waste collection
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According to the algorithm presented in the figure (Fig. 3), the variation coef-
ficients for the following scenarios were determined. The graph (Fig. 6) presents the
results of the analysis of the influence of elimination of particular points on the
value of the variation coefficient describing the level of zone concentration. On the
cut off axes, there are presented (from the left) following scenarios of cutting off

Fig. 5 Theoretical route of collection with 30 points (before realization of the method)

Fig. 6 Coefficients of variation for the routes after the removal of consecutive points
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points. The lowest value of the variation coefficient (the highest level of zone
concentration) was observed in the seventh scenario. Cutting off the following
points resulted in an increase in the variation coefficient.

In the (Fig. 7), we present the result of analysis of the influence on the level of
zone concentration and the influence of the actual distance between points on the
value of Wct (Volume per hour) indicator, describing the efficiency of the waste
collection process. The highest value of the indicator was obtained as a result of
cutting off seven points (value on the graph represented by an arrow). The con-
ducted analysis of sensitivity also showed a significant influence of the difference of
actual and geographic distance between points, on the value of Wct indicator.
Through the analysis of change of the factor rcc, the developed simulation model
allows to take under consideration the type of building development in the moment
of setting of the collection zones. It is important in the case of mixed building
development. Points located in the zone of multi-family building development will
be characterized by considerably bigger difference of the actual and geographic
distance. It may have a significant influence on the decision about detaching from
the zone, points that lower the level of geographic concentration, which in reality
will not be located significantly further from the rest. Further work on the model

Fig. 7 The change of efficiency while cutting off following points/analysis of sensitivity
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take into consideration a number of zones, level of use of the means of transport
servicing the analyzed zones, requirements relating to the time and date of receipt of
the waste and economic factors relating to the waste collection. Analysis of
sensitivity was finished after cutting off 13 points, it happened this way because the
algorithm appointed the initial point for cutting off.

As a result of suggested method, it was possible to determine that the optimized
collection zone should contain twenty-three of thirty presented points. The route
obtained as a result of the method is presented in the figure below (Fig. 8).

4 Conclusions

The aim of the article was to present the method of the evaluation of process of
municipal waste collection zone planning. The method may be used by a planner to
evaluate the already existing collection zones and determine the points that are
significantly interfering with the concentration of waste gathering points in the
zone. The article defines the model of subsystem of collection and transport of
waste and presents an algorithm of the method of evaluation. In the following
section, the article presents a simulation model that is used to verify planned
method. On the basis of the conducted analysis of sensitivity, conducted on the

Fig. 8 Theoretical route after using the method of evaluation of three-dimensional route planning
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model, it has been shown that there is a significant influence of a change of the level
of concentration of serviced points, on the value of indicator describing the effi-
ciency of collection process. Thereby, the efficiency of described method is
confirmed.

The analysis of sensitivity also showed that there is an influence, of a change of
actual distance between the waste gathering points, on the results.

Further work will be devoted to expand the method with transferring the points
between particular collection zones. The fundamental flaw of the method at the
current stage is leaving the decision about what to do with the points to the planner.
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NuSMV Model Verification of an Airport
Traffic Control System with Deontic Rules

Paweł Głuchowski

Abstract The main cause of major accidents in airport traffic is an incursion of a
vehicle into a runway of a landing or taking-off aircraft. This article presents a
method to increase the runway safety, where it strongly depends on human made
decisions, regulated by national and local laws of deontic nature, i.e. rules of
obligation, permission etc. We propose to model and verify such a communication
control system, and related behavioral deontic rules, as finite state automata in the
Symbolic Model Verifier NuSMV, where the deonticity is built in the automata, and
the verification thereof uses CTL temporal logic formulas. The method is simple in
modeling the system and in specifying and verifying it. It can also easily find a
possible path of states leading to a user-defined hazard.

Keywords Safety-related system � System model verification � Airport commu-
nication control � Deontic rules � CTL temporal logic � NuSMV

1 Introduction

Airport traffic control is safety-related. As mentioned in [1, 2], an often cause of a
hazardous situation is imperfection of safety procedures, where the rules to obey
(by a human or a machine) are unsound or do not meet a real situation in a way to
prevent or repair from a hazard. Such rules have deontic nature, i.e. they specify
obliged, permitted, or forbidden actions to be done in presence of given events. Had
they been obeyed, they would prevent a hazardous consequence of the cause events.

It is important to prove, that such a deontic rule, once introduced into the control
system: it will not contradict the already implemented rules of behavior of the
system; it will not obstruct the system from a correct and safe behavior; and it will
not allow the hazard to occur. More on this subject may be found in [1, 3].
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The main cause of major accidents in airport traffic is an incursion of a vehicle
(aircraft, car, machine, etc.) into a runway of a landing or taking-off aircraft. Different
preventing and alerting systems have been implemented, using i.a. stop light bars;
electric, magnetic or sound sensors; etc. [4]. There is a need for preventivemeasures to
increase safety, where it depends on human made decisions, regulated by deontic
national and local laws. Thus, a method considering deontic rules of behavior in the
airport traffic should be implemented. Such approaches are presented i.a. in [5] on
deontic security policies for safety protocols; in [3] on an anticipatory prevention
system ARIPS, using deontic instructions in presence of alerts; and in [6] on deontic
regulations of China aviation, used to predict future safety or hazard states.

In this article we propose to model and verify such a communication control
system, with related behavioral deontic rules, as finite state automata in the
Symbolic Model Verifier NuSMV [7], by writing and executing a.smv script of a
certain form. The deonticity will be built in the automata, instead of using any
deontic logic, which NuSMV lacks. The verification will be done using CTL
temporal logic formulas [8].

Organization of the article: Sect. 2 explains the NuSMV and organization of its
typical script. Section 3 presents a case study of an airport runway control system.
Section 4, the main part, presents how to model such a system with deontic rules of
its behavior, and how to verify it in the NuSMV. Section 5 contains conclusions.

2 Symbolic Model Verifier NuSMV

NuSMV (New Symbolic Model Verifier) is a tool to model a system as finite state
automata, and to automatically verify satisfaction of its properties in temporal logic.

A system model is a state transition system, where state variables are declared by
their finite set of values; there are assignment and/or logic expressions, specifying:
initial states, invariants and (deterministic or not) value changes of variables.A system
may be modeled as a module (automaton), or every its part or actor—as an individual
module. The code below presents an example, where comments begin with.
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A property of a system can be expressed as a temporal logic formula (i.a. CTL),
or an invariant expression, or an expression calculating the minimal or maximal
path from one specified state to another. The property may be verified to be true or
false. The code below presents examples, where: (1) a role of a module m may
finally be active; (2) a role of m is invariantly active or passive; (3) the minimal
path, from a state where a role of m is active, to a state where it is passive, is
calculated.

For a restricted space, let us only explain the meaning of CTL formulas used in
this article. A formula may be annotated with a pair of operators. The first declares a
possibility (E) or a necessity (A) of the formula to be true; the second declares the
formula to be true i.a.: in some state (F) or in all states (G) in the future. E.g.: AG
(f) states that the formula f is true in all states on all paths (informally: f certainly is
and will always be true); EF(f) − f is true in some state on some path (f possibly is
or will finally be true). Notice, the informal understanding of CTL formulas is
deontic.

It is possible to automatically find a path of states leading to a state, described by
certain values of a module variables, by stating a meant-to-be false property, that
such a state will certainly never be reached. If it can be reached in the model, a path
to it will be presented. The code below presents an example, where verification of
the formula results in a path leading to the state described by m.role = undecided, if
it exists.

Hence, an airport communication system model analysis in the NuSMV consists
of: modeling actors of the systemwith their behavior asmodules interacting with each
other; specifying the behavior formally in CTL; verifying the properties; and
searching for any violation thereof. More on using NuSMV can be found in [7, 9, 10].

3 Case Study of an Airport Runway Control System

Let a case study be a rejected take-off of an aircraft to avoid a collision with a
vehicle (named “intruder”) on the aircraft’s runway. Such a rejected take-off is
performed once in 3000 flights, when there is a “grave hazard”, as said in [11].

The place. As presented in Fig. 1, a runway crosses a taxiway. The runway is
3 km long, and intersects the taxiway after 1.2 km on its 70 m section. The con-
trolled section of the taxiway is 20 m long on both sides of the runway.
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The actors. There are 3 actors: an aircraft Boeing 747-8 on the runway, an
intruder (a car-sized vehicle) on the taxiway, and a human controller in a control
tower. The aircraft is on the start position of the runway. In a normal situation,
while speeding up to take off, it moves to the right side of the runway (see Fig. 1),
and some time after the velocity V1 (the highest allowed to safely reject a take-off)
is reached, it takes off. If the take-off procedure is rejected, the aircraft speeds down
to safely stop. It may be rejected when the pilot receives an appropriate order from
the controller, or when he sees the intruder approaching the intersection. At any
moment the intruder may drive into the controlled section of the taxiway, moving
toward the intersection, leading to a hazard of collision. The situation is observed
(by eyesight and by alarms from sensors) and controlled by the controller, who
sends orders (i.a. to stop) to the aircraft and the intruder by voice (radio) and by
setting light bars on the runway and taxiway.

Used symbols. The aircraft, the intruder and the controller are denoted by
indexes a, i and c, respectively. A moment (a time instance), is denoted by t, e.g. t0.
Road passed until t is denoted by s(t), e.g. sa(t0). Velocity of the aircraft at t is
denoted by va(t), e.g. va(t0). Velocity of the intruder is denoted by vi. Acceleration
and deceleration of the aircraft are denoted by aa1 and aa2, respectively.
Deceleration of the intruder is denoted by ai. Length of reaction time is denoted by τ
(will be explained later).

The safe scenario. At t0 the aircraft starts moving, constantly accelerating to V1
(va). It reaches V1 at t1, and later takes off (detaches its front wheels) at t2. Based on
real cases we assume, that at t2 = 45 s the aircraft takes off, heaving passed
sa(t2) = 2 km of the runway. We also assume, that va(t1) = 270 km/h.

The unsafe scenario. At t0 the aircraft starts moving, constantly accelerating to
V1 (va). Before it reaches V1, at t5 the intruder starts approaching and is noticed by
the controller and by the aircraft. Then the controller signals the aircraft and the
intruder to stop after reaction time τc1 and τc2, respectively. In reaction to noticing
the intruder (after reaction time τa1) or in reaction to the signal received (after
reaction time τa2) the aircraft starts to constantly decelerate at t3, and stops at t4. In
reaction to the signal received (after reaction time τi) the intruder starts to constantly
decelerate at t8, and stops at t9. Had the intruder not stopped, it would enter the
intersection at t6. Based on real cases we assume, that: if the aircraft starts to
decelerate at t3 = t1 (the latest possible), it stops at t4 = t1 + 20 s. We assume:
va(t1) = 270 km/h; reaction times are: τc1 2 [2 s, 6 s], τc2 2 [1 s, 4 s], τa1 2 [1 s,

Fig. 1 The case study situation on the airport
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4 s], τa2 = 1 s, τi = 1 s; the intruder’s velocity vi = 18 km/h; its total deceleration
road is 2.5 m. For the intruder we calculate t6 = 40 s.

The dynamics. Heaving assumed the above, using physic laws for linear motion,
let us give dynamics of the actors, where the road is given in m, and time in s. The
accelerating aircraft: va(t1) = 75, aa1 ≈ 1.975, va(t) ≈ 1.975t, sa(t) ≈ 0.988t2.
The decelerating aircraft: aa2 ≈ –3.750, va(t) = 5.725t3–3.750t, sa(t) ≈ –

2.863t3
2 + 5.725tt3 − 1.875t2. The constantly moving intruder: vi = 5, si(t) = 5t. The

decelerating intruder: a1 = –5, si(t) = si(t8) − 2.5t2 + 5t + 5tt8 – 5t8 − 2.5t8
2, vi(t) = –

5t + 5t8 + 5.

4 Modeling and Verification with Deontic Rules
in NuSMV

We propose to model the airport traffic control system as finite state automata in the
NuSMV. In our case, there are actors: an aircraft, an intruder and a controller. Each
of them have to be modeled as distinct, yet interconnected modules (automata).
A module for the global clock must also be modeled, that would increment its value
with every change of state of the whole model, being a time reference for other
modules.

The controller module is characterized by its ability to receive and send infor-
mation, i.e. to observe the intruder’s presence, and to send to the aircraft and the
intruder signals to stop them. The aircraft and intruder modules receive informa-
tions too, i.e. the signals from the controller to stop them. The aircraft receives also
information about the intruder’s presence. They are mobile and are characterized by
their position (in relation to their start point and the intersection) and their motion
kind (acceleration, deceleration, none, etc.). All the actors are characterized by time
of their reaction to certain events, and time of their certain behavior, which will be
explained later.

Because of limited space, only some extractions of the model’s code will be
presented, to show how to model time, communication, position and changes
thereof.

How to model information communication. Receiving information about a
current state of another module can be modeled, using the state’s variable as a
property. The main module’s code extraction below is a declaration of an instance
of the intruder module (m_intruder), where one of its properties is a state variable
stopIntruder of the controller module, written in the dot-notification.
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Sending information about a current state of a module to another module can be
therefore modeled by simply changing the variable’s value be the sender module.

How to model position. It has to be modeled: how far an actor is in relation to
its start position (the passed road), and if it is before, on or behind the intersection.
Let us present it for the aircraft. Current position of the aircraft, in relation to the
intersection, is used i.a. to determine if a collision with the intruder is possible,
when the aircraft is not yet behind the intersection. It is modeled by a state variable
where in the aircraft module, being an enumeration, as presented in the code
extraction below. Its initial value before (being before the intersection) is defined by
the INIT statement.

Current position of the aircraft, in relation to its start position, determines the
variable where. It depends on the clock and dynamics of the aircraft. The position
has to be given in m, where the start point is 0. It is modeled by a variable
passedRoad in the aircraft module, where its maximal (2200 m) value is given, as
presented below.

How to model events. Events independent from actor modules should be
modeled in the main module as boolean variables. In our case a variable collision
may be set TRUE when the aircraft and the intruder are on the intersection
(where = on; line 3).

How to model dynamics. Because of space limitation, only main aspects of the
aircraft module will be presented. The code below defines aircraft module’s
variables.
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The following code presents how to determine value of the passedRoad variable,
where clock gives the current moment, and t3 is the start moment of deceleration.

The 1st INVAR statement is an invariant implication: for every state, if the
aircraft is accelerating at t, the passed road is calculated as sa(t) = 988t2/1000. The
2nd INVAR statement is an invariant implication: for every state, if the aircraft is
decelerating at t, the passed road is calculated as sa(t) = –2863t3

2/1000 + 5725tt3/
1000 − 1875t2/1000. The TRANS statement declares no change of the passed-Road
value if the aircraft has stopped or detached from the runway (final states).

If the aircraft is to halt (to break the take-off procedure to stop), the variable halt
has to be set TRUE. Such a decision has deontic nature, and appropriate statements,
setting the variable, will be presented later in a paragraph on modeling deontic
rules.

The code below presents how to determine value of the motion variable, where:
clock gives the current moment; t3 is the start moment of deceleration;
reactionToOrder and reactionToIntruder are set TRUE after a given time reaction
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to the controller’s order to stop, and after noticing the intruder by the aircraft,
respectively; the moment of the take-off is t2 = 45 s, and the moment of reaching
V1 is t1 = 38 s.

The take-off occurs in the 45th second of acceleration (t2), provided there has not
been taken the halt decision (line 2). The deceleration occurs if the halt decision has
been taken, after a given time reaction (reactionToOrder or reactionToIntruder),
provided the acceleration lasts less than 38 s (t < t1; lines 3–4). The moment when
the motion ceases is based on the equation for va(t) for the decelerating aircraft
(line 5).

The code below presents a TRANS statement, that copies the value of clock to t3
at a moment of start of deceleration (line 2). t3 remains unchanged thereafter
(line 3).

The code below presents a TRANS statement, that sets reactionToIntruder
TRUE when reactionToIntruderTime allows, i.e. τa1 2 [3, 5] s passes from the
moment the intruder appears, to the moment the aircraft can react to it.
intruderIsPresent is a module’s parameter referencing a global variable, set TRUE
when the intruder is present on the taxiway. Notice, that for τa1 2 [1,4) s it is
possible, yet not obligatory, to set the variable TRUE (line 2); then for τa1 = 4 s it is
obligatory now (line 3).
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How to model time. Time in the system is measured in s by a global clock,
modeled by a global integer variable in the main module, as presented below; where
its maximal value has to be calculated in analysis of all possible scenarios, to be
greater than the latest possible moment when the aircraft safely takes off or stops.

The clock increments steadily by 1 s, which takes place with every change of
state of the system model. Verification of the COMPUTE statements below proves
it: the minimal and maximal paths from a state where clock = i, to a state where
clock = i + 1 (for any i), contain exactly 1 state change. We assume the clock
steadily increments, to be a reference frame for all other modules, to verify their
time properties!

How to model deontic rules. The simplest way to model a system’s deontic
behavior is to add INVAR (invariant) statements of the kind condition → con-
clusion. The condition describes the situation in which a deontic rule determines to
react to, and the conclusion describes the reaction. Thus, NuSMV creates a model,
where these statements are invariantly satisfied, directly modeling obliged and
forbidden behavior.
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Let us include into the aircraft module, the following deontic rules of, supposedly,
safe behavior of the aircraft, where stopAircraft and intruderIsPresent are references
to other module’s variables, meaning the controller orders the aircraft to stop, and the
intruder is present, respectively. Other variables have been explained earlier.

The 1st INVAR statement defines an obligation: If the controller gives the order
to stop (stopAircraft), and the reaction to the order is possible because sufficient
reaction time has passed (reactionToOrder), than the aircraft breaks to stop (halt).
The 2nd INVAR statement defines a permission: If the intruder is present
(intruderIsPresent), and if reaction to the intruder is possible because sufficient
reaction time has passed (reactionToIntruder), than the aircraft breaks to stop (halt)
or not (!halt). Notice, the implied halt reaction is possible here, yet the opposite
reaction is equally possible. After adding a deontic rule to the model, the system’s
properties should be verified.

Verification of system properties. A property can be written as a specification
statement, e.g. a CTL formula (CTLSPEC), or an invariant statement
(INVARSPEC). If a property concerns the whole system, its statement must be
placed in the main module; if it concerns a certain module only, its statement should
be placed there. By running the system model script, a result will be returned: true if
the property is satisfied, false otherwise, with a counterexample showing a shortest
path of system’s states leading to a state, that violates the property. Verification
should prove the system to perform its functions properly. The code below are
CTLSPEC statements, verifying the aircraft module (lines 1–3) and the whole
system (line 4).

The 1st statement disproves, that: possibly there is or will be a moment, when
the reaction to the controller’s order to stop (reactionOnOrder) is allowed, and the
aircraft does not have to stop (!halt) then. Thus, the 2nd statement proves, that:
certainly whenever the reaction is allowed, the aircraft has to stop then. Moreover,
the 3rd statement proves, that: certainly whenever there is the order (stopAircraft),
the aircraft has to stop (halt) then or later. The last statement proves, that: certainly
whenever the intruder is present (intruderIsPresent), and the aircraft accelerates,
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and time of reaching V1 has not passed yet (clock < 38), the aircraft will certainly
decelerate then or later.

Calculation of time. Time between given events can be measured by calculating
the minimal or maximal path between two states representing the events. The
proposed model of the clock makes the path’s length minus 1 being the time that
passes along the path. The code below are CALCULATE statements for the
minimal and maximal paths from the state when the intruder appears ( t5 gets
the clock’s value then), to the state when the aircraft starts decelerating ( t3 gets the
clock’s value then).

Hazard analysis. It must be proved, the system behaves safely and no haz-
ardous state can be reached. The code below is an INVARSPEC statement,
checking if a hazard is never possible. The hazard is when the aircraft and the
intruder are on the intersection. An INVARSPEC is a statement with a
non-temporal formula being checked to be true in all states on all paths, being
therefore an invariant property.

If the formula is verified to be false, a counterexample is generated showing a
possible shortest path of states leading to the hazard. Hence, it can be useful in a
hazard cause–consequence analysis. For the presented case, the hazard was proved
to be possible. Then, by manual changes of the model, it was proved, that if the
longest controller’s reaction time to the intruder’s appearance is limited to 3 s, the
hazard is impossible. Hence, the deontic INVAR statement below was added,
stating that the controller is obliged to react to the intruder’s appearance by setting
stopIntruder TRUE, before 3 s of the reactionTime pass.

Deonticity analysis. It is recommended to perform verification when the system
model is built, and every time any deontic safety rule is added, to find a state
violating the rule. Also deontic rules should be verified to hold, as presented by the
code below.
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The 1st statement proves, that during an appropriate time of reaction, the order to
stop results in the decision to halt. The 2nd statement proves, that during an
appropriate time of reaction, the intruder’s appearance may (!) result in the decision
to halt. If a rule is verified not to hold, an example violation path of states is
returned.

5 Conclusions and Future Work

To our knowledge, the presented method is novel in using NuSMV in modeling and
verification of a safety-critical system of moving objects, where quantitative time
dependencies and deontic rules of behavior of the objects is considered. The script
language is relatively simple to understand, temporal properties can automatically
be verified, and a possible path of states leading to a user-defined hazard can be
found.

I.a. the method allowed us, for the presented case study, to do a hazard analysis,
and, in result thereof, the model has been changed to prevent the hazard.

An interesting problem of checking compliance have been stated in [1], where
deontic rules of behavior in an airport and air traffic change, that can violate existing
rules and lead to a hazard. Our future work will be on a method of checking
compliance between new or changed rules and the system model, especially
searching for allowed and forbidden changes.
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Semi-Markov Model of Damage Process

Franciszek Grabski

Abstract Semi-Markov model of an object damage process is discussed in the
paper. Presented here models deal with unrepairable object. The multi-state relia-
bility functions and corresponding expectations, second moments and standard
deviations are evaluated for the presented cases of the object damage. A special
case of the model is a multistate model with two kinds of failures. The presented
model is illustrated by numerical example.

1 Introduction

We can find many papers which are devoted to the reliability of multistate
monotone systems [1–9]. Some results of investigation of the multistate monotone
system (MMS) with components modelled by the independent semi-Markov pro-
cesses are presented in [4–6]. We consider an object with finite sets of the ordered
reliability states S ¼ f0; 1; . . .; ng, where the state 0 is the worst while the state n is
the best. We suppose that the probabilistic model of reliability evolution of the
object damage is stochastic process fXðtÞ : t� 0g, taking values in the set of states
S ¼ f0; 1; . . .; ng. We suppose that the object damage process evolution is descri-
bed by the semi-Markov process which is defined by the general renewal kernel

Q tð Þ ¼

Q00 tð Þ 0 0 � � � 0
Q10 tð Þ Q11 tð Þ 0 � � � 0
Q20 tð Þ Q21 tð Þ Q22 tð Þ � � � 0
Q30 tð Þ Q31 tð Þ Q32 tð Þ � � � 0
� � � � � � � � � � � � 0

Qn0 tð Þ Qn 1 tð Þ � � � Qnn�1 tð Þ 0

2
6666664

3
7777775
; ð1Þ
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where some of functions Qij tð Þ can be equal to 0. The trajectories of the process are
the right continuous and piecewise constant functions. Recall that

QijðtÞ ¼ Pðsnþ 1 � sn � t; Xðsnþ 1Þ ¼ jjXðsnÞ ¼ iÞ; t� 0 ð2Þ

denotes one step transition probability from the state i to the state j during time not
greater than t. A sequence fXðsnÞ : n ¼ 0; 1; . . .g is a homogenous Markov chain
which is called an embedded Markov chain of SM process. One step transition
probability of the embedded Markov chain is given by the rule

pij ¼ PðXðsnþ 1Þ ¼ j jXðsnÞ ¼ iÞ ¼ lim
t!1QijðtÞ; i; j � S: ð3Þ

The function

GiðtÞ ¼ PðTi � tÞ ¼ Pðsnþ 1 � sn � t jXðsnÞ ¼ iÞ ¼
X
j2S

QijðtÞ; i; j � S ð4Þ

is cumulative distribution function (CDF) of a random variable Ti denoting duration
of the state i. The random variable Ti is called a waiting time in state i, when a
successor state is unknown. Let

PiBðtÞ ¼ Pð8u 2 ½0; t� XðuÞ 2 BjXð0Þ ¼ iÞ; i 2 B � S: ð5Þ

It denotes the probability that the process which starts from the state i during all
the time from the interval ½0; t� occupies the states belonging to a subset
B. Functions PiBðtÞ; i 2 B � S satisfy the system of integral equations

PiBðtÞ ¼ 1� GiðtÞþ
X
j2B

Zt

0

PjBðt � xÞ dQijðxÞ; i 2 B: ð6Þ

We should mention that these equations are derived in Sect. 3.4 [4]. Using
Laplace transformation we obtain system of linear equation

ePiBðsÞ ¼ 1
s
� eGiðsÞþ

X
j2B

~qijðsÞePjBðsÞ; i 2 B: ð7Þ

where

ePiBðsÞ ¼ Z1

0

e�stPiBðtÞdt: ð8Þ
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If B is a subset of working states then the function

RiðtÞ ¼ PiBðtÞ; i 2 B � S ð9Þ

is the reliability function of a system with initial state i 2 B at t ¼ 0

2 Time to Damage

Let

A½l� ¼ f0; . . .; l� 1g and A0
½l� ¼ S� A½l� ¼ fl; . . .; ng:

A random variable

T½l� ¼ infft : XðtÞ 2 A½l�g ð10Þ

denotes the first passage time to the subset A½l� for the SM process fXðtÞ : t� 0g.
The function

Ui½l�ðtÞ ¼ PðT½l� � tjXð0Þ ¼ iÞ; i 2 A0
½l� ð11Þ

represents the cumulative distribution function (CDF) of the first passage time from
the state i 2 A0

½l� to the subset A½l� for the fXðtÞ : t� 0g. If Xð0Þ ¼ n then the random

variable T½l� represents the l-level lifetime of the object. A corresponding reliability
function is

Rn l½ � tð Þ ¼ P T l½ � [ tjX 0ð Þ ¼ n
� � ¼ 1� Un A l½ � tð Þ ð12Þ

This function is called l-level reliability function. On the other hand

PðT l½ � [ tjXð0Þ ¼ nÞ ¼ Pð8u 2 0; t½ �; XðuÞ 2 A0
l½ �jXð0Þ ¼ nÞ ð13Þ

Applying Eq. (7) we obtain system of linear equations for Laplace transforms of
l-level reliability functions.

eRi ½l�ðsÞ ¼ 1
s
� eGiðsÞþ

X
j2A0

½l�

~qijðsÞ~Rj ½l�ðsÞ; i 2 A0
½l�: ð14Þ
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where

eGiðsÞ ¼ Z1

0

e�stGiðtÞdt; eRi ½l�ðsÞ ¼ Z1

0

e�stRi ½l�ðtÞdt

are the Laplace transforms of the functions GiðtÞ; Ri ½l�ðtÞ; t� 0: Passing to a matrix
form we get

I � qA0
½l�
ðsÞ

� �
RA0

½l�
ðsÞ ¼ GA0

½l�
ðsÞ; ð15Þ

where

I ¼ dij : i; j 2 A0
½l�

h i

is the unit matrix and

qA0
½l�
ðsÞ ¼ ~qijðsÞ : i; j 2 A0

½l�
h i

; GA0
½l�
ðsÞ ¼ 1

s
1�

X
j2S

~qijðsÞ : i 2 A0
½l�

" #T

;

RA0
½l�
ðsÞ ¼ Ri ½l� : i 2 A0

½l�
h iT

:

A vector function

RðsÞ ¼ eRn ½0�ðsÞ; eRn ½1�ðsÞ; . . .; eRn ½n�ðsÞ
� � ð16Þ

is the Laplace transform of the multi-states reliability function of the object.

3 Example 1

Let S ¼ f0; 1; 2; 3g. Hence

A½1� ¼ f0g; A0
½1� ¼ f1; 2; 3g;

A½2� ¼ f0; 1g; A0
½2� ¼ f2; 3g;

A½3� ¼ f0; 1; 2g; A0
½3� ¼ f3g:
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Now the kernel (1) takes the form

QðtÞ ¼
Q00ðtÞ 0 0 0
Q10ðtÞ Q11ðtÞ 0 0
Q20ðtÞ Q21ðtÞ Q22ðtÞ 0
Q30ðtÞ Q31ðtÞ Q32ðtÞ 0

2
664

3
775: ð17Þ

For l ¼ 1 the matrices from Eq. (15) have following form

I � qA0
½l�
ðsÞ ¼

1� ~q11ðsÞ 0 0
�~q21ðsÞ 1� ~q22ðsÞ 0
�~q31ðsÞ �~q32ðsÞ 1� ~q33ðsÞ

2
4

3
5;

GA0
½l�
ðsÞ ¼ 1

s

1� ~q10ðsÞ � ~q11ðsÞ
1� ~q20ðsÞ � ~q21ðsÞ � ~q22ðsÞ

1� ~q30 � ~q31ðsÞ � ~q32ðsÞ � ~q33ðsÞ

2
4

3
5:

We are interested in the element eR3½1�ðsÞ of the solution.

RA0 ½l�ðsÞ ¼
eR1½1�ðsÞeR2½1�ðsÞeR3½1�ðsÞ

2
64

3
75:

For l ¼ 2 the matrices from Eq. (15) take the form

I � qA0
½2�
ðsÞ ¼ 1� ~q22ðsÞ 0

�~q32ðsÞ 1� ~q33ðsÞ
� 	

;

GA0
l½ �
ðsÞ ¼ 1

s
1� ~q20 sð Þ � ~q21 sð Þ � ~q22 sð Þ

1� ~q30 � ~q31ðsÞ � ~q32ðsÞ � ~q33ðsÞ
� 	

:

For l ¼ 3 the matrices from Eq. (15) are

I � qA0
½3�
ðsÞ ¼ 1� ~q33ðsÞ½ �;

GA0
3½ �
ðsÞ ¼ 1

s
½1� ~q30 � ~q31 sð Þ � ~q32 sð Þ � ~q33 sð Þ�

Mostly, the elements QiiðtÞ; i ¼ 1; 2; . . .; n are equal to 0. Let us suppose that

QðtÞ ¼
Q00ðtÞ 0 0 0
Q10ðtÞ 0 0 0
Q20ðtÞ Q21ðtÞ 0 0
Q30ðtÞ Q31ðtÞ Q32ðtÞ 0

2
664

3
775: ð18Þ
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Hence we obtain

R3 1½ �ðsÞ ¼ 1� ~q30ðsÞ � ~q10ðsÞ~q31ðsÞ � ~q20ðsÞ~q32ðsÞ � ~q10ðsÞ~q21ðsÞ~q32ðsÞ
s

; ð19Þ

eR3½2�ðsÞ ¼ 1� ~q30ðsÞ � ~q31ðsÞ � ~q20ðsÞ~q32ðsÞ � ~q21ðsÞ~q32ðsÞ
s

; ð20Þ

eR3½3�ðsÞ ¼ 1� ~q30 � ~q31ðsÞ � ~q32ðsÞ
s

: ð21Þ

The Laplace transform of the multi-state reliability function of that object is

RðsÞ ¼ eR3 ½0�ðsÞ; eR3 ½1�ðsÞ; eR3 ½2�ðsÞ; eR3 ½3�ðsÞ
� �

:

4 Model of Two Kinds of Failures

We assume that the failures are caused of wear or some random events. With
positive probabilities there are possible only the state changes from k to k � 1 or
from k to 0. Time of state change from a state k to k � 1; k ¼ 1; . . .; n because of
wear is assumed to be a nonnegative random variable gk with a PDF fkðxÞ; x� 0.
Time to a total failure (state 0) of the object in the state k is a nonnegative random
variable fk exponentially distributed with parameter kk: Under those assumptions
the stochastic process fXðtÞ : t� 0g describing the reliability state of the compo-
nent is the semi-Markov process with a state space S ¼ f0; 1; . . .; ng and a kernel

QðtÞ ¼

Q00ðtÞ 0 0 � � � 0
Q10ðtÞ 0 0 � � � 0
Q20ðtÞ Q21ðtÞ 0 � � � 0
Q30ðtÞ 0 Q32ðtÞ � � � 0
� � � � � � � � � � � � 0

Qn0ðtÞ 0 � � � Qnn�1ðtÞ 0

2
6666664

3
7777775
; ð22Þ

where

Qk k�1 tð Þ ¼ P gk � t; fk [ gkð Þ ¼
Z t

0

e�kkxfk xð Þdx; ð23Þ

Qk 0 tð Þ ¼ P fk � t; gk [ fkð Þ ¼
Z t

0

kke
�kkx 1� Fk xð Þ½ � dx ð24Þ

for k ¼ 1; . . .; n.
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5 Example 2

To explain such model we take n ¼ 3 and we suppose that random variables
gk; k ¼ 1; 2; 3 have gamma distributions with parameters ak ¼ 1; 2; . . . and
bk [ 0 with PDF

fk xð Þ ¼ bakk x
ak�1e�bkx

ak � 1ð Þ! ð25Þ

In this case the matrix (16) has the form:

Q tð Þ ¼
Q00 tð Þ 0 0 0
Q10 tð Þ 0 0 0
Q20 tð Þ Q21 tð Þ 0 0
Q30 tð Þ 0 Q32 tð Þ 0

2
664

3
775 ð26Þ

Let us notice that this matrix is equal to the matrix (18) from Example 1 with
Q31ðtÞ ¼ 0. Therefore we can apply equalities (19)–(21) to calculate components of
multi-state reliability function. Finally we obtain the Laplace transforms:

eR3½1�ðsÞ ¼ 1� ~q30ðsÞ � ~q20ðsÞ~q32ðsÞ � ~q10ðsÞ~q21ðsÞ~q32ðsÞ
s

; ð27Þ

eR3½2�ðsÞ ¼ 1� ~q30ðsÞ � ~q20ðsÞ~q32ðsÞ � ~q21ðsÞ~q32ðsÞ
s

; ð28Þ

and

eR3½3�ðsÞ ¼
1� ~q30 � ~q32ðsÞ

s
; ð29Þ

where

~q10ðsÞ ¼ b21
ðsþ b1 þ k1Þ2 þ

k1ðsþ 2b1 þ k1Þ
ðsþb1 þ k1Þ2 ;

~q21ðsÞ ¼ b22
ðsþ b2 þ k2Þ2 ; ~q20ðsÞ ¼ k2ðsþ 2b2 þ k2Þ

ðsþb2 þ k2Þ2 ;

~q32ðsÞ ¼ b23
ðsþ b3 þ k3Þ2 ; ~q30ðsÞ ¼ k3ðsþ 2b3 þ k3Þ

ðsþb3 þ k3Þ2 :

ð30Þ

For numerical example we fix

a1 ¼ 2; b1 ¼ 0:04; k1 ¼ 0:004;
a2 ¼ 2; b2 ¼ 0:03; k2 ¼ 0:002;
a3 ¼ 2; b3 ¼ 0:02; k3 ¼ 0:001:
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Substituting functions (30) with above parameters to Eqs. (27)–(29) we compute
transforms

eR3 1½ � sð Þ; eR3 2½ � sð Þ; eR3 3½ � sð Þ:

Using MATHEMATICA program we compute inverse Laplace transforms.
Finally we obtain l-level reliability functions

R3½1�ðtÞ ¼ e�0:044tð1þ 0:04tÞ;
R3 2½ � tð Þ ¼ 47:9166e�0:044t � 46:9166e�0:032t þ 0:2499e�0:044ttþ 0:3550e�0:032tt

R3 3½ � tð Þ ¼ 52:6697e�0:044t þ 58:2769e�0:032t � 109:9466e�0:021t

þ 0:189e�0:044ttþ 1:1735e�0:032ttþ 0:5098e�0:021tt

These reliability functions are shown in Fig. 1.
The corresponding expectations, second moments and standard deviations of

l level system lifetime we calculate using the following formulae

m1½l� ¼ ½E½T½l�jXð0Þ ¼ 3� ¼ lim
s!0

eR3½l�ðsÞ; l ¼ 1; 2; 3;

m2½l� ¼ E½T2
½l�jXð0Þ ¼ 3� ¼ �2 lim

s!0
½eR0

3½l�ðsÞ�;

r½l� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2½l� � ½m1½l��2

q
:

For given parameters we get

m1½1� ¼ 43:38; m1½2� ¼ 98:68 m1½3� ¼ 182:47;
m2½1� ¼ 2911:34; m2½2� ¼ 12940:82; m2½3� ¼ 41960:11;
r½1� ¼ 32:07; r½2� ¼ 56:59 r½3� ¼ 93:07:

R3 3 t

R3 2 t

R3 1 t

0 100 200 300
t0.0

0.2

0.4

0.6

0.8

R3 1 tFig. 1 The l level reliability
functions
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6 Simple Model of Damage Process

We assume that there are possible the state changes only from k to k � 1; k ¼
1; 2; . . .; n with the positive probabilities. Now, the stochastic process fXðtÞ : t� 0g
describing reliability state of the object, is the semi-Markov process with a state
space S ¼ f0; 1; . . .; ng and a kernel

QðtÞ ¼

Q00ðtÞ 0 0 � � � 0
Q10ðtÞ 0 0 � � � 0

0 Q21ðtÞ 0 � � � 0
0 0 Q32ðtÞ � � � 0
� � � � � � � � � � � � 0
0 0 � � � Qnn�1ðtÞ 0

2
6666664

3
7777775

ð31Þ

Age from Eq. (15) we obtain the Laplace transforms of the multi-state reliability
function components:

eRn k½ � sð Þ ¼ 1� ~qkk�1 sð Þ~qkþ 1k sð Þ. . .~qn n�1 sð Þ
s

; k ¼ 1; 2; . . .; n ð32Þ

Notice that for the kernel (31) a function Qk k�1ðtÞ; for k ¼ 1; 2; . . .; n is equal to
CDF of a waiting time in state k

Qk k�1 tð Þ ¼ GkðtÞ ¼ PðTk � tÞ; k ¼ 1; 2; . . .; n ð33Þ

Theorem If

Qk k�1 tð Þ ¼ 0 for t\0
1� 1� kk

kkþ 1

� �
e�kk t for t� 0;

�
k ¼ 1; . . .; n� 1 ð34Þ

and

Qnn�1 tð Þ ¼ 0 for t\0
1� e�kn t for t� 0

�
ð35Þ

then the multi-state reliability function is

RðtÞ ¼ 1; e�k1 t; e�k2 t; . . .; e�kn t
� �

;

where

0\k1\k2\. . .\kn:
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Proof Notice that

eQkk�1 sð Þ ¼ L½Qkk�1ðtÞ� ¼ kk sþ kkþ 1ð Þ
s sþ kkð Þkkþ 1

for eQk k�1 sð Þ ¼ ~qk k�1 sð Þ
s

;

k ¼ 1; 2; . . .; n:

Therefore, according to (32) we obtain

eRn k½ � sð Þ ¼ 1� ~qkk�1 sð Þ~qkþ 1k sð Þ. . .~qnn�1 sð Þ
s

¼ 1
s
� kk sþ kkþ 1ð Þ
s sþ kkð Þkkþ 1

kkþ 1 sþ kkþ 2ð Þ
sþ kkþ 1ð Þkkþ 2

. . .
kn�1 sþ knð Þ
sþ kn�1ð Þkn

kn
sþ knð Þ ¼

1
s
� kk
s sþ kkð Þ

¼ sþ kkð Þ � kk
s sþ kkð Þ ¼ 1

sþ kk
; k ¼ 1; 2; . . .; n h

It means that

Rn k½ � tð Þ ¼ L�1 1
sþ kk

� 	
¼ e�kk t; t� 0; k ¼ 1; 2; . . .; n:

Thus, the theorem has been proved.
We should note that from assumptions of that theorem it follows that the

probability distributions the random variables Tk; k ¼ 1; 2; . . .; n� 1 are a mix-
ture of a discrete and absolutely continuous distributions

GkðtÞ ¼ pGðdÞ
k ðtÞþ qGðcÞ

k ðtÞ; k ¼ 1; . . .n� 1;

where

p ¼ kk
kkþ 1

; q ¼ 1� kk
kkþ 1

;

GðdÞ
k ðtÞ ¼ 0 for t\0

1 for t� 0

�
; GðcÞ

n ðtÞ ¼ 0 for t\0
1� e�kk t for t� 0

�
:

From the above it follows that

PðTk ¼ 0Þ ¼ kk
kkþ 1

; k ¼ 1; . . .; n� 1:
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The Problem of Tyre Footprint Width
Estimation by Fibre Optic WIM Sensors
in Condition of Geometric Complexity

Alexander Grakovski and Alexey Pilipovecs

Abstract The measuring vehicle’s weigh-in-motion (WIM) is one of the actual
research fields of transport telematics. It is important for vehicles classification and
identification, as well as overload enforcement, road maintenance planning, cargo
fleet managing in intelligent transport systems, control of the legal use of the
transport infrastructure, road surface protection from the early destruction and for
the safety on the roads. One of sufficient subtasks of WIM is the tyre footprint width
estimation for correct contact area calculation. The problem of tyre width estimation
by fibre optic sensors (FOS) measuring system is complicated by nonlinearity, and
complex interaction dynamics of vehicle’s tyre and the group of sensors. The
graphical model of interaction with sloped (diagonal) sensor, its properties, and
the tyre width estimation algorithm with correction of geometric interaction are
discussed here.

Keywords Weigh-in-motion (WIM) � Fibre-optic sensor � Tyre footprint width
estimation

1 Introduction

Weigh-in-motion (WIM) technologies offer a fast and accurate measurement of the
actual weights of the trucks when entering and leaving the road infrastructure
facilities. Unlike the static weighbridges, WIM systems are capable of measuring
vehicles travelling at a reduced or normal traffic speeds and do not require the
vehicle to come to a stop. This makes the weighing process more efficient, and in
the case of the commercial vehicle allows the trucks under the weight limit to
bypass the enforcement.
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The fibre-optic sensors (FOS), whose working principle is based on the change
of the optical signal parameters due to the optic fibre deformation under the weight
of the crossing road vehicle [1–3], have gained popularity in the last decade.

A lot of recent investigations are devoted to the peculiarities of the construction
and applications of the sensors, using different physical properties. The data pre-
sented in this publication have been received using PUR experimental sensors [2]
based on the change of the transparency (the intensity of the light signal) during the
deformation.

Fibre optic load-measuring cables are placed in the gap across the road, filled
with resilient rubber (Fig. 1b). The gap width is 30 mm. Since the sensor width is
smaller than the tyre footprint on the surface, the sensor takes only part of the axle
weight. The following formula is used to calculate the total weight of the axis using
the basic method [3]:

Wha ¼ Z tfront
tend

ðAtðtÞ � PtðtÞÞdt ð1Þ

where Wha—weight on half-axle, At(t)—dynamic area of the tyre footprint,
Pt(t) * V(t)—air pressure inside the tyre and, according to Newton’s 3rd law, it is
proportional to the axle weight.

The deflection of a light conductor and reflective coating occurs, that is why the
conditions of light reflection inside are changed, and some of it escapes. The greater
the load the less light comes from the second end of the light conductor. Therefore
the sensor has the unusual characteristic for those, familiar with the strain gauges:
the greater the load the lower the output is [4].

Fig. 1 a The system of weigh-in-motion (WIM) measurement, and b fibre optic sensors position
against the wheel and tyre footprint
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The area of the tyre footprint At(t) from (1) is calculated roughly by the length of
the output voltage impulse, which, in its turn, depends on the vehicle speed. The
area method [3] uses the assumption that the area under the recorded impulse curve
line, in other words—the integral, characterizes the load on the axle. To calculate
the integral, the curve line is approximated by the trapezoid. In this case the smaller
the integral then the greater the load. The algorithm of the estimation of each wheel
and axle weigh, based on tyre footprint shape reconstruction [4, 5], required the
information about tyres footprint width. In the experiments [4] it was known as
the parameters of experimental vehicle (tyre R22.5, 1st and 2nd axles—250 mm,
3rd–5th axles—300 mm), but in common case, of course, it is unknown and
requires the method of estimation. In our research we can use it as the reference
values for comparison with the results of evaluation. As any another parameters of
WIM measurement (speed, temperature, weigh) the width of tyre footprint suffi-
ciently can exert influence on the results of WIM.

2 Vehicle Tyre Footprint Contact Width Evaluation

Usually for this purpose the diagonal fibre optic sensor in combination with
perpendicular can be used for tyre contact patch (or footprint) evaluation [6]. Using
the system (see Fig. 1a) of FOS A (FOS B) and sloped (diagonal) FOS 1d (FOS 2d)
signals, which are shown in Fig. 2, it seems to be possible to calculate the width of
each tyre. The truck speed v by calculating the average of the values of impulse
peak time value shift of two straight sensors (when the distance between sensors is
known) on each wheel can be fulfilled with enough accuracy [7].

Fig. 2 Normalized and filtered signals of straight (FOS A) and diagonal (FOS 1d) sensors
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When the speed of vehicle v is known, the evaluation of tyre footprint contact
width W can be easy to estimate by the expression:

W ¼ v � Tdiagonal � Tstraight
� �

; ð2Þ

where Tdiagonal is the duration of the pulse of diagonal (sloped) straight sensor on
the level of half of the pulse amplitude, and Tstraight is the same for straight sensor
(see Fig. 2). But the attempt to use this method in direct calculations allows us to
significant errors in width on 30–50 % or more. The reason of low accuracy of
calculations is in the nonlinear nature of fibre optic sensor [4] as well as the specific
behaviour of contact area between the tyre and the surface of the diagonal sensor.
Also we need to take into account the dual wheels of so called motor axle (the
distance between two neighbourhoods dual wheels approximately is 100–150 mm
and it cannot be measured exactly).

In order to avoid these effects, it is necessary at first to normalize the signals,
filter out the noise and make linearization of the signals according to the
pre-calculated axial velocity and temperature of the FOS in the same manner, as it is
for pressure volume on sensor calculation [5]. The results of linearization of
the pulses of voltage (see Fig. 2, signals from straight and diagonal sensors) are
presented on Fig. 3.

It is clearly seen that linearized signal of pressure in range of magnitude (0–0.3)
sufficiently distorted by amplified noise so, that the measurement of full duration of
the pulses for time difference (2) is impossible.

In this situation the appropriate solution may be an evaluation of time difference
between full durations of both pulses Tdiagonal and Tstraight respectively, where each
of them defines by the crossing points of the tangent line, drawn through the points
of front and back of the pulse on the level of 0.5 of maximum value, and the
horizontal (time) axis (see Fig. 3a, b). The results of tyre footprint width estimation
according to expression (2) where Tdiagonal and Tstraight are defined by mentioned

Fig. 3 Linearized signals of a straight (FOS A) and b diagonal (FOS 1d) sensors
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above method, are presented in Table 1, where maximum error occurs the value of
21 % at the 1st axle wheels.

The explanation of the maximum error on 1st axle wheels can be provided by
comparison of proportion of footprint (tyre contact patch)—ratio between length
and width of it (see Table 2).

So, it is clearly seen that the geometry of the 1st axle differs from another axles.
Let to obtain the nature of dynamics we need to consider the model of the process
where the L/W ratio will be sufficient parameter.

3 Virtual Model of Interaction of Tyre and Diagonal
Sensor

From the laboratory experiments with the fibre optic sensor of PUR type [2, 4, 5] it
is known that the signal magnitude of FOS is sufficiently depended on active length
of the sensor, situated under the pressure. Let to understand the law of active length
changes we design the graphic model of moving wheel dynamics across the
diagonal FOS (see Fig. 4).

The movement of the tyre footprint across the diagonal sensor leads to the
gradual change of active length of the sensor (where the contact between tyre and
sensor takes place). Measured active length is presented on the diagram as blue
curve in dependence on the distance of wheel displacement (see Fig. 4).

For the understanding of footprint shape we select the group of the shapes of
moving objects with common width and different length/width ration (see Fig. 5).
The results of the modelling are reflected on the diagrams in Fig. 6.

Full distance of sensor activity in common case is equivalent the sum of so
called effective length Lef and width Lef of the footprint form (see Fig. 4):

Table 1 Evaluated tyre footprint width of the signal for the speed of 90 km

Reference tyre width (mm) 250 650 300 300 300

Speed No Axle 1st 2nd 3rd 4th 5th

90 km/h 1 Left 212.47 660.02 310.28 302.58 288.88

Right 182.49 659.86 308.76 295.5 297.12

Average 197.48 659.94 309.52 299.04 293.00

Error (%) −21.01 1.53 3.17 −0.32 −2.33

Table 2 Tyre footprint length/width ratio for experimental vehicle wheels

Axle 1st 2nd 3rd 4th 5th

L/W ratio 0.721 0.275 0.533 0.533 0.533
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Fig. 4 Graphic model of moving wheel dynamics across the diagonal FOS

Fig. 5 Different shapes of footprint movement though the diagonal sensor (1 rectangle narrow,
2 rectangle wide, 3 square rectangle, 4 tyre footprint narrow, 5 tyre footprint narrow with increased
polygon shape, 6 tyre footprint wide, 7 spherical patch)
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X ¼ Lef þWef ; ð3Þ

what fully responds to the algorithm (2) of tyre width calculation.
From the diagram on Fig. 6 is seen that the distortion of pressure value for 1st

axle (L/W ratio 0.721) is more sufficient. But the increasing of active length of the
sensor decreases the pressure value [5] (see Fig. 7a).

Fig. 6 Changes in active sensor’s length in dependence on the distance according to the shape of
the object (see Fig. 5)

Fig. 7 Characteristics of FOS: a pressure correction coefficient as the function of active length of
the sensor, b combined correction curves in dependence on the L/W ratio
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Common influence of both effects produces the combined correction charac-
teristics for each wheel of the vehicle (see Fig. 7). Application of the correction
curve to the pressure pulse form of 1st axle on diagonal sensor (Fig. 3b) leads the
changes in the form of the signal (Fig. 8) and changes the slope of tangent lines in
the algorithm of tyre width estimation. In this example the result leads to tyre width
estimation increasing. For the same record (Table 1) the evaluation of the 1st axle
tyre width changes from 197.48 to 237.90 mm which can consider as appropriate
result (accuracy 4.85 %).

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
1

2

3

4

5

6

7

8

9

initial signal from diagonal FOS (1st axle)
the same after correction

Fig. 8 Transformation of the
form of the signal after
correction

Table 3 Evaluated tyre footprint width of the signals for the speed of 30–90 km/h

Reference tyre width (mm) 250 650 300 300 300

Speed No Axle 1st 2nd 3rd 4th 5th

90 km/h 1 Left 261.73 660.02 310.28 302.58 288.88

Right 214.07 659.86 308.76 295.5 297.12

Average 237.90 659.94 309.52 299.04 293.00

Error (%) −4.84 1.53 3.17 −0.32 −2.33

70 km/h 1 Left 268.26 669.85 286.78 272.25 296.64

Right 266.84 644.94 286.34 281.26 294.06

Average 267.55 657.395 286.56 276.755 295.35

Error (%) 7.02 1.14 −4.48 −7.75 −1.55

50 km/h 1 Left 230.1 620.26 298.67 302.81 310.91

Right 258.49 655.11 288.9 314.06 316.96

Average 244.295 637.685 293.785 308.435 313.935

Error (%) −2.28 −1.89 −2.07 2.81 4.65

30 km/h 1 Left 253.03 675.31 319.28 324.47 348.56

Right 189.19 646.56 294.27 288.69 298.84

Average 221.11 660.935 306.775 306.58 323.7

Error (%) −11.56 1.68 2.26 2.19 7.90
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In the same manner it was processed the representative records with different
speed of the reference vehicle (5-axle truck [4]) in range of 30–90 km/h.

The results of tyre width evaluation, presented in Table 3, demonstrate relatively
good quality of measurement enough for tyre classification, and weight calculation.

4 Conclusions

Consider the WIM problem through the FOS sensor’s accuracy point of view we
can conclude that each component of input data, including the tyre footprint width,
can significantly affects on the accuracy of measurement results, depending not only
on sensor’s geometric position and properties of components, but also on weather
conditions.

The experimental data processing results show that the range of the vehicles
velocity from 30 to 90 km/h is fully appropriate for WIM based on fibre-optic
sensors method of tyre width estimation. Further researches direction can be con-
nected with the analytic description of detected effect of diagonal sensor let to allow
it compensation method on all axles of measured vehicles with different length/width
ratio of tyre footprint (patch) and to increase the accuracy of evaluation respectively.
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Study of Dependencies Between Concrete
Deterioration Parameters of Fly
Ash-Based Specimens

Vlasta Ondrejka Harbuľáková, Adriana Eštoková
and Alena Luptáková

Abstract Corrosion of concrete can lead to reduction of engineering properties
such as strength, elastic modulus and durability and it may happen due to a number
of various physical, chemical, and physic-chemical factors and their interactions
reflecting peculiarities of both material aspects and external factors. In the paper,
investigation of concrete specimens where the fly ash replacement was 10 wt% of
cement content and they were exposed to aggressive environment of aluminium
sulphate during the five 7-day cycles is presented. The leached-out masses of the
Ca, Si, Fe, Al, Mn, and Cu, measured at the end of each cycle as well as pH values
measured during different time period are published. Paper deals with the possi-
bilities of investigation of deterioration parameters (chemical elements concentra-
tion, pH) of fly ash-based concrete specimens by correlation analysis. The
correlation analysis confirmed the different leaching rate of calcium and silicon.
However, the high mutual correlation was found between leaching of the silicon,
iron, cuprum, aluminium and manganese.

Keywords Aluminium sulphate � Cement replacement � Chemical corrosion �
Correlation
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1 Introduction

In order to address a concrete dependability problem, important problems to be
considered are: concrete composition mixture, water/cement ratio, composition of
aggregates (fine and coarse) environment in which the building is placed and many
more. A lot of structures are exposed environments which cause deleterious
processes in concrete matrix: alkali aggregate reaction, chloride attack, effect of sea
water, effect of de-icing salts, efflorescence and very aggressive sulphate and acid
attack and that decrease its dependability. Sulphate attack is one of main factors
causing deterioration of concrete durability. The deterioration of Portland cement
concretes exposed to sulphates may be described by the following reactions [1]:

• The conversion of calcium hydroxide derived from cement hydration reactions
to calcium sulphate (gypsum),

• The reaction of hydrated calcium aluminate of the Portland cement with calcium
sulphate form calcium sulfoaluminate (ettringite).

Also the aquatic environment readily extract alkali compounds from the concrete
pore fluid, lowering the pH and aggressively dissolves calcium hydroxide and
decomposes calcium silicate hydrate which leads to gradually reduces the strength
of the affected concrete until it disintegrates.

For example, in the United States and other parts of the world where U.S.
standards have been adopted, the chemical part of the specification requires only a
combined total of silica, alumina, and iron oxide. It does not specify the amount of
silica that reacts with lime to produce added strength. The alumina content could be
high in fly ash, which could be detrimental because more sulphate to control its
reactivity might be required. Sulphate is added to the cement to control only the
setting reactions of the aluminates and ferrites in the cement. However, the amount
is limited because expansive reactions are possible after the concrete has set. This
amount of sulphate does not take into account the extra aluminates that can be
added when fly ash is used. Too much iron oxide will retard the setting time [2].

Previous studies have shown the positive influence of mineral additions, such as
fly ash [3, 4], silica fume and blast furnace slag [5, 6] because of lower calcium
hydroxide content, reduced Ca-to-Si (C/S) ratio in calcium silicate hydrates (C–S–H)
and the refined pore structure they produce in concrete [3, 7, 8]. Different methods of
maintaining the reliability of critical infrastructure were presented in [9–15].

The pozzolanic materials van be divided into two groups namely, natural poz-
zolanas and artifical pozzolanas. The typical examples of natural pozzolana are:
clay, shales, opaline cherts, diatomacerous earth and volcanic tuffs and pumicites.
The commonly used artificial pozzolanas are fly ash, blast furnace slag, silica fume,
rice husk ash, metakaoline and surkhi. The pozzolanic materials when used as
replacement are generally substituted for 10–50 % of cement. This substitution
produces concrete that is more permeable but much more resistant to the action of
salt, sulphate or acidic water [16]. Fly ash is by-product of burning pulverized coal
in an electrical generating station [17]. The advantages of using fly ash far outweigh
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the disadvantages. The most important benefit is reduced permeability to water and
aggressive chemicals. Properly cured concrete made with fly ash creates a denser
product because the size of the pores is reduced. The quality of fly ash is important–
but it can vary. Poor-quality fly ash can have a negative effect on concrete. The
principle advantage of fly ash is reduced permeability at a low cost, but fly ash of
poor quality can actually increase permeability. Some fly ash, such as that produced
in a power plant, is compatible with concrete. Other types of fly ash must be
beneficiated, and some types cannot be improved sufficiently for use in concrete [2].

The paper presents the results of an investigation of concrete specimens with
10 wt% of cement replacement by fly ash influenced by an aggressive sulphate
environment (Al2(SO4)3). The correlations between the leached-out masses of the
Ca, Si, Fe, Al, Mn, and Cu and pH values of leachates were analysed.

2 Materials and Methods

Concrete specimens were used for the experiments simulating the chemical cor-
rosion of concrete. Set of concrete samples contained of 10 wt% of coal fly ash as
cement replacement. The used coal fly ash with volumetric weight of 2381 kg/m3

originated from black coal’s burning process and was incorporated into cement
composites without any modification. Concrete cylinder samples of a 32 mm
diameter and 15 mm height were formed as a drilled core from concrete cube
(150 × 150 × 150 mm), prepared according to a standard process, using drilling
mechanism STAM. The cylinder concrete specimens were rid of impurity, dried
and weighted, and exposed to a leaching medium represented by aluminium sul-
phate with a pH value of 3.22. Liquid medium used for experiment was prepared by
dissolving 171.1 g of Al2(SO4)3 in distilled water and filled into 1000 mL.

Chemical corrosion-simulating-experiments proceeded in five consecutive
cycles. Each cycle consists of the following steps: a 7-day exposition of specimens
to a liquid medium, a removal the specimens from the liquid, a 2-day drying of
specimen at room temperature and afterwards a removing of precipitations by little
brush, a re-immersion of specimen into the medium and finally adjustment of the
pH value back to the initial value. Measurements of pH values were done at the
beginning, after 30 min contact liquid media with concrete samples in each cycle
and at the end of each cycle. The values of leachate´s pH were measured by pH
meter PHH—3X Omega. Concentrations of elementary ions in leachates after each
experimental cycle were determined using X-ray fluorescence analysis (XRF). The
measured concentrations of dissolved ions and the pH values measured in leachates
were used for the statistical investigation.

In statistics, dependence refers to any statistical relationship between two ran-
dom variables or two sets of data. Correlation refers to any of a broad class of
statistical relationships involving dependence. Descriptive statistics is the discipline
of quantitatively describing the main features of a collection of data [18]. Increase
of the absolute value of the Rxy (correlation coefficient) is proportional to linear
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correlation. Information about two dimensional statistical data set gives correlation
coefficient Rxy as is shown in Eq. (1).

Rxy ¼
n
Pn

i¼1 xiyi �
Pn

i¼1 xi
� � Pn

i¼1 yi
� �
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Rxy values are from the interval <−1, 1>. If Rxy = 1, the correlation is full linear,
if Rxy = −1, then the correlation is inversely linear and if Rxy = 0, the pairs of
values are fully independent. Than degree of the correlative closeness is: medium, if
0.3 ≤ | Rxy | < 0.5; significant, if 0.5 ≤ | Rxy | < 0.7; high, if 0.7 ≤ | Rxy | < 0.9; and
very high, if 0.9 ≤ | Rxy |.

Correlation coefficient was for the purposes of our assessment obtained by the
function “Pearson” in Microsoft Excel.

3 Results and Discussion

Before applying the statistical approach using Pearson correlation coefficient, the
results of the chemical corrosion experiment of concrete samples with different
chemical composition are presented in this section. pH changes and leached-out
concentrations dependence on time were studied with the aim to find out the
dependencies between studied parameters and reveal the trend of the corrosion
process. Consequently, for more precise conclusion, these results were used as
input data for a dependency analysis between the measured parameters while sta-
tistical results are presented the next part of the paper.

Changes in pH values of aluminium sulphate solutions after 30 min of immer-
sion of the concrete specimens into Al2(SO4)3 are presented in Fig. 1. The differ-
ences in the values of pH were calculated by comparing the pH measured after 30
min of specimens´ immersion and the original ones (pH 3.22) in a particular cycle.

Fig. 1 Changes in pH after
30 min of samples’
immersion
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As seen in Fig. 1 the differences in pH values oscillated while ranging in an
interval <0.14−0.46>. An increase of pH even after 30 min of the immersion of the
samples was likely caused by instant leaching of the alkali compounds from the
concrete materials. The difference between the original pH in the cycle and the pH
measured after 30 min was getting lower up to the third cycle which points to the
facts that the leaching of the alkali compounds got slower and the equilibrium
between leached-out ions and the cement matrix was stated faster. After the third
cycle, passing first 30 min in the next cycles, the differences in pH values oscillated
while first increased up to 0.36 and further decreased to 0.14.

The original pH value of aluminium sulphate and pH measured in leachates at
the end of each 7-day cycle are presented in Table 1.

Obviously, higher pH values were measured after each cycle when compared to
the 30-min ones. Comparing the final pH of media in all cycles, the decreasing
trend of pH measured at the end of cycles was observed. The final pH decreased
form the value of 4.49 measured after the first cycle to the value 3.89 measured after
the last fifth cycle (Table 1). The founding confirmed that the leaching rate of
concrete materials decreased as mentioned above with the time of exposure.

For better understanding, statistical approach was used for a study of the
dependability trend between pH of media and leached-out concentrations of
selected ions. From the wide range of results, only leached-out concentrations of
calcium, silicon, aluminium, iron, manganese and cuprum were presented in this
paper. The leached-out masses of the Ca, Si, Fe, Al, Mn, and Cu, measured at the
end of each cycle, were depicted to the graphs (Figs. 2, 3, 4, 5, 6 and 7).

Figures 1 and 2 present different trends in Ca2+ and Si4+ as concrete basic
chemical elements leaching. In case of calcium the highest leached-out mass was
measured at the end of the first cycle and then the leaching of calcium became
slower. Different situation was observed for silicon leaching, where the maximum
leached-out mass of Si was measured after the third cycle, so in the middle of the

Table 1 Final pH values of liquid media after each cycle

Initial Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5

pH 3.22 4.49 4.23 4.18 3.91 3.89

Fig. 2 Trend of Ca leaching
in Al2(SO4)3
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experiment. This difference in maximum measured leached-out mass points to the
different leaching rates of calcium and silicon in the aluminium sulphate solution
during the experiment.

When comparing the leaching trends of the other elements, there was found a
slightly similarity between aluminium, manganese and cuprum leaching as seen in
Figs. 4, 6 and 7. The leaching curves reached a maximum after the second, third or
fourth cycles for aluminium, cuprum and manganese, respectively. For iron, the

Fig. 3 Trend of Si leaching
in Al2(SO4)3

Fig. 4 Trend of Al leaching
in Al2(SO4)3

Fig. 5 Trend of Fe leaching
in Al2(SO4)3
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leaching started in the second cycle as seen in Fig. 5 and proceeded at about the
same leaching trend up to the last cycle. The leached-out mass of cuprum was
extremely low and was close to zero at the end of the experiment. This could be
caused by a reaction of the leached cuprum with the media by forming sulphates or
by a low detection limit of analytical equipment.

As mentioned above, the presented results were applied as input data for the
statistical analysis with the aim of better understanding of deterioration processes
trend. Based on the concentrations of ions dissolved into the liquid phase of alu-
minium sulphate presented above (Figs. 2, 3, 4, 5, 6 and 7) and pH values (Table 1)
the statistical evaluation was performed. Results of the calculated correlation
coefficients (Rxy) for Ca/pH, Si/pH, Al/pH, Fe/pH, Cu/pH, and Mn/pH dependences
for the studied concrete specimens are presented in Table 2.

The highest correlation coefficient was calculated for calcium leaching versus pH
(Rxy = 0.84) with a correlation closeness defined as high. Correlation closeness was

Fig. 7 Trend of Cu leaching
in Al2(SO4)3

Fig. 6 Trend of Mn leaching
in Al2(SO4)3

Table 2 Correlation coefficients between leached-out masses of ions and pH of media

Correlated parameter Ca/pH Si/pH Fe/pH Al/pH Mn/pH Cu/pH

Correlation coefficient Rxy 0.84 0.44 0.25 0.36 0.27 0.35
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found as medium for relation pH and silicon (Rxy = 0.44); pH and aluminium
(Rxy = 0.36); and pH and cuprum (Rxy = 0.35). No correlation (Rxy ≤ 0.3) was
observed for iron and manganese leaching versus pH as is shown in Table 2.

The high found-out correlation between dissolved Ca2+ amount and pH of
leachate resulted in the fact that the calcium is dominantly leached-out from the
cement matrix in form of its alkali compounds. On the contrary, silicon´s com-
pounds leaching was not observed to contribute so significant to the pH moving to
the alkali region. The results of the correlation analysis of other elements studied
(Fe, Cu, Mn, and Al) confirmed that the leaching of these is no based on the alkali
compounds.

To study the similar or different trends in leaching of the analysed ions, a
correlation analysis between leached-out concentrations of related ions dissolved
from the concrete specimens to the liquid media was performed. The calculated
correlation coefficients regarding the analysed ions are presented in Table 3.

The correlation found out between the leached-out amounts of calcium and the
other elements in particular cycles during the experiment is fully independent. This
confirms the different rates and mechanism of leaching when comparing calcium
and silicon or calcium and iron, aluminium, cuprum and manganese what is in
accordance with our previous results [19, 20].

On the other hand, a very high correlation was found between silicon and iron,
cuprum and manganese, and cuprum and aluminium leaching, respectively, with
the correlation coefficients Rxy > 0.9 (Table 3). A high correlation having Rxy > 0.7
was calculated for the couples Si/Al, Si/Mn, Si/Cu, Fe/Mn, and Fe/Cu. This means
that the more massive was leaching of silicon the more massive was leaching of
iron, aluminium, manganese and cuprum. The analogical relation was observed for
iron and manganese and iron and cuprum, respectively.

Table 3 Correlation
coefficients between
leached-out concentrations
of ions

Correlated ions Correlation coefficient Rxy

Ca/Si 0.05

Ca/Fe −0.23

Ca/Al −0.04

Ca/Mn −0.03

Ca/Cu −0.03

Si/Fe 0.93

Si/Al 0.72

Si/Mn 0.72

Si/Cu 0.75

Fe/Al 0.67

Fe/Mn 0.70

Fe/Cu 0.70

Cu/Mn 0.92

Cu/Al 0.96

Al/Mn 0.67
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4 Conclusion

Detail studies of behaviour of particular chemical components of concrete matrix
and relation among them may be the key in the sphere of dependability, reliability
and durability of concrete structure. The correlation analysis used for the evaluation
of the results of the fly ash-based concrete’s chemical corrosion modelling con-
firmed the different leaching rate of calcium and silicon. However, the high mutual
correlation was found between leaching of the silicon, iron, cuprum, aluminium and
manganese.

The statistical approach confirmed to be really helpful in understanding and
evaluating the experimental results. The findings revealed that by monitoring one or
only a few leached-out elements from the concrete composites in the leachate we
could be able to predict the leaching of the other elements. This could be a very
useful and simplistic approach in a process of concrete material’s deterioration
monitoring.

To conclude the findings in general, a more detailed research is needed in
various sulphate media together with using more sophisticated mathematical
methods.
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Influence of Data Uncertainty
on the Optimum Inspection Period
in a Multi-unit System Maintained
According to the Block Inspection Policy

Anna Jodejko-Pietruczuk and Sylwia Werbińska-Wojciechowska

Abstract In the presented paper, authors focus on delay-time-based maintenance
modelling issues. They present an analytical maintenance model for multi-unit
systems. Implemented maintenance policy is the Block-Inspection Policy (BIP) that
assumes performing inspection actions at regular time intervals of T. In the next
step, the problem of data uncertainty is analysed. There is also investigated the
sensitivity analysis of the proposed cost model due to probability distributions of
system elements’ initial and delay times parameters change.

Keywords Delay time approach � Block-inspection policy � Parameter estimation

1 Introduction

Maintenance problems of technical systems have been of significant importance for
the past 50 years, especially because of the applications in industry, transportation,
or civil engineering (see e.g. [2, 13, 18–20, 22, 23, 34]). Thus, the published papers
which contribute to maintenance theory cover the full range of potential models for
maintenance management problems.

When technical systems/elements are being inspected, potential defects may be
identified and removed in order to prevent future failures occurrence. As a result,
the determination of inspection intervals is one of the main decision problems of
any maintenance managers [28]. However, following the literature (see e.g.
[16, 27]), it may be stated that the interval between planned maintenance inter-
ventions is usually determined subjectively by manager’s experience or is given as
a manufacturer’s recommendation (e.g. written in service manuals). This may be
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connected with the lack of knowledge of maintenance managers who do not
implement the known maintenance models (see e.g. [16]). On the other hand, the
maintenance decision may have a multidimensional nature and depend on the
problems connected with definition if and what kind of signal of forthcoming failure
may occur. For example, the squealing of vehicle belt during its operation process
performance indicates the need for its preventive replacement. However, the
occurred noise during operation processes performance of construction machines
(e.g. wheel loader) will only indicate a problem in the drive system, which may
regard to e.g. differential problems or transmission problems (e.g. propeller shaft).
Another problem is that some inspection (diagnostic) actions may be performed
only during planned maintenance actions performance. A good example here is the
planned replacement of engine oil in construction machines. During this mainte-
nance operation performance, one can use a sample of used oil and examine it for
the content of metallic elements. The increased level of their content may attest to
the usage of certain engine system components, such as wear out of cylinders,
piston rings or bearings. The mentioned problems may be solved with the use of
delay-time based maintenance modelling.

The delay-time concept is developed by Christer in 1976 (see e.g. [3, 11]). The
basic idea rests on an observation that a failure does not usually occur suddenly, but
is preceded by a detectable fault for some time prior to actual failure—the delay
time [7]. So, the delay time h is defined as the time lapsing from the moment when a
fault could first be noticed till the moment when a subsequent failure occurs, if left
unattended [4, 21]. For recent literature surveys of the analysed research area we
recommend reading [4, 5, 29].

The successful implementation of developed delay-time model depends upon the
estimation process of its parameters from available information sources. This
problem includes the necessity to obtain failure times and repair times, the rate of
defects occurrence at time u, the cumulative probability function of delay time h,
and the probability of defects identified at PM [33]. Generally, there is no possi-
bility to measure directly either the delay time associated with a defect, or the initial
point u. There can be proven a possibility to estimate the delay time for a set of
specific faults and failures, and from this deduce the location of the initial point and
estimate the delay-time and initial-point distributions [7]. The complexity of
analysed problem is confirmed by many previous studies that have paid attention to
the issues of parameter estimation in delay-time modelling.

If there are available sufficient maintenance data about failures occurrence and
maintenance interventions such as inspections, the delay time distribution can be
estimated by classical statistical methods. The most often used are the method of
maximum likelihood or statistical process control methods (see e.g. [30, 31]). On
the other hand, there is used the method which bases on subjective data obtained
from maintenance engineers’ experience (see e.g. [25, 26]).

The earliest works in this area were Christer [3], Christer and Whitelaw [11], and
Christer and Waller [8–10], where authors developed a method for using subjective
opinions of experts in estimation of the delay time distribution. The subjective
estimation of delay time is later discussed e.g. in [1, 6, 12]. Recently, a series of
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research studies introduced the objective estimation of model’s parameters: see e.g.
[17, 24, 27, 32]. All of these researches introduced the new extended formula of the
likelihood function of the delay time modelling adjusted to the analysed problems
and case studies.

However, in these previously developed studies the parameter estimation of the
delay time models was solved with the use of simulation data, subjective data, or
combination of subjective and objective data. This situation was connected with not
sufficient maintenance data which could allow the use of fully objective approach to
solve the modelled problem [25]. On the other hand, the developed formula of the
likelihood functions of the delay time models was usually quite complex to solve it
by traditional derivation methods [24]. Following [29], the simple and robust
estimating algorithm for delay-time model parameters is a task not yet accom-
plished but necessary to automate delay-time model applications. Thus, in this
paper authors focus on the situation when reliable operational and maintenance data
are not possible to obtain because of some technical or economic reasons and only
some limited characteristics may be evaluated with the methods discussed above. In
such a situation, it is extremely important to have the knowledge what conse-
quences may result from a wrong parameters’ estimation process performance and
which of characteristics are really necessary to get to know in order to correctly
decide on delay-time model decision variables. Following this, in this paper authors
aim to answer the questions:

1. what is the importance of probability distribution parameters on the Block
Inspection Policy cost in a multi-unit systems,

2. which of them should be accurately estimated on the base of objective data,
3. when simple decision rules are enough to apply when one wants to determine

the best (or just profitable) inspection period?

The performed analysis is based on the analytical delay-time model developed
and presented e.g. in [14].

2 Problem Description, Notations and Assumptions

To stage the problem, here we consider a multi-unit system subject to periodic
inspection. An implemented maintenance policy is the Block Inspection policy—
one of the most commonly used in practice. The performed inspections are carried
out in order to check the working status of the system or its elements and take place
at regular time intervals of T. Each inspection action requires a constant time and
gives information whether the system is normally working, or is in a defective state,
which is in need of an immediate attention. An example of this type of maintenance
policy may regard to the periodic inspections of break pressure in e.g. wheel
loaders. Such break pressure checking is performed in every 1000 machine working
hours.
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The inspections are assumed to be perfect. As a result, system defect which
occurs till the moment of inspection will be identified and replaced within the
inspection period. Moreover, failure is observed immediately and the system is
replaced at a given cost and downtime. The main decision variable in the model is
the inspection interval/cycle. For a modelling purpose and additional parameters’
estimation procedure, we propose the following notation.

2.1 Notation

ci unit inspection cost
cf unit consequence costs incurred in the case of system failure
cr unit replacement cost of an element
CI(T) expected cost of inspection action performance per a single inspection cycle

with the length T
CR(T) expected cost of preventive replacement performance per a single

inspection cycle with the length T
CF(T) expected cost of corrective replacement performance per a single inspection

cycle with the length T
C(T) expected system maintenance costs per an unit of its operating time
K(T) cost coefficient used to determine the best inspection interval
TM(T) total expected length of operating time assuming a single inspection cycle

has the length T
h delay time of the defect
u initial time of the defect
Gj(u) Cumulative distribution function of the initial time u of jth component
F(x) Cumulative distribution function of a system’s time to failure
R(x) Reliability function of a system
k minimal number of up-stated elements for having system in an operational

state
n number of elements working in a system.

2.2 Assumptions

Based on the problem description, the following main modelling assumptions are
proposed to characterize the operation and maintenance of a technical system:

• the system is a three state system where, over its service life, it can be either
operating, operating acceptably or down for necessary repair or planned
maintenance,

• inspection action performance begins the new inspection cycle for the analysed
system and inspections are carried out periodically on the system,
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• the system can remain functioning in an acceptable manner until breakdown
(despite having defects),

• the breakdown will be assumed to have been caused by n − k + 1 of the defects
which have deteriorated sufficiently to affect the operating performance of the
system as a whole,

• components are prone to become defective independently of each other when
the system is in operating,

• defects which may have arisen in the system, deteriorate over an operating time,
• all elements with identified defects will be replaced within the inspection

performance,
• components have their own pdfs of initial and delay time,
• the component replacement costs are the same for all elements.

3 Delay-Time Model for Multi-unit System

In this section, there is presented the cost delay-time-based maintenance model for
multi-unit system performing in k-out-of-n reliability structure and a simple method
of determining the near-optimum inspection period length T. The structure of a
modelled system has been chosen for further analysis because it is the most general
case of a reliability structure of a system and makes it possible to model great
majority systems existing in practice. The examples of series systems may regard
e.g. to vehicles fuel supply system with one common rail unit in a three-cylinder
engine performance (3-out-of 3) Series structures are commonly used also e.g. in
construction equipment. A systems with parallel structure are commonly found in
NPP or aviation and in lighting systems. Figure 1 shows a scenario of defect
arrivals, failures and inspections of an exemplary system performing in 2-out-of-3
reliability structure and using the BIP.

Following Fig. 1, it is assumed that system elements work independently under
the same conditions. In the analysed system may be performed one of the two
maintenance operations: failure repair or inspection together with possible
replacement of elements with defects. Following this, it is assumed that when a
system failure occurs, there is only performed replacement of failed components
without additional inspection action performance. However, in the case of planned
inspection action performance, the replacement will be performed only for those
elements with visible symptoms of their future damage.

3.1 Expected Maintenance Costs Model

For a multi-unit system, the long-term expected maintenance costs per unit of
operating time may be estimated according to the formulae [14]:
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C Tð Þ ¼ CI Tð ÞþCR Tð ÞþCF Tð Þ
TM Tð Þ ð1Þ

where

CI Tð Þ ¼ ci 1� F Tð Þð Þ ð2Þ

CR Tð Þ ¼ cr 1� F Tð Þð Þ
Xn

j¼1

Gj Tð Þ
 !

ð3Þ

CF Tð Þ ¼ cf F Tð Þ ð4Þ

The maintenance cost expressed in the Eq. (1) represents the sum of possible
cost: of a system failure, replacement cost of working elements with observable
defects and inspection costs per a single inspection period. There should be
underlined here, that the developed mathematical model gives the possibility for
estimation of expected maintenance costs for multi-unit system, whose all elements
are as good as new at the beginning of an inspection cycle of length T (e.g. first
inspection cycle performance).

The total expected cycle length, TM may be given by the following formulae:

TM Tð Þ ¼ Z T
0
R uð Þdu ð5Þ

The reliability function, presented in the Eq. (5) is defined in more detail e.g. in
works [14, 15] for systems with k-out-of-n reliability structure. The convergence of

Fig. 1 The example of block inspection policy implementation in the case of a three-element
system working in 2-out-of-3 reliability structure
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the presented analytical delay-time model results with the simulation ones was
presented in [14].

3.2 The Use of the Costs Model to Determine the Best
Inspection Time Interval

The cost models presented in Sect. 3.1 and work [psam] may be used to support the
process of searching of the best length of inspection period for given reliability
features of a system. According to the proposed method a set of calculations of the
BIP policy cost should be executed for a range of possible values of inspection
periods T. The calculations (according to Eqs. (1–4)) should be conducted taking
into account a reliability structure of a system and assuming that all its elements are
as good as new at the beginning of an inspection period. The results may be used
while determining the best (or near the best) inspection period for a system oper-
ating in a long time horizon, when the assumption about initial elements’ state is not
satisfied. To set a value of the best inspection period one should consider the
relation of the two most important cost components of the BIP policy: the expected
failure and replacement costs, and calculate their difference (K(T)):

KðTÞ ¼ CFðTÞ � CRðTÞ ð6Þ

The K coefficient makes it possible to find its minimum value and in this way—
to indicate periods T, for which a system yields the best cost results of the BIP
policy. In a period pointed out by the minimum of the K coefficient, independently
on a system reliability structure, the probability of elements’ preventive replace-
ment is high (what means the defects have arisen in majority of system elements)
whereas the probability of a system failure is still low (there is a chance to prevent a
system failure). This simple method is discussed in details in [14], where also its
convergence with a simulation research has been presented.

Exemplary graphs of the K coefficient for parallel (1-out-of-3) and series (3-out-
of-3) systems are shown in the Fig. 2 and corresponding costs of CI, CR, CF for a
series system are presented in the Fig. 3.

The literature review presented in the first section of the paper emphases the
problem that often arises in practice due to the lack of precise maintenance and
operational data. The authors use the proposed cost model to examine what is the
importance of various model parameters for the BIP costs and for right determi-
nation of an inspection period T in a k-out-of-n system. The examination should be
the foundation to answer the questions asked in the first paragraph of the paper. For
this reason, the next section contains the sensitivity analysis of the proposed cost
model due to change of probability distributions characteristics of system elements’
initial and their delay times.
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4 The Influence of Probability Distribution Parameters
on Cost Model Results

The BIP may be implemented in technical systems when some information about
reliability characteristics is known. The basic reliability parameters that have to be
specified in such systems are: an estimation of system components’ time to signal of
a future failure appearance (time to their defect) and delay time characteristics.
These two times, together with other data (e.g. a system reliability structure, unit
costs, etc.) give the base to optimize an interval between inspections that may
provide the best economical results. During the process of delay time characteristics
estimation, the perfect case is to gather enough objective data to specify the

Fig. 2 The K coefficient for 1-out-of-3 (“p” index) and 3-out-of-3 (“s” index) systems

Fig. 3 The expected costs of:
a system failure (CF_s),
elements’ preventive
replacement (CR_s) and
inspection (CI_s) for
3-out-of-3 system
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probability distribution of this random variable. However, maintenance engineers
usually are able to assess (more or less precisely) only the basic expected times
u and h, and sometimes to enrich it with the standard deviation estimator. Thus the
following analysis aims at comparison of being found the best inspection intervals
for various detailed parameters of the probability distributions (and in this way—
their various forms of probability densities), assuming that the expected initial time
and the expected delay time are constant. The assumption of constant expected
times while changing other probability characteristics reflects the mentioned fact
that engineers much more often are able to estimate mean time to signal of future
failure appearance and mean delay time, than full characteristics of times’ proba-
bility distributions.

Assuming that an evaluations of expected initial time u and delay time h are
known, the analysis of system costs results has been done for a chosen range of
parameters of times u and h probability distributions. Changes in distributions’
parameters with constant expected values of distributions have resulted in changes
of standard deviations and hazard rate of the distributions.

The authors use Weibull probability distribution with its parameters yielding the
same expected times u and h but different hazard rate. The expected initial time of a
system element is assumed to be 65, while its expected delay time is equal 35 in
further analysis. A few examples of a hazard rate resulting from various values of
shape and scale parameters of the chosen Weibull distribution with constant delay
time are presented in the Fig. 4.

Figures 5, 6, 7 and 8, illustrate the influence of probability parameters of times
u and h upon the system reliability level R at the end of a single inspection cycle of
length T. The studied range of shape parameters au and ah is between 0.5 ÷ 15. This
is mostly connected with having no practical application of the values au, ah ≤ 1,
when a hazard rate of such distribution is decreasing or constant. The hazard rate of
defect initial time u or delay time h is usually strictly increasing due to the fact that
defects occur as a result of technical system deteriorating. System reliability that

λ u
=
65

;h
=3

5
(a

h)

Fig. 4 Hazard rate of system elements’ delay times assuming various values of a shape parameter
“ah” in the Weibull probability distribution

Influence of Data Uncertainty on the Optimum Inspection … 247



directly affects all the costs components of the BIP, relatively strongly depends on
probability characteristics of initial time u in a series system (Fig. 6) but when cases
of strictly increasing hazard rate are considered (au ≥ 3.5), the dependency
becomes much slighter. The dependency is also not very strong when probability
distribution of delay time is analysed (Fig. 8) and in the parallel case (Figs. 5
and 7), especially when it comes to very long inspection intervals (T ≥ 50).

The dependency of hazard rates of elements’ times u and h upon the system
reliability may be observed in some part of the tested inspection intervals T. In order
to examine the direct effect of probability characteristics on cost results of BIP
application in a multi-unit system, their influence on every kind of cost component
has been tested. A few exemplary results obtained for a series system (more sen-
sitive to hazard rate resulting from probability distributions) and for various forms
of initial time probability distribution are presented in Figs. 9, 10, 11 and 12.

Fig. 5 Reliability of 1-out-of-3 (parallel) system in the inspection moment assuming various
shape parameters “au” in the Weibull probability distribution of system elements’ initial times u

Fig. 6 Reliability of 3-out-of-3 (series) system in the inspection moment assuming various shape
parameters “au” in the Weibull probability distribution of system elements’ initial times u
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The presented cost results confirm the necessity of precise estimation of these
parameters, if the costly-optimum inspection interval is to be taken in a multi-unit
system with a series reliability structure. The influence of probability characteristic
tested in the research upon system costs is much slighter, especially in a parallel
system. In order to illustrate the relation between tested parameters and optimum
cost results for systems with both reliability structures, the additional research has
been conducted:

• all the tested periods T has been ranged for the sake of obtained cost results,
• the ith (i = 1, 5, 10, 60) cheapest period T found during the research have been

compared among others and chosen results (for au) are presented in Figs. 13
and 14, while Figs. 15 and 16 depict coefficients K related to the ith best period.

Fig. 7 Reliability of 1-out-of-3 (parallel) system in the inspection moment assuming various
shape parameters “ah” in the Weibull probability distribution of system elements’ delay times h

Fig. 8 Reliability of 3-out-of-3 (series) system in the inspection moment assuming various shape
parameters “ah” in the Weibull probability distribution of system elements’ delay times h
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As it may be seen in Figs. 13, 14, 15 and 16, the hazard rate of initial time
(determined by a shape parameter au of the Weibull probability distributions) has a
strong influence on the best length of an inspection cycle T only for the cases when
the rate is decreasing (au < 1), constant (au = 1), or lightly increasing (au < 3.5).
Thus, maintenance managers of technical systems (especially parallel ones), com-
posed of elements with such characteristic of initial and/or delay times (similar
effect has been observed when delay time parameters were studied), should pay a
great attention to precise estimation of probability parameters of times u and h. The

Fig. 9 The expected failure cost per unit of operating time in 3-out-of-3 system assuming various
shape parameters “au” in the Weibull probability distribution of system elements’ initial times u

Fig. 10 The expected replacement cost per unit of operating time in 3-out-of-3 system in the
inspection moment assuming various shape parameters “au” in the Weibull probability distribution
of system elements’ initial times u
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optimum T found for a parallel system with decreasing hazard rate of initial time
and delay time differs meaningfully from the results found for systems with the
increasing hazard rate (Fig. 16).

On the other hand, if there is a justification to state that the hazard rates of times
u and h are strictly increasing, the cost consequences of imperfect estimation of
probability distribution parameters should not be severe. This situation is mainly
connected with the wide flat region of “similarly good” T intervals (e.g. Fig. 2).

Fig. 11 The expected BIP cost per unit of operating time in 3-out-of-3 system in the inspection
moment assuming various shape parameters “ah” in the Weibull probability distribution of system
elements’ delay times u

Fig. 12 K coefficient values in 3-out-of-3 system in the inspection moment assuming various
shape parameters “ah” in the Weibull probability distribution of system elements’ delay times u
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The above mentioned fact may be of utmost importance from the practical point
of view, when there is not enough operational and maintenance data to use com-
plicated analytical models requiring precise information on probability distributions
forms and their parameters. In such cases, on the base of expert estimation of the
expected initial and delay times, the parameters may be assessed and the proposed
model may be used to determine the profitable (not necessary the best) time interval
between inspections without a great risk of severe cost consequences. An exem-
plary interval T that yields cost results close to the best found solution, is marked by
the black horizontal line in Fig. 13 and may be determined independently on
precise parameters of probability distribution of initial time u.

Fig. 13 The ith (i = 1, 5, 10, 60) best interval between inspections in 3-out-of-3 (parallel) system
for various shape parameters “au” in the Weibull probability distribution of system elements’
initial times u

Fig. 14 The total expected cost of the BIP policy obtained for the ith (i = 1, 5, 10, 60) best
interval between inspections in 3-out-of-3 (series) system for various shape parameters “au” in the
Weibull probability distribution of system elements’ initial times u
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5 Summary

In the paper, authors focus on the problem of delay-time model parameters
estimation. Even the best maintenance model cannot give the right advice for
maintenance managers, if there is no possibility to obtain and estimate the necessary
operational and maintenance data. The basic reliability parameters that have to be
specified in such systems are: an estimation of system components’ time to signal of
a future failure and some delay time characteristics. These two times, together with
other data (e.g. a system reliability structure, unit costs, etc.) give the base to
optimize the time between inspections that may provide the best economical and/or

Fig. 15 K coefficient corresponding to the ith (i = 1, 5, 10, 60) best interval between inspections
in 3-out-of-3 (parallel) system for various shape parameters “au” in the Weibull probability
distribution of system elements’ initial times u

Fig. 16 The ith (i = 1, 5, 10, 60) best interval between inspections in 3-out-of-3 (parallel) system
for various shape parameters “au” in the Weibull probability distribution of system elements’
initial times u
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availability results. In the situation, when are sufficient and reliable maintenance
and operational data, the known parameter estimation methods may be applied.
However, maintenance engineers usually are able to assess (more or less precisely)
only the expected delay time and sometimes may enrich it with the standard
deviation estimator. Thus, authors investigate what cost consequences may result
from imprecise estimation of initial and delay time probability distributions.

On the basis of given research, it is possible to answer the questions asked in the
first subsection. The most important parameters of initial and delay times proba-
bility distribution are: their expected values of initial and delay time as well as
“a shape” of initial time hazard rate. Those three are usually enough to estimate in
order to determine near-optimum inspection interval for a multi-unit system with
k-out-of-n reliability structure. They should be estimated as precisely as it is pos-
sible. If the times and hazard rate are evaluated on the base of some objective data
one can apply the proposed method, which allows for effortless finding of “a good”
solution for most of systems built of components with increasing hazard rates of
times u and h. Nonetheless if the hazard rates of the considered times are close to
constant, the estimation of probability characteristics should be made in details.

To sum up the paper, the research results may be used by engineers to define
what kind of operational and maintenance information should be gathered in order
to define proper inspection policy for technical systems. First, there are given some
guidelines for the best length of time period T estimation—the practical cost
coefficient K is defined and investigated. It indicates the period T for which the
probability of a system failure is still low whereas probability of elements’ pre-
ventive replacement is high—what is intuitive. In the second step, there was per-
formed testing process of the developed cost model assuming various forms of
probability distributions describing the basic variables—initial time u and delay
time h of system elements. The carried out research gives the answer, when the
exact estimation of probability distributions of random variables u and h is nec-
essary in order to obtain the reasonable economical results in the maintenance
decision-making process. It also gives some tips when such a risk of severe cost
consequences may be avoided. As one might expect, in the situation when hazard
rates of times u and h are strictly increasing (mostly occurred in practice), the cost
consequences of imperfect estimation of probability distribution parameters should
not be severe. Following this, the presented may contribute to a first step of con-
siderations about development of decision support system focused on maintenance
decision-making processes.
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Effectiveness of Redundancy
in Communication Network of Air
Traffic Management System

Igor Kabashkin

Abstract Air Traffic Management (ATM) systems represent essential infrastruc-
ture that is critical for flight safety. Communication is a key element in the present
ATM system. Communication between air traffic controllers and pilots remains a
vital part of air traffic control operations, and communication problems can result in
hazardous situations. The modern ATM system has independent direct communi-
cation channels (CC) for each controllers operating at different radio frequencies.
Currently, the main method of improving the reliability of controller’s CC is
duplication of equipment to provide communications on each frequency of inter-
action ground-to-air channel. Unfortunately the economic efficiency of used
fault-tolerance approach is low. In the paper the reliability of selected communi-
cation channels with common set of standby radio station in the system with
periodical sessions of communications for real conditions of ATM is discussed.
Mathematical model of the channel reliability is developed. Comparative analysis
of redundancy effectiveness for developed and used structure of communication
network is performed.

Keywords Reliability � Redundancy � Air traffic management � Controller �
Communication network

1 Introduction

Air Traffic Management (ATM) systems represent essential infrastructure that is
critical for flight safety. Communication is a key element in the present ATM
system. Communication between air traffic controllers and pilots remains a vital
part of air traffic control operations, and communication problems can result in
hazardous situations. Analysis of aviation accidents has identified that a breakdown
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in effective human communication has been a causal or contributing factor in the
majority of accidents [1].

There are different types of air traffic controllers:

• Tower controllers direct the movement of vehicles on runways and taxiways.
Most work from control towers, watching the traffic they control.

• Approach and departure controllers ensure that aircraft traveling within an air-
port’s airspace maintain minimum separation for safety.

• En route controllers monitor aircraft once they leave an airport’s airspace.

The modern ATM system has independent direct communication channels
(CC) for each controllers operating at different radio frequencies fi, i ¼ 1;m, where
m is number of CC. The amount of the CC is determined by the structure of ATM in
the area of a specific airport and provides independent interaction with the aircrafts
for all controllers. Technical support of controller-pilot communication carried out
by means of radio stations (RS). Interoperability of technical means and controllers
in ATM communication network is provided by voice communications system
(VCS) which is a state-of-art solution for air traffic control communication. The
modern approach to system design focuses on providing high-availability solutions
that are based on reliable equipment and on redundancy strategies tailored to
customers’ needs and requirements.

Currently, the main method of improving the reliability of controller’s CC is to
duplicate equipment to provide communications on each frequency of interaction
ground-to-air channel (Fig. 1). Each of the m controllers communicates with

Fig. 1 Redundant communication network of ATM system
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aircraft using the main radio station (MRS) as basic hardware. After the failure of
MRS, he switches into a work with the backup (redundant radio station—RRS).

Unfortunately the economic efficiency of used fault-tolerance approach is low. In
the paper another redundant method for communication network of ATM system is
discussed.

The rest of this paper is organized as follows. In Sect. 2 some important works in
the area of reliability with redundancy are reviewed. In Sect. 3 the main definitions
and assumptions are presented and a models of ATM communication network
reliability with common set of standby radio stations for reservation of different
ATM communication channels are proposed. In Sect. 4 the conclusions are
presented.

2 Related Works

The reliability of duplicated channels is well studied in the literature [2, 3].
One of the methods to increase efficiency of redundancy in the structures with

identical elements is the allocation of the common group of reserve elements. The
k-out-of-n system structure is a very popular type of redundancy in fault tolerant
systems. The term k-out-of-n system is used to indicate an n-component system that
works (or is “good”) if and only if at least k of the n components work (or are
good). This system is called a k-out-of-n:G system. The works [4–6] provide
improved versions of the method for reliability evaluation of the k-out-of-n:G
system. Liu [7] provides an analysis of the k-out-of-n:G system with components
whose lifetime distributions are not necessarily exponential.

An n-component system that fails if and only if at least k of the n components
fail is called a k-out-of-n:F system [8]. The term k-out-of-n system is often used to
indicate either a G system or an F system or both. The k-out-of-n system structure is
a very popular type of redundancy in fault-tolerant systems. It finds wide appli-
cations in telecommunication systems [9, 10]. This model can be used for analyse
of reliability of ATM communication network with k controllers and n RS provided
availability of CC.

In real conditions it is important to know not the reliability of communication
network at whole but each selected CC for controller. The channel reliability
problem in standby system consisting of independent elements with some units
used as a universal component standby pool is investigated in [11].

In this paper we investigate the reliability of selected communication channel
with common set of standby radio station in the system with periodical sessions of
communications for real conditions of ATM communication network.
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3 Model Formulation and Solution

The following symbols have been used to develop equations for the models:
λ Failure Rate for MRS and RRS
μ Repair Rate for MRS and RRS
m Number of communication channels and number of MRS
n Number of RRS in common set of redundant radio stations
A Channel Availability
A0 Required Availability of the CC
Ad Availability of the system with duplicate RS
l Number of repair bodies
ts Mean time of failed RS switching on a reserve one and the frequency

tuning in the communication channels
υ = 1/ts Parameter of exponential distribution of ts
Tc Periodicity of communication demands with parameter of Poisson’s flow

φ = 1/Tc
In this paper we investigate a repairable redundant communication network of

ATM system with N ¼ mþ n radio stations, m of which are MRS and n radio
stations are used as a universal component standby pool (Fig. 2). All switching
operations and the restructuring of reserve radio frequencies are carried out by

Fig. 2 Communication network of ATM system with common set of standby elements
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VCS. The channel reliability for each controller (reliability of selected communi-
cation channel) must satisfy the following requirements

A�A0 ð1Þ

The behaviour of the examined system is described by the Markov Chain state
transition diagram (Fig. 3), where: Hi—state with i failed RS, but in the selected
channel there is a workable RS; HiI—state with i + 1 failed RS, in the selected
channel there is no a workable RS; HTi—state with i failed RS, i − 1 RS are under
repaired, failure of i-th RS is not detected, but a demand on communication is in
this channel, in the selected channel there is a workable RS; Hpi—state with i failed
RS, i − 1 RS are under repaired, the RRS is beginning switch to frequency of failed
MRS, in the selected channel there is a workable RS; HITi—state with i failed RS,
one of failed RS is in the selected channel, this failure is not detected, a demand on
communication is in this channel, the rest i − 1 failed RS are under repaired; HIpi—

Fig. 3 Markov Chain state transition diagram
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state with i failed RS, one of them is in selected channel, the RRS is beginning
switch to frequency of failed RS from selected channel, i − 1 RS are under repaired.

For active backup mode of redundant elements and for the system with 1� l� n
number of repair bodies the Markov Chain state transition diagram of the system is
shown at the Fig. 3. On the base of this diagram the system of Chapman–
Kolmogorov’s equations can be writing in accordance with the general rules [12].

By solving the resulting system of equations, we can obtain an expression for
availability of selected communication channel:

A ¼ 1�
X
8i;j

PijI ¼ a1 þ a2
a1 þ a2 þ a3

;
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The communication network of ATM system is highly reliable system. For such
systems condition Nx � 1 is satisfied. In this case the equation for availability
A with sufficient accuracy for practical purposes can be written as

A ¼ 1� k
1
u

þ 1
t

� �
a; ð2Þ

where

a ¼
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i¼0

i
N

� �
ci þ N!ll

l!

Xn
i¼lþ 1

xi

N � ið Þ!:
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Limitation on switch time ts ¼ 1=t during reservation process can be determined
by substituting the expression (2) in the expression (1):

ts � 1� A0

ak
� 1
u

ð3Þ

The similar analysis for the system with n� l�m number of repair bodies is
shown that if condition Nx � 1 is satisfied the limitation on switch time ts ¼ 1=t
during reservation process can be determined by the same expression (3), where

a ¼
Xn
i¼0

i
N

� �
ci

3.1 Numerical Example

Let’s evaluate the availability of selected channel in redundant communication
network of ATM system with operation sessions in the random moments of time.

It is possible to evaluate of decreasing of the reliability in the proposed model of
redundancy with common set of standby radio stations in comparison with the
standard model of duplication RS in communication channel with the help of the
reliability degradation factor

V ¼ ð1� AdÞ= 1� Að Þ;

At the Fig. 4 the reliability degradation factor

V ¼ 1� Ad

1� A

shown as function of number m of communication channels with different number
n of standby radio stations in common redundant set of RS for Mean Time Between

Fig. 4 The reliability
degradation factor
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Failures of each RS MTBF = 1/λ = 3000 h, l = 1 and Tc = 30 min. The value of
A is determined in accordance with the expression (2), equation for the Ad avail-
ability of the system with duplicate RS in each channel was determined in [2].

Analysis of the curves at Fig. 4 shows that for communication network with
small number of channels (m� 8Þ in proposed model of redundancy channel reli-
ability is not less than in the model with the duplication of RS and is achieved by
using only two redundant stations. For communication network with m� 9 chan-
nels in proposed model of redundancy only three RRS are needed for the same
channel reliability. For example, the economic effectiveness for communication
system with m ¼ 8 channels will be six free radio stations, and for m ¼ 21 channels
this effect will be 18 RRS.

4 Conclusions

Mathematical model of the channel reliability of the communication network of Air
Traffic Management system in the real conditions of operation is developed. It is
shown that there is a finite switching time on a reserve, for which the reliability of
the proposed model of reservation will be higher than using duplication of radio
stations in the channels for any number of common set of redundant elements n� 2.

Expressions for channel availability of the ATM communication network with
common set of redundant radio stations for all controllers are developed.

It is shown, that for real ATM communication network only n ¼ 2 backup radio
stations for network with m� 8 channels and only n ¼ 3 backup radio stations for
network with m� 9 channels are needed to provide the channel reliability not less
than in the model with duplication of communication equipment in each channel.

High economic efficiency of the proposed method of backup is shown.
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Resilience Assurance for Software-Based
Space Systems with Online Patching:
Two Cases

Vyacheslav Kharchenko, Yuriy Ponochovnyi, Artem Boyarchuk
and Eugene Brezhnev

Abstract The paper discusses the problems of resilient software engineering for
unmanned software-based space systems. Resilience is achieved by online patching
of software upon emergence of defects providing a stable link to the ground control
center. Based on the specifics of satellite orbits it offers two case models: a mul-
tifragment one—for systems with a continuous link from geostationary orbits; a
multiphase one—for recurrent link from elliptic orbits. The results of the modeling
offer the possibility to plan the values of the software initial failure rate and the
period of preventive tests that would ensure required reliability and availability.

Keywords Reliability and availability of software-based space systems � Online
patching � Markov’s multifragment and multiphase models

1 Introduction

The rocket and space industry is one of the most important sectors of the world
economy. The opportunities offered by rocket and space technology, its reliability
and safety depend heavily on the characteristics of Software-Based Space Systems
(SBSpS), their hardware and software quality. This paper considers unmanned
space crafts (SC), which do not provide for the restoration of the SBSpS hardware.
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In contrast to hardware, software of unmanned SC’s can be restored and modified
provided stable link to the ground control center [1]. This ensures software resi-
lience, that is its resistance to changes in the requirements and conditions of the
external environment as well as to occurrence of unspecified defects [2].

Development of software is an expensive process, with the major costs coming
not from creation of the code, but from its qualification testing. According to
standards accepted in the space industry the term “qualification testing” [3] is used
to denote “the whole set of actions for verification and validation of critical soft-
ware”. The high cost of testing is due to the need to simulate outer space envi-
ronment conditions in terrestrial conditions. The use of resilient upgradable
software in SC’s provides for a more flexible distribution of verification stages and
elimination of detected defects during SC operation. The choice of software
architecture must first be validated using mathematical models, which should take
into account software modifications and re-engineering in the process of operation a
space complex.

Existing models of systems with variable parameters use simulation methods [4],
Bayesian analysis [5] and the most preferred method of Markov’s and
semi-Markov’s processes [6]. In [7], a system approach is developed to the con-
struction of multifragment models, but it does not provide modeling of procedures
related to software online patching.

This research is aimed at the development and analysis of SBSpS availability
models, which architecture allows for periodic or online patching of the code of
software functions. The paper is structured as follows: the second section is devoted
to the availability assessment of onboard software-based space systems and
researched space computer system (Sect. 2.1); description of initial model SBSpS,
which includes two duplicated hardware channels (Sect. 2.2). The third section
offers an approach to developing availability model of geostationary software-based
space systems with online patching and continuous link. The fourth chapter con-
tains the detailed model presentation and research of software-based space systems
with elliptical orbit, online patching and recurrent link. In the last chapter the
conclusions are made, directions for future works are outlined.

2 Availability Assessment of Onboard Software-Based
Space Systems

2.1 Researched Space Computer System

The need for software verification and updates of SBSpS requires a hardware
architecture as in Fig. 1 [8].

The ground system sends the initiation commands to start verification proce-
dures, which are processed by a special input data processing and decision unit
(cancel module).
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The sets of verification tests are stored in online verification module. In case a
defective section of the code is found, information about it is sent to the ground
control center, where a decision is made to eliminate the detected defect(s) and the
software code replacement section is generated, which is transmitted via the can-
cellation block to the block of patching modules. In the patching control module,
based on information on the current address of the element being executed, it is then
followed by control takeover from the main information processing channel and
replacement of the defective section by patched software code from the block of
patching modules.

The software architecture must include the following functional blocks (Fig. 2).
Automatic spaceship can be used in different types of orbits (elliptic and geo-

stationary). Provided continuous link (geostationary satellites) it will be more
appropriate to use the strategy of online patching upon detection of a software
defect. Satellites with elliptical orbits are characterized by short periodic intervals of

VT – Verification Test;
VQ, PQ – Verification 
(Patching) Query;
PtI – Patching Information;
PtC, PtU – Patching Code 
(Unit);
CO – Control Object;
PtCn – Patching Confirmation;
VR – Verification result;
CAd – Current Address;
RITV – Result Information of 
Test and Verification;
TR – Testing Reaction;
CDVP – Control Data for 
Verification and Patching.
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Fig. 1 Hardware SBSpS with online and periodic software patching
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stable link. In this case a more appropriate strategy will be periodic software code
patching during time intervals that are multiples of the period of stable link spans.

2.2 Initial Model

In this paper we examine unmanned spacecraft with the most common architecture
of SBSpS, which includes two duplicated channels; each of them operates with the
same software version (Fig. 3). It is foreseen to restore the functional state of
SBSpS by spacecraft crew [9]. Software of such spacecraft allows such modifica-
tions and software reengineering during spacecraft maintenance period.

The probability of failure-free operation of the hardware component of such
SBSpS is a decreasing function RHW(t). If one is to consider a hypothetical situation
when SBSpS software (and hardware) do not allow for recovery, the probability of
failure-free operation of the SBSpS is defined by RHW+SW(t).

RHW tð Þ ¼ 2e�kHW�t � e�2kHW�t; RHWþ SW tð Þ ¼ 2e�kHW�t � e�2kHW�t� � � e�kSW�t ð1Þ

Introduce another assumption. In order to ensure trouble-free execution of
program functions that allow for patching of software defects, the hardware com-
ponent shall provide the probability of failure-free operation of at least 0.999 for
10 years (t = 87,658 ≈ 90,000 h) of spacecraft operation. The SBSpS complying
with this requirement will have λHW = 3e−7 h−1. Moreover, at such value of λHW, a
reliability of 0.999 is maintained for 993,243 h (11.3 years).

HW1 ICS

λHW SW ICS

λSW, µSWHW2 ICS

λHW

λ HW - failure rate of single hardware channel (1/h)

λ SW - software failure rate (1/h)

µ SW - software restart rate  (1/h)

Fig. 3 Reliability block diagram of two-channel one-version SBSpS
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Fig. 4 Markovian graph of SBSpS with software restart and Kolmogorov-Chapman system
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Then the reliability requirement of 0.999 for 10 years of operation is attainable
at λSW = 3.4e−9 h−1. It should be noted that for software such value of λSW is
practically unachievable.

A simple Markovian model that provides for software restart upon failure is
presented in Fig. 4. The required availability value of 0.999 is achieved (provided
that software restart time TRESTART = 5 h) at the software failure rate of
λSW = 6e−5 h−1 (Fig. 5).

3 Case 1: Availability Model of Geostationary
Software-Based Space Systems with Online Patching
and Continuous Link

3.1 Description of Availability Model

In order to build the SBSpS availability model the following assumptions were
made:

• at any given moment of time the SBSpS may be either in an operable or
non-operable mode, and the flows of events switching the system from one
functional state to another are simple;

• the SBSpS is recovered after a failure due to a software defect by software
restart;

• elimination of software defects occurs after they have manifested themselves in
the form of system failures with the detection probability D;
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Fig. 5 Reliability of hardware and hardware-software two-channel SBSpS
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• in order to eliminate a software defect the SBSpS switches to the patching mode
and this mode is non-operable;

• patching of software defects does not cause new defects;
• all undetected failures can be completely eliminated.

Considering the assumptions made, Markovian analysis is adopted as the
research method, and changes in the failure rate λSW are recorded using regular
multifragment models [7, 9]. Therefore, the model, which graph is presented in
Fig. 6 was selected as the reference model.

The SBSpS operation process is as follows. At start time the system implements
all the specified functions and is in state S0 (for the initial fragment i = 0). During
operation hardware defects show up resulting in the system sequentially changing
to state S1 (failure of one of the hardware channels, with the system being in
operable condition), S2 (simultaneous failure of two hardware channels, with the
system being in non-operable condition). After some time interval the system fails
due to a software defect and its changes to state S3 from state S0 (or to state S5 from
state S1). Upon emergence of the software defect it is, of course, detected and
eliminated with probability D, and as a result after recovery the system passes to the
next fragment (to state S7i+7 from state S4 or to state S7i+8 from state S6), which is
characterized by a new parameter of λSW i+1. With the probability of (1–D) the
defect is not eliminated, this is simulated by return to states S0 and S1. In the last
fragment of the model the software defects are eliminated, and the systems suffers
hardware failures only.

3.2 Justification of Model Input Parameters

The objective of the research is the analysis of variation of availability function.
Input parameters’ values used for modeling were obtained from statistical data on
exploitation of SBSpS [8, 9] in Table 1.
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The task of analysis of the model is limited to finding the value of software
failure rate λSW 0, at which the requirement to ensure the system availability
function of not less than 0.998 for 2 years (20,000 h) in operation is met.

The results of calculations are presented as the graphical dependency of avail-
ability function on system functioning time in Fig. 7. The result of the modeling has
shown that in this model the availability level of 0.998 for the first 2 years of
operation is achieved at the software failure rate λSW = 5e−4 (1/h).

Table 1 Values of input parameters

Symbol Illustration Value Unit

λHW Failure rate of single hardware channel 3e−7 1/h

λSW0 Initial software failure rate [1e−4…
1e−3]

1/h

μSW System recovery rate after occurrence of software fault 0.2 1/h

λSW k Software failure rate after fixing of all faults is zero 0 1/h

μUP Rate, matches to average patch installation time including
transmission of the software code to the spacecraft is 5 h

0.2 1/h

λUP Rate, matches to average time of localization of the software
defect and development of a patch including collection of
data for testing and its transmission from the spacecraft to
the ground control center is 10 h.

0.1 1/h

D Probability of complete elimination of the software defect by
the patch

0.95

ΔλSW Additional limitation presents elimination of 10 undetected
software defects and uniformity of load for their localization
and elimination

λSW0/ 10 1/h

T Time interval for analysis of availability function behavior 90,000 hours

0 1 2 3 4 5 6 7 8 9

x 10
4

0.995

0.996

0.997

0.998

0.999

1

t, hours

A
 (

t)

λ
sw

=1e-4

λ
sw

=5e-4

λ
sw

=1e-3

Fig. 7 Dependency of
SBSpS availability function
with different values of λSW

Resilience Assurance for Software-Based Space Systems ... 273



4 Case 2: Availability Model of Software-Based Space
Systems with Elliptical Orbit (Recurrent Link)

4.1 Development of the Model

Availability calculations are related to SBSpS working in low demand mode and
periodically (proof) verification. For such systems software repairs are initiated only
when verification are performed. The verification are singular points along the time
but this is not a problem as a multiphase Markovian approach may be used to deal
with. Multiphase models with periodic checks are described in detail in [10].
Considering the practice of construction of such models, this paper hereinafter
discusses the system unavailability parameter U(t) = 1 – A(t). For the sake of
analysis, the unavailability function is averaged out on the interval between the
checks as Uavg(t).

SBSpS made of one periodically tested single component has 7 states as shown
in Fig. 8: working (S0 and S1—with one hardware failure detected), nonserviceable
(S2—with two hardware failure detected), software failure detected (S3 and S5) and
under software repair with software verification and online patching (S4 and S6).

Between verification its behavior is modeled by the Markovian process on the
upper part of Fig. 8: it can hardware fail (S0 → S1 and S1 → S2), software fail
(S0 → S3 and S1 → S4), software restart (S3 → S0 and S4 → S1), or under repair
(S4 → S0 and S6 → S1). As no software verification and repair may be started
within a verification interval, there is no transition from S3 → S4 and S5 → S6.
Because the verification of the software failure has been performed before entering
state S4 and S6, μVER is the repair rate of the component in Fig. 8.

When a verification is performed (see linking matrix on Fig. 8), a repair is
started if a failure has occurred (S3 → S4 and S5 → S6), the component remains
working if it was in a good functioning state (S0 → S0, S1 → S1), nonserviceable
state (S2 → S2), and in the very hypothetical case that a repair started at the
previous verification is not finished, remains under repair (S4 → S4, S6 → S6).
A linking matrix [L] may by used to calculate the initial conditions at the beginning
of state i + 1 from the probabilities of the states at the end of test i. This gives the
following equation:
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Replacing Pi(τ) by its value, leads to an equation of recurrence which allows to
calculate the initial conditions at the beginning of each verification intervals.
Obtaining the instantaneous unavailability is straightforward by summing the
probabilities of the states where the system is unavailable. A line vector (qk) is
helpful to express that (3) and Uavg is calculated in the way previously described
through the mean down times which in turn is easy to calculate from the mean
cumulated times spent in the states:

U tð Þ ¼
Xn
k¼1

qkPk tð Þ ¼ 1� P1 tð Þ � P2 tð Þ; UavgðsÞ ¼
Zs

0

U tð Þdt: ð3Þ

where qk = 1 if the system is unavailable in state k, and qk = 0 otherwise.
While building the model it is necessary to take account of changes in parameter

λSW when eliminating a software defect. The defect is eliminated after its
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emergence and when the next time for verification comes. But this event is prob-
able, and one cannot tell for sure at which time interval λSW will decrease by ΔλSW.
At the onset of the next phase the probability of occurrence of the software defect is
determined as the sum of probabilities P4(τ) + P6(τ) of the previous phase. Then
the change of the software failure rate in the next phase is determined from the
formula:

DkSW sþ 1ð Þ ¼ DkSW � P4 sð Þþ P6 sð Þ½ � ð4Þ

4.2 Justification of Model Input Parameters

All operations on localization of software defects, data collection, development of
patches and their installation are carried out after the next scheduled test.
Consequently, the length of verification increases as compared to parameter TUP in
the previous model: μVER = [1/(1/λUP + 1/μUP] = 1/15 h−1.

The values of the rest of parameters are the same as in the previous model
(Table 1). Also, unlike the previous model, it assumes that detected defects are
reliably eliminated (D = 1). Analysis of the model at λSW 0 = 5e−3 h−1 (the value
by an order of magnitude higher than that in the previous model) is of interest.

The task to investigate the model is reduced to finding value ΔTVER–the fre-
quency of preventive checks that ensures system availability function requirement
of at least 0.998 for 2 years (20,000 h) of operation. One should also take into
account the limitation: the frequency of preventive checks must be a multiple of the
period of stable satellite link within its visual range: ΔTVER = nΔTLINK, n = [1…
N].

The chart in Fig. 9a presents the time interval that was specially scaled down
t = [0…5000] to make unavailability curve characteristic waves clearly visible. It is
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clearly seen that curve Uavg slopes down with time. This demonstrates the process
of software defects eliminations.

The value of the parameter ΔTVER = 7 days (168 h) that ensures the value of the
unavailability function of not more than 0.002 for 2 years (20,000 h) of operation
(Fig. 9b) was determined by the trial-and-error method.

5 Conclusions

The paper analyzes the SBSpS as an object of patching, the regulatory framework
in this area and the adequacy of existing patching and verification methods for
software specifics of space systems.

The results of analysis of the models showed that a hardware reliability of 0.999
would require the failure rate of λHW = 3e−7 h−1. For hardware these are quite
high, though realistic figures (such reliability is declared, for example, by some hard
disk manufactures). If we are to consider non-recoverable hardware, then for a
reliability of 0.999 we would need to ensure λSW = 3.4e−9 h−1. It is infeasible to
ensure such reliability where it is impossible to simulate mission conditions for
software testing. Introduction in the software architecture of the functional block
responsible for restart allows to “mitigate” the failure rate requirements by 4 orders
(λSW = 6e−5 h−1), however, in practice these figures are hardly achievable.

Introduction to the software architecture of additional patching blocks allows to
still further reduce requirements to initial software failure rate down to λSW = 5e−4…
5e−3 h−1. In this case resilience requirements to achieve the availability level of 0.998
during the first 2 years of operation are met.

Besides, it is interesting to research such systems considering other depend-
ability attributes, first of all, integrity and confidentiality [6]. In this case the pro-
posed models should be enhanced taking into account results of SBSpS software
component vulnerability analysis and different types of attack rate.
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A Mathematical Model to Regulate Roads
Traffic in Order to Decongest the Urban
Areas of Constantine City

Mouloud Khelf, Salim Boukebbab and Mohamed Salah Boulahlib

Abstract The most critical phenomenon in the road traffic is the congestion.
Although the technical and technological progress realized by the humans in all
domains. The road traffic remains a victim of increasing congestion when demand
exceeds the capacity of the road infrastructure. In this case, the vehicle will slow
down to the entrance of the road infrastructure, thereby forming a bottling in traffic.
In the present work, the first step is to considering the different variables that
characterize the progressive movement of vehicles on a road. In the aim to give a
mathematical formulation which links the number of vehicles present at time “T”
over a length “L” of the road. This enabled us to develop a mathematical model to
regulate the traffic speed in real time. To validate the model, a real application is
presented, who treat the congestion problem in Constantine city.

Keywords Traffic road � Congestion � Flow � Mathematical model �
Measurement � Regulation � Optimization

1 Introduction

Today everyone agrees that, the transports systems will have to face a major
challenge in the coming decades, to ensure sustainable mobility and people
movement. For if half of the world’s population (7 billion) now lives in cities
(Fig. 1), the forecasts point that in 2050 over 2/3 of the world population (9 billion)
will live in the city [1]. So it is imperative today that the transport infrastructures
definitively making the switch to sustainable construction and less energy costly
with less environmental pollution [2].
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To achieve this, opinions differ and we can affirm that there exist two lines of
thought. The first line of thought says that the road is a major source of pollution
and, in particular, impacts on the environment: it is therefore necessary to curb the
expansion of the road network to other modes of transport. The second line of
thought says that the road is essential to the reliable and efficient transport system. It
proposes to find the best strategy to make the organizational structure of all reliable
transport infrastructures, flexible and optimized. A rational and dynamic solution
but requires a clear planning, significant resources and rigor without failure.

Adopt the first line of thought can maintain the state of congestion. Worse, it can
lead to aggravation, especially when one takes into account the forecasts of
demographic change and urban sprawl. Adopt the second line of thought as sur-
prising as it may seem, requires the construction of new road infrastructure.
However, calculations show that to decongest the roads must be balanced: make
savings at the community, reduce the time of inconvenience for users, as well as
minimizing impacts of pollution on the environmental.

To develop the argument further, it’s not the construction of roads which can
solves the congestion problem on these last, but use them by optimal rationalization
[3]. For this, the present research focuses on the notion of optimal rationalization in
road traffic in urban areas to resolve this problem. It schooled be noted here that, the
Algerian state has made great effort to develop public transportation (subways,
trams, cable cars, trains, buses, planes, etc.). Nevertheless, individual transports
such as car and motorcycle, present an evident flexibility comparatively to the
public transport and took these last year’s a significant market share in Constantine
city.

2 The Congestion Phenomenon

The congestion of a road network is the condition where an increase in vehicle
traffic, causes an overall slowdown of the latter. The term congestion is the
degradation of quality of service when the number of users increases. This phe-
nomenon is characterized by the occurrence of delays and even strangulation in

Fig. 1 Demand transport evolution
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peak traffic periods, that is to say when the infrastructure capacity becomes
insufficient to regulate the flow.

The problem is particularly common in large cities because the demand exceeds
the capacity, then the vehicle will slowed to the entrance of the infrastructure thus
forming a bottling. As each vehicle occupies a certain length of path, the length of
the queue will only grow in proportion to the number of vehicles in this queued.
Because of the character mesh of the road infrastructure in Constantine city, the
lengthening of the queue can lead to congested parts of the road network that are
auxiliary. In addition, several events may cause or aggravate congestion as: acci-
dents, work, car breakdowns, nuisance parking, bad weather, etc. The road traffic
congestion consequences are many and can be classified into three categories:
economic, social and environmental [4–6].

3 The Solutions for Road Traffic Decongest

A first solution to decongest the traffic is to increase road capacity. This solution,
certainly expensive, but has the enormous advantage of sustainably improve traffic
flow, thereby generating fuel consumption in terms of savings and a significant
reduction in environmental impacts. However, this solution unfortunately is not
current at the public authorities rather favor the development of alternative modes
of transport to the road. This situation, let’s say that failing to increase the reception
roads capacity. Another solution would be to develop regulation tool and man-
agement of the road traffic. This means, modeless the evolution of cars density in
time and space. To establish models, some researchers use partial differential
equations, that describe physical phenomena like fluid mechanics [7, 8]; which
informs us that the flow debit is equal to the product of the concentration with the
speed of the flow Q = K*V. The flow speed V is given by the equation: V = Q/K,
This relationship is widely used in traffic theory for analyzing unidirectional flow
[9, 10] (Fig. 2).

Fig. 2 The fundamental diagram (Q,K)
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Although all efforts in research and development have resulted in the develop-
ment of countless tools for control and management of road traffic, the problem of
traffic congestion is not resolved completely [11, 12]. Personally, I think that the
solution is not only technological but also and above human. It’s finally time to be
concerned with education, awareness and training of drivers to become real actors
for better fluidity of traffic [13]. These recommendations are simple and are com-
mon sense. They are the result of a thorough analysis and a simplified and idealized
mathematical model.

4 Proposition of Mathematical Model

The approach developed in the mathematical model will enable us to relate Qmax

traffic flow and optimal speed Vopt that should be allowed to ensure fluidity in
traffic. The steps are to study the ideal case at first, in the second step the
semi-realistic case and highlighted and at the end the realistic model will be
established.

4.1 Ideal Case Study

Consider a test road with single traffic lane and having a sufficient length rectilinear
section. We put in this rectilinear section N identical cars of length L and whose
conductors are assumed to be perfectly synchronized robots. The first car is posi-
tioned such that its front bumper is in alignment with the start line. The other cars
(N − 1) are positioned one behind the other (bumper against bumper). The number
of vehicles N, which passes through the starting line for the time T can be calcu-
lated by the following equation:

N =
X
L
andX = V�T ) N =

V�T
L

ð1Þ

The flow Q of trail section is the number of vehicles N which passes at a constant
speed V the line departure, divided per time T:

Q ðcars=hour)T =
NðcarsÞ
T(hour)

¼ V�T
L

� �
� 1

T

� �
¼ 1

L

� �
� V ð2Þ

with Q: numbers of vehicles per hour, V: speed in (m/s) and L: length of the car
in (m).
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4.2 A Semi-idealist World Study

Maintaining the same assumption of vehicles: same age, same size, same weight,
same braking system, etc., however, the conductors are human. Considering the
differences between the different car driver (especially reaction time), he was asked,
this time, each driver to observe a safe distance from the vehicle that precedes it and
which corresponds to the distance “Lr” would have the vehicle traveled during the
reaction time “tr” medium of the conductors (Fig. 3).

In this case, If we admit that the reaction time is 02 (s) then we have: Lr (m) =
V (m/s) * 2 (s). However the speed indicated on the car dashboard is given in (km/h).
Then the following transformation 1 (m/s) = 3.6 (km/h) is necessary to calculate:

Lr = trðsÞ � V m
s

� �
¼ 2

3; 6

� �
� V km

h

� �
¼ 20

36

� �
� V km

h

� �
¼ 5

9

� �
� V km

h

� �

ð3Þ

Let us now give the start and ask drivers to speed up gradually to reach, after a
complete turn (return to the original position) the speed V and keep it constant. All
the cars are in motion with delay times because drivers are not synchronized.
Taking into account the instant effect of the brakes, these vehicles can roll at a
constant speed V on the trail but maintaining a safe distance “Lr ¼ tr � V”. The
number of vehicles N in this case, which passes through the starting line for the
time T can be calculated by the formula:

N =
X

L + tr � V ¼ V � T
L + tr � V ð4Þ

The Eqs. (2) and (4) permit to determine the expression of the flow Q of a road
straight section in semi-idealized case by the following formulation:

Q = N � 1
ðTÞ ¼

V
L + tr � V ð5Þ

One realizes that the flow Q, in sutured situation varies depending on the speed V as
a hyperbolic function. For a vehicle length and a given reaction time, when the
speed V increases, the flow Q tends to converge to a constant value equal to 1

tr. The

maximum flow Qmax ¼ 1
tr, depend only by medium time reaction of drivers. This

Fig. 3 The semi-idealized
case
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approach clearly shows that to contribute to the decongestion of roads, it’s no use to
drive fast. In fact, above a certain speed, the flow Q do not increases and remains
constant.

4.3 Case of a Semi-realistic World

Considering the same experience on the test trail, in addition to the differences
between the driver (especially reaction time), the cars do not have a braking system
with immediate or instant effect. To stand still under the effect of the brake, the car
will need a certain distance to dissipate the kinetic energy it has stored. The brakes
need an average distance “Lc” proportional to the kinetic energy
(Lc ¼ k*Ec ¼ k* 1

2

� � �m*V2) for stopping the vehicles. Each driver must maintain
a safe distance “ds” from the vehicle which precedes it. This distance is equal to
“ds = Lc + Lr” that are travels the vehicle during a medium time “t = tr + tc”
(Fig. 4).

Give now the start and ordain the car drivers to speed up gradually to reach after
one full the speed V and keep it constant. The number of vehicles in this case,
which passes through the starting line for the time T can be calculated by the
following equation:

N =
X

L + Lr þLc
¼ V � T

L + tr � V + 1
2

� � � k �m � V2 ð6Þ

The Eqs. (2) and (6) give the expression of the flow Q of a straight section of a
road in semi-realistic case:

Q =
N
T
¼ V

L + tr � V + 1
2

� � � k �m � V2 ð7Þ

According to the Eq. (7) the flow Q, in situation of traffic saturation varies
depending on the speed V as a hyperbolic function (Fig. 5).

For a vehicle length and a reaction time, the maximum flow Q is obtained when
the derived function Q = f(V) is equal to zero dQ

dV ¼ 0
� �

:

Fig. 4 The semi-realistic
case
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dQ
dV

¼ L� 1
2

� �
k �m � V2

� �
L + t � V + 1

2

� �
k �m � V2

� �2 ¼ 0; L� 1
2

� �
k �m � V2

� �
¼ 0 ! Vopt

¼
ffiffiffiffiffiffiffiffiffiffiffi
2 � L
k �m

r

ð8Þ

Qmax ¼ f(VoptÞ¼
ffiffiffiffiffiffiffiffi
2�L
k�m

q

2 � L + t �
ffiffiffiffiffiffiffiffi
2�L
k�m

q ð9Þ

Equation (9) give a proof that at optimum speed (Vopt), the flow Q is maximum
and inversely proportional to the car driver reaction time. If the trail includes other
traffic lanes, the method applies and the reasoning is similar, provided that drivers
do not change lanes.

5 Numerical Applications: Case of Constantine City

In this application we will evaluate the section of the road linking the communes
Hamma-Bouziane, El-Khroub and Aïn-Samara to the Constantine city. We have
available for each day four periods and three measuring points of average traffic
volume per hour and by region as illustrate in the following (Table 1):

Figure 6 illustrate clearly that the road linking Constantine city to Hamma
Bouziane commune is the most dense between 09h00–16h00 with a flow Q equal
21458 (Cars/h). The average speed measured in this road is equal to 40 (km/h) and

Fig. 5 The semi-realistic
case

Table 1 The data flow Q in Constantine city

Periods of
day

El-Khroub-Constantine
(Cars/h)

Ain Smara-Constantine
(Cars/h)

Hamma
Bouziane-Constantine
(Cars/h)

6h00–9h00 3000 1700 4100

9h00–16h00 7042 10,254 21,458

16h00–19h00 4753 2531 5123

19h00–6h00 503 852 1325
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the permitted traffic speed is 60 (km/h). An impressive congestion is observed
almost every day of week.

To solve this problem, we found it useful to review the speed limit authorized by
the municipality to regulate traffic, in the aim to decongest this important road
section for the economic exchange of the Constantine city. For this, the models
developed by the Eq. (10) calculate the optimal speed of traffic in a situation of
saturation. For this following assumptions are applied:

• The medium length of vehicles: L = 4 (m)
• The braking constant Cf ¼ 1

2

� � � k �m (coefficient of proportionality between
the braking distance Lc and the square of the speed V2, Lc ¼ Cf � V2).
According to the physical laws [14], the braking distance is calculated by the
following equation:

LC ¼ V2

2 � G � a ð10Þ

with V = speed in (m/s), G = terrestrial gravitational acceleration equal 9.81 (m/s2)
and a = coefficient of adhesion. The coefficient of adhesion is related to the quality
of the road. This coefficient varies between 0 and 1. It is generally considered that a
dry road with a good surface takes a coefficient value equal 0.65 or 0.8. In our case
the coefficient of adhesion “a” is equal to 0.8 in view of the quality of the road
between Constantine city and commune of Hamma-bouziane. After calculate we
obtain the results below (Fig. 7) (Table 2):

Before substituting the values of (L) and (k*m) into the Eq. (9), we obtain:

Vopt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� L
K � m

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 4

2� 0,06371

r
¼ 7,9236

m
s

� �
¼ 28; 52ðkm/hÞ ð11Þ

Considering the assumptions used, vehicles must observe a speed limit of 30
(km/h) to reduce the effects of traffic congestion.

Fig. 6 The circulation cars flow in/out Constantine city
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6 Conclusion

The last years, an enormous increase is observed in the car fleet in Algeria, causing
several problems of traffic in most Algerian towns: traffic jam, congestion, acci-
dents, pollution etc. The traditional road infrastructure (National road “RN”) did not
know a development, and their capacity to absorb traffic road are arrived to their
limits. Added to this, the large Algerian cities are drowning in the weight of the
“population concentration” and the anarchy of the urban development.

Road networks remained unchanged and generally inherited from the colonial
period, while the number of inhabitants in these cities has doubled and in certain
cases quadrupled. The attempts at solutions to the “baffling problem” of urban
residents are introduced gradually with the entry into operation of the Algiers
metro, tram of the capital, the tram of Oran and Constantine city and similar
projects in other major cities including south of Algeria in the Ouargla city. The
strategy of development of the transport of passengers, planified by the public
authority, appears to favor public transport, and it was high time.

Fig. 7 The calculation results

Table 2 Results of computations

V(km/h) V(m/s) V2 (m2/s2) Lc = V2/2*G*a Cf = 1/2*k*m Lr = (5/9)*V Q = f(V)

5 1.39 1.93 0 0.063710 3 0.20
10 2.78 7.72 0 0.063710 6 0.28
20 5.56 30.86 2 0.063710 11 0.33
30 8.33 69.44 4 0.063710 17 0.33
40 11.11 123.46 8 0.063710 22 0.33
50 13.89 192.90 12 0.063710 28 0.32
60 16.67 277.78 18 0.063710 33 0.30
70 19.44 378.09 24 0.063710 39 0.29
100 27.78 771.60 49 0.063710 56 0.26

A Mathematical Model to Regulate Roads Traffic … 287



Modeling traffic congestion in a real world, we quickly confronted with the
complexity of the task and the necessity to use powerful computers. In this
framework, mathematical models have been proposed for the control and super-
vision traffic urban which must meet various objectives like: minimizing wait times
for vehicles at intersections, optimization of traffic flows on the road network. Thus
implies a considerable minimization of energy consumption, and consequently, the
reduction of the air pollution.

The model developed in this article and present above gives a semi-realistic
representation of road traffic in urban areas, but has the merit of being simple and
educational. But, not to do many illusions, because the recommendations resulting
from the model cannot, solve the problem of traffic congestion. But it’s not the
construction of road infrastructures, that solves the problem of congestion but use
them with optimal rationalization. For this, the present research studied the notion
of optimal rationalization of traffic in urban areas to solve the problem in question.
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The Use of a Simulation Model
of the Passenger Boarding Process
to Estimate the Time of Its Implementation
Using Various Strategies

Artur Kierzkowski

Abstract Boarding is a significant element of the aircraft ground handling process.
Its timeliness influences the planned execution of the connection network. The
chapter shows the significance of the boarding process and pays attention to the
importance of boarding process strategies when it is performed using a jetway.
A simulation model of the passenger boarding process implemented with the use of
a jetway has been presented. The model was implemented in the Flexsim software.
Using this model, the boarding time for an Airbus 320 plane was estimated when it
was implemented using various strategies which are presented in detail in the
literature overview. The functioning of the simulation model is based on time
characteristics determined on the basis of research conducted in the real system.
The universality of the simulation model makes it possible to use it for any aircraft.
The model also allows users to propose their own boarding strategies.

Keywords Aircraft � Boarding � Jetway � Simulation model

1 Introduction

The aircraft ground handling process is the key element of the aircraft operation
process. Four operational states can be distinguished within aircraft operation
process: the state of waiting for the performance of transport tasks, the state of
flying, the state of ground handling and the state of technical servicing.

As shown by the research conducted [5], the critical path of the ground handling
process includes processes such as: deboarding, cabin cleaning, boarding.
Passenger deboarding is a process with a duration which can be foreseen to a
considerable degree. Cabin cleaning is performed by the cabin crew or a third-party
company which provides this service for the carrier within pre-defined time limits.
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Therefore, the boarding process is of key importance for the timeliness of the
ground handling process. It can be conducted in the following manner: from the
airport jetway or using boarding stairs. If a jetway is used, passengers move directly
from the gate to the aircraft. An advantage of this solution is the fact that in most
cases, it is not necessary to change the level of passenger movement, which reduces
the possibility of delays (e.g. for passengers with reduced mobility). Additionally,
weather conditions (rain, snow) do not affect passengers. A disadvantage of this
boarding method is the fact that passengers usually board the plane through one
door (the front door), which may extend their duration. If, however, the boarding
process takes place using boarding stairs, two scenarios are possible: passengers
walk from the gate to the plane or passengers are taken to the plane by an airport
bus. An advantage of passengers walking to the plane is the lack of necessity of
paying for the bus handling service by the carrier, while the influence of weather
conditions on the passenger is a disadvantage. An advantage of the strategy in
which passengers are taken to the plane on an airport bus is a very short time during
which the passenger is influenced by weather conditions, and a disadvantage is the
use of an airport bus and also a necessity to change levels by passengers.

In the chapter, the author’s attention is devoted only to the passenger boarding
model using a jetway as its implementation has a greater influence on the ground
handling time than in the case of boarding with the use of boarding stairs.

2 Overview of Literature on the Boarding Process

According to [5] boarding time starts when the first passenger enters the plane and
ends when the last passenger is seated in his assigned seat. In the analysis of the
boarding process, special attention must be paid to two notions: seat interference
and aisle interferences. Seat interferences are events when a passenger wants to take
his/her assigned seat (e.g. a window seat), despite the fact that one of the seats
between the aisle and his/her seat is occupied (e.g. the aisle seat). Aisle interfer-
ences are events when the passenger wants to move to a row in a further part of the
aircraft and is blocked by a passenger taking a seat in a closer row. A broad
overview of literature concerning boarding process strategies was performed in [5].
The authors presented nine of the most frequently considered boarding strategies
which are the subject of research: random, back-to-front, by half-block, by row, by,
half row, outside-in, reverse-pyramid, Steffen method, modified optimal method.

A diagram of the random, back-to-front, by half-block boarding strategies is
presented in Fig. 1.

The random method was the subject of research in [2]. According to this
method, passengers stand in one queue to the gate and are allowed on board on a
‘first come first served’ basis. Each passenger is assigned to his/her seat.

Boarding in accordance with the back-to-front front method involves dividing
passengers into a few groups during the boarding at the gate. Passengers with seats
situated the furthest back are served first. They are followed by the next group and
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the next group and, finally, passengers seated in the first rows. In each group,
passengers take their seats in accordance with the random strategy. Figure 1 pre-
sents a division into three groups, each of a similar size. The strategy was the
subject of research by [1].

Boarding using the by half-block method is a certain modification of the back-to-
front method. This strategy assumes the division of passengers into several groups
[24]. The board is divided in a preliminary manner along the aisle. Next, in each
subgroup, passengers are served according to the back-to-front strategy (each
subgroup, one by one). Figure 1 presents a division into six groups. The board was
divided into the left and right part and next into three groups in accordance with the
back-to-front strategy.

A diagram of the by row, by half-row, outside-in boarding strategies is presented
in Fig. 2.

The use of the by row boarding strategy takes place by rows from the last row to
the first one [13]. An unquestionable problem of this strategy is the division of
passengers into as many groups as there are rows on the aircraft. To configure seats
on the aircraft in Fig. 2, it is necessary to divide passengers during the check-in at
the gate into 30 groups.

The half-row strategy is a modification of the by row method. The board is
divided in a similar manner as in the by half-block strategy towards the aisle [23].
Next, in each of the designated parts, the check-in is performed in accordance with
the by row strategy. Just like for the by row strategy, division of passengers into
groups at the gate is a problem. For the by half row strategy and distribution of seats

Fig. 1 Schematic representation of boarding strategies: random, back-to-front, by half-block
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in Fig. 2, it is necessary to divide passengers into 40 groups. In each group, pas-
sengers are served in accordance with the random strategy.

The outside-in boarding strategy involves dividing the board into groups. The
first group includes passengers who take window seats and the last one passengers
who take aisle seats [2]. In accordance with the seat configuration in the aircraft in
Fig. 2, passengers at the gate are divided into three groups. The lack of seat
interference is an advantage of this strategy. A disadvantage, on the other hand, is
the necessity of separating people travelling in groups (families) as they usually
take seats in one row.

A diagram of the reverse-pyramid, Steffen method, modified optimal method
boarding strategies is presented in Fig. 3.

Fig. 2 Schematic representation of boarding strategies: by row, by half-row, outside-in

Fig. 3 Schematic representation of boarding strategies: reverse-pyramid, Steffen method,
modified optimal method
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The reverse pyramid is a modification of the outside-in method. The modifi-
cation involves division of window seats into groups [1]. In accordance with the
seat configuration in the aircraft in Fig. 3, passengers at the gate are divided into
five groups. Advantages and disadvantages of this method are the same for the
outside-in strategy.

The Steffen method involves boarding in a strictly specified sequence of seat
occupation. Window seats in odd rows are taken first, next in odd rows on the other
side [19]. Then, even rows are taken until aisle seats are reached.

The modified optimal method is a combination of the by half-row and by half-
block boarding strategies. The board is divided along the aisle. The designated areas
are divided into two subgroups: even and odd rows. Boarding takes place in the
following manner: first, passengers from even rows in each of subzones and next
from odd rows. In accordance with the seat configuration in Fig. 3, the strategy
assumes: first, a group consisting of people in even rows on the right side of an
aircraft and next another group of passengers form even rows on the left side of the
aisle. Next, passengers from the group taking seats in odd rows on the right side of
the aisle and the last group consists of passengers taking seats in odd rows on the
left side of the aisle.

The transport system should also take into consideration aspects connected with
reliability of the technical system [6–9, 14–16, 22], the effectiveness of its operation
[3, 4, 17, 18, 20, 21, 25–29] and vulnerability aspects [10–12].

The studies mentioned in the literature overview are limited to the discussion and
analysis of certain strategies. Studies also adopt a range of assumptions, e.g. aisle
interferences are equal to 2.4 s, while seat interferences amount to 3.6 s [1]. Such
assumptions may lead to considerable computational errors.

3 A Simulation Model of the Boarding Process
with the Use of a Jetway

The following indices are a measure of the assessment of the implementation of the
boarding process: minimum, maximum and average time of passenger boarding, the
quantile of the first and third order. The simulation mode was developed using
FlexSim—a computer simulation tool in the dedicated programming language—
flexscript. A comparison of the implementation of the boarding strategy takes place
on the basis of the average passenger boarding time, taking into account the other
parameters.

For the purposes of the boarding simulation process model, the following
variables were adopted:

• tBPAX—time between the arrival of subsequent passengers. The random time
variable between the arrival of subsequent passengers will be marked as f(tBPAX);

• tBPCC—time for checking the passenger’s boarding card. The random variable
of checking the boarding card by a crew member will be marked as f(tBCC);
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• vPAX—the passenger’s walking speed. In the developed model, it will be a
constant value;

• pAI—the unit probability of overtaking the passengers at the aisle;
• tUNPAX—time for putting away the baggage by the passenger. The random time

variable for putting away the baggage by the passenger will be marked as
f(tBPAX);

• tBSI—seat interferences time. The random time variable of the seat interferences
time will be marked as f(tBSI);

• tS—time for taking the seat by the passenger. The random time variable for
taking the seat by the passenger will be marked as f(tS);

• QE—a queue of passengers reporting for the aircraft;
• QAI—a queue of passengers in the aisle.

The diagram of the boarding process is presented in Fig. 4. The model of the
boarding process is presented in Fig. 5.

Entering input data is the first step of the passenger boarding model. All random
variables are pre-set f(tBPAX), f(tBCC), f(tBPAX), f(tUNPAX), f(tBSI), f(tS). The other
values are also specified: vPAX, pAI. The seat and isle distribution on the aircraft is
implemented. Passengers are generated in accordance with the pre-set distribution
between reports f(tBPAX). Then, the passenger is placed in the queue QE. Also
information about the passenger’s seat is also assigned to him/her. At the passenger
generation moment, the passenger’s boarding strategy is also taken into account. If
the passenger is first in the queue for checking the boarding card, the service time is
generated (boarding card check) tBCC and next the passenger is placed in the queue
QAI. The passengers moves at a speed of vPAX from the preceding passenger to the
place to be occupied. If the passenger has moved to the next passenger, it is checked

Fig. 4 Schematic representation of the boarding process
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whether it is possible to overtake them. Overtaking between such passengers takes
place with probability pAI. Next, the passengers moves at a speed of vPAX from the
preceding passenger to the place to be occupied. Such events are performed
alternately (moving and overtaking) until the passengers comes to the designated
row in which he/she will occupy his/her seat. The tUNPAX time is generated for them
during which the passenger puts away his/her baggage and clothes into the over-
head compartment. During the tUNPAX time, the passenger blocks the aisle. If a seat
interference occurs, the aisle is block for the replacing time tBSI. If the passenger can
sit in his/her seat freely, the seating time tS is generated and the passenger does not
block the aisle.

4 Application of the Model: Boarding of an Airbus 320
Aircraft

The developed model was used to estimate the boarding time for passengers of an
A320 aircraft with 180 seats on board. The aircraft has thirty rows, six seats in a
row with an aisle at the centre of the board.

On the basis of the research conducted, distributions of random variables were
determined which are presented in (1–5):
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Fig. 5 Model of the boarding passengers
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f tBPAXð Þ ¼ 1� e�
tBPAX
4:75 ð1Þ

F tBCCð Þ ¼ 1þ 3:31
tBCC

� �2:74
 !�1

ð2Þ

F tUNPAXð Þ ¼ CtUNPAX=38:35 0:8ð Þ
C 0:8ð Þ ð3Þ

F tBSIð Þ ¼ CtBSI=6:45 0:9ð Þ
C 0:9ð Þ ð4Þ

f tSð Þ ¼ 1� e�
tS
3:46 ð5Þ

vPAX ¼ 1:4
m
s

h i
ð6Þ

pAI ¼ 0:24 ð7Þ

The consistence of empirical and theoretical distributions was verified using the
Kolmogorov consistency test at a significance level of α = 0.05. In all cases, the
distributions were found to be consistent with the ones proposed above (1–5)
(values lower than the limit value k0:05 ¼ 1:36).

The developed model was used to estimate boarding times of passengers in
accordance with the following strategies: random, back-to-front, by half-block, by
row, by half-row, outside-in, reverse-pyramid, Steffen method, modified optimal
method. Passengers were divided into individual groups as shown in Figs. 1, 2 and
3. The obtained boarding results for 180 passengers are presented in Fig. 6.

Fig. 6 Estimation of the boarding time depending on the assumed strategy
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For the following strategies: random, back-to-front, by half-block, by row, by
half-row, the median, mean boarding times of passengers are similar—they differ
by no more than 1 min. The situation is similar for quantiles and minimum and
maximum values. The adoption of any of the passenger boarding strategies allows
the execution of the boarding process from 15 to 28 min. For the following
strategies: outside-in, reverse-pyramid, the values of the median, mean and quan-
tiles are by over 10 % lower than in the previous methods. The maximum boarding
time is reduced to 22 min. The best results are obtained for the Steffen method,
where the total boarding time ranges from 12 to 17 min with single cases reaching
20 min. The modified optimal method (marked as m.o.m. in Fig. 6) renders the
worst results. It is caused by numerous seat and aisle interferences.

5 Summary

The study presents a simulation model for the boarding process executed via a
jetway. The universality of the developed model makes it possible to use it both in
the planning and optimisation of the boarding process. The developed model was
used for the purposes of estimating the boarding time depending on the strategy
adopted for Airbus 320. The adopted passenger divisions into groups according to
the back-to-front, by half-block, reverse-pyramid strategies influence the results
obtained. At the following stages of the research, the influence of the division into
groups on the total boarding time for all of the aforementioned strategies will be
checked.

Further work will be performed to analyse the sensitivity of the model. Variables
which have a significant influence on the boarding time will be identified.
Modification of the developed model will be introduced which are aimed at taking
into account the influence of filling of individual areas of the aircraft on the time
needed to put away the baggage. Moreover, a model of two dependent systems of
the gate-boarding check-in will be developed, which will also allow an assessment
of the influence of the passenger service process at the gate during the boarding
time.

Acknowledgments The project is co-financed by the National Research and Development Centre
under the Applied Research Program. This publication presents the results of research conducted
in the project: “Model of logistical support for the functioning of the Wrocław Airport” realized by
the Wrocław University of Technology and Wrocław Airport consortium.

References

1. Bazargan, M.: A linear programming approach for aircraft boarding strategy. Eur. J. Oper.
Res. 183(1), 394–411 (2007)

The Use of a Simulation Model of the Passenger … 299



2. Ferrari, P., Nagel, K.: Robustness of efficient passenger boarding strategies for airplanes.
Transp. Res. Rec. 1915(1), 44–54 (2005)

3. Giel, R., Plewa, M.: The evaluation method of the process of municipal waste collection. In:
CLC 2015: Carpathian Logistics Congress—Congress Proceedings (2015)

4. Giel, R., Młyńczak, M., Plewa, M.: Logistic support model for the sorting process of
selectively collected municipal waste. In: Theory and engineering of complex systems and
dependability: proceedings of the Tenth International Conference on Dependability and
Complex Systems DepCoS-RELCOMEX, June 29—July 3, 2015, Brunów, Poland. Springer,
cop. 2015. s. 369–380 (2015)

5. Jaehn, F., Neumann, S.: Airplane boarding. Eur. J. Oper. Res. 244, 339–359 (2015)
6. Jodejko-Pietruczuk, A., Werbińska-Wojciechowska, S.: Block inspection policy for non-series

technical objects. Safety, reliability and risk analysis: beyond the horizon. In: Steenbergen, R.
D.J.M., VanGelder, P.H.A.J.M., Miraglia, S. et al. (eds.) Proceedings of 22nd Annual
Conference on European Safety and Reliability (ESREL) 2013, Amsterdam, Netherlands, Sep
29–Oct 02, 889–898 (2014)

7. Jodejko-Pietruczuk, A., Mlynczak, M., Zajac, M.: Assessment of economical lifetime of
heavy-duty machines. Case study. In: Reliability, Risk and Safety: Theory and Applications
Vols. 1–3, 531–534 (2010)

8. Kisiel, T., Valis, D., Zak, L.: Application of regression function—two areas for technical
system operation assessment. In: Clc 2013: Carpathian Logistics Congress—Congress
Proceedings, pp. 500–505 (2013)

9. Koucky, M., Valis, D.: Reliability of sequential systems with a restricted number of renewals.
Risk Reliab. Soc. Saf. 1(3), 1845–1849 (2007)

10. Kowalski, M., Magott, J., Nowakowski, T., Werbińska-Wojciechowska, S.: Exact and
approximation methods for dependability assessment of tram systems with time window. Eur.
J. Oper. Res. 235(3), 671–686 (2014)

11. Kwasniowski, S., Zajac, M., Zajac, P.: Telematic Problems of Unmanned Vehicles Positioning
at Container Terminals and Warehouses, pp. 391–399. Springer, Transport Systems
Telematics (2010)

12. Magott, J., Nowakowski, T., Skrobanek, P., Werbińska, S.: Analysis of possibilities of timing
dependencies modeling-example of logistic support system. In: Martorell, S, Soares, CG,
Barnett, J. (eds). Safety, Reliability and Risk Analysis: Theory, Methods and Applications,
vols. 1–4, Proceedings of European Safety and Reliability Conference (ESREL)/17th Annual
Meeting of the Society-for-Risk-Analysis-Europe (SRA-Europe) Valencia, Spain, Sep 22–25,
2008, s. 1055–1063 (2009)

13. Nyquist, D.C., McFadden, K.L.: A study of the airline boarding problem. J. Air
Transp. Manag. 14(4), 197–204 (2008)

14. Restel, F.J.: Measures of reliability and safety of rail transportation system. In: Advances in
Safety, Reliability and Risk Management—Proceedings of the European Safety and Reliability
Conference, ESREL, pp. 2714–2719 (2012)

15. Restel, F.J.: Impact of infrastructure type on reliability of railway transportation system.
J. Konbin 25(1), 21–36 (2013)

16. Restel, F.J.: Reliability and safety models of transportation systems—A literature review. In:
PSAM 2014—Probabilistic Safety Assessment and Management (2014)

17. Siergiejczyk, M., Krzykowska, K., Rosiński, A.: Parameters analysis of satellite support
system in air navigation. Adv. Intell. Syst. Comput. 1089, 673–678 (2015)

18. Stańczyk, P., Stelmach A.: Modeling of aircraft during take-off and landing operations using
Artificial Neural Networks. In: Safety and Reliability of Complex Engineered Systems—
Proceedings of the 25th European Safety and Reliability Conference, ESREL (2015)

19. Steffen, J.H., Hotchkiss, J.: Experimental test of airplane boarding methods. J. Air
Transp. Manag. 18, 64–67 (2012)

20. Tubis, A., Werbińska-Wojciechowska, S.: Inventory management of operational materials in
road passenger transportation company—case study. In: CLC 2013. Carpathian Logistics
Congress—Congress Proceedings, pp. 65–70 (2013)

300 A. Kierzkowski



21. Tubis, A., Werbińska-Wojciechowska, S.: Safety measure issues in passenger transportation
system performance: case study. In: Steenbergen, R.D.J.M. (eds.) Safety, reliability and risk
analysis: beyond the horizon: proceedings of the European Safety and Reliability Conference,
ESREL 2013, Amsterdam, The Netherlands, 29 Sep–2 Oct 2013. CRC Press/Balkema,
Leiden, pp. 1309–1316 (2014)

22. Valis, D., Zak, L., Pokora O.: Engine residual technical life estimation based on tribo data.
Eksploatacja I Niezawodnosc- Maintenance Reliab. 16(2), 203–210 (2014)

23. van den Briel, M.H.L., Villalobos, J.R., Hogg, G.L.: The aircraft boarding problem. In:
Proceedings of the 12th annual industrial engineering research conference (IERC’03),
Portland, May 19–21, Portland (2003)

24. van Landeghem, H., Beuselinck, A.: Reducing passenger boarding time in airplanes: A
simulation based approach. Eur. J. Oper. Res. 142(2), 294–308 (2002)

25. Werbiska-Wojciechowska S., Zając P.: Use of delay-time concept in modelling process of
technical and logistics systems maintenance performance. Case study. Eksploatacja i
Niezawodność—Maintenance Reliab. 17(2), 174–185 (2015)

26. Zając, M.: Principles of work load in intermodal transshipment point, CLC. Carpathian
Logistics Congress—Congress Proc. 2013, 685–690 (2013)

27. Zajac, M., Swieboda, J.: The method of error elimination in the process of container handling.
Int. Conf. Mil. Technol. (ICMT), pp. 1–6 (2015)

28. Zajac, M., Swieboda, J., An Unloading Work Model at an Intermodal Terminal. Theory and
Engineering of Complex Systems and Dependability, pp. 573–582. Springer (2015)

29. Zając, P.: Evaluation method of energy consumption in logistic warehouse systems. Springer,
ISBN 978-3-319-22043-7 (2015)

The Use of a Simulation Model of the Passenger … 301



WLAN System with Iterative Decoding
of OFDM Multi-symbols

Robert Kotrys, Maciej Krasicki, Piotr Remlein, Andrzej Stelter
and Paweł Szulakiewicz

Abstract In this paper, a transmission scheme with iterative processing of received
signals is proposed for Wireless Local Area Networks (WLANs) employing spatial
multiplexing. The scheme consists in applying channel coding, interleaving and
iterative detection and decoding (IDD) separately for a tuple of OFDM symbols
(hereinafter called an OFDM multi-symbol), transmitted simultaneously in the same
signaling interval via different space streams. In a conventional approach to iterative
decoding, high receiver latency occurs because of the need to wait until the whole
(possibly very large) data frame has been acquired by the receiver prior to the start
of any decoding. In the proposed solution, the latency is limited to single OFDM
symbol interval. This is a great advantage when iterative decoding is used.

Keywords Wireless LAN � OFDM modulation � Iterative decoding

1 Introduction

Multiple-input–multiple-output (MIMO) systems increase the spectral efficiency for
wireless systems [1]. Among space-time techniques vertical Bell Labs layered
space–time (V-BLAST) offer the best tradeoff between performance and
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complexity [2]. However, the traditional methods of detection adopted in the
V-BLAST do not work well when the channel coding and interleaving is used.

Bit-Interleaved Coded Modulation with Iterative Decoding (BICM-ID) [3] is
well known for its excellent performance. In the literature, BICM-ID has also been
considered for multi-stream OFDM systems [4, 5]. Although up-to-date WLAN
specifications (802.11n/ac) incorporated OFDM-BICM, it seems as if they under-
rated the advantages of iterative decoding, as they keep—with no choice—Gray
labelling and a high-constraint-length convolutional code, both improper for iter-
ative decoding purposes. Apart from the compatibility with previously existing
WLANs, there are two reasons for such position of a standardization body, i.e., high
decoding latency and high computational payload of iterative turbo-decoding
algorithms.

Iterative detection and decoding consists in exchanging so-called extrinsic
information between the demapper and the decoder. These devices are separated by
(de-interleaver blocks. The iterative procedure can only begin after the whole frame
has been acquired and the complete codeword has been demapped and deinter-
leaved. Additionally, each decoding iteration consumes a considerable amount of
time, since the demapper must wait until the decoder has output its up-to-date
extrinsic information, which involves analyzing the complete codeword.

Authors of the paper propose to apply the well-known techniques (IDD, MMSE
receiver) [6] in the future WLAN high throughput multi-stream transmission. The
results of the simulation show several advantages of the proposed system in
comparison to high throughput multi-stream transmission technique specified in the
IEEE 802.11ac. The proposed system requires to change only that part of the
802.11ac PHY specification which concerns high throughput multi-stream trans-
mission method.

2 OFDM Multi-symbol

The authors claim that the latency issue can be overcome in the case of WLANs
exploiting spatial multiplexing. To achieve this goal, it is proposed to apply
encoding, interleaving and iterative detection and decoding separately for each
OFDM multi-symbol, i.e., a tuple of OFDM symbols, transmitted in the same
signaling interval, as shown in Fig. 1.

A data frame is sliced into blocks that contain bits to be transmitted within one
OFDM multi-symbol. Each block includes extra tail bits to ensure that every
maximum likelihood path terminates in a state known to the receiver. The authors
propose to use a short-constraint-length encoder, like [5,7]8 instead of the con-
ventional one [171,133]8. It is simple and robust for iterative decoding.
Additionally, it strongly reduces requirement for decoding computation power and
limits the amount of data payload wasted for the transmission of extra tail bits
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ending every OFDM multi-symbol data block. But honestly, the number of the
transmitted tail bits is only a small fraction of all data bits falling into one OFDM
multi-symbol, i.e., 4 bits (0.48 %) for the [5,7]8 encoder in the case of transmitting
4 streams of 16-QAM signals over a 20 MHz-wide channel. The applied interleaver
is of a random type. Thanks to a high number of transmit streams and a huge
number of subcarriers, even for the case of a 20-MHz-wide channel, the interleaver
holds (to a certain extent) the ideal interleaver features, such as a weak correlation
of fading coefficients affecting the subsequent encoded bits. It is essential to reach
maximum outcomes from iterative decoding.

The last demand to be met by the transmitter is a different labelling used in the
procedure of mapping the encoded bits onto complex symbols. The Gray labelling
is the worst choice if one desires to benefit from iterative decoding. As shown in [7,
8], the labellings maximizing asymptotic coding gain should be used instead.

The proposed OFDM multi-symbol solution mitigates the latency required to
start iterative decoding and, additionally, speeds up the execution of every iteration.
Optionally, a couple of OFDM multi-symbols can be decoded in parallel by
multi-core processors or independent hardware decoders.

Obviously, the iterative decoder, operating according to the Maximum-A
Posteriori probability (MAP) criterion [9], is characterized by a much higher
computational complexity than a Viterbi algorithm. What is more, apart from the
decisions made on data bits, the iterative decoder must generate estimates of
encoded bits. But the higher computational payload would be partially compensated
by using the low-constraint-length encoder with its smaller number of states, i.e.,
the [5,7]8 encoder has only 4 states in comparison with 64 states of the conventional
[171,133]8. Moreover, the simple 4 states code with IDD has better decoding
efficiency, indicated by a lower BER (bit error rate) at a given Eb/N0 (energy per
bit/noise power spectral density ratio), than 64 states code with Viterbi decoding.
Another action that may be taken in order to limit the computational payload of the
iterative receiver is to use sub-optimal decoder design.

0 time

four 
spatial 
streams

PHY header OFDM multi-symbol

time instants in which consecutive decoding tasks start

ODFM symbols

Fig. 1 Proposed structure of WLAN frame
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3 Simulation Setup

To examine the performance of the proposed transmission scheme, a simulation
experiment is conducted in MATLAB. The system operates in the 5 GHz band and
uses only one 20 MHz-wide channel. It is the worst case from the iterative
decoding point of view, as the interleaver depth grows with the channel bandwidth
and the number of spatial streams. Both the transmitter and the receiver are arbi-
trarily equipped with 4 antennas, so that 4 space streams are exploited. The
transmitter design, shown in Fig. 2, comprises channel encoding ([7,5]8 code) and
pseudorandom interleaving, both done separately for bits belonging to every single
OFDM multi-symbol; the number of encoded bits per OFDM multi-symbol is 832
(4 bits per subcarrier for 16-QAM modulation × 52 data subcarriers × 4 space
streams).

The complex symbols occupying the subcarriers are converted into time-domain
samples of their respective OFDM symbols by means of IFFT, which—prepended
by the conventional 0.8 µs cyclic prefix—are transmitted through a baseband
channel. Several channel models are considered: the uncorrelated Rayleigh fading
channel (with no correlation between fading coefficients affecting subsequent
subcarriers), and the standard 802.11n channel models: B, D and E, specified in [10,
Appendix 3.1]. For each channel model, no time correlation of fading coefficients
for subsequent OFDM symbols in one space stream, as well as no cross-correlation
between fading coefficients for different space streams is assumed.

At the receiver, shown in Fig. 3, the cyclic prefix is removed and then the time
domain samples, received by consecutive antennas, are transformed by the FFT to
the frequency domain.

The frequency domain samples are the sums of the symbols transmitted on given
subcarriers through different space streams, affected by noise and fading.
The MMSE multi-stream decorrelator [6] is applied to recover individual symbols
(ideal channel side information is assumed). Then the iterative decoding starts. As
mentioned above, it can run separately for bits belonging to every OFDM
multi-symbol. The demapper and decoder exchange their extrinsic information in
the form of log-likelihood ratios, LLRm and LLRc, respectively, related to the
encoded bits. Having done a sufficient number of iterations, the decoder outputs

encoder interleaver mapperdata

tail bits

IFFT

IFFT

1xN
N antenas

pilots
insertion

[7,5]8

Fig. 2 Block diagram of the multi-stream transmitter
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LLRd—the sequence of LLRs related to the data bits connected with a given
OFDM multi-symbol. Passed through the decision unit, the LLRs become the
estimates of the data bits.

As a reference, an OFDM-based system with a conventional [171,133]8 encoder,
a multi-symbol-length block interleaver provided by the 802.11ac specification,
Gray-labelled 16 QAM symbols, and a non-iterative receiver, comprising Viterbi
decoder and soft-decision demapper is considered. It is assumed for the reference
system that the length of the data frame is the same as for the proposed scheme.

4 Simulation Results

The performance of the compared systems is expressed by FER (Frame Error Rate)
versus Eb/N0 characteristics, shown in Fig. 4 for 16-QAM modulation and Fig. 5
for 64-QAM modulation. First, let us analyze the transmission over standardized
WLAN channel models E (“large office”) affecting the symbols transmitted on
different subcarriers. In that case, the first-iteration performance of the proposed
scheme (rightmost solid line with circles) is worse than the FER exhibited by the
reference system (the dashed line with diamond). But, in the second iteration
(which is the first complete iteration), the proposed scheme outperforms the ref-
erence system for 0.6 dB for 16-QAM and 1.4 dB for 64 QAM modulation at 1 %
FER level. The execution of subsequent iterations results in a further drop in BER,
e.g., in the 8th iteration (the leftmost solid line with circles), there is as much as
5.3 dB for 16-QAM and 5.8 dB for 64-QAM of gain over the reference system at
1 % FER level.

Figures 6 and 7 present the performance of the proposed scheme with 16-QAM
and 64-QAM modulation, over standardized WLAN channel models B, D, and E.
For all of them, iterative decoding converges, i.e., the FER diminishes from one
iteration to another. However, the performance improvement due to iterative pro-
cessing is not equal for every channel type. The most significant gain is observed
for a highly dispersive environment, represented by the E (“large office”) WLAN
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Fig. 3 Block diagram of the multi-stream iterative receiver
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channel model, i.e., about 5.3 dB at 1 % FER level in the 8th iteration. For
low-dispersive environments, such as B (“a typical flat”) channel model, there is a
relatively small iterative decoding gain.

5 Conclusion

In the case of spatial multiplexing, the transmission scheme proposed in the paper
seems to be an attractive solution for future multi-antenna WLAN systems to save
power and bandwidth. It facilitates dealing with the high latency of iterative
decoding by considering every OFDM multi-symbol as if it were a separate data
frame. Thereby, there is no need to wait for the reception of the original (possibly
large) data frame before the iterative decoding starts. What is more, it is possible to
process a couple of multi-symbols in parallel.

The mapping rule, convolutional code, and interleaver design are re-defined to
meet the requirements of effective iterative decoding. The reason for which
multi-stream transmission is assumed is the desire to transmit consecutive bits of
the OFDM multi-symbol over fairly uncorrelated channels and to keep a sufficient
interleaver depth, which equals the number of the encoded bits belonging to the
OFDM multi-symbol. There is a strong correlation between the fading coefficients
affecting adjacent subcarriers, and hence, the proposed technique would be ineffi-
cient in the case of a single spatial stream.

When applied to WLANs transmitting over 40–80- or 160-MHZ wide channels,
the proposed scheme is expected to derive even more benefits from iterative
decoding than for the analyzed case of 20-MHz-wide channels due to a higher
interleaver depth.

Acknowledgments This work was supported by the Polish Ministry of Science and Higher
Education under research grant DS-81-146-DSPB/2016.

References

1. Foschini, G.J.: Layered space-time architecture for wireless communication in a fading
environment when using multi-element antennas. Bell Labs. Tech. J. 1, 41–59 (1996)

2. Wolniansky, P. W., Foschini, G. J., Golden, G. D., Valenzuela, R. A.: V-BLAST: An
architecture for realizing very high data rates over the rich-scattering wireless channel. In:
Proceedings of URSI International Symposium Signals, System, Electron, pp. 295–300 (1998)

3. Chindapol, A., Ritcey, J.A.: Design, analysis, and performance evaluation for BICM-ID with
square QAM constellations in Rayleigh fading channels. IEEE J. Sel. Areas Commun. 19(5),
944–957 (2001)

4. Lee, H., Lee, B., Lee, I.: Iterative detection and decoding with an improved V-BLAST for
MIMO-OFDM systems. IEEE Sel. Areas Commun. 3(24), 504–513 (2006)

310 R. Kotrys et al.



5. Boronka, A. and Speidel, J.: A low complexity MIMO system based on BLAST and iterative
anti-Gray-demapping. In: Proceedings IEEE Personal, Indoor and Mobile Radio
Communications Conf., Beijing, China, pp. 1400–1404 (2003)

6. Liu, D., Fitz, M.: Low complexity affine MMSE detector for iterative detection-decoding
MIMO OFDM systems. IEEE Trans. Commun. 56(1), 150–158 (2008)

7. Huang, Y., Ritcey, J.: Optimal constellation labeling for iteratively decoded bit-interleaved
space-time coded modulation. IEEE Trans. Inf. Theory 51(5), 1865–1871 (2005)

8. Krasicki, M.: Comments on ‘Optimal constellation labeling for iteratively decoded
bit-interleaved space-time coded modulation. IEEE Trans. Inf. Theory 58(7), 4967–4968
(2012)

9. Benedetto, S., Divsalar, D., Montorsi, G., Pollara, F.: A soft-input soft-output APP module for
iterative decoding of concatenated codes. IEEE Commun. Lett. 1(1), 22–24 (1997)

10. Perahia, E., Stacey, R.: Next generation wireless LANs 802.11n and 802.11ac. Cambridge
University Press (2013)

WLAN System with Iterative Decoding of OFDM Multi-symbols 311



Context Information in a Collaborative
Recommender System Deployed in Real
Environment

Urszula Kużelewska

Abstract Modern e-commerce solutions (WWW services, e-stores, news portals)
develop continuously, gathering and offering more and more new, interesting and
various items. Unfortunately, common users are not able to deal with this infor-
mation overload and reach most of them. They limit to the most popular, however
often not the most interesting to them resources. A solution for this problem are
personalized recommender systems. There are some popular and effective methods
to build a good recommendation system: collaborative filtering, content-based,
knowledge-based and hybrid. Another approach, which made a significant progress
over the last several years, are context-aware recommenders. There are many
additional information related to the context or application area of recommender
systems, which can be useful to generate accurate propositions, e.g. user localisa-
tion, items categories or attributes, a day of a week or time of a day, weather.
Important issue is evaluation of recommender systems effectiveness. Usually, they
are only assessed with respect to their prediction accuracy (RMSE, MAE).
However, in real environment recommendation lists are finally evaluated by users
who take into consideration many various factors, like novelty or diversity of items.
In this article a multi-module collaborative filtering recommender system with
consideration of context information is presented. The context is included both in
post-filtering module as well as in similarity measures simply extended with cat-
egory relationship. Evaluation was made off-line with respect to prediction accuracy
and on-line, on real shopping platform.
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1 Introduction

Nowadays, recommender systems are widely used in many areas as a solution to
deal with information overload. The amount of information appeared on the Internet
increases rapidly. There are many new services, web pages of companies, blogs,
shops, music, video, etc. The unconstrained next step to cope with searching them
is to use new technologies that can assist us to find resources of interest among the
overwhelming available items. One of such tools are recommender systems (RS),
which are electronic applications with the aim to generate for a user a limited list of
items from a large items set. In case of personalised RS the list is constructed basing
on the active user’s and other users’ past behaviour. People interact with recom-
mender systems by visiting web sites, listening to the music, rating the items, doing
shopping, reading items’ description, selecting links from search results. This
behaviour is registered as access log files from web servers, or values in databases:
direct ratings for items, the numbers of song plays, content of shopping basket, etc.
After each action users can see different, adapted to them, recommendation lists
depending on their tastes [4, 11, 14].

Context information is additional valuable data, which is worthy to include in
recommendation process. To propose a restaurant for a customer the nearest places
should be recommended. In shops, before Christmas, the best suggestion are the
items, which could be gifts. Razors are inappropriate recommendation for women.

In [2] the importance of the contextual information in recommender systems has
been mentioned. The authors define it as information, which is known a priori and
characterised by additional related to the domain factors having a known hierar-
chical structure that does not change significantly over time. Due to great attention
on this issue and many articles, that have appeared recently [1, 5, 6, 10, 12], finally,
the Context-Aware Recommender System (CARS) field has been formed.

The methods, which belong to CARS can be divided into pre-filtering,
post-filtering and contextual modelling methods [13]. Pre-filtering algorithms apply
contextual knowledge e.g. to remove irrelevant data before recommendations cal-
culation, which is then performed with standard methods. Post-filtering approach
uses common algorithms to generate recommendations, as well, then the contextual
information is used to adjust recommendation lists. The last type, contextual
modelling, use this background data in the process of recommendation generation.

One of the first pre-filtering solutions is exact pre�filtering [8], in which the
ratings not related to the specific context of interest are removed before recom-
mendation calculation. Another example is item splitting and microprofiling pro-
posed by Baltrunas and Ricci [3]. They split user profiles into set of overlapping
subprofiles representing the given user in a particular context. An example of
contextual modelling is RPMF proposed by [16]. The backgound information is
encoded in or reflected by the user-specific and item-specific latent factors. Based
on this, tree based random partition is applied to split the user-item-rating matrix by
grouping users and items with similar contexts, and then apply matrix factorization
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to the generated sub-matrices. Finally, a framework for building context-aware
recommender system was proposed by Hussein et al. in [10].

Effectiveness of recommender systems is usually measured as their predictive
ability. For this purpose error measures (RMSE, MAE) are used to estimate
removed ratings from test sets and compare them to real values. Such approach,
although can be calculated off-line, is often insufficient to evaluate their real
effectiveness. This is the reason of wide research in the field of recommender
systems evaluation. One of propositions is sales diversity, claimed as relevant
quality of recommendation from the business point of view [7]. It can be measured,
for instance, by the total number or the ratio of items that are recommended in the
top-N to at least one user. Vital index is recommender system coverage, which can
be defined as user coverage (fraction of users that receive at least one recom-
mendation) or as items coverage (fraction of items that can be recommended) [15].
In prediction ability calculation, if a recommendation list is shorter than required or
even empty—it does not affect the error negatively. The authors of [9] suggest to
report both accuracy and coverage as performance measures of recommender
systems.

This paper contains results of experiments on collaborative filtering recom-
mender system what2buy with context information included. There were tested
both post-filtering and contextual modelling methods. The post-filtering approach is
based on collaborative filtering item-based and user-based techniques with standard
similarity metrics, whereas the contextual modelling solution involves relationship
among item’s categories in similarity measure which is used in item-based col-
laborative filtering module, as well. Quality of prediction (RMSE) and real effec-
tiveness (items from recommendations, which were bought by customers in real
environment as well as recommendations’ coverage) was examined in the
experiments.

2 Architecture and Description of What2buy
Recommender System

The architecture of the system and its individual parts were strictly designed for this
particular selling platform. It was created and implemented in re.com.sys Ltd.
company. There are over 50,000 products and nearly 1000 categories. There were
the following aims to achieve: increase conversion rate, increase average number of
items in baskets and propose for loyal customers the items, which are particularly
interesting for them.

The conversion rate is an index of users, who bought something during the same
visit to the number of users, who were only visiting items. To increase it, new
visitors should see interesting products without time-consuming searching. The
only information gathered from them were: the visited product pages and the
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categories the products belong to. It was observed, that the time spent in the store
was very short: the visited only several pages from one or two categories.

Relatively high number of items in basket is efficient for both: seller and cus-
tomer. It reduces the influence of shipping cost. Customers eager to increase the
content of their carts, but only if they see an interesting offer.

Last aim is related to increase loyalty of regular customers. The have a great
history of transactions, which is a good source of profiles of their preferences. They
have favourite products and categories, they know the rules of navigation in the
service. For them the related other products from different categories should be
proposed.

Taking into considerations the above challenges and objectives, there was pro-
posed a hybrid collaborative filtering system with 2 source of data and 2 types of
recommenders. The data were gathered from transactions (transSData) and from
user pre-transactional behaviour—visits and operations on basket (visSData).
Transactions data was used as input to user-based collaborative filtering module
(UBR) which is designed to generate recommendations for regular customers. The
data visSData is a source to item-based collaborative filtering module (IBR) to
generate propositions for new customers as well as users, who only wander among
the pages.

It should be noticed importance of contextual information (category of items) in
every of the mentioned objectives: in IBR the proposed items ought to belong to the
same category as the items registered in users’ path, whereas in UBR it is desirable
to recommend items new and surprising from different from well known by user
categories. To achieve it there were proposed two approaches: context pre-filtering
module or a new similarity measure which process the context information during
similarity calculation.

The new similarity measure calculation bases on common widely used similarity
measures (e.g. Pearson correlation, Eculidean distance) and contextual information.
It was proposed on Bialystok University of Technology and tested in what2buy
system. The proposed index takes into consideration relationship among the items
as well as among the categories. In both parts the input data is behavioural infor-
mation from users. Equation 1 describes the measure.

simBaseCtxðxi; xjÞ ¼ a � simBaseðxi; xjÞþ b � simBaseðcaðxiÞ; cbðxjÞÞ ð1Þ

simBase denote standard similarity measure (e.g. Pearson correlation, Eculidean
distance). The final similarity value depends on similarity between items: xi and xj
and between the categories they belong to: ca, cb. Coefficients a and b (a 2 ½0; 1�,
b 2 ½0; 1�) adjust importance of these components. High values of this index require
strong matching in part of items as well as categories. However, in case of cold
start, when new items are introduced to the store’s offer (simBaseðxi; xjÞ ¼ 0), it is
possible to determine similarity basing on the relationship among the categories.
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3 Experiments

The set transSData contains data from 14 months (see Table 1), whereas the set
visSData consists data from 9 months (see Table 2). There were saved all trans-
actions data, whereas the in the second set, only successful data (items from paths
from the same category and from users who finally added at least one item to the
basket).

First of all, it was examined effectiveness of the recommender modules on the
source data with respect to RMSE error. There were examined for both modules the
following similarity indices: Pearson Correlation (Pearson), LogLikehood
Similarity (LogLikehood), Cosine-based Coefficient (Cosine), Euclidean Distance
Similarity (Euclidean), CityBlock Measure (CityBlock) and respective
context-based ones: Pearson Context-based Correlation (PearsonContext),
LogLikehood Context-based Similarity (LogLikehoodContext), Context
Cosine-based Coefficient (CosineContext), Euclidean Distance Context-based
Similarity (EuclideanContext), CityBlock Context-based Measure (CityBlock
Context). In all cases a ¼ b ¼ 0:5). The results are presented in Table 3 for both
transSData and visSData datasets (Table 4).

The lowest value of RMSE error was the case with Euclidean Distance
Similarity in both modules, however the measure based on context data and
Euclidean distance was the following one, slightly only worse: the difference was

Table 1 Description of
transactions data transSData

Total number of users Number of users versus
transaction length (L)

156844 L = {1,2} 99202

L = [3, 10] 40438

L � 11 17202

Total number of items Number of items versus
transaction length (L)

35105 L = {1,2} 12139

L = [3, 10] 10918

L � 11 12047

Table 2 Description of
transactions data visSData

Total number of users Number of users versus
path length (L)

46691 L = {1,2} 24412

L = [3, 10] 17868

L � 11 4397

Total number of items Number of items versus
path length (L)

21489 L = {1,2} 7641

L = [3, 10] 10327

L � 11 6240
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2–3 %. It must be mentioned, that for EuclideanContext measure on transSData,
but with the context information taken from visSData, the value of RMSE was
equal 0.38. It was the lowest error value in all cases.

Very important measure in recommender systems evaluation is coverage. This
index measures filling a recommendation list with required length. This is partic-
ularly important in real environment. The recommender modules with all men-
tioned above similarity measures were examined with respect to coverage
recommendation lists of different length. For this experiment only input data of
users who had 2 items in their history was taken, because they are the most
common in the both datasets. The results are presented in Tables 5, 6, 7 and 8 for
both transSData and visSData datasets.

In case of UBR module including context information slightly decreased cov-
erage (1–2 %), however in case of IBR module the coverage increased significantly
(10–15 %). When an item is novel or it has not many relation with the other items,
it has not enough similar items on the recommendation list generated for it.
Including well-established similarity among the categories increased coverage and
filling the lists of propositions.

As it was mentioned before, the system is working in real environment on selling
platform. It was possible to compare its factual effectiveness evaluated by real
customers. It was measured a ratio of the bought items, which were recommended
and presented to the customer before, to the total number of items, which were
bought that day. The results are presented in Tables 9 and 10.

Table 4 RMSE values for both modules of recommender system: UBR and IBR with context
similarity measures

UBR module on transSData data

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

0.44 1.04 0.44 0.59 0.98

IBR module on visSData data

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

0.60 11.33 5.58 8.88 8.63

Table 3 RMSE values for both modules of recommender system: UBR and IBR with common
similarity measures

UBR module on transSData data

Pearson LogLikehood Cosine Euclidean CityBlock

0.60 0.87 0.52 0.0 0.93

IBR module on visSData data

Pearson LogLikehood Cosine Euclidean CityBlock

6.87 10.44 2.49 5.12 8.12
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It can be seen, that customers the most often select items, which were recom-
mended basing on their path in the service. Surprisingly, the recommendations,
which were the most interesting for the customers, were generated by the module

Table 5 Coverage values (%) for UBR module of the examined recommender system with
common similarity measures

Required recommendation list length = 10

Pearson LogLikehood Cosine Euclidean CityBlock

82 % 98 % 98 % 98 % 100 %

Required recommendation list length = 20

Pearson LogLikehood Cosine Euclidean CityBlock

80 % 98 % 98 % 98 % 100 %

Required recommendation list length = 30

Pearson LogLikehood Cosine Euclidean CityBlock

78 % 98 % 98 % 98 % 100 %

Table 7 Coverage values
(%) for IBR module of the
examined recommender
system with common
similarity measures

Required recommendation list length = 10

Pearson LogLikehood Cosine Euclidean CityBlock

38 % 89 % 89 % 89 % 99 %

Required recommendation list length = 20

Pearson LogLikehood Cosine Euclidean CityBlock

31 % 85 % 85 % 85 % 99 %

Required recommendation list length = 30

Pearson LogLikehood Cosine Euclidean CityBlock

27 % 83 % 83 % 83 % 98 %

Table 6 Coverage values (%) for UBR module of the examined recommender system with
context similarity measures

Required recommendation list length = 10

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

94 % 97 % 97 % 97 % 100 %

Required recommendation list length = 20

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

94 % 97 % 97 % 97 % 100 %

Required recommendation list length = 30

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

94 % 96 % 96 % 96 % 100 %
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IBR with LogLikehood similarity measure, which was not the best one in off-line
evaluation. The following best results were generated by the system with the
context similarity based on Euclidean distance.

Table 8 Coverage values (%) for IBR module of the examined recommender system with context
similarity measures

Required recommendation list length = 10

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

97 % 99 % 99 % 99 % 99 %

Required recommendation list length = 20

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

97 % 99 % 99 % 99 % 99 %

Required recommendation list length = 30

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

95 % 98 % 98 % 98 % 98 %

Table 9 A level of customers interest (%) of presented recommendations with respect to common
similarity measures

UBR module on transSData data

Pearson LogLikehood Cosine Euclidean CityBlock

0.61 1.5 0.88 0.62 0.61

IBR module on visSData data

Pearson LogLikehood Cosine Euclidean CityBlock

7.15 17.31 4.63 5.45 5.31

Table 10 A level of customers interest (%) of presented recommendations with respect to context
similarity measures

UBR module on transSData data

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

0.61x 1.5 0.88 0.62 0.61

IBR module on visSData data

Pearson
Context

LogLikehood
Context

Cosine
Context

Euclidean
Context

CityBlock
Context

7.15x 17.31 4.63 5.45 5.31
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4 Conclusions

Rapid increase in the volume of information on the internet reduces its accessibility.
On the other hand, the information delivered to the user should be highly matched
with their personal preferences. One of the personalisation tools are recommended
systems, which identify customer tastes analysing their behaviour on the selling
platform.

There are many approaches to personalization in recommender systems:
content-based recommenders, collaborative filtering systems, knowledge-based
technique. Real environment recommendation services are the most often complex
hybrid systems composed of many different method modules. Designing an
architecture of such network requires deep analysis of the domain specificity:
customers behaviour, frequency of shopping, attachment to favourites products, etc.
Often, a very important factor is context information, e.g. categories and depen-
dence among them. Finally, to select and adjust the optimal approach, it also
involves performing and repeating a series of experiments to evaluate overall
effectiveness.

In this article a recommender system in real environment was presented. There
was examined influence of context information: relationship among item’s cate-
gories introduced in post-filtering module as well as in similarity measure calcu-
lation. The context similarity measures base on common indices, e.g. Euclidean
distance or LogLikehood function, however take into account users interaction on
products as well as on categories the products belong to. Finally, the overall
effectiveness of the recommender system, which generates proposition using this
measure, was better: customers more often selected the propositions, although in
the experiments its RMSE value was not the lowest.

Acknowledgments This work was partially supported by Rectors of Bialystok University of
Technology Grant No. S/WI/5/13.
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The Concept of the Effective Multi-channel
CSMA/CA Detector

Dariusz Laskowski, Marcin Pólkowski and Piotr Lubkowski

Abstract The increasing demand for Internet Protocol (IP) wireless networks with
increased capacity forced work on multi-channel radio devices. Along with an
increasing number of wireless devices working simultaneously on similar fre-
quencies, there is a problem with detecting the signals generated by wireless
devices belonging to one system. To this end, dealt with the analysis of the
available methods for the correct sensing of signals, which belong to one mobile
radio system, using one of the currently most popular multi-channel modulation—
OFDM (Orthogonal Frequency-Division Multiplexing). Paper describes prelimi-
nary analysis and implementation of effective multi-channel detector (EMCD),
which purpose was to detect the signals coming from the nodes be-longing to one
radio network. Future model will be built in Matlab environment, allowing for very
accurate simulation of even very intricate problems.

Keywords OFDM � CSMA/CA � Multi-channel

1 Introduction

A MANET (Mobile Ad hoc NETwork) devices operating in continuous mode (as
opposed to Wireless Sensor Networks—WSN) usually apply the CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance) access method. In the
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classical method of CSMA/CA, broadcasting station checks the state of the radio
link as soon as created is radio frame. If radio channel is free, the station begins
broadcasting frames, and, in the case of busy channel, a transmission is paused until
the medium is released. In order to detect a collision or other transmission errors,
the receiving station must send a confirmation of reception of broadcasting frames.
The CSMA/CA protocol allows detection of a collision, where the two stations will
transmit at the same time or almost simultaneously after a period, a medium was
busy. Another possible cause of the collision is promotional assessment error that
causes a delay of the link status (station begins broadcasting, because it is not
receiving signals from other nodes). Improvement of this method is to add the
RTS/CTS mechanism (request to send/clear to send), which removes the hidden
node problem.

The mentioned method is ideal for devices operating in the 802.11 standards
family (Wi-Fi). The network made up of these devices does not typically have a
large number of nodes, so they required low capacity medium. In the case of higher
capacity, a large number of collision forces the use of greater number of channels at
the same time. Solutions of this type, utilizing a significant number of nodes used
are for example in the armed forces [1–3].

Modern multi-channel nodes of MANET network facing the problem of correct
detection of the signals belonging to its own system, while maintaining minimum
power consumption of end users. This article describes a proposal for efficient
multi-channel detector for transmissions originating from the nodes belonging to
one radio network.

The remaining part of the paper organized is as follows: Sect. 2 describes the
assumption made for implementation of proposed EMCD solution. In Sect. 3
theoretical background of the considered problem is given. Scheme of the simulator
is presented in Sect. 4. Section 5 presents some conclusions concerning the pro-
posed EMCD.

2 The Initial Assumptions

Although in the literature many solutions have been proposed to solve the problem
of correct carrier and sub-carrier allocation in own system [4–6] they are not well
suited to the large variation of MANET solutions that use multi-channel nodes. For
a future implementation of the detector model in simulation environment, the fol-
lowing assumptions have been taken:

• The perspective radio will work in n parallel receiving channels, covering
selected subranges of frequency band. Receivers will run under control system
based on allocated radio resources, received from a frequency broker or a ser-
vice provider.
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• The bandwidth each channel can be dedicated to receive one or more of the
allocated frequencies (Fig. 1). Channels can cover the entire bandwidth or
unused leave a few sub-ranges (depending on frequency allocation).

• For each channel there is a possibility to start the machine of fast browsing and
the detecting the allocated frequencies (if there is more than one allocated
frequency with respect to the receiving path).

The above assumptions simplify model EMCD CSMA/CA to:

• N parallel CSMA/CA detectors working independently;
• One CSMA/CA detector fitted into the system’s horizon energy detector (tse)

The proposed simulator is provided for the solutions with fast searching radio
channels. Due to specificity of the radio system, it is proposed to use a hybrid
detector, consisting of two main elements:

• The energy detector;
• The correlative detector (Fig. 2)

Individual detectors perform different roles in the model. The energy detector
can detect signals without the need to have knowledge of their nature, frequency
and bandwidth. The energy detector confirms the hypothesis of the presence of
signals from other users. Its purpose consists merely of checking whether the power
level of the received radio channel is greater than a threshold value. The correct
operation of the radio network based on CSMA/CA algorithm, requires detection of
own transmissions, which means work in the same radio network. For this purpose
an additional detector based on signals characteristics contained in the preamble

Fig. 1 Multi-channel radio system model based on multiple parallel detectors
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was used. The combination of these detectors enables the classification of received
signals.

The simulator will use the OFDM modulation, which main features such as
mentioned below:

• efficient use of bandwidth;
• real time control of the radio channel parameters and tuning of the receiver;
• high resistance to multipath fading and interference between symbols;
• low sensitivity to the inaccuracy of the symbol’s synchronization; predispose it

to mobile applications.

3 Theoretical Background

Orthogonal frequency-division multiplexing (OFDM) is a method of encoding
digital data on multiple carrier frequencies [7]. OFDM is a frequency-division
multiplexing (FDM) scheme used as a digital multi-carrier modulation method.
A large number of closely spaced orthogonal sub-carrier signals are used to carry
data on several parallel data streams or channels. Each sub-carrier is modulated with
a conventional modulation scheme (such as quadrature amplitude modulation or
phase-shift keying) at a low symbol rate, maintaining total data rates similar to
conventional single-carrier modulation schemes in the same bandwidth. OFDM
symbol on carrier wave is expressed by:

g tð Þ ¼ Rfx tð Þej2pfetg ð1Þ

Fig. 2 The working mechanism of single receiver with fast channels scanning
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where OFDM symbol x(t) is expressed by:

x tð Þ ¼
X1

s¼�1
xs t � sTð Þ ð2Þ

A single OFDM symbol in the baseband is expressed by:

xs tð Þ ¼
XN=2

n¼�N=2

xn;se
j2pnD f ðt�TgÞ ð3Þ

where:
Xn,s Complex modulation symbol (ex. QPSK) placed on given subcarrier

n at symbol s;
N Number of subcarriers;
Δf = 1/Te Subcarrier separation;
Te Effective OFDM symbol duration;
Tg CP duration (Cyclic Prefix);

A single OFDM symbol is composed of the field CP, and the user data. Its
structure is demonstrated below at Fig. 3 while table (Table 1) presents the basic
values of OFDM symbol parameters.

In real radio devices it is necessary to apply a filter to reduce signal leaks
(side-lobe) in adjacent channels. Therefore, it is important to exclude extreme
subcarriers, because they are affected by the characteristics of the filter. The OFDM
signals in the frequency domain with an emphasis on the role of the subcarrier
present in Fig. 4.

• Useful subcarriers—subcarriers which carry user data;
• Pilots—subcarriers used to channel estimation and synchronization;
• Zero subcarriers—subcarriers that are not use: null subcarrier (DC) and pro-

tective subcarriers (Fig. 5).

Fig. 3 The OFDM symbol

Table 1 Basic values of
OFDM symbol parameters

Parameter Value

FFT size, N 256

Tg 16 μs

Te 64 μs
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The following table shows the values of the parameters of the OFDM signal in
the frequency domain, which have been implemented in the model. Frame structure
is shown in the Fig. 6. Every frame is made up of four symbols of OFDM, forming
a block of the preamble and the symbols that make up the data block. The symbols
P1S1, P2S1, P1S2 and P2S2 form a preamble Symbols P1S1 and P1S2 have the
same sign, which is used to track the signal stability. P1S1 forces the activation of
the automatic gain control (AGC) to avoid interference and optimize the signal
level.

The P1S2 symbol is used by the correlation detector for detecting the signal from
its own radio network and synchronization the received frame (Fig. 5) (Table 2)

Protective 
band

Protective 
band

DC

Pilots

Fig. 4 An OFDM signal representation in frequency domain

Fig. 5 The energy and correlation detector—sequence of operation
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4 The Simulator Proposition

The sensing system consists of two elements, energy detector and correlative
detector. Due to the foundation of the application of OFDM modulation, the pri-
mary task of correlative detector is detection the OFDM signal as a signal to other
radio stations of its own network (Fig. 7).

Fig. 6 The frame structure

Table 2 The value of
OFDM parameters

Parameter Value

FFT size, N 256

Number of useful subcarriers 200

Number of subcarriers in protective band 56

Number of pilots 8

Number of useful subcarriers without pilots 192

Pseudorandom Noise Generator 
(gen_pn.m)

Madulation
IFFT 

(ofdm_sym.m)

IFFT 
(ofdm_sym.m)

Preamble 
Generation 

(short_gen.m)

OFDM Framer 
(framer.m)

OFDM 
Signal

AWGN
Narrowband 
Noise Signal

Noised OFDM Signal 
in AWGN Channel

Band-pass 
Filter

Energy 
Detector

Synchronization 
(detect_burst.m, 
detect_peak.m)

Fig. 7 Simulator block diagram
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Simulation of detection of OFDM signal has been implemented in the Matlab
R2014b. It is consists of three major modules: OFDM signal generation logic, and
then his abnormal and distortion of the radio channel, the channel busy detection
using energy detector and detection of signals from own network (receiver input
signal synchronization). Detailed diagram of the simulator is set out below.

These modules are described in the following script (M-files, *.m):

• detect_burst.m – preamble detection,

• detect_peak.m – correlative impulse detection for synchronisation,

• framer.m – forming OFDM frame,

• gen_pn.m – generation pseudorandom numbers,

• main.m – main script,

• mapping.m – mapping pseudorandom sequence on subcarriers,

• ofdm_sym.m – Inverse Fast Fourier Transformation,

• shortp_gen.m – preamble generation,

• shortp_gen_idx.m – preamble indexing,

• ofdm_syst.m – OFDM symbol structure indexing.

5 Conclusions

Own signals detection in modern mobile radio systems is becoming an increasingly
important issue. The article proposes a way of detecting signals from other stations
of the radio network using the layout of the detectors, consisting of energy detector
and the correlative detector. Energy detector detects the initial signal. On the other
hand correlative detector fined the signal belonging to the network and synchro-
nizes receiver with this signal. Hybrid construction of the detector allows limiting
the use of hardware resources of the receiving equipment over signals detecting
from the devices belonging to a single radio system and exclude unnecessary
analysis of the parameters of the signals received by a multichannel receiver.

Currently undergo work is aimed at implementation of the proposed detector in
the test environment [8] using Matlab simulation tool to test the effectiveness of this
type of detection.
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Clustering Context Items into
User Trust Levels

Paweł Lubomski and Henryk Krawczyk

Abstract An innovative trust-based security model for Internet systems is
proposed. The TCoRBAC model operates on user profiles built on the history of
user with system interaction in conjunction with multi-dimensional context infor-
mation. There is proposed a method of transforming the high number of possible
context value variants into several user trust levels. The transformation implements
Hierarchical Agglomerative Clustering strategy. Based on the user’s current trust
level there are extra security mechanisms fired, or not. This approach allows you to
reduce the negative effects on the system performance introduced by the security
layer without any noticeable decrease in the system security level. There are also
some results of such an analysis made on the Gdańsk University of Technology
central system discussed.

Keywords Context � System security � Clustering � TCoRBAC model � Trust
levels

1 Introduction

Internet systems are the most commonly used types of systems nowadays. Their
popularity results from the ease of their use. They are accessible from nearly all
types of computers—from traditional PCs to the more and more popular mobile
devices, such as tablets and smartphones. It does not matter what operating system
is used, because they are used with web browsers which implement the same
standards of HTML, JavaScript, AJAX, etc. They are also accessible from any
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place where the Internet is available. So nearly everyone can try to access them. On
the other hand, such openness poses a serious threat to their security. Also, their
distributed and service-oriented architecture has a significant impact on their
security and reliability.

The technology evolves very quickly. Every 5 years there is a major step
made—a small revolution. The same applies to the area of security. There were
solutions based on traditional MAC (Mandatory Access Control), DAC
(Discretionary Access Control) and RBAC (Role Based Access Control) models [1,
2]. Then, they were expanded by using elements of dynamicity—they adaptively
expand and shrink users’ permission sets [3]. Finally, the analysis of widely
understood context was involved [4–7]. The expansion of the idea of “big data”
created a new place for security mechanisms. They started to profile users’
behavior, and decide upon access on the basis of these profiles [8–10]. In such a
way we evaluate from strictly defined access control rules to user trust-based
mechanisms—the decision of granting or denying access is based on the
system-to-user trust [4, 11–13].

There is also another important matter connected with the security of Internet
systems. There should be a balance between the security level and the usability and
efficiency of the system [14]. From the system point of view, the security mecha-
nisms should provide an acceptable level of risk, but from the user’s point of view
the security layer should be nearly invisible as long as the user behaves in a
predictable way [15].

There are two main problems in building such efficient security mechanisms.
The first one is the complexity of context and its analysis. The context nature is
multidimensional. That results in high complexity. Previously we proposed the
universal CoRBAC (Context-oriented Role Based Access Control) model and the
security audit-based procedure of determining the system security level [6, 16, 17].
The other problem is that strong security mechanisms have a negative impact on the
system performance. The remedy for this problem is building some correct and
efficient user trust estimation procedures and forcing strong security mechanisms
only on low user trust levels. This is the subject of this paper.

2 User Trust Model for Internet Systems

Users behave in a predictable way. The same applies to their interaction with
systems. For example, they usually use the same devices, the interaction takes place
in the same hours and from the same place. This is very unique to each user and can
be treated as the user’s fingerprint. As mentioned earlier, the user interaction with
the system is accompanied by many context parameters which describe the current
overall context of each activity. A written log of such activities, with accompanying
contexts, creates an individual user profile. On the basis of such a profile, the
system can determine if the user behaves typically, or not. That determines the
system-to-user trust levels. We proposed the model with different security
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mechanisms which depend on the user trust level [13]. Now we want to deal with
the problem of determining the correct amount of user trust levels.

Let us define context (C) as a set of context parameters (CPi):

cx 2 C ¼ CP1 � CP2 � . . .�CPz ð1Þ

Each context parameter (CPi) is a finite, discrete set of possible values of the
parameter:

CPi ¼ cpi1; cpi2; . . .; cpinf g ð2Þ

Some context parameters have a continuous character (e.g. time). During the
context analysis they are clustered into certain groups, e.g. days of the week. The
same situation applies to context parameters with discrete but numerous values, e.g.
set of IP addresses. They are clustered into subsets of a specific netmask.

The current context (cx) accompanying each user with the system interaction is
described by the current values of each context parameter (CPi). Thus, the cardi-
nality of the set of context items is the multiplication of cardinality of each context
parameter values set.

Let us analyze an example of a context consisting of three context parameters:

• CP1—logical localization of user—a set of the following elements: cp11 =
internal network, cp12 = campus network, cp13 = external network (Internet),

• CP2—time of user’s activity in the system—a set of elements: cp21 = weekday,
cp22 = weekend,

• CP3—type of device being used—a set of elements: cp31 = traditional PC,
cp32 = mobile device.

Then the |C| = 12. Each context is a three-value tuple, e.g. c1 = (cp11, cp21,
cp31). When any of the context parameter changes the value, the current context
also changes. For example when the user changes the type of the device used, the
accompanying context also changes.

We can create a bi-directional full graph of items transitions—see Fig. 1. The
vertexes of this graph are context items (ci). The edges of the graph describe the
changes of the context accompanying user requests. A history of such a user with
system interaction with accompanying context value creates a user’s profile. Each
of the vertexes are also marked by a number determining how often the user
interacted in this context (see Fig. 2a). We can cluster vertexes of this graph into
groups on the basis of this metric (f). The resulting groups form user trust levels, on
the basis of which the appropriate security mechanisms are fired.

It is worth mentioning some facts. Firstly, the multiplicity of context parameters
results in time-consuming procedures of determining their values. Secondly, the
number of items in the graph (context items) is very numerous and grows expo-
nentially. Thus, it is hard to analyze such a big amount of data, which again has a
negative impact on the system performance.

Clustering Context Items into User Trust Levels 335



3 Classification Algorithm for Determining
Categories in User Trust Model

Each user profile can be represented as a histogram of the previously mentioned
frequency metric for each context value. Let us analyze the example graph of
context items presented in Fig. 2a. Each vertex has a frequency metric f assigned
which determines how often the user interacted in this context. An example
histogram has been depictured in Fig. 2b. Of course, in the real world the context is
much more complicated, multi-dimensional (consists of many more context

Fig. 1 Example bi-directional graph of possible user context items transition

Fig. 2 a Vertexes are marked by a number determining how often the user interacted in this
context and clustered into 4 groups. b Histogram of frequency metric f which determines how often
the user interacted in the specific context values
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parameters), and the context parameters have more different values. So the effective
context items set is very numerous.

There is a need to cluster the frequencies from the histogram into groups. For
these groups some appropriate trust levels are assigned. Each trust level is asso-
ciated with a corresponding security mechanism. The security mechanisms may
include the following: retyping captcha-code, entering the user password again,
inputting a special code sent by SMS or e-mail, etc.

The best way to determine the number of the clusters, and to do the clustering, is
by using Hierarchical Agglomerative Clustering (HAC) [18–20]. As an input for
this algorithm there is a vector of frequency metrics from the user’s profile used.
Figure 3a presents an example dendrogram as a result of such clustering (all HAC
analysis were made with the use of P. Wessa software [21]). There is the Euclidean
distance metric used, and the Centroid Criterion strategy of computing the distance
between the clusters. Figure 3b presents example distribution of the number of
clusters and the distance between the closest clusters (also known as the height of
dendrogram).

On the basis of this distribution it can be determined when the distance stops to
decrease significantly—this is the most optimal number of clusters. After this point
the differences between clusters are so tiny that it is pointless to extract any
additional trust levels, and corresponding security mechanisms. Of course, this
number is also dependant on the characteristics of the system, and the number of
reasonable security mechanisms that may be introduced.

The final step is to determine the ranges of frequency metrics corresponding with
each cluster, sort them ascending, and assign them trust levels with security
mechanisms. This way we reduce the number of items (context values) from very
numerous to four, in our case. This number results from the analysis of our uni-
versity central system logs.

Fig. 3 a Example dendrogram as a result of HAC. b Example distribution of the number of
clusters and the distance between the closest clusters (height)
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Figure 4 presents the dendrogram and distribution of the number of clusters and
the distance between the closest clusters in the case of our university system. The
analysis is taken on a population of 3,000 users. The results are presented for the
top 20 clusters cut—the subsequent clusters have small distances (near zero) and
can be omitted, they would result only in the illegibility of the charts. The system is
used by over 40,000 users. The analysis takes into account a nearly 4-year period of
the system’s operation.

There is another approach—with the use of unsupervised K-means strategy [22].
The initial number of clusters may be determined using a Mean shift algorithm [23].
Next, there should be the results of determining the average distance from the
centroid for each cluster (treated as imperfection of clustering) compared. The
analysis should start with the number of clusters determined by the Mean shift
algorithm. Then, there should be the nearby numbers of clusters checked too.
Finally, the best number of clusters is when the imperfection metric stops to decrease
significantly (similarly to HAC). In our case this strategy gives some similar results
to HAC strategy, but it is less deterministic. Thus, in our opinion, HAC strategy
seems to be a better approach to items reduction and transformation to trust levels.

4 Application of Trust Model in TCoRBAC Approach

The above trust level determination mechanism was applied to a TCoRBAC (Trust-
and Context-oriented Role Based Access Control) model [13, 17]. The main goal of
this approach is to build separate profiles of each user’s interaction with the system.
Using the strategy described in this paper of the items’ reduction, and assigning
appropriate user trust levels, it is possible to fire some extra security mechanisms.
The algorithm of authorization and trust verification in the TCoRBAC model is
presented as the pseudo-code below.

Fig. 4 a Dendrogram and b distribution of the number of clusters and the distance between the
closest clusters (height) in our university case
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The result of clustering the example items transition graph (mentioned at the
beginning of the paper) is depicted in Fig. 5. There are four clustered items with the
appropriate trust levels assigned. A user interacts in some context which changes
while changing one of its context parameter values. This may cause a change of the
trust level and adequate security mechanism.

The security mechanisms connected with trust levels may be as follows:

• TL4—fully trusted user—there is no extra security action (cost: 0 s)
• TL3—confirmation of user identity by pointing to 1 of 10 images (cost: 1 s)
• TL2—re-entering the password or other personal data (cost: 3 s)
• TL1—inputting the one-time-password sent by SMS (cost: 5 s)

Table 1 presents an example simple scenario of user interaction with the uni-
versity system. There is the time spent on each action (from the user’s point of
view) indicated, as well as the type of action: business or security.

Fig. 5 Items transition graph
as a result of clustering
procedure and trust level
assignment
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On the basis of this example scenario there is calculated the user-side efficiency
metric (ε) defined as the ratio of the time spent on business activities (τB) to the
overall time spent on business and security activities (τB + τS):

e ¼ sB= sB þ sSð Þ ð3Þ

The resulting efficiency metric varies from 0.25 to 0.4286, depending on which
security mechanism is fired. It has a nearly double difference, which is noticeable
for the user. Of course, in more complex scenarios this metric will decrease. It is
worth mentioning that users mostly interact in TL4, so then the efficiency metric is
from the top of the range. The metric decreases in lower trust levels, but it is the
result of a higher security level.

The TCoRBAC model was developed for the central system of Gdańsk
University of Technology. More information about this model can be found at [6,
13, 16, 17].

5 Conclusions

It is worth pointing out that the described approach is very effective in complicated
multi-dimensional cases. The process of clustering is not very efficient, but it may
be done asynchronously in the background. There may be one more optimization
done: the clustering and profile computation may be actualized periodically—this
also reduces the load of the system.

The reduction of many context items to a few trust levels does not decrease the
system security level significantly and does not have an impact on the user-side
efficiency metric (ε). With reference to Furnell’s insights [14], the security level is
nearly invisible for the users who do not change their behavior—they are classified
at the highest trust level, so there is no need to do any extra security checks.

Table 1 Example simple scenario of user interaction with the university system

No Activity Time spent by user Type of activity

1 Login 3 s τS
2 Computation of current context ≈0 s τS
3 Permission check ≈0 s τS
4 Determination of trust level ≈0 s τS
5 Execution of security mechanism 0/1/3/5 s τS
6 “Student” application choice 1 s τB
7 Selection of subject 1 s τB
8 Grade reading 1 s τB
9 Logout 1 s τS
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On the other hand, when the user changes the context very often, s/he gets a
regular distribution of frequency metric f, so that it is hard to cluster their profile. In
such a case it is worth considering doing global (per whole system) clustering and
determining global ranges of this metric which cannot be exceeded during per-user
clustering and trust level assigning.

The clustering process may also take into account a weight metric pointing to the
distance between the context values (computed on the basis of how many context
parameter values change from one context value to another). It is a quite intuitive
approach but also causes some blur of clusters and decrease of the system security
level. In such a case an intruder may behave quite similarly to the real user (use
similar context values) and will not be detected. If we use strict context clustering
(with equal weight = 1) the intruder has to behave exactly the same as the user (the
same context values) in order not to be detected. In the real world, where many
context parameters are taken into account, it is very hard to copy the user’s behavior
precisely.
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Dependability Metrics for Network
Systems—Analytical and Experimental
Analysis

Jacek Mazurkiewicz

Abstract Paper presents several dependability metrics for network systems.
Methods of metric calculation are also taken into consideration. Two general groups
of metrics are analyzed: analytical and experimental. Following analytical metrics
are analyzed: network cohesion in the system, number of services involved in the
compound service, absolute importance, dependence and criticality of the service
and overall reliability of the compound service. Experimental metrics—task
response time and service component availability—are also calculated. Numerical
experiments were performed on a test case scenario. The dependability means the
combination of the reliability and functional parameters of the network. Analysis is
done with a usage of open-source simulation environment that can be easily
modified and extended for further work. Based on the simulation results, some
alternatives can be chosen in case of system or service failure. This way it is
possible to operate with large and complex networks described by various—not
only classic—distributions and set of parameters. The presented problem is prac-
tically essential for organization of network systems.

Keywords Network systems � Reliability � Dependability modeling

1 Introduction

In today’s business and service-based information systems knowledge about
measurements and metrics of system parts is not only connected with better
understanding these systems, but also as a set of means about business values. No,
wander then, that this approach is still widely used in almost all present-day
domains and primarily has been adapted to industry as well as hi-tech field.
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Furthermore, measurement started to benefit from as basis for control systems,
which at present, often are compound computer aided platforms for managing other
systems.

In computer science, metrics are common and widely used, still in case of
service-based information systems this area is still under development [9, 11, 12,
16]. Researchers are trying to invent or improve metrics in case of better system
evaluation. Such situation can be especially seen in the dependability area. In this
paper, we present some of the metrics focusing on two (analytical and experi-
mental) methods of their calculation. As a result, we try to look to a comparison of
their results and answer the question about their utilization in a service-based
information system area.

Since Information Systems must be proved experimentally on either real systems
or simulations based on traces from real systems in Sect. 2 we present short
description of simulation as a methods of system analysis. Next, we propose some
defined dependability metrics (Sect. 3) that will be used in examined exemplary
case scenario (Sect. 4). Finally, there are conclusions and plans for further work.

2 Simulation Tools

Simulation is an attempt to model a real-life or hypothetical situation on a computer
so that it can be studied to see how the system works [9, 10]. Going further, we can
say that simulator is a tool that tries to mimic the behaviour of a system. In
literature, two main types of simulators can be found: a continuous time and dis-
crete event based [10]. In the area of simulation issues, there main tasks/processes
can be named:

• designing of simulation model,
• calculation of the model (using simulation algorithms),
• results analysis.

Simulation of a physical reality requires creating mathematical model that rep-
resents its nature. It can be represented in various ways starting from declarative
form, functional, spatial and multi-model. After proposing suitable form of the
representation simulation can be done using one or more units (depends of a
dispersion of large-scale models). It should be noted, that simulation can be done on
various levels of abstraction considering user needs, and data needed for results.
The more precise models, the more precise results that is way a suitable model
should be chosen from a set of models in a set of: stochastic (using random numbers
generators); deterministic (continuous time or discrete event based); distributed
(realized as a network) and agent based (agents are represented as a part of the
system working as a executable threads).
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2.1 MS Classification

For modeling and simulation technique (MS) [10] large number of tools are
available. Moreover this number is still growing, since the requirements become
larger and larger in all four groups of its main classification, that is:

1. Analytical tools—help to design a network model and calculate different factors
(e.g. reliability) of the model.

2. Simulation tools—simulate dynamic behaviors (e.g. link failure) of a network
model besides modeling.

3. Topology discovery tools—extract the actual network information from an
existing system and map them graphically and/or in text format

4. Topology generation tools—help to generate small as well as large topologies
based on different algorithms.

Figure 1 [10] shows further classification of the tools with respect to their
commercial and educational classification.

2.2 Tools for Network Systems Simulation

There are various methods of system analysis. Some researches try to do it using
graphs [5], others choose some simulation techniques. In this paper we consider
system behavior that will be as close to reality as is can be. Usage of simulator allow
us to mimic the behavior of a system. In literature, two main types of simulators can
be found: a continuous time and discrete event based simulation [6, 14]. Continuous
simulation requires a representation of the system using differential equations [5].
This type of simulator is predominately related with electric power studies. For this
reason it will be excluded from further research. The other group of simulators are
discrete events that describe the system behavior as a series of events. Classically
discrete event simulators are basis for telecommunication and IT analysis tools.

Fig. 1 Classification of the network design and simulation tools
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The set of the most popular simulators of this kind is as follows: OPNET [2, 8]
and NS-2 [7], both well known by stakeholders, as well as QualNet [1], OMNeT++
[3], SSFNet/PRIME SSF [15], and SGOOSE [5]. Experiments reported in this paper
were performed using the SSFNet simulation environment developed by the
Renesys Corporation with support from DARPA. SSFNet has large number of
protocols models and network elements; moreover open-source code allows mod-
ification. In this paper Java based version of SSFNet was used since Java language
allowed much faster development then a usage of C++. SSFNet simulator consists
of three major parts: SSF engine, DML language [4] and SSFNet models.

The SSF (Scalable Simulation Framework) is public-domain standard for
discrete-event simulation implemented in C++ with Java and C++ interface.
Scalable Simulation Framework is a base for higher level—the SSFNet. SSFNet
module is a collection of Java packages for modeling and simulation of networks
and Internet protocols. Moreover SSFNet uses public-domain standard called DML
(Domain Modelling Language) to configure simulation scenarios. For the purpose
of this work some extensions were developed, mainly connected with support for
traffic generation (models of user behavior), simulation of business level services,
implementation of resource consumption for requests processing. Since fault and
failures models are integral part of dependability analysis the SSFNet was extended
to in-corporate errors. Errors were introduced in different levels beginning from link
failures, network adapter failures to software component failures [15].

Additional modules of the tool required the extension of its input language
(DML) used in standard SSFNet version, but the most important extension was
implementing Monte-Carlo approach [15] based on running simulation several
times and calculating results based on averages values. In this way—during each
simulation—the parameters described in by stochastic processes—were the traffic
generation which modeled user behavior in a random way. They have different
values (according to set-up distributions) including an influence on the system
behavior. The capability of multiple runs of simulation was added to standard
SSFNet package by changes in several SSFNet classes (setting up random seed and
clearing all static collections). Results of simulation are recorded in specified output
file that allows further post- processing in case of dependability metrics.

3 Dependability Metrics

In case of further metrics definitions, some algebraic operation must be noted
[11, 12]:

• Selection σcondition(R)—selection of row in relation R that correspond to a given
condition set;

• Projection πattribute_id(R)—selection of columns in relation R that eliminates
duplicates.
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Using this operation, we can define and calculate metrics that will be presented
below.

3.1 Analytical Metrics

One of the metrics is called Network Cohesion in the System NCY, understood
as a number if direct (unidirectional) links between system nodes. Metric is
calculated as:

NCY ¼ pInvokerNode;ServiceNodeðrInvokerNode 6¼ServiceNode ðAÞÞ
�� �� ð1Þ

Unidirectional link between node N1 and N2 means that induction of the service
provided by node N2 from the client is located on the node N1.

Number of Services Involved in the Compound Service NSIC[c]—can be
understood as a number of services related to complex services both directly and
indirectly:

NSIC½c� ¼ SR½c��� �� ð2Þ

This metrics is the simplest indicator of service complexity.
Absolute Importance of the Service AIS[s]—is a number of clients, that are part

of the set s using their methods. It should be noted that number of clients in a node
n is not taken into consideration (not counted), because communication between
software on the same node is not causing additional load of network. Moreover,
possibility of other service availability at the same node is almost equal to zero. For
these reasons, Absolute Importance of the Service s can be calculated as:

AIS½s� ¼ pInvokerðrInvokerNode¼n;Service¼sðAÞÞ
�� �� ð3Þ

Absolute Dependence of the Service ADS[s]—is defined as a number of ser-
vices that service s is depended on:

ADS½s� ¼ pServiceðrInvoker¼s;ServiceNode¼nðAÞÞ
�� �� ð4Þ

Value of this metric is inversely proportional to self-sufficiency of the service, in
consequence to a level of its potential autonomy and usability in other environment.

Absolute Criticality of the Service ACS[s]—is a the product of its absolute
importance and absolute dependence:

ACS½s� ¼ AIS½s� � ADS½s� ð5Þ

It represents a point of attention that the creator of a service-oriented system
must devote to service s. Neither important services that do not depend on a number
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of other services, nor insignificant services that depend on many other services are
not as critical for the system, as services that are both very important and have
many dependencies.

Overall Reliability of the Compound Service RC[c]—is the reliability of a
complex service c that is inversely proportional to the weakest cell in its chain
(reliability of the most important services in complex service c):

RC½c� ¼ 1
maxðfACS½s�js 2 S½c�gÞ ð6Þ

This metrics can be seen as a main parameter/metrics for dependability of
complex services.

3.2 Experimental Metrics

In [1] we can find basic set of six dependability attributes, i.e. availability, relia-
bility, safety, confidentiality, integrity, and maintainability. These should be read as
follows: availability as readiness for delivering a correct service; reliability means
continuation of delivering a correct service; safety, i.e. possibility of appearance of
a catastrophic consequences for user and environment; confidentiality, that is risk of
compromising unauthorized information; integrity—chance that system will step
into erroneous state; maintainability which is capability of a system to recover
(submit for repairs and modifications).

Availability function A(t) for the system is a probability that system is working
properly in time t:

AðtÞ ¼ P system is working in time tf g ð7Þ

In the Network Systems with more than one level of abstraction, we can sup-
pose, that the system is available as a probability that in time t all requests come
from users to the system and services are supported correctly. On this basis we can
estimate that, the Business Service Availability (BSA) can be computed on the
basis of observed system uptime in the analyzed period T over N simulation as:

BSA ¼ 1
NT

XN
i¼1

tiup ð8Þ

whereas tup
i is a time of service being working in i-th simulation.

Above formula (8) requires defining what does it mean that service is working.
Since we are looking on the system from the client perspective, we assume that
service is working if and only if it responds to the client with a proper response. The
downtime starts when for some request there is no proper response (the time of
starting of response is used). It finished when for any request there is a proper
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answer (also a request send time is used in this case) [13]. In a very similar way we
can calculate Server Availability (SA) as:

SA ¼ 1
NT

XN
i¼1

tiup ð9Þ

In this case we can calculate another level of abstraction in Network System, that
is hardware one. In this case, tup

i is a time of server being working in i-th simulation.
Service Component Availability (SCA)—defined as a ratio of the expected

value of the uptime of a system to the observation time. It means that information
system is working in a business sense (considering all sub-services that is service
components). We proposed [4] to estimate the availability as a ratio of properly
answered requests (Ncorrect) over all requests (Nrequests):

SCA ¼ Ncorrect

Nrequests
100% ð10Þ

Business Service Response Time (BSRT) and is intended to be a numerical
representation of client’s perception of particular service components quality. It is
calculated for each tasks separately as an average delay between the starting time of
user response (ti_request) and getting answer (ti_response) from the service (i.e. only
requests that were properly answered are taken into account).

BSRT ¼ 1
Nrequest

XNrequest

i¼1

ðti request � ti responseÞ ð11Þ

4 Case Study

For the case study analysis we propose an exemplar service illustrated in Fig. 2.
The system is composed of two networks: one is a client network (client1 and
client2; replicated 100 times), other service provider infrastructure. For service
realization system contains few servers: WebServer, DNSServer, DataBaseServer,
etc. Assuming that it is a travel agency system the possibly client behaviour, is
called BuyTrip shown in Fig. 3.

For the purpose of further analysis, each service is located on only one machine
and its failure is no longer than a half of the simulation time. Metrics proposed in
Sect. 3 where calculated at the specified test case scenario (Fig. 3).

Number of Services Involved in the Compound Service (NSIC):
client2 = 5 [DNS, INTRANET, AUTH, INFOAPP, DB_STORAGE]
Network Cohesion in the System (NCS) is: 11
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Absolute Dependence of the Service (ADS):
INTRANET = 3 [DNS, AUTH, INFOAPP] : DB_STORAGE = 0 [] : AUTH =

0 [] : DNS = 0 [] : INFOAPP = 1 [DB_STORAGE] : CLIENT = 0 []

Fig. 2 Service technical infrastructure

Fig. 3 Test case scenario
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Absolute Importance of the Service (AIS):
INTRANET = 1 [client2] : DB_STORAGE = 1 [INFOAPP] : AUTH = 1

[INTRANET] : DNS = 2 [client2, INTRANET] : INFOAPP = 1 [INTRANET] :
CLIENT = 0 []

Absolute Criticality of the Service (ACS):
INTRANET = 3 : DB_STORAGE = 0 : AUTH = 0 : DNS = 0 : INFOAPP = 1 :

CLIENT = 0
Overall Reliability of the Compound Service: 0.3333333333333333
Since simulation allows to observe different parameters of observed model we

focused mainly on a metrics proposed in Sect. 3. In order to perform some inter-
esting experiments we consider two hypothetic situations that may accrue in our
testbed system: that all elements are working properly, some failures were intro-
duced (the failure of DataBaseServer staring at 1000 s and finished at 5000 s). As
shown in state charts in Fig. 3, failure of the DataBaseServer has strong influence
in case of BuyTrip scenario.

The results of a comparison of the two configurations (‘without failures’ and
‘failed’) are given in Figs. 4, 5 and 6. The simulations was performed for simulation
time of 10000 s and repeated 100 times.

As it could be expected, it shows that in case of failures occurrence availability
drops down in both cases—correlated service and server—for scenario BuyTrip and
for server that is related to that action. Since only requests that were properly
answered are taken into account calculating Business Service Response Time keeps
the same value in both cases.

From the results given above, we can see that the client2 uses 5 services which
have various criticality for the whole service. The most dependent service is

Fig. 4 Business Service Response Time—metric results
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INTERNET, next (also worth to analyze) is an INFOAPP. Because of the low values
of ACS and AIS, Overall reliability of Compound Service is not reaching value 1.

It means that the system can be seen as dependable. Comparing results of SCA
metric with ADS metric, we can see that INTERNET service is crucial for whole

Fig. 5 Service Component Availability—metric results

Fig. 6 Business Service Component Availability—metric results
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system, since failure of this element influence other parts. Moreover, since (as shown
in Fig. 3.) INTERNET is using INFOAPP and depends on DB_STORAGE than
based on mathematical transitivity it will influence INTERNET.

On the other hand, looking at the results of BSRT in all faulty cases we can
observe that if database server (and a service located on the node—DB_STORAGE)
is unavailable than user will wait for a longer time for a proper data and may cause
to a significant INTERNET delays. These results are not convergent with ADS, AIS
and ACS metrics.

5 Conclusions

We have presented a set of analytical and experimental dependability metrics of the
network systems. The analytical set of metrics included: network cohesion in the
system, number of services involved in the compound service, absolute importance,
dependence and criticality of the service and overall reliability of the compound
service.

Moreover, two experimental set of metrics, i.e. task response time and service
component availability are presented. Based on the results it is possible to create
different metrics to analyse the system in case of reliability, functional and eco-
nomic case. The metric could be analysed as a function of different essential
functional and reliability parameters of network services system.

The presented approach—based on two streams of data: dependability factors
and the features defined by the type of business service realized—makes a starting
point for practical tool for defining an organization of network systems mainte-
nance. It is possible to operate with large and complex networks described by
various—not only classic—distributions and set of parameters.

The model can be used as a source to create different measures—also for the
economic quality of the network systems. The presented problem is practically
essential for defining and organization of network services exploitation.
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Assessing the Costs of Losses Incurred
as a Result of Failure

Katarzyna Pietrucha-Urbanik

Abstract Recently, availability of the water supply system safety is the important
issue in the water management. Water network is very complex and therefore
requires proper analysis of its functioning. Water companies are responsible for
providing potable water to the recipients, who anticipate that drinking water utilities
guarantee reliable and safe supply. The aim of this paper is to present the method of
failure cost assessment with application of multidimensional comparative analysis.
In the paper the set of cost analysis was presented, that can be implemented to the
assessment of planning investments and modernization. The approach will enable
the comparison of costs level intended for failure removal in different water supply
system.

Keywords Water network functioning � Failure losses � Water supply

1 Introduction

The task of water supply system is to provide water to consumers with adequate
quality, quantity, at any time, with acceptable price. Unfortunately, sometimes it is
difficult to fulfil all those parameters during failure which random character disturbs
in its total elimination. The important factor associated with undesirable event is the
cost of losses bore during and after failure occurrence. Legally for the delivery of
water with quality threatening the life or health is responsible a water supplier who
ensures the safety and comfort of the use of water services. Not only a recipient, but
also the water company bears the consequences of unsatisfactory quality parame-
ters, resulting in financial losses for not supplied water and additional costs asso-
ciated with the failure of water distribution system.
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Rules for sharing the cost of losses are formulated by the producer of drinking
water. Rules for sharing the costs depend on many factors, among others, a side
which makes demands. It is important to take into account the interests of the
consumer. Requirements relating to the supply of drinking water in the required
quantity and quality should be included in the contract. An important issue when
concluding the contract is taking responsibility for a failure to comply with the
requirements of the contract [10]. One way to encourage the producers to fulfill
the commitments of the agreement is the introduction of the rules for charging the
manufacturer’s total or proportional cost of losses borne by consumers in the case
of limiting service or its omission [7, 9, 14].

In extreme cases or extraordinary situations caused by lack of water, depending
on the randomly occurring forces of nature, such as, for example, drought, flood,
earthquake or if the producer does not feel responsible, also when situation is not
caused by his fault, such cases should be subjected to appropriate insurance [8, 13].

Waterworks company losses resulting from unpredictable events can be con-
nected to the damage or partial loss of infrastructure, payment of compensation to
customers for water interruption in water supply related to the loss of confidence of
water consumers. In order to estimate the losses of water recipient in case of water
supply system failure it should be remembered that the profit of any company is the
difference between income and expenditure. The enterprise starts to bear losses if
costs start to exceed income [11]. Losses of water company as a result of unde-
sirable events can be calculated as the sum of costs incurred for penalties (or court
costs), to remove the consequences of such events (e.g. for repairing water mains)
[5]. Losses should be increased by income from the water which has not been sold
due to failure.

Costs of failure removal consist of the cost of materials needed to restore
damaged or destroyed infrastructure; salary costs, when the water company has its
own repair brigade these costs may increase slightly or a significant increase in such
costs may occur in case of the payment of overtime or necessity to rent a repair
brigade and other costs, e.g. transport of materials. For the water company espe-
cially important is the amount of unsold water can only be estimated using the
average amount of water consumed by customers before failure [4, 12].

An increasing awareness of water consumers about their rights causes that the
water supply market is significantly more focused to the recipient who bears the
costs in the form of charges and has the right to demand an appropriate level of
service. Analysis of the costs bore to maintain the reliability at a particular level is
very important when planning renewal or repair of water network [18, 21]. When
designing new or modernizing old water networks such systems should be devel-
oped which allow to maintain the reliability at the determined level. It is important
to reduce the costs or keep the same costs to maintain the high level of reliability. In
the papers [16, 17] the importance of taking issues related to the protection of the
recipient was highlighted, proposing the implementation of the indicators
describing the level and costs of services provided by water companies which will
also help in improving their functioning. Specially developed tools are very helpful
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in planning expenditures and future modernizations in budget of waterworks
company [22]. Therefore, the management of the water supply should perform the
detailed analysis of undesirable events and procedures when an event occurs, which
also help to maintain proper level of reliability in critical infrastructure [6, 19]. Only
such action will ensure the reduction of losses being a result of failure to a mini-
mum. The objective of this work is to characterize the change of costs of water
network renewal.

2 Materials and Methods

The analyses were made using the data from the daily operation of the examined
water network, also from the failure protocols of Municipal Water Company. The
analyses were made by the Statsoft computer program Statistica. Data character-
izing failures include information about failure, the pipe age, temperature, time of
failure removal, type of ground, data on the consequences of failure, costs of the
failure removal, material cost and salary cost, costs of losses including unsold water
during failure.

The analysis of costs spent on failure removal by water company was made
through cluster analysis which involves aggregating the similar observations. Such
method focuses on grouping parameters, which vary considerably among them-
selves [1, 3]. Created in this way cluster is then organized by analysing similarities
among all distinguished elements. Taken into account indicators may form such
group through similarity or distance. In this way the method is obtained, which
shows both the same and different properties.

In order to estimate the distance between the clusters the following method can
be included [15]:

• single linkage (nearest neighbor), the distance between two clusters is prede-
fined by the distance of the nearest neighbors belong to different clusters,

• complete linkage (the furthest neighbour), the distance between clusters is the
longest distance between any two objects in the different clusters,

• unweighted pair-group average, the distance between two clusters is defined as
the average distance between all pairs of objects belong to two different clusters,
here also method of weighted pair-group average can be distinguished where the
size of the proper clusters is used as a weight,

• unweighted pair-group centroid, the centre is a cluster of the average point in the
multidimensional space defined by the dimensions, similar is weighted
pair-group centroid (median) method, where the calculation is weighed as to
take into account the differences between the clusters sizes,

• the Ward’s method, the most effective method, distances between clusters are
estimated on the basis of variance analysis, where the sum of squared deviations
of any two clusters that can be formed at any stage is minimized.
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Among others the most reliable methods is single/complete linkage, weighted
pair-group average and the most effective is the Ward’s method, as the linkage type
the Euclidean distance was implemented. In order to verify if the individual failure
belongs to cluster the method proposed by Z. Hellwig was implemented. The
Hellwig method is used to estimate the distance between points belonging to two
different subsets [2]. The Hellwig distance is known as the critical value. The first
step is the calculation of the minimum value for each row in the distance matrix,
then determining a new variable of arithmetic mean and standard deviation. In the
end the calculation of the critical value as the sum of arithmetic mean and standard
deviation is determined [20]. In order to present the characteristics of the analyzed
failure the average of each cluster is determined by k-means method. K-means
compared with hierarchical clustering methods guarantees maximum different from
each other, especially after grouping a large number of elements considerably
increases transparency of the obtained results.

3 Results and Discussion

Hierarchical clustering methods were applied, as to create a tree diagram in which
the hierarchy of individual clusters was visualized (Fig. 1).

The method of single linkage form indistinguishable concentration of data in
comparison to other methods of linkage. At the beginning of observation the single
linkage method allowed to find outliers that not belong to any group. In comparison
to this method complete linkage formed a compact cluster of small diameter. In the
case of the Ward’s method, formed clusters have small size and clusters are more
complete. The Ward’s method gave very good results because it created a very
homogeneous clusters.

As to characterize the particular cluster the method of k-means was applied,
which belongs to iterative methods. This method guarantees receiving clusters,
which maximally differs from each other, what after grouping a large number of
elements considerably increases transparency of the obtained results. In the Fig. 2
are shown results of the clustering k-means (Table 1).

The aggregated cost of each clusters can be characterized as follow: 1st cluster—
high cost of material and average total costs, 2nd cluster—high cost of material and
high total costs, 3rd—very high cost of material and very high total costs and 4th
cluster very low cost of material and low total costs.

As to find out which parameter influences clusters the detailed analysis of the
distinguished clusters was shown on the Fig. 2.

The highest costs of failure removal occurred in the third cluster (1.74 % of all
cases) and the lowest in the fourth cluster (57.39 % of all cases). The other two
clusters are both characterized by low material cost and high total cost of failure
removal in case of the first cluster and the average total cost in the case of the
second cluster, what was demonstrated by a standard deviation.
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Fig. 1 Tree diagram of differentiation of particular failures for the single (a) and complete linkage
(b), weighted pair-group average (c) and Ward’s method (d)
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Fig. 2 Characteristics of particular clusters by k-means method, considering: a material, b time of
failure removal, c pipe age, d pipe diameter
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Conducted analysis highlighted the failure parameters influencing the cost
associated with the failure removal. The third cluster was dominated by failures,
which occur on pipes of 31–40 years and are characterized by long time of failure
removal more than 13 h, what resulted in higher cost of failure removal. The lower
cost of failure removal was associated with removal failure of pipe from PE on
water supply connections (1st cluster). Detailed analysis showed that the increased
costs of failure removal are on pipes made of grey cast iron and asbestos cement,
while smaller on plastic.

4 Conclusions and Perspectives

The presented method may be useful in providing information about borne costs of
failure removal. Data clustering helps in aggregating cost data from failure into
homogeneous cluster during enhancing heterogeneity over groups. The methodol-
ogy can be used to describe the cost of water network failure removal by use of the
multidimensional comparative analysis method. It can provide a basis for com-
parative assessment between different supply systems in terms of the cost of failure
removal on water pipes.

For the future research, the analysis expanded by results of tests performed in
water supply systems in which modernization took place, will constitute the
assessment of functioning effectiveness of the system. The continuity of water
supply significantly depends on failure occurrence in water network. Water pipes
constitute a significant part of the water companies assets. Therefore for water
industry it is important to minimize the cost of water supply functioning and at the
same time provide water with appropriate parameters.

Table 1 Division of costs associated with failure removal by k-means method

Specification n% 1st cluster
22.61 %

2nd cluster
18.26 %

3rd cluster
1.74 %

4th cluster
57.39 %

Arithmetic average

Cost of material (€) 245.32 244.70 340.17 41.27

Total costs (salary of worker,
equipment etc.) (€)

1302.99 2271.45 5970.73 459.87

Standard deviation

Cost of material (€) 168.87 470.89 252.73 67.81

Total costs (salary of worker,
equipment etc.) (€)

236.55 422.42 375.46 214.05
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of Macroeconomic Cycle Within
the Framework of the Theory of Shocks:
Aspect of Economic Security
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Abstract Hereinafter presented approach to the categories of the theory of shocks
outlines a certain progress on the way to understand shocks in the context of
cyclical development of national economies and on the global level [1]. The
research evolves the Slutsky’ hypothesis of the cyclical model of the economic
system’s reaction on the random effects of impulses (shocks) combined with the
impulse transmission approach to the model of the macroeconomic business cycle
by Ragnar Frish, tested by American scientists Irma And Frank Adelman [2] with
the help of Klein-Goldberger model.
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1 Introduction

Theoretical findings of the paper are dedicated to the decision of three groups of
interconnected problems: (1) to estimate the quality of external factors of economic
systems (characterized with different level of organization structure [3]) capable to
cause disruptive/creative effects on economies; (2) to ascertain the functions
(properties) of mechanism of shocks’ transmission to national economic systems;
(3) to detect marginal conditions of structural connections of economic systems-
shocks’ recipients, when the process ensuring market equilibrium is blocked.

Analytical part of paper focuses on the transition from the investigation of
essence of phenomenon of shock and the multiple forms of its destructive actions
with the regard to structural connections of dialectic pairs to the concretization of
evident cyclical reaction of national economic systems to the external shock effects.
In this very context, it becomes clear the access to the practice of macroeconomic
regulation that is associated with the solution of the economic security’ problems at
the national level. They are connected with the situation, when the market price
parameters of the financial assets are achieving the marginal price parameters in
comparison with their real value. This results in the generation of the economic and
financial imbalances that mean the economic crisis’ beginning and the necessity of
the regulation measures in respect of national economic security.

The use of Marx methodology to structure interconnections between macroe-
conomic segments by phases of GDP formation revealed that the shocks, which are
known in the world economy, do concentrate on the first and third stages of the
Marx cycle of reproduction—the circulation of goods and factors of production.
The conducted research made possible to structure time parameters of price shocks,
denoting their dominating exceptionally on the stages of evolution from one big
wave of Kondratiev’ “big cycles” to another. On this basis the beginning of
macroeconomic cycle is supposed to be connected with the reaction of economic
systems to the external shock effects. This conclusion confirms the hypothesis
expressed in the previous century assuming the impulse transmission (or “shock”—
in our interpretation) character of cyclical development of macroeconomic
dynamics. Considering this, the government is to realize the constant monitoring of
the formation of marginal price parameters on the markets of the financial assets in
order to prevent in time the situation that could threaten national economic security.

Violent development of contemporary financial crisis, sequentially bringing
down bond’ and equities markets and then the markets of real assets as well as its
global disruptive power and transformation into structural crisis challenged many
approbated theoretical postulations and empirical instruments having allowed to
arrest crises occurrences of the 20th century rather swiftly. In these circumstances
the scientific society almost unanimously proclaimed the failure of macroeconomics
[4] with its basement on the effective markets’ theory and decisive transformation
of structural connections in the global economy and, consequently, the laws of its
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development [5]. All this combined, in our opinion, necessitates of the scientific
rethinking of the role of shocks in the world economy’ structurization in the situ-
ation when their influence forces across-the-border relationships become the main
operating mechanism of financial imbalances’ transmission to all national parts of
global economic system.

Conceptual method of understanding the shocks was formed in the process of
structuring three groups of interconnected problems: (1) to estimate the quality of
external factors of economic systems (characterized with different level of orga-
nization structure) capable to cause disruptive/creative effects [3] on economies;
(2) to ascertain the functions (properties) of mechanism of shocks’ transmission to
national economic systems; (3) to detect marginal conditions of structural con-
nections of economic systems-shocks’ recipients, when the process ensuring market
equilibrium is blocked.

1.1 Scientific Research Preceding the Evolvement
of Shocks’ Theory Regarding the Laws of Cyclical
Development of Economic Systems

At the beginning of the previous century the distinguished Russian scientists in the
field of economics, statistics and mathematics—Kondratiev, Slutsky [6] and other
representatives of the famous Kondratiev’ Conjuncture Institute—raised the problem
of shocks to the level of the superlative scientific importance. Thus, E.E. Slutsky was
among the first to doubt the adequacy of determinist models to explain economic
cycles. He validated a hypothesis pointing out that the random effects—“impulses”
(or “shocks”—in modern vocabulary)—on economic system launch the cyclical
response (reaction) to the external influence [1].

This point of view was shared by the great Norwegian economist Ragnar Frish
of the University of Oslo, who, in his famous work “Problems of Impulse
Transmission in Economy”, called this approach to the model of macroeconomic
business cycle as “impulse transmission” [7].

At the end of the 1950s impulse transmission approach was tested in the
empirical research of economic fluctuations by Irma and Frank Adelman.
Analyzing the influence of random shocks with the help of Klein-Goldberger
model, they proved, that the amplitude and duration of cycles generated by mod-
elled external impulses show striking resemblance to the actual observations [2].
The model applied by the scientists in their experiment was exposed to the effects of
random shocks: the resulting fluctuations of business activity repeated the US
economic dynamics, structured according to the data of NBER.
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2 The Essence of Concept of Shocks as the Impulse,
Generating the Beginning of the Macroeconomic Cycle

At the basis of the concept there’s the detection of the unity in variety of shocks
known in the world economy: the analysis of all the available information was
made possible due to the wide range of investigations devoted to the history of
development of crises in different countries. Close scrutiny of the shocks’ diversity
allowed to point out the peculiarities (features) helping to unite all the shocks
described in the literature:

• first, all of them were the forms of external (with respect to the object) factors’
(or group of factors) realization [3];

• second, all the shocks grew in the sphere of real and financial assets’ market
exchange and then affected wider economy through it;

• third, they led to different (by quality) forms of destruction (creation), reflected
by the indicators of stability (soundness) of structural relationships (national and
international market exchange of real and financial assets) in the markets,
national economies, regions and global economic environment in different (by
duration) periods of time.

In order to identify the function of shocks in impulse transmission model of
macroeconomic cycle’ model we distinguished three groups of interconnected
problems (Fig. 1):

2.1 The Determination of Quality of External (with Respect
to Economic Systems) Factors Provoking a Shock Effect

The complexity of the first group of problems is connected with the variety of
shocks known in the economic history (the most illustrious cases are listed below):

(1) Tulip bulbs market crash in Holland in 1636 after the multifold increase of
prices;

(2) The South Sea Bubble in the equities markets in 1720 in France;

1st group of problems 2nd group of problems 3rd group of problems

External factors generating 
shocks to economic integri-
ties (regional, national, glob-
al markets of real and finan-
cial assets)

Realization mechanism of 
external factors influence 
or shock transmission (by 
impulses or impetus)

Conditions of disruption of
the preceding mechanism 
of dynamic equilibrium re-
covery as a result of shock 
effects on the integrity of 
economies-recipients of 
shocks.

Fig. 1 Build-up logic of the shocks’ theory in the context of shock factors, their transmission
mechanism and interaction with the structural relationships of economic systems [8]
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(3) Sharp decline of the Mississippi Company stock in 1720 in Great Britain;
(4) Regular shocks as a result of industrial revolutions starting from 1825;
(5) Stocks prices shocks around the world in 1927–1929;
(6) Shocks induced by “Great Depression” in 1929–1932;
(7) Banking crashes in Mexico and other developing countries in the 1970s;
(8) Real estate price shocks and stock market crashes in Japan in the 1980s;
(9) Real estate market shocks and stock market crashes in Finland, Norway and

Sweden in 1985–1989;
(10) Real estate market shocks and stock market crashes in Thailand, Malaysia,

Indonesia and a few other Asian countries in 1992–1997;
(11) Shocks of foreign investments flowing to the economy of Mexico in 1990–

1993;
(12) The US housing bubble and mortgage credit crisis in 2007, resulting in

“Great Instability” in the world economy at the end of the 2000s.

The analysis of the most famous shocks in the world economy (excluding natural
disasters) made it possible definitely to connect their growth with the sphere of
market circulation and differentiate, using the methodology of Marx, by phases of
transnational reproduction in the following way: either on the third stage of
reproduction process, in the sphere of realization of finished goods in the world
markets (Goods—‘Money’), or on the first stage (Money-Goods), intermediating
the transnational movement of material and financial resources.

Definition of circulation as the exclusive sphere of shocks’ generation is the key
element of understanding of their importance for the organizational process in the
world economy. The exchange relationships exactly mediate the connections of
dialectically interconnected parties of buying/selling transactions (households-
buyers and companies-sellers, investors and financial intermediaries, borrowers and
creditors and so on in any economic system: regional, national and global). Hence,
the shock impact on structural relationships in the sphere of circulation is capable to
destroy the integrity and sustainability of systemic organization.

So, the essence of shocks lies in their capacity to execute the influence of
external factor on the structure of economic systems.

2.2 Allocation of the Functions of the Mechanism of Shocks
Effects on the National Economic Systems

The manifestation of the essence of the shocks influence in the dialectically con-
nected participants’ behavior on the markets, acting as buyers and sellers, allows to
determine the specifics of the traded material and financial assets. The contradic-
tions and the harmony in their relations relating to the exchange of an assets take the
form of market price fluctuations around its base value. The external factor effect on
the structural links between the participants of the dialectical pairs will not be a
shock until the price fluctuations do not overcome the marginal level for each
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particular market values. In this context, it can be argued that the shock impact on
structural links of any economic integrity (which displays it by the marginal
bounds) is implemented through the feverish behavior of one group of participants
of the dialectical relations that become dominant market relations and demonstrate
irrational behavior on the demand side, as well as on the supply side.

To explain the boom behavior of one group of participants on the markets (either
on the demand-side or on the supply-side) J. Akerlof and R. Shiller introduced
“confidence multiplier”. Like the consumption’ multiplier [9], it appears because
there are several rounds in the spending circle: change in the confidence will lead to
the changes in incomes and confidence in the next round and it will be the same in
all the subsequent rounds. This confidence multiplier leads either to increase or to
decrease of demand (in direct proportion to the trust) for a particular asset, through,
for example, the initial increase in demand, pushing the market to a certain margin,
finishes, ultimately, with the massive dumping of the asset in exchange for liq-
uidity. It is in this process the bifurcation takes place as a detachment of the market
price of an asset from its real value at first up and then below its value [10]. This
effect is realized as the contradictory dialectical unity of the asset price
(market-defined) and the based costs (measured by the manufacturer), of the buyer
and the seller: as the structural links between them under the influence of external
factors going beyond their limits, economic system loses its structural stability.

On this basis, all historically known shocks can be integrated and called as the
price shocks, because the shape of their manifestations connects with the bifurca-
tion of price parameters of the asset and its base value, and they can be differen-
tiated according to the exchange objects and specific features of the massive
speculations with them.

2.3 Determination of the Marginal State of the Structural
Relations of Economic Shocks Recipient Systems Under
Which the Ensuring Market Equilibrium Mechanism
Blocks

It is a subjective behavioral mechanism that pushes exchanges market imbalance,
where certain assets are traded, to shock state under the influence of the external
factor, manifesting itself as increasing amplitude of market price fluctuations
around its base asset value. As soon as one party to the transaction begins con-
stantly breaking the structural balance of dialectical relations on the market there
takes place the irrationally increasing demand or supply, the market price of an
asset jumps smoothly up or falls down compared to its base value. It is in this sense
that any shock is connected with the price shock, causing the effect of bifurcation of
the market price around the asset actual cost (base). Initiation of external shocks and
assets price margin overcoming on the particular market cause destruction of the
structural relations between participants of dialectical pairs of buyers and sellers.
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3 Mathematical Interpretation of the Bifurcation Effect
in the Shocks Theory

The phenomenon of the bifurcation effect in the shocks theory can be given a
mathematical interpretation. Let us imagine the appearance of the higher yielding
assets on the stock market, which attract attention of the rational economic agent.
Rather high income paid for the period τ and the possibility to increase the
investment till the level of m for the relatively small forecast horizon attracts new
participants whose behavior gradually begins to differ from rational.

Expansion of economic agents allows principals-issuers increase securities issue,
more and more coming off their financial security. In other words, the behavior of
principals also acquires the character of irrationality. Let the number of economic
agents whose behavior is characterized as irrational because they do not analyze the
real availability of securities and real terms possible interest payments by issuers
without loss of economic self-sufficiency, grow exponentially with denominator
q. Hence, cash inflow to issuers of securities data obeys the same geometric pro-
gression. This means that during the period n irrational economic agents acquire
securities for the sum of qn�1m.

If the behavior of principals was more rational, they could estimate the limiting
moment (n—period number τ) since which resource inflow would be completely
paid as interest income. Really, the condition under which some financial receipts
remain to principals after interest income is paid to economic agents, can be written
down, for example, as follows

qn�1m� rm
Xn�2

i¼1

qi [ 0; ð1Þ

where r—the interest rate for the period τ.
Applying the formula for the sum of members of a geometrical progression

Xn�2

i¼1

qi ¼ qn�1 � 1
q� 1

;

Let’s transform an inequality (1) to a kind

qn�1m� rm
qn�1 � 1
q� 1

[ 0: ð2Þ

As qn−1 > 1, (2) it is possible to present an inequality as follows

1
qn�1 � 1

[
r

q� 1
� 1: ð3Þ
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The left part of an inequality (3) is always positive. The sign on the right part
depends on the parity between sizes q and r. Obviously, two cases are possible. If
r < q − 1 the inequality (3) is carried out at any n, i.e. the sum of monetary receipts
increases. If r > q − 1 at enough big n the inequality (3) is not carried out and there
can come the moment when it is not enough financial receipts even for interest
payment.

The rational economic agent and the principal easily could estimate the moment
of crisis of the tendency as to money resources growth to their falling. Really, in
conditions when r > q − 1, the following restriction can be received from an
inequality (3) that makes sense as below

qn�1\
r

r � qþ 1
: ð4Þ

Taking the logarithm of an inequality (4), we will come to the following esti-
mation of the moment of tendencies change

nlim ¼ 1þ
ln r

r�qþ 1

� �
ln q

; ð5Þ

where nlim—marginal number of the periods of financial operation with participa-
tion of irrational economic agents.

Even such a simple scheme throughout the several following periods let us
describe the exchange operations of the given principal on the share market in
connection with its default.

4 Conclusions

Logic designs of the theory of shocks were based on the integrity of economic
systems dealing with dialectic pairs of the phenomena, processes, etc., their
structural communications mediate, as a rule, universal relations between partici-
pants concerning an exchange (purchase and sale) of various assets. It allows to
combine very many historically known shocks and to call them all as price shocks,
capable to destroy structural communications of counterparts as dialectic pairs. All
the price shocks appear in the form of assets market prices volatility around their
real (base) cost (value).

The analytical part of the work is devoted to transition from the intrinsic analysis
of the shock phenomenon and numerous forms of shock appearance in dialectically
connected partners’ destruction to a concrete definition of the shock. In the last case
the cyclic reaction of national economic systems on shock influences is interpreted
as the impulse transmission approach to the model of the macroeconomic business
cycle, including the external factors presented by the global economy and finance in
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the newest history. The phenomenology of Kondratyev’ “big cycles” in researches
of K. Peres [11] allows to prove dialectic character of interaction of real sector of
economy and its financial segment, played a key role not only on last wave of
macroeconomic dynamics at the end of the 1990s–the beginning of the 2000s, but
also within the framework of all previous cycles.

As a result priorities vary: in a limiting condition the real sector does not require
financial resources and they are pushed out from manufacture to the financial
markets. And eventually—on the other marginal stage of the big cycle—financial
resources start dominating in the development of some other branches of real sector
of economy, predetermining their progress. This example demonstrates the brake
off in the structural connections of dialectic pairs of economic agents under the
influence of shocks connected with external factor.

The usage of K. Marx attitude has given the chance to concentrate all known
economic shocks at the first and the third stages of the GDP reproduction cycle.
Within the limits of the developed approach time parameters of price shocks that
has revealed their domination exclusively at stages of transitions from one wave of
Kondratyev’ “big cycles” to another have been determined. As a result the
macroeconomic cycle is defined by reaction of economic systems to shock influ-
ences going from external factors, that confirms the hypothesis stated as
impulse-transmission (in our interpretation—shock) character of cyclic develop-
ment of macroeconomic dynamics.

Such approach allows to expand mathematical interpretation of behavior of
dialectic pairs of economic events, processes, systems for an estimation of pro-
ductivity of their reactions with the account volatile structural communications. As
a result it will allow to come nearer to answer to the question: what is the
macroeconomic effect for participants of dialectic interaction at coincidence (dis-
crepancy, backlog, an advancing, reflection) amplitudes of their changes, devel-
opment stages, etc.

As a result, there appears a problem for the government that should solve by the
way of allocating the parameters that can reach their margins and generate the
multiplying process of increasing economic and financial imbalances under the
influence of the price shocks. This means the problem of national economic security
and calls for the monitoring of the basic economic and financial parameters in the
country as well as for the development of the government measures aimed at the
prevention of the threats to national economic security.
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Multi-agent Systems for Intelligent
Retrieval and Processing of Information

Aneta Poniszewska-Maranda and Łukasz Gebel

Abstract Today the amount of information available in the world is so large that it
exceeds significantly the perceptual capacity of a man. The progress of science and
increased access to the media, in particular to the Internet, allows an increasing
number of people to create and publish their own content. Refer to the information
that can be found in our area of interest is limited to read a very small part of the
works on the topic. Selective viewing of the contents and limited time resources
prevent the users to meet their information needs. The paper presents the possi-
bilities of multi-agent systems to realize the intelligent retrieval and processing of
information.

Keywords Intelligent agent � Multi-agent system � Retrieval and processing of
information

1 Introduction

For many years, the continuous, very dynamic development of information tech-
nology can be observed. Initially, computers and software were used mainly as
separated units, so the complexity of the created systems was relatively small. With
the appearance of Web network the technology development has been focused on
the examination of the possibility of building the software that not only uses the
network resources, but also becomes their part and co-founder of the Internet.
Currently, the universality of network technologies has led to the creation of a huge
number of applications and materials. So a large amount of information requires a
new approach to how it is processing. An example of this new approach is the agent
paradigm.

To obtain this purpose it is necessary to investigate the suitability of the theory
of multi-agent systems to create the solution that implement intelligent retrieval and

A. Poniszewska-Maranda (&) � Ł. Gebel
Institute of Information Technology, Lodz University of Technology, Lodz, Poland
e-mail: aneta.poniszewska-maranda@p.lodz.pl

© Springer International Publishing Switzerland 2016
W. Zamojski et al. (eds.), Dependability Engineering and Complex Systems,
Advances in Intelligent Systems and Computing 470,
DOI 10.1007/978-3-319-39639-2_33

373



processing of information. The exemplary multi-agent system was proposed and it
can carry out an intelligent analysis of the repositories of text documents and obtain
the information that is naturally specified using the human intelligence. Evaluation
of the effectiveness of proposed solutions and their architecture design process
based on operation of agents will reply on the merits of the connection of theory of
multi-agent systems and intelligent retrieval and processing of information.

The paper presents the possibilities of multi-agent systems to realize the intel-
ligent retrieval and processing of information. Creating multi-agent system can
perform intelligent analysis of repositories with text documents and obtain infor-
mation, which naturally are determined using human intelligence. Evaluation of the
effectiveness of proposed solutions and design process of their architecture based
on agents answered on the merits of connection of multi-agent systems theory and
intelligent information retrieval and processing.

The presented paper is structured as follows: Sect. 2 gives the outline of intel-
ligent agents and multi-agent systems, Sect. 3 presents the intelligent information
retrieval and processing methods. Section 4 deals with the idea of using the
multi-agent systems in the field of intelligent information retrieval and processing
and contains a proposal of multi-agent realization of sentiment analysis of text
documents.

2 Multi-agent Systems

One of the most cited definition of an agent is the one given by Wooldridge and
Jennings. According to this definition agent is a computer system located at a
certain environment, which can take autonomous decisions to achieve their design
goals. The agent is part of the environment which is able to follow. Events
occurring in the environment can have an effect on the agent, but only the agent
decides to carry out certain actions [1, 2].

An intelligent agent is one that is capable of flexible autonomous actions in order
to meet its design objectives: reactivity, pro-activeness and social ability. Intelligent
agents are capable of interacting with other agents, are able to perceive their
environment and respond to changes that occur in it and they are able to exhibit
goal-directed behavior by taking the initiative. And, of course, all these functions
are made by an agent in order to satisfy their design objectives. Agents operate and
exist in some environment. An agent has the ability to communicate in order to
achieve better goals for themselves or for the system in which they exist [1–4].

Multi-agent system is composed of multiple interacting software components
known as agents, which are typically capable of cooperating to solve the problems
that are beyond the abilities of any individual member. A multi-agent system
consists of a number of agents that interact with one another. In the most general
case, the agents will be acting on behalf of the users with different goals and
motivations. To successfully interact, they will require the ability to cooperate,
coordinate and negotiate with each other, much as people do [1, 3, 5, 6].
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Multi-agent system is an information system which consists of many elements
called agents which work in environment or environments. Agent is a computer
program that can autonomously perform actions to meet its design objectives.
General schema of such systems is presented in Fig. 1 [7–9].

3 Intelligent Retrieval and Processing of Information

Development of science and increased access to media, in particular to the Internet
makes it easy to create and publish own content. Everyone can share their creativity
in the form of article, book, photos or paintings. Finding and reading all of inter-
esting materials is probably impossible but we can omit important sources of
information.

Information retrieval and processing methods can be helpful to cope with such
problems. This computer science domain is defined as searching for information in
documents which do not have unified internal structure. Such documents are usually
text documents which are written in natural language. It makes it harder to extract
required information automatically, because usually natural, human intelligence is
needed in such tasks. What is more such exploration of text document can be very
computationally complex which creates the need for effective solutions [10, 11].

The classification process of set of documents is composed of the following
stages:

• collection of documents, through which it will be possible to generate the useful
classifier,

• preliminary processing of text documents, containing the stemization and
tokenization of words in a sentence,

Fig. 1 General schema of multi-agent system
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• initially processed documents are divided into test set and training set—training
set is used to learn a classifier and test set to validate its effectiveness,

• classifier training with the use of extracted features or whole representations of
objects—the training typically involves the presentation of examples in the form
of vectors of features or objects and giving to which class they should belong to,

• testing of classifier’s results on the documents coming from the test set—if the
classifier has acquired in the course of training the generalizing properties then it
should effectively classified the documents, which were not used for a training.

A very important element of the classification is the extraction of features. The
extraction of features in text documents is mainly for finding various dependencies
between the words of these documents. This is a very intuitive approach, because
we can expect that certain sets of words mainly occur in the texts coming from
specified domain. The best selection of features should allow as much as possible
the degree of separation documents belonging to different classes. If the values of
the selected features are not significantly different for documents with different
labels, this prevents the correct classification.

The problem of information overload, which meets every day the average person
is not associated only with the web network. It refers also the information stored in
different information systems of the companies. To solve this problem the
multi-agent systems which use intelligent methods of information retrieval and
processing can be used.

Not many approaches of using the multi-agent systems in retrieval and
processing of information can be found in literature.

The authors of [12] analyze the distributed search techniques for use in a
peer-to-peer network-based Information Retrieval (IR) system. Agents have to
cooperate to forward the queries among themselves so as to find appropriate agents,
and return and merge the results in order to fulfill the information retrieval task in a
distributed environment. In presented approach, the agent society is connected
through an agent-view structure maintained by each agent and it can be significantly
enhanced by dynamically reorganizing the underlying agent-view topology and
deploying context sensitive distributed search algorithms.

In [13], the authors present ant information retrieval server based on ontology
and multi-agent, which integrates several kind of agents, such as interface agent,
pre-processing agent, management agent, information processing agent, and
information searching agent with mobile ability. The system also uses ontologies to
classify the domains of documents and assist user to normalize their queries. Using
this system, dynamic changes of information on the Internet can be reflected timely,
and the navigational ability of retrieving information can be improved.

The authors of [14] present consensus-based approach used within a multi-agent
system, which assists users in retrieving information from the Internet. The con-
sensus methods are applied for reconciling inconsistencies among independent
answers generated by agents (using various search engines) for a given query. AI
methods have been developed to allow the agent’s self-improvement.

376 A. Poniszewska-Maranda and Ł. Gebel



Multi-agent system for information retrieval and processing consist of infor-
mation agents which are the units that have the ability to extract the information
from given repositories, for example repository of text documents. Repository can
be understood as any set of information like database, website or even the whole
Internet. Information Agents should have an access to at least one such repository
and be able to solve some kind of problem posed by the user and related to this
repository [1, 9].

The user of proposed multi-agent system for information retrieval and pro-
cessing instructs it to perform some task by using the communication module. This
module consists of the interface, allowing the option choice to define the problem
and will vary depending on the type of application. Information Agents receive the
orders from communication module and try to retrieve information from reposi-
tories and process it so it will be readable and understandable to the user. Collected
information is transferred to the communication module and presented to the user.
Information Agents can have access to different repositories which will affect the
results of their work. What is more agents can communicate with each other to
improve the results.

4 Multi-agent Intelligent Algorithms of Sentiment
Analysis Basing on Content of Text Documents

One of the information retrieval tasks is an analysis of sentiments contained in the
content of text documents. Solution to this problem is an automatic method that will
determine if a given document is polarized positively or negatively. The Internet
users very often search for and read the content that contains opinions about a
subject of their interests. What is more, nowadays exchanging points of view with
the use of the Internet became a trend and is very common [10, 15].

It is easy to imagine a situation, when a person who is trying to make decision
about buying some product, would like to know other people’s opinions about it.
But the problem is a huge number of available opinions, which can be found on the
various websites. Reading all of these opinions is practically impossible. Similar
problem concerns every domain in which user can find a big amount of opinions
expressed in natural language, for instances reviews of movies, books or restau-
rants. It creates the need for tool that would be able to analyze the content of such
opinions and intelligently determine their positive or negative polarization.

An attempt to solve the problem of automatic detection of polarization of text
documents can be the approached based on classifying the feature vectors or lex-
icons of words. Description of these methods and proposals of their multi-agent
realizations are presented in the following subsections.
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4.1 Multi-agent Sentiment Analysis Algorithm Based
on Classifying Feature Vectors

First solution of determining the polarization of text documents is algorithm based
on classifying the feature vectors. It consists of typical stages associated with
documents classification process: preprocessing, feature extraction and classifica-
tion of extracted vectors.

Considering large number of analyzed documents and their various sources it
seems reasonable to propose the multi-agent realization of such algorithm. It uses
the intelligent agent concept and contains four types of agents:

• Manager Agent,
• Preprocessing Agent,
• Extractor Agent,
• Classifier Agent.

Manager Agent is a coordinator who manages all steps of algorithm process. He
can creates another types of agents which can perform the tasks needed in particular
steps of the process. Manager Agent also collects the results of Agents’ work and
presents it to the user.

Next type of agents are Preprocessing Agents. Their job is to load the text files
from algorithm’s input path and depending on given configuration, performing
stemization of words in loaded document and removal of stop words. After pre-
processing this agent returns text document to Manager Agent.

Extractor Agents have to extract the features of document and build vector of
these features’ representation. For the process of learning and testing agents the
vectors should be labeled with tags “positive” or “negative”.

Last type of agents in proposed multi-agent realization of algorithm are
Classifier Agents. These agents are trained with the use of previously prepared
feature vectors. After training they are tested to determine the evaluation of their
activity. The ability of classification of these agents gives them purely autonomous
character, because their decision cannot be forced by no means, but it is an effect of
intelligence module which they have, so the trained classifier.

Multi-agent sentiment analysis algorithm is presented in Fig. 2. This algorithm
consists of three main stages. First one is preprocessing of documents. Manager
Agent creates specified number of Preprocessing Agents. This number can be
different depending on hardware resources used for execution of algorithm. Every
Preprocessing Agent works parallel with other Agents. Thereby many documents
can be preprocessed at the same time. Agent who ended preprocessing of one
document loads the next one until all documents will be preprocessed.

Next step is extraction of documents features. This time Manager Agent dele-
gates this task to the Extractors Agents which build the feature vector with the use
of chosen extraction methods like for instance word frequency or TF-IDF (term
frequency method—Inverse Document Frequency) measure [10, 11]. Extractor
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Agents work parallel until all of the documents from set of documents have the
vector representation.

After getting all of feature vectors the k-cross validation process is turn. Its
purpose is to train and test the Classifier Agents. This process involves on dividing
the set of feature vectors on k equal parts in which the number of positive and
negative documents are relatively close. Next, every part of the set is used for
training of different classifiers being the decision-making core of Classifier Agent,
while the rest part of the set is used to test the effectiveness of such agent.

At the end of the algorithm Manager Agent computes the average precision of
trained Classifier Agents and returns it to the user. When the result is satisfying, one
Agent can be trained with the use of bigger number of documents. Otherwise
algorithm can be performed once again for another input parameters. Choice of
algorithm’s parameters can be done by user of a system or by Manager Agent.

Fig. 2 Illustration of multi-agent sentiment analysis algorithm for text documents, based on
classifying feature vectors
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4.2 Multi-agent Sentiment Analysis Algorithm Based
on Lexicon of Words

Another way to solve the problem of automatic sentiment analyzing based on
content of text documents is the use of lexicons of words. Such lexicons contain the
list of words with appropriate polarization value. It means that every word in
lexicon is labeled as “positive”, “negative” or sometimes “neutral”. There are also
much more complex lexicons that assign numerical values to every word. For
instance, word “fantastic” could be assigned as 1.0 or 9.0 while word “boring”
could be equal to −1.0 or −9.0 [15, 16].

Using the same intuition a multi-agent realization of classification algorithm
based on lexicon of words can be used. Such algorithm would be able to extended
by given lexicon while working on analyzing the sentiments of text documents
(Fig. 3).

The preliminary phase of documents preprocessing is identical as in algorithm
presented in Sect. 4.1. New type of Agent proposed in algorithm based on lexicon
of words is Lexicon Builder Agent. Agents of this kind search for words connected

Fig. 3 Illustration of multi-agent sentiment analysis algorithm based on lexicon of words
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with appropriate connectives like “and” or “but”. These two connectives are just
examples and list of useful connectives can be expanded and different for every
language. By using particular connectives Lexicon Builder Agents are expanding
the lexicon using rules about the same or different polarization.

Classifier Agents work differently then Agents in algorithm based on classifying
feature vectors. They use the expanded version of word’s lexicon and sum up the
values of negatives and positives words in currently processed text document. If the
sum of polarization is negative then document is labeled as “negative”, otherwise it
is labeled as “positive”.

It should be noted that Classifier Agents are strictly dependent on lexicon of
words. If such lexicon lacks in quality or it is very poor it is expected that the results
of agents will not be satisfying. Depending on type of analyzed texts it may be
necessary to build the specific lexicons just for them. Words can have different
polarization if they occurs in horror book and different in book for children. It can
be a key aspect and should be considered while testing the effectiveness of the
algorithm.

4.3 Textlligent—Multi-agent System for Text Document
Analysis

Functional requirements of Texlligent system can be divided into four groups. User
can use the system for preprocessing of set of text documents and to perform the
analysis process of sentiments contained in documents with the use of two methods;
basing on the classification or using the lexicons. The fourth system functionality is
the possibility of hierarchical clustering of documents. Each function is designed
with the use of multi-agent architecture, proposed in the algorithms presented in the
previous section and the user is separated from the details of system realization.

First processing module is Documents Reading Module which is responsible for
loading the documents. The supervisor of this module is Document Reading
Manager Agent who synchronizes work of Document Reading Agents.
Preprocessing Module is used by other modules to get the documents after stem-
ization and stop words removal. The effect of this processing module is an input for
sentiment analysis modules.

Sentiment Analysis Based on Feature Vectors Classification Module is super-
vised by Classification Manager Agent who delegate Dictionary Builders Agents.
These Agents are additional units which gather all words needed for building the
feature vectors. Next, Extractors Agents builds the feature vectors and Classifiers
Agents perform k-cross validation process. The final result of the module is pre-
sented to the user. Sentiment Analysis Based on Lexicon Module works in the
similar way. It has its own Manager Agent which delegates work to appropriate
Agents. Manager presents results to the end user of Textlligent system.

Multi-agent Systems for Intelligent Retrieval and Processing … 381



5 Conclusions

The analysis presented in the paper confirms that the combination of multi-agent
systems theory and intelligent information retrieval and processing methods can be
practically used and has many advantages. The research that was carried out proved
that combination of multi-agent systems that solves intelligent information retrieval
and processing problems improves a designing process of systems of big com-
plexity as well as effectiveness and efficiency of such systems.

Regarding multi-agent approach for designing of information retrieval and
processing system, its main advantage is the simplification of building model of
such systems. The units-agents are useful for clear presentation and separation of
responsibilities of system’s elements. This approach is transparent and under-
standable for human perception. Building very complex systems can became
simpler and will minimize the errors during this process. The exchange of com-
municates between Agents and general communication model of such systems can
be easily designed.

On contrary, the implementation of systems designed in multi-agent manner
requires more work. It is caused by big number of separated components which
must communicate with each other. Additional work on communication protocol is
rewarded by simplification of parallelization of processes. The use of Agents helps
to design the system properly and gain parallelization out of the box.

Proposed multi-agent information retrieval approach and their practical real-
izations can be developed to use distributed environment with many huge text
document repositories. The agents can work in cloud environments which can be
another direction of further research. Universal character of presented solution
makes it possible to adjust it to different requirements.
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Architecture for Internet of Things
Analytical Ecosystem

Andrzej Ratkowski

Abstract Data analysis is a crucial part of Internet of Things concept. Smart
objects generate significant amount of data that should be processed in order to
utilize full potential of IoT. The paper presents proposed architecture that enables
creating data analysis ecosystem for Internet of Things (IoT). The purpose of that
architecture is to separate data analysis problem from orchestration of smart objects.
Another important benefit of the ecosystem is to share analysis logic for IoT
without revealing analytical algorithms.

Keywords Internet of Things � IoT � Data analysis for IoT

1 Introduction

Internet of Things (IoT) as a vision of a world-wide network of interconnected
objects [1] is a very promising concept however the concept is still in an early stage
of development. IoT was defined by Haller [2] as “a world where physical objects
are seamlessly integrated into the information network, and where the physical
objects can become active participants in business processes. Services are avail-
able to interact with these ‘smart objects’ over the Internet, query and change their
state and any information associated with them, taking into account security and
privacy issues”. It is estimated, that quantity of IoT objects potentially intercon-
nected via information network, will be 10–100 times larger than it is now in
contemporary Internet of PCs and mobile devices [3]. Such population of devices
will produce wide stream of data that should be analyzed and utilized to orchestrate
objects behavior. Hence analysis should be performed in near-real time and data
flow should be processed fast and efficiently. This is the motivation to elaborate
specific architecture that will support data flow and analysis. Important feature of
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the proposed architecture is entity that possess knowledge on analytical algorithms
should be able to share that knowledge without revealing algorithms itself.

2 State of the Art

Data analysis for IoT domain is a vital research problem. It is believed that the key
to real usability of IoT paradigm is ability to provide real time data from various
different distributed sources to other machines, smart entities and people for a
variety of services [4]. Data analysis area for IoT covers data gathering and
exchange [5], analysis algorithms used for data abstraction [6], semantic repre-
sentation and cognitive analysis [7], data privacy and security [8]. Finally data
analysis result could be also useful in orchestration of smart objects [9].

Literature review shows that data analysis for IoT is a complex issue, hence
analysis should be separated from other aspects. It would be also economic to reuse
algorithms without repeating effort on algorithm elaboration by using algorithm
sharing ecosystem similar to mobile application ecosystems like Google Play [10].

Due to the amount and heterogeneity of data generated by smart objects it is
recommended to use Big Data technologies [11] that support processing of data that
have volume, velocity and variety properties [12].

Reference architecture for IoT was elaborated by IoT-A project [13] however the
architecture does not address detailed data analysis aspect.

3 Analytical Ecosystem Vision

3.1 IoT Ecosystem Use Case

Following example illustrates use case of IoT ecosystem. A home is equipped with
smart home installation based on IoT principles. The installation consist of sensors
(light, temperature, air-quality, human presence etc.) and actuators (light switches,
heating, air-conditioning etc.). Installation uses also data gathered from home res-
idents smartphones and social services (facebook etc.). All sensors and actuators are
connected to a local hub that coordinates their actions. The local hub is a computer
system that stores set of simple rules that control actuators on the basis of facts
gathered from sensors. Example of rules: if a person is present in the room and
temperature drops below 20 °C then turn on heating; if a house is empty and
temperature drops below 15 °C then turn on heating; etc.

The problem is how to generate set of rules with a view to comfort of living,
energy saving, security and so on. It can be assumed that there is a data analytic
algorithm shRuleGenerator possibly based on heuristics that can gather data
received by sensors and generate such rules. The algorithm can infer the model of
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the environment (house) on the basis of received data. For example, heat capacity of
each room—analyzing heating/warming rate; or personal heat perception—ana-
lyzing feedback on temperature feeling from residents smartphones.

Such algorithm should be the same for certain type of houses (for flats, detached
houses), so every owner of such IoT smart home installation do not have to develop
his own algorithm but can use general one available in analytical ecosystem. Local
hub collects historical data from sensors and sends them periodically to analytical
ecosystem.

Analytical ecosystem enables exchange of algorithms between consumers and
suppliers. Analytical ecosystem provides consumer with CPU power and data
storage for algorithms execution. Consumer does not know algorithm but is able to
execute it on provided data. Algorithm supplier does not know data feed by con-
sumer but is aware of usage of algorithms.

3.2 Requirements

Architecture and data model has to satisfy following functional and non-functional
requirements of analytical ecosystem:

RQ1. All services of analytical ecosystem for consumer and supplier are avail-
able through APIs.

RQ2. Supplier is able to provide and register algorithms.
RQ3. Algorithm is expressed in a convenient way in language preferred by

supplier.
RQ4. Algorithm can execute (call) other algorithms.
RQ5. Consumer is able to find desirable algorithm.
RQ6. Consumer is able to execute desirable algorithm on provided data
RQ7. Consumer knows semantics of algorithm but does not know algorithms

itself.
RQ8. Supplier does not know data that are feed by consumer.
RQ9. Both consumer and supplier are able to get information about usage of

algorithms (number of executions).
RQ10. Consumer is billed for number of processed records, storage usage and

algorithm execution.
RQ11. Supplier is billed for CPU used by his algorithms.
RQ12. Supplier is rewarded for usage of his algorithms.
RQ13. Analytical ecosystem supports semantic transformation and normalization

of data feed by consumer.
RQ14. Analytical ecosystem provides anonimisation and privacy security

mechanisms.
RQ15. Architecture is scalable in order to serve changing stream of execution of

algorithms and to store input data for algorithms.
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4 Analytical Ecosystem Architecture

4.1 Functional Architecture

Figure 1 depicts functional architecture of analytical ecosystem. Architecture
consist of seven modules. Each module is characterized in next sections. Fulfillment
of requirements is marked with (RQxx) mark.

4.1.1 Consumer API

Consumer API is a set of functions that provides consumer with all ecosystem
services (RQ1). It consists of following function subsets:

• algorithm register querying and evaluation
• execute algorithm with provided data (RQ6)
• feed data and receive result of execution (RQ6)
• storage management
• billing and accounting information (RQ9) (Table 1).

Fig. 1 Analytical ecosystem functional architecture
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4.1.2 Supplier API

Supplier API provides supplier with all ecosystem services (RQ1). It consists of
following function subsets:

• algorithm registering (RQ2)
• billing and accounting information (RQ9)
• algorithms usage statistics and CPU usage (Table 2).

Table 1 Main consumer API functions

Function Specification

algorithmSet findAlgorithm
(criteriaSet)

Queries register based on criteria, returns set of algorithms
that meets supplied criteria

void scoreAlgorithm
(algorithmId, score)

Scores algorithm

setId createDataSet() Creates new data set identified by setId

void feedData(setId,
entityCollection, size)

Feeds data set setId with collection of entities

resId executeAlgorithm(setId,
algorithmId)

Executes algorithm algorithmId on data set setId, returns id
of result set

resultSet getResultSet(resId) Fetches result set resId

void releaseDataSet(setId) Empty and free space occupied by data set setId

void releaseResultSet(resId) Empty and free space occupied by result set setId

account getCurrentAccount() Returns account balance and list of billing items.

billingData getBillingDetails
(resId)

Returns detailed information on billing item

Table 2 Main supplier API functions

Function Specification

algorithmId registerAlgorithm(algorithmCode,
algorithmDescription)

Registers algorithm and labels it with
algorithmDescription

void unregisterAlgorithm(algorithmId) Deletes algorithm algoritmId from
register

void updateAlgorithm(algorithmId,
algorithmCode, algorithmDescription)

Updates previously registered algorithm

retCode testAlgorithm(algorithmId) Tests syntax correctness of registered
algorithm

account getCurrentAccount() Returns current account state

billingData getBillingDetails(algorithmId) Returns billing data for specified
algorithm
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4.1.3 Algorithm Storage/Register

Algorithm storage/register is responsible for registering by supplier and sharing for
consumer of analytical algorithms (RQ2, RQ5). Algorithms are defined by name,
semantical description, price per execution and analytical algorithm. Algorithm
itself can be expressed in language chosen from set of languages supported by
ecosystem (RQ3). Among those languages we can find general purpose languages,
(e.g. Python, Scala) and data analysis oriented (e.g. R, Pig Latin). Algorithm
storage also provides data about usage popularity of algorithm, average CPU usage
and reputation based on consumers evaluation scores.

4.1.4 Billing and Accounting

Billing and accounting module holds and provides data on mutual settlements
between supplier, consumer and ecosystem itself. Billing and accounting module is
feed with data from analytical engine on algorithms execution and resources used
by every execution. On the basis of received data billing and accounting module
calculates charges from consumer and rewards for supplier for executions of his
algorithms(RQ10, RQ11, RQ12).

4.1.5 Semantic Transformation/Normalization

The module is responsible for mapping data feed by consumer into semantically
normalized form. For example smart home installation feed raw readouts from
temperature sensors. Such readouts should be transformed into more synthetic
information on temperature in each room. Semantic transformation/normalization
module can provide such mapping. The mapping should use relatively simple
algorithms in order to be fast and consume little CPU resources (RQ13).

4.1.6 Privacy and Security

Privacy and security module scrambles data that can be used to identify analyzed
objects or contains sensible information (e.g. localization data). The module hashes
such data and stores mapping of hashed data into primary data. Module is also
responsible for decoding hashed result of analysis into primary data. Scrambling
should be CPU effective (RQ14).

4.1.7 Analytical Engine

Analytical engine is core element of the ecosystem. It is responsible for executing
algorithms and allocating CPU resources for execution. The analytical engine is
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based on MapReduce [14] programming model (RQ15). Analytical engine ensures
isolation of data between different consumers through multi-tenancy architectural
pattern [15]. Internal structure of analytical engine is depicted on Fig. 2.

Manager element is responsible for coordination of algorithm execution, requests
scheduling and calculation of executions and resource utilization. Interpreter
translates algorithm that was provided by supplier in desired language, to set of map
and reduce functions. Manager After translation MapReduce component is
requested by Manager to execute algorithm. MapReduce is also responsible for
resources allocation.

4.2 Data Model

Figure 3 presents data model of analytical ecosystem. Data model organizes
information on algorithms (Algorithm). Property of algorithm entity is algorithm
code expressed in certain language. Each algorithm is also characterized by input
and output data structure (DataFormat). All algorithms are referenced in directory
(AlgorithmDirectory) that can be queried in order to find fitting algorithm.

Data model stores data on algorithms execution (AlgorithmExecution) as well as
input and output data sets (DataSet, ResultSet) for each execution. Input and output
data format has to be consistent with proper data formats associated with algorithm.
Data model stores data on resources consumed by algorithm executions (Resources)

Fig. 2 Analytical engine internal structure
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and settlements between algorithm ecosystem, consumer and supplier (Billing,
BillingRecord). Data model does not cover information on algorithm semantics.
This aspect is handed over to supplier.

5 Summary and Further Work

Presented architecture fulfills requirements stated in Sect. 3.2. Analytical ecosystem
allows sharing of algorithms between supplier and customer without compromising
security of data feed by customer and without revealing algorithm code. Such
defined analytical ecosystem plays trusted third party role in interactions between
algorithm supplier and customer.

Fig. 3 Data model of analytical ecosystem for IoT
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Despite of the fact that proposed architecture is on certain maturity leve,
following aspects require more detailed consideration:

• physical architecture that covers allocation of modules to physical resources
(servers, storages etc.),

• interfaces of architectural modules,
• operational model of Interpreter module that will enable using different lan-

guages to express algorithms and to execute other algorithms (according to
requirement RQ4),

• detailed design of consumer and supplier API including protocols and semantics
of functions calling.

The next step of validation of ecosystem concept will be preparing working
prototype of full functional ecosystem. The working prototype will be utilized to
verify feasibility and usability of ecosystem.
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Optimal Path Evolution in a Dynamic
Distributed MEMS-Based Conveyor

Haithem Skima, Eugen Dedu, Julien Bourgeois, Christophe Varnier
and Kamal Medjaher

Abstract We consider a surface designed to convey fragile and tiny micro-objects.
It is composed of an array of decentralized blocks that contain MEMS valves. We
are interested in the dynamics of the optimal path between two blocks in the
surface. The criteria used for optimal paths are related to the degradation of the
MEMS, namely its remaining useful life and its transfer time. We study and analyze
the evolution of the optimal path in dynamic conditions in order to maintain as long
as possible a good performance of the conveying surface. Simulations show that
during usage the number of optimal paths increases, and that position of sources
greatly influences surface lifetime.

1 Introduction

Conveyors have a widespread use across numerous industries where objects should
be moved, including the automotive, computer, agricultural, etc. Using conveyors is
much safer than using a forklift or other machines to move objects. They enable safe
transportation of objects from a start point to a given destination, which if done by
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human labor would be strenuous and expensive. Most of the existing solutions to
convey objects in production lines rely on contact-based technologies. However,
they are not appropriate for fragile and tiny micro-objects (medicines, micro-
electronics parts, etc.), which can be easily damaged, contaminated or even scrat-
ched during conveying. Thus, conveyors based on contactless air-jet technology,
which avoid contact with conveyed objects, can be a solution in this case [3, 5, 11].

A conveyor generally consists of a single monolithic block dedicated to a
specific task in a fixed environment. As a consequence, in case of failure or
environment change, the conveyor will be not able to perform the dedicated task
and has to be replaced. To address these issues, self-reconfigurable systems, which
consist generally of small MEMS-based modules, can be used [12, 16].

A Micro-Electro-Mechanical System (MEMS) is a microsystem that integrates
mechanical components using electricity as source of energy in order to perform
measurement functions and/or operating in structure having micrometric dimensions.
Thanks to their miniaturization, low power consumption and tight integration with
control and sense electronics, MEMS devices come in a wide variety offields such as
aerospace, automotive, biomedical and communication technologies. Classical
MEMS include accelerometers, gyroscopes, pressure sensors and micromirror
arrays.

The work presented in this paper is a part of a project which aims at increasing
the efficiency of future production lines. Our ongoing project consists in designing a
contactless distributed MEMS-based conveying surface for safe and fast conveying
of fragile and tiny micro-objects. The conveying principle consists in sending
micro-objects from a start block to a final destination using controlled air flow
coming from MEMS valves. To do so, all MEMS valves involved in conveying the
micro-object have to be in a good health state and able to accomplish the mission.
However, and according to the literature, the reliability is one of the major concerns
of MEMS [15]. They suffer from various failure mechanisms [17, 19] which impact
their performance, reduce their lifetime, and the availability of systems in which
they are utilized. This highlights the need to monitor their behavior, assess their
health state, estimate their remaining time before failure (RUL, Remaining Useful
Life) and take appropriate decisions accordingly such as control reconfiguration and
maintenance [18]. These tasks can be done by using Prognostics and Health
Management (PHM) approaches [7, 8, 14]. Therefore, in our project, PHM is
applied to monitor the degradation of the MEMS valves and estimate their
remaining time before failure with the aim at predicting failures in blocks.

In this paper, and in order to maintain as long as possible a good performance of
the conveying surface, we study the evolution of the optimal path in dynamic
conditions to find out how to optimize the use of the conveying surface (lifespan
and conveying speed). In order to find the optimal path that avoids degraded blocks,
we use the well known Dijkstra’s algorithm. It optimizes a criterion related to the
degradation of the MEMS valves, which is the RUL, and in case of equality the
transfer time, which is also related to degradation. The values of these two criteria
can be obtained by applying PHM.
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To the best of our knowledge, no article in the literature deals with increasing
conveyor lifespan by avoiding fatigued blocks. However, a similar problem
appearing in the literature is the lifetime extension of multi-hop wireless networks
from energy point of view [2, 4, 9]. During packet routing, without special pre-
caution, some nodes are used more often than others, and their energy may be
exhausted faster the others. To avoid this, packets need to be routed through the
optimal path which optimizes the energy of nodes in the network. As in our case,
oscillation between optimal paths has been noticed, without further analysis.
Moreover, there are differences compared to our problem. In network case, sources
and destinations are spread over the whole surface, whereas in conveyors only one
or a few nodes (usually on the border of the surface) can act as source or desti-
nation, leading to specific usage patterns. Also, in network case oscillations can
reduce the lifetime of the network, which is not the case for us. Finally, in network
case the lifetime is defined as the duration of time before the first node fails due to
the battery exhaustion, whereas in our case the algorithm allows the conveying
surface to still operate by avoiding failed blocks.

A second similar problem we have found in the literature is about finding
optimal paths in transportation systems. [6] and its related work are about algo-
rithms of finding optimal paths in real transportation systems formed by roads and
cars, modeled as stochastic time-dependent (STD) networks. In those systems,
many cars exist on a road, so that traffic flow propagates both in time and space (a
congestion influences its region for some time, and also the region around it), so
congestion is an important parameter, whereas in our case only one object at a time
exists in the whole system. Also, external conditions, such as accidents and thun-
derstorms, affect the model (e.g. travel time), whereas our model is not affected by
external factors. Travel time of cars on a road depend on time (i.e. more cars at
morning and evening than during the night), whereas in our case it depends on its
degradation, which depends on its usage. Cars are driven by humans who add
uncertainty, whereas in our case all objects follow specified unstochastic algo-
rithms. To conclude, the model used in our work is simpler and also different,
making these works useless in our case. Furthermore, our paper is not about finding
the optimal paths, but about their evolution during usage.

For clarity of presentation, this paper does not address the PHM part, but only
the evolution of the optimal path. After the introduction, Sect. 2 presents the dis-
tributed MEMS-based surface. Section 3 introduces the simulator and presents the
results. Section 4 concludes the paper.

2 The Distributed MEMS-Based Conveyor

The conveying surface is composed of an array of decentralized blocks, called
smart blocks. Figure 1 shows a design scheme of a smart block. Currently, the
blocks are in manufacturing phase. Each block contains a micro-controller, a sensor
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to detect if an object is above it, a power supplier, a MEMS valve and is able to
communicate with its four block neighbors thanks to the blinky block [10].

The MEMS used to generate air flow is an electrothermally-actuated valve
designed by DunAn Microstaq, In. (DMQ), company. To predict the remaining
time before failure of this micro-system, we have first to define its degradation
model. This model can be obtained experimentally through accelerated lifetime
tests or given by experts of the MEMS. It is influenced by drifts of the physical
parameters of the MEMS (friction coefficient, stiffness, etc.) and can be obtained by
analyzing the collected data from tests (evolution of the parameters as a function of
time) by using appropriate modeling tools such as regression and curve fitting.

Currently, we are performing accelerated lifetime tests to define the degradation
model of the targeted MEMS. The simplest and most useful accelerated lifetime
tests to define the degradation model of a MEMS is to stress it by applying a square
signal (cycling) [13]. To do so, we have already designed an experimental platform
where several MEMS are continuously cycling with a square signal of 8V mag-
nitude and 1Hz frequency. We are performing measurements every day and at each
measurement we estimate the values of the physical parameters. We will keep
repeating this process until the occurrence of a failure.

As in the macro-systems, the degradation of MEMS devices can be modeled by
linear or nonlinear functions [15]. In this work, we aim at studying the evolution of
the optimal path in a dynamic conveying surface. So, while waiting to have

Fig. 1 Design scheme of a
smart block
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complete experimental data to define the degradation model, we assume that the
degradation of the MEMS valve is given by a linear function (see Eq. 1).

Let’s suppose that the conveying surface is composed of m blocks, each one
containing a MEMS valve denoted as Mk (k 2 ½1;m�) and using the following
model:

• A linear degradation model degðMkÞ:

degðMkÞ ¼ 0:01� CðMkÞ ð1Þ

where CðMkÞ is the number of cycles performed by the MEMS Mk.
• A RUL value RULðMkÞ 2 ½0; 100�: the remaining time before failure expressed

in number of cycles. In practice, this value is calculated using the degradation
model and prognostics methods (particle filter [20], Kalman filter [1], etc.). In
this work, we assume that the RUL value, which depends on the degradation
level, is calculated as follows:

RULðMkÞ ¼ ð1� degðMkÞÞ � 100 ð2Þ

We consider that a new MEMS without degradation can perform 100 cycles.
• A transfer time of the object tðMkÞ 2 ½1; 11�: the time that takes an object to

traverse the block and reach the next block. A new MEMS without degradation
has a transfer time of 1 s. The transfer time value is calculated as follows:

tðMkÞ ¼ 1þ degðMkÞ � 10 ð3Þ

To convey an object, a MEMS can communicate only with its four neighbors
and can send the object only to one of them. Figure 2 shows the connection
between MEMS Ma and its four neighbors Mb, Mc, Md and Me (one MEMS per
block).

Figure 3 gives an overview of the surface. The block denoted as S represents the
source of the object that is going to be moved towards the block denoted as D,
which represents the destination of the object. The black blocks represent a path
taken by the object.

Let p be an optimal path from S (Source) to D (Destination). The path p is a set
of n MEMS that participate at conveying the object, p ¼ fS;M2; . . .;Mn�1;Dg,
where S corresponds to M1 and D to Mn. The following equations represent
respectively the RUL and the transfer time of the path:

RULðpÞ ¼ min
k¼1;...;n

RULðMkÞ ð4Þ

TðpÞ ¼
Xn

k¼1

tðMkÞ ð5Þ
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The main objective is to find a path that maximizes the RUL (RULðpÞ) and
minimizes the transfer time of the objects (TðpÞ) in the conveying surface.

3 Simulation Results

3.1 Simulator Features

We have developed a simulator to analyze the optimal path evolution in dynamic
conditions. It is written in Java language and is multi-threaded (each block is a
thread). It allows to choose the dimensions of the conveying surface, the number of
objects to introduce on the surface, their source(s), and the principal criterion (RUL
or time). It creates the surface with random values for both criteria in each block.

Objects are introduced at the given source(s). Each time a MEMS Mk partici-
pates at conveying an object, its number of cycles CðMkÞ is incremented. As a
consequence, its degradation value deg increases, its RUL decreases and its transfer
time t increases, cf. (1), (2) and (3) respectively. Hence, RUL and transfer times of
blocks change dynamically during the simulation.

Fig. 2 Representation of the
connection between one
MEMS and its four neighbors

Fig. 3 Representation of a
path taken by an object from
the source block (S) to the
destination block (D)
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Each block has a matrix of the same size as the surface. Each cell of the matrix
contains the RUL and transfer time of the corresponding block in the surface.
Before starting the simulation, each block communicates with their four neighbors
and sends them its matrix; after some time all the blocks have the same matrix
which contains the right values of the surface. Once this step is finished, the first
object is sent in the surface. Blocks execute asynchronously the algorithm shown in
Algo. 1. The big advantage of being asynchronous is that the surface does not need
a global clock for all the blocks, which facilitates greatly the surface manufacturing.

Algorithm 1 The algorithm executed asynchronously by each block.
1: if the object is above the block then
2: execute Dijkstra’s algorithm with itself as start block, thus finding out the next

block
3: send the object to the next block
4: consequently, its degradation increments
5: update its matrix by changing the values (RUL and transfer time) of its own cell
6: end if
7: send its matrix to its four neighbors, so that the next block have always the updated

matrix

When the object is in the destination, it gets out of the surface. During this time,
the updated matrix is propagating to the other blocks. We assume that information
exchange is much faster than object moving, hence the source receives the updated
matrix before the object gets out. A new object enters the system as soon as the
previous one got out of the surface, so that only one object exists on the surface.

The simulation consists in sending the given number of objects from a given
source to the destination. Figure 4 shows the initial surface used in all simulations.

Fig. 4 Initial surface used in
simulations. It contains 20
MEMS and each one is
characterized by RUL (left),
transfer time values (right)
and position
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Blocks are characterized by RUL values of MEMS (left), transfer time values
(right) and position.

Note that the multi-threading does not change the results, so the program is still
deterministic. The results in our case mean the path along which objects go. We
prove in the following that the path is the same, no matter if there is multi-threading
or not. So we need to prove that when an object enters a block, the next block will
be the same, no matter if multi-threading or not. As written in Algo. 1, when an
object arrives in a block, the block executes the lines 2–5, i.e. it executes Dijkstra’s
algorithm using its matrix. During object movement, the only modification in the
surface is that the values (RUL and transfer time) have been modified for the
previous block. Its matrix is received from its neighbours (previous block included)
much faster than object move, as written above, hence the matrix has up to date
values. So, since the matrix is updated, the next block is always the same (i.e.
deterministic).

3.2 Choice of Principal Criterion

As mentioned before, two criteria need to be optimized and one of them has to be
set as principal one. Since we aim to improve at maximum the lifetime of the
conveying surface, we set the RUL as principal criterion, and the transfer time of
the object is used only if multiple paths have the same value of RUL.

Figure 5a, b show the evolution of the transfer time and the path RUL value as a
function of the number of objects, using each time a different principal criterion and
otherwise the same conditions. We notice that we have greater path RUL values and
almost the same transfer time if the RUL is used as principal criterion comparing
using transfer time as principal criterion.
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Fig. 5 a Object transfer time and b path RUL as a function of number of objects when principal
criterion changes
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3.3 Optimal Path Evolution

To study the evolution of the path according to the change of the RUL and transfer
time, three types of simulations are done: one source, two sources and several
sources. For all simulations only one destination is used, at position (3, 4).

For one source, the simulation consists in sending objects from the source (0, 0)
to the destination (3, 4). In Fig. 6, arrows indicate some paths taken by objects. The
thickness of arrows is proportional to the number of times the path is used. The first
object takes the path indicated in Fig. 6a. This path has a RUL value of 44 cycles
and a transfer time value of 18 s (the object takes 18 s to reach the destination). The
next 20 objects take the same path.

For the 22th object, a new optimal path indicated in Fig. 6b is taken (the dashed
arrow indicates the previous path). This is explained by the fact that the block (1, 1)
is used 21 times, the RUL value of its MEMS decreases to 23 cycles and the
transfer time of the path increases to 32 s. The new optimal path has the same RUL
value of 23 cycles but a lower path transfer time of 28 s.

Then, paths oscillate seven times between the new optimal path and the previous
one. Figure 6b shows the updated RUL and transfer time values in the surface after
sending 21 objects. The 36th object takes a new optimal path indicated in Fig. 6c
and which oscillates 2 times with the two previous optimal paths. Figure 6c shows
the updated value after sending 35 objects. The same thing for the other objects,
once a new optimal path is found, it oscillates with the ancient paths.

For two sources, objects enter through two sources (0, 0) and (3, 0) alternatively
(Round Robin). Unlike the previous simulation, optimal paths oscillate more or less
randomly because the blocks are used by multiple objects. Figure 7 shows all
optimal paths taken by the different objects.

For several sources (all the blocks on the left side of the surface are sources),
optimal paths change randomly due to multiple objects that enter through the
different sources which decreases the RUL and so the change of the optimal path
(no oscillation between paths). Figure 8 shows the results of this simulation.

 

 

(a) (b) (c)

Fig. 6 Optimal path evolution for one source: objects enter through (0, 0) (the number on left of
arrows indicates the number of times the path is used in the oscillation). a Oscillation 1,
b Oscillation 2, c Oscillation 3
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(b)(a)

Fig. 7 Optimal path evolution for two sources: a paths used when objects enter through (0, 0) and
b paths used when objects enter through (3, 0)

(b)(a)

(d)(c)

Fig. 8 Optimal path evolution for several sources: a–d present all the paths used for the four
sources
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These simulations show that:

• Number of optimal paths: During usage, a first optimal path is used for a number
of times, afterwards a new optimal path appears and the two optimal paths are
used for a number of times, afterwards another new optimal path appears and the
three optimal paths are used etc.

• Oscillation among optimal paths: We define an oscillation as the interval of time
where the optimal path oscillates (alternates) among several paths, for example
between paths p1 and p2 from time t1 to t2. In case of one source, once a new
optimal path appears, it oscillates with the previous optimal paths: in oscillation
1, there is only one path and no oscillation, in oscillation 2 the optimal path
oscillates between this one and a new one, in oscillation 3 the optimal path
alternates among the two paths and a new one etc. This phenomenon is seen less
as the number of sources increases. For example, no oscillation of the optimal
path is seen in the case of 4 sources. The reason is that optimal paths used for a
given source change when blocks are used by objects entering through other
sources.

• Duration of usage of each optimal path during one oscillation: In case of one
source, in the oscillation 1, the first optimal path is used a number of times, in
oscillation 2, the two optimal paths are used fewer times each, in oscillation 3
the three optimal paths are used even fewer times each, etc. Formally:

uðiÞ[ uðiþ 1Þ; i[ 0 ð6Þ

where uðiÞ is the number of times each optimal path is used during oscillation
number i.

• Duration of usage of each optimal path during the whole simulation: The first
optimal path is the most used, afterwards the second optimal path etc. This is
because once an optimal path appears, it is used until the end of simulation. For
example, in one source the first optimal path is used in all the oscillations, the
second path is used for oscillations 2, 3,…, the third path is used for oscillations
3, 4, …, and so on.

3.4 Optimal Number and Position of Sources

The same three previous simulations are used.
Figure 9a shows the evolution of the total transfer time as a function of object

number reaching the destination, which measures the conveying speed of the sur-
face. It is found that the transfer time is greater with one source than with two or
four sources. Intuitively, the reason is that source (0, 0) is at distance of 7 blocks
from destination, whereas for two or four sources, source (3, 0) is sometimes used,
and it is nearer to destination than (0, 0), at distance of 4 blocks.
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Figure 9b shows the evolution in time of the average surface RUL (counting all
the blocks) which measures the degradation, i.e. the health state, of the surface: the
smaller the average surface RUL, the more degraded the surface. We note that the
average surface RUL is smaller when objects enter only through (0, 0). The reason
is the same as previously: the source (0, 0) is farther than other sources.

To confirm that the reason is not the number of sources, but their position, a
forth simulation is done which uses only the source (3, 0). This simulation takes
less time and the average RUL on the surface is greater than all the three simula-
tions, which confirms that the important parameter is the position of the source.
However, in this fourth simulation only 44 objects can be sent because the RUL of
the source is 44 cycles. More importantly, as a general fact, the source (and the
destination) are the most used blocks and their degradation increases greater than
other blocks: the nearer to the source or destination, the greater the degradation of a
block.

As a conclusion, in order to increase the lifetime (allow to send more objects)
and the conveying speed of the surface, we propose to place sources at convenient
positions and use them alternatively. In a future work, we will study source posi-
tions and object scheduling among these sources.

4 Conclusion and Future Works

In this paper, we have considered a surface for conveying fragile and tiny
micro-objects based on air-jet technology. The surface is composed of an array of
decentralized blocks, each one containing an electro-thermally actuated MEMS
valve.

We took into account the optimal path, using criteria related to MEMS degra-
dation, which avoids degraded blocks on the surface. We analyzed the evolution of
the optimal path in dynamic conditions in order to maintain as long as possible a
good performance of the conveying surface. We noticed that optimal paths alternate
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or simply change during usage depending on the number of sources, some paths are
used much more than others, and the greater the number of sources, the greater the
number of optimal paths.

Future works include the scheduling of objects through the different sources, the
extension of the algorithm to allow several concurrent objects on the surface, and
the use of 4 MEMS per block, one block for each direction.

This work is only a step towards the realization of a contactless distributed
MEMS-based conveyor. The ongoing results of the PHM part will be implemented
and carried out on an experimental centimeter scale self-reconfigurable smart blocks
conveyor which is being manufactured.
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The Issue of Analyzing Measurement Data
of Driving Speed in Large Urban Areas

Emilia Skupień and Agnieszka Tubis

Abstract The measurement of speed is the subject of analysis and publication of
many researchers around the world. This issue is analyzed from the point of view of
movement engineering, urban planning, logistics, but also the city management.
The researches, initiated by the authors in this paper, are focused on measuring the
time of vehicle journeys on the selected section of one of the main streets of
Wroclaw. The aim of the chapter is to present the issues related to the analysis of
measurement data from the ITS, which are aimed at supporting decision-making
processes of those responsible for organizing transport in the city. For this purpose,
the authors presented the basic theoretical issues of the study area and the
approximate principles of operation of ITS systems. Then on the basis of quanti-
tative analysis, the authors characterized the difficulties that may be encountered
while drawing conclusions from the analysis of the collected data.

Keywords Movement engineering � Data analyzing � ITS

1 Introduction

The most important attribute of the road traffic is the speed of vehicles. It is a
measure of the quality of movement and its consequences, both for its individual
participants, as well as the general public dimension. The speed determines the
comfort, convenience, traffic safety and the economics of transportation and the
rank of traffic impact on the environment [14]. In large urban areas the speed of
vehicles in addition to the usual groups of factors discussed in the literature section,
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is also affected by the action of the Intelligent Transportation System, which,
among other determines the applicable cycles of traffic lights.

The measurement of speed is the subject of analysis and publication of many
researchers around the world. This issue is analyzed from the point of view of
movement engineering, urban planning, logistics, but also the city management. In
fact it is also a point of interest to institutions responsible for traffic management in
urban areas, who use data on average speed to increase road safety and improve
passenger comfort. A properly conducted measurement, and above all accurate
analysis of the data obtained, will affect the correctness of the decisions made by the
authorities.

The researches, initiated by the authors in this paper, are focused on measuring
the time of vehicle journeys on the selected section of one of the main streets of
Wroclaw. The aim of the chapter is to present the issues related to the analysis of
measurement data from the ITS, which are aimed at supporting decision-making
processes of those responsible for organizing transport in the city. For this purpose,
the authors presented the basic theoretical issues of the study area and the
approximate principles of operation of ITS systems. Then on the basis of quanti-
tative analysis, the authors characterized the difficulties that may be encountered
while drawing conclusions from the analysis of the collected data.

The research presented in the chapter is preliminary and is only the first stage
initiated research.

2 Literature Review

The issue of traffic measurement is of interest to the researchers examining the
various transportation systems [9, 12]. Traffic studies are conducted and used for
very different short-term and long-term purposes. The literature emphasizes that the
primary objectives of measurements and studies of traffic is to gather information
on its condition. This will include the setting of such characteristics as [2]: traffic
flow in vehicles per hour or per day; fluctuations in traffic during the day, week or
year; traffic structure; traffic burden; traffic flows at junctions and intersections (the
directional structure); speed of movement; intervals between the vehicles; loss of
time when traveling along the roadway or intersection; the size of forming traffic
jams; types of traffic (source, target, through, internal); road trips (route); pedestrian
traffic.

Based on these data it is possible to prepare [3]:

• study of transport for planning urban transportation systems, together with the
traffic forecasts;

• plans and projects of roads and crossroads;
• traffic organization, capacity assessment and traffic conditions;
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• economic analyzes;
• accident analysis;
• arrangements for traffic noise levels, air pollution and other environmental

impacts.

Traffic studies provide data for analysis, discussion and decisions in planning,
design and management of transport solutions and controlling the traffic [6]. Their
aim is to support the decision-making process targeting the best possible use of
transport infrastructure and to ensure the safe and efficient movement of people and
cargo.

As noted in the introduction, the most important attribute in road traffic is the
speed of vehicles [14]. Speed is an essential parameter in describing traffic con-
ditions in the transport network. This parameter can be used to estimate the quality
of travelling in the area. Moreover, with the development of Intelligent Transport
Systems, vehicle speed and vehicle flow play an important role in advanced traffic
management systems. The speed, along with other parameters, such as traffic flow,
provide information about the current situation in the transport network [1]. Traffic
speed data is one of the most important information sources for ITS, Advanced
Traveler Information Systems (ATIS), and Advanced Traffic Management Systems
(ATMS) [16].

Previous studies [3, 8, 15] indicate that the choice of speed by drivers in a free
traffic is influenced by 6 sets of factors: (1) the characteristics of vehicles; (2) the
characteristics of drivers; (3) the characteristics of the road and its environment;
(4) weather conditions; (5) the legislation concerning speed limits and penalties for
exceeding the speed limits; (6) the exact moment, the year, the season and time of
the day.

In the case of researches carried out in city traffic, one should take into account
additional factors that can affect the measured speed.

Among the different speed-related parameters known in the literature, average
speed is very often used as measure for safe driving, mainly because elevated crash
risk and severity have been related to an increase in average speed [4, 13]. It should
also be noted that the formulas given in the literature to determine the average speed
of vehicles, predominantly refer to vehicles in free traffic (e.g. Kempa’s,
Szczuraszek’s and Kempa’s equations) [6].

Some of the authors [5, 11] also emphasize that the use of aggregate statistics
fails to recognize the probability distribution of the individual observed values. The
apparent improvement in explaining the variation of the parameter is shown by the
aggregation speed data, which may reduce the individual extreme values and
overestimate the consistency and safety level. Therefore, individual speed profiles
should be examined. Consequently, aggregate values also should be analyzed in
order to find out if the difference between the individual and aggregate values is
statistically significant.
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3 The Use of Intelligent Transportation Systems in Traffic
Management

Name of the Intelligent Transportation Systems means systems which represent a
broad collection of diverse technologies (telecommunications, information tech-
nology, automatic and measuring), and management techniques for transport pur-
poses in order to protect the lives of road users, improving the efficiency of the
transportation and the protection of natural resources [17]. Traffic management
using ITS technologies is divided into two subsystems: urban traffic management
and traffic management on highways. Due to the scope of the study authors
attention will be focused only on the first subsystem.

In urban traffic management most often used systems are [10]: (1) traffic man-
agement systems in the network of streets; (2) the automatic traffic surveillance;
(3) the automatic charge collection.

These systems are used on a large scale in cities and urban areas. Also, the city,
which is the subject of presented research is fitted with a system for ITS.

The main task of ITS is to improve traffic and safety of cars and public transport
vehicles [18]. The main functional areas of the ITS system are [7]:

• the possibility of a dynamic and adaptive traffic management, responding to
changing traffic conditions at any real-time;

• simultaneous traffic control at various levels: prioritizing public transport, liq-
uefaction vehicular traffic, improving of openings of pedestrian crossings, crisis
management;

• the ability to collect, process and distribute information to support the decision
of the residents in the planning and implementation of the travel services and
decisions on categorizing and prioritizing remedial action and maintenance of
urban infrastructure.

These functions are realized by the system by continuously gathering informa-
tion about the situation on the roads and intersections, by the infrastructure per-
manently embedded in the city. The data used by the ITS system to analyze the
situation on the road, relate mainly to traffic at crossroads covered by its operation.
Collected in the database values are obtained through detectors identifying and
counting the vehicles, mounted next to the traffic lights at crossroads.

4 Specificity and Problems of Measurement Data Analysis

Customizing traffic lights by the Intelligent Transportation Systems is based on
automatically collected and processed data. They therefore contain arising in such
circumstances outliers and this can lead to undesirable settings. Knowing the way
of collecting measurement data on the main roads of Polish cities, prior to their
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analysis, one can distinguish the expected reasons for outliers. These reasons
include:

• taking into account by the system, emergency vehicles and other with a speed
higher than allowed, whose traveling time will be significantly lower than the
average values of the group,

• vehicles stop on the route (e.g. as a result of a collision or crash) or deviating
from the route and returning after some time, their time of travel will be longer.

Analysis of traveling time of cars crossing the sections of roads in urban areas,
poses many difficulties. Facilitation for inferences about a set data is the ability to
match them to a known probability distribution. For this reason, the authors have
made an attempt to find a universal method of outlier data rejecting, which allows
fitting of the remaining data to a known probability distribution.

The tests were conducted for two groups of measuring data, collected for journey
times on the same stretch of road in the same direction during morning and
afternoon rush hours. A summary of the raw data containing all the measurements
from mornings and afternoons rush hours are shown in Table 1 and Fig. 1.

Because of the predicted outliers and inability to adjust the raw data into any of
the known statistical distribution, authors have made attempts to reject outliers in
such a way as to obtain the universal method of data filtering.

Most of the known methods of rejecting outliers is used for normal distributions,
but in the examined case measurement data did not show this pattern. Therefore,
attempts have been made to find methods tailored to the individual specificities of
the phenomenon.

Table 1 A summary of the
raw data (time of traveling
through the investigated
section)

Morning Afternoon

Sample size 687 471

Average 1023 1102

Standard deviation 857 1412

Max value 9549 9645

Min value 360 374

Median 848 550

Fig. 1 Histograms transit times through the tested section at the morning and afternoon rush
hours
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The first attempt was to reject the maximum passes time until the median value
was 0.95 times the average. Summary of the left data is shown in Table 2 and
Fig. 2.

The histogram for the afternoon rush hours can be considered similar to the
log-normal distribution, but the data obtained using the same method for the
morning rush hours, do not allow adaptation to any known statistical distributions.
Therefore, the result was not considered satisfactory.

A second attempt the rejection of outliers was based on the exclusion of times of
travel at a speed of less than 0.33 of the maximum speed. The results are shown in
Table 3 and Fig. 3.

The conclusions from the rejecting outliers are similar to previous ones. The
results obtained in the afternoon rush hours differ significantly from the results of
the morning. The histogram for the morning rush indicates the possibility of the
coexistence of two groups of overlapping data. This phenomenon however has not
been recorded for the afternoon rush hours.

Table 2 A summary of the
data, for median 0.95 times
the average

Morning Afternoon

Sample size 660 386

Average 363 141

Standard deviation 2684 1273

Max value 360 374

Min value 881 550

Median 837 524

Fig. 2 Histograms transit times through the tested section at the morning and afternoon rush
hours, for median 0.95 times the average

Table 3 A summary of the
data, exclusion V < 0.33
Vmax

Morning Afternoon

Sample size 505 380

Average 727 540

Standard deviation 192 116

Max value 1079 1098

Min value 360 374

Median 848 550
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Due to the fact that the authors wanted the queried data rejection method to be
universal, it cannot be regarded as satisfactory, so there have been no attempts of
implementing for other data.

Another attempt differ from previous ones, this time rejected has been both the
highest and lowest results. The authors rejected travel times for speeds less than
0.75 of average speed and above 1.5 average speed. The obtained data are shown in
Table 4 and Fig. 4.

The proposed method of discarding the lower and upper values, has made the
two histograms difficult to interpret. For this reason, also this method could not be
considered satisfactory.

Another proposed criterion for rejecting data become the longest and shortest
forecasted travel time. The measurements of vehicles traveling above the permitted
speed (50 km/h) and below 20 km/h (adding a possible waiting time at intersections

Fig. 3 Histograms transit times through the tested section at the morning and afternoon traffic
rush hours, exclusion V < 0.33 Vmax

Table 4 A summary of the
data, exclusion 0.75 V
max < V < 1.5 V max

Morning Afternoon

Sample size 381 345

Average 791 532

Standard deviation 139 76

Max value 1042 764

Min value 523 411

Median 804 525

Fig. 4 Histograms transit times through the tested section at the morning and afternoon rush
hours, exclusion 0.75 Vmax < V < 1.5 Vmax
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with traffic lights by 30 s) has been rejected. Obtained in this way results are
presented in Table 5 and Fig. 5.

These data confer similar to those occurring in the prior, difficulties of
interpretation.

On the basis of this chapter the results of rejecting outliers tests, it can be stated
that the analysis of data from measurements of travel times is a extremely com-
plicated and demanding task and requires to take into account many factors. The
very characteristics of the examined road sections undermines the credibility of
some measurements. Registered traveling time, concerned road traffic on one of the
main arteries of Wroclaw, connecting the western part of the city with the city
center. On the investigated road is a provincial hospital, for this reason there are
often recorded ambulance rides, whose speed exceeds the legal limit. This can affect
an average speed of travel of all measured vehicles. However greater important can
be attributable to the facilities, which are locate in the vicinity of the test route and
may significantly understate measured travel time. These are—one of the largest
shopping malls in Wroclaw and other shopping centers, business centers (collecting
banks and other service companies), two large health clinics and the Municipal
Social Centre. These objects are a place of temporary stop, often not exceeding
60 min. This causes the re-inclusion in the urban traffic of a vehicle in the studied
time window, and the travel time is extended by the temporary stop.

The solution to this problem could be comparation each subsequent measure-
ment time with the average travel time. This average travel time should be deter-
mined by the method of moving average with n values. The parameter n should be

Table 5 A summary of the
data, exclusion
20 km/h < V < 50 km/h

Morning Afternoon

Sample size 597 360

Average 821 566

Standard deviation 250 150

Max value 1391 1323

Min value 415 416

Median 814 533

Fig. 5 Histograms transit times through the tested section at the morning and afternoon rush
hours, exclusion 20 km/h < V < 50 km/h
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dependent on the frequency of the occurrence of the next recorded measurements
(a large number of measurements recorded in the adopted unit of time will increase
the value of n; a small number of recorded measurements will reduce the number of
n parameters). However the proposed method is characterized by a large compu-
tational complexity. High complexity of the method requires a properly prepared
calculation algorithm, supported by appropriate IT tool. The possibility of its use
will be the subject of further study of the authors.

5 Conclusions

Large urban agglomerations invest in ITS in order to improve traffic flow and
transport safety. Analyses of data collected by these systems are intended to support
decision-making processes of people responsible for the organization of transport in
cities. However, as shown in the paper: the historical data analyzed with a simple
statistical methods, can lead to erroneous conclusions. It is necessary to carry out
detailed analyzes that will allow to clean up the original data series. Only this way it
is possible to select the appropriate data for further quantitative analysis.
Additionally when given only historical data from the ITS system, the analyst is
unable to carry out a credible inference. For a complete analysis one needs addi-
tional information, e.g.: weathering, random events (e.g. car accidents), events
planned (e.g. a narrowing streets due to road works). Excluding the knowledge of
conditions which accompany measurements, created plans for perfecting the urban
traffic management may be based on false assumptions.

In the beginning of this chapter it was pointed out that the presented results are
introducing the studies initiated by the authors. The purpose defined at the outset
there was a presentation of the model analysis of the speed of vehicles based on
historical data. The intention of the authors was to present the complexity and
difficulty of quantitative analyzes based on primary data obtained from the ITS. For
this reason, as the summary it should be stated that: (1) it is impossible to give a
general statistical distribution that matches the analyzed historical data; (2) pre-
liminary analysis of data should take into account the process of cleaning the raw
data of erroneous or incomplete measurements; (3) the correctness of the performed
inference should take into account the conditions associated with the measurement;
(4) the person responsible for the analysis should be familiar with the characteristics
of the assessed routes and common behavior patterns of drivers on the examined
sections.

Therefore, the next stage of the researches is to develop a model procedure for
treatment of primary data, enabling to obtain a satisfactory level of reliability of the
data analysing for supporting traffic management in the city.
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Implication of Availability of an Electrical
System of a Wind Farm for the Farm’s
Output Power Estimation

Robert Adam Sobolewski

Abstract Availability of an electrical system of a wind farm plays a crucial role
among factors affecting the power output of a farm. The availability is determined
by an internal collection grid topology and reliability of its components, e.g.
generators, inverters, transformers, cables, switch breakers, protective relays, and
busbars, to name a few. A wind farm availability’s quantitative measure can be:
(i) the probability distribution of combinations of “in operation” states of the farm’s
wind turbines and (ii) the expected power to be delivered to the power system. The
“in operation” state of a wind turbine involves the availability of the wind turbine
and other equipment necessary for the power transfer to the external grid. They can
be used for the analysis of the impact of various topologies and the reliability of
individual components on the availability. The second kind of analysis may be
supported by the importance ranking of the components. The paper presents the
approach to formulating the reliability models that is based on Bayesian networks,
useful importance measures of the components and the case study that illustrates the
approach application.

Keywords Wind energy � Reliability � Bayesian networks

1 Introduction

A wind farm’s output power depends on, among others, the farm’s availability. The
availability is determined by the reliability of components included in a wind farm
(WF), e.g. electrical components: wind turbine generators, transformers, inverters,
cables, circuit breakers, protective relays and busbars, to name a few. Some of these
components constitute an internal collection grid, i.e. an electrical system that
integrates wind turbines (WTs) and the collector hub (CH). The grid can be
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designed in several ways, depending on the WF’s location (on-shore or off-shore),
size (the number of WTs and total power installed) and the desired level of
redundancy (reliability). The most common designs are radial and ring ones.

Failures of the WF’s components can cause their outages, and sometimes, be
spread to adjacent components. Failures can spread in the following situations: (i) a
circuit breaker’s or a protective relay’s failure (missed tripping when required), or
(ii) circuit breakers’ and protective relays’ location in the internal grid, which
doesn’t allow for the outage of the damaged component only. Failure spreading
may result in the need to outage either the feeder with the damaged component or
the WF. The consequence of these outages can be losing the power (partially or
totally) to be either generated by WT or transferred from WTs to a point of common
connection (PCC).

Implication of availability of an electrical system for WF’s output power can be
evaluated quantitatively relying on: (i) probability distribution of the occurrence of
a combination of WT operating states, (ii) expected value of WF’s output power
and (iii) importance rankings of the electrical components. Operating state of a WT
indicates its ability to generate power and output it to the PCC, which means the
availability of the WT and of other components necessary to transfer power to the
PCC. Importance rankings can be used to measure the effect of the reliability of
individual components on the WF’s output power (to identify the weaknesses).

The relevant literature offers some approaches, which were used for WF avail-
ability representation in models that describe the characteristics of WT and WF
power and energy output [1–6]. The models feature a simplified representation of
the impact of multiple factors on WF capacity. The main reason is taking into
account two consequences of reliability states of the WF components only (“up”
state—in operation, “down” state—outage). In fact, another consequence of relia-
bility states of some components should be considered additionally, i.e. “down”
state—failure spread.

Since the output power of WF can vary due to its availability, it is essential to
estimate profits of individual designs of electrical system relying on accurate
probabilistic models. The paper presents such models that, to a greater extent than
before, take into account the important factors (e.g. spreading of the component
failures) that determine the availability of WF’s electrical system and allow one to
obtain the probability distribution of the occurrence of combinations of both “in
operation” and “failed” states of the WTs. Bayesian networks (BN) were used to
formulate the models. Moreover, to evaluate how the particular component con-
tributes to a WF availability, and how the presence of a component affects the
contributions of other components in the WF, some importance measures are
introduced in the paper as well. These are the following: Risk reduction worth, Risk
achievement worth, Fussell-Vesely, and Birnbaum. A case study presents two BN
models and the results of the availability analysis of an electrical system of
demonstrated WF of both radial and ring internal collection grid topologies.
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2 Electrical System of a Wind Farm

AWF consists of many electrical components, needed for: power generation, power
transfer to the external grid and protection of the components and external grid
against abnormal conditions (e.g. failure, short circuit, overvoltage, and so on).
Some of them form the internal collection grid. There are mainly two different
conceptual designs of the grid that can be utilized: radial and ring design.

Figure 1 shows the radial topology (RAT) of an internal collection grid. WTs are
connected in series to one feeder and collected at the CH. The main advantage of
this design is that the total array cable (CA) length is smaller than for the other
options. Also, it is simple to control, and it provides the possibility to taper the CA
capacity as the distance from the hub increases. The major disadvantage with this
design is the poor reliability provided. CA or circuit breaker of the feeder
(CBF) faults at the hub side of the feeder will lead to the loss of power from all
downstream turbines in the feeder.

Figure 2 shows the ring topology (RIT) of internal collection grid. Two feeders
are connected in parallel to provide redundancy. This means that for two feeders,
the CA length will only increase by the distance between the turbines at the end of
the feeders. Nevertheless, in the case that a fault occurs at the cable between the first
turbine of a feeder and the CH, the full output power of the WT in the faulted feeder
must be diverted through the other one, meaning that the cable at the hub end of the
latter needs to be dimensioned for the power output of the double number of WTs.

Fig. 1 Radial topology of an internal collection grid of the WF. All the designations in the text

Fig. 2 Ring topology of an internal collection grid of a WF. All the designations in the text
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The connection of the WT to the internal collection grid of WF is depicted in
Fig. 3a for RAT (Fig. 1) and in Fig. 3b for RIT (Fig. 2). The main difference
between these connections is the number of circuit breakers in CA sections, i.e. in
the grid of RAT there are not any, and in the grid of RIT—there are two (CBL and
CBR) at both opposite sides of WT connection point. A generator (G) fault or step
up transformer (TR) fault, the corresponding circuit breakers (CB) should switch off
the WT. The remaining WTs may stay connected to the feeder and still generate
power. If CA section fails, the feeder should be switched off by circuit breaker of
the feeder (CBF, Fig. 1) as there are not any circuit breakers with the CA sections in
the grid of RAT. The same fault should be separated by two circuit breakers with
the CA section in the grid of RIT because these circuit breakers are installed at both
sides of the CA section. All the WTs will still keep in power generation, supplying
in both directions through the operative CA sections.

The failures of some components can be spread to the adjacent ones. Failure
spreading may result in the need to outage either the feeder with the damaged
component or the entire WF. For example, the fault of G requires the operation of
CB (Fig. 3). If the CB or protective relay is failed (missed tripping when required)
then the fault should be separated by CBF (in RAT) or circuit breakers at of the CA
sections closest to WT in question (in RIT). Thus the feeder will be out of operation
(in RAT) or redundancy will be lost (in RIT). The fault of CA section in the feeder
requires operation of CBF (in RAT) or operation of the circuit breakers of the
adjacent CA sections (in RIT). If the circuit breakers in question or protective relays
associated with them are failed (missing tripping when required) that the fault
should be separated by the circuit breaker of the connection cable (CC) (CBT at
Figs. 1 and 2).

Fig. 3 Schematic of the WT connection to the feeder of WF internal collection grid topology:
a radial and b ring one (single and double sided). All the designations in the text
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3 Implementation of Bayesian Networks and Importance
Measure in the Availability Analysis of an Electrical
System

3.1 Bayesian Networks

The methodological basis for probabilistic modelling using Bayesian networks
(BN) can be found in literature, such as [7, 8]. Formulation of a BN model of
availability of an electrical system of WF entails the following elements: (i) identifi-
cation of nodes, (ii) development of network structure, (iii) formulation of conditional
probability tables (CPTs) for nodes, and (iv) setting of probabilities of the occurrence
of individual reliability states of the components. The nodes identification includes:
(i) root nodes, (ii) intermediate nodes representing the combination of the states of
parent nodes, and (iii) a leaf node representing the electrical system availability.

To the root node, CPT is assigned that includes two reliability states “up” and
“down” of a component (one or a set of the components) and the probabilities of the
states occurrence. For example, the CPT of root node CB (Fig. 3) is shown it Table 1.

To the intermediate node, CPT is assigned that includes: (i) states of parent
nodes, (ii) the operating states of the intermediate node itself and (iii) the condi-
tional probabilities of the occurrence of operating states of the node. The number of
states of the parent nodes can be two or three, depending on the components and
their location in the internal collection grid. It is appropriate to distinguish between
parent nodes with: (i) two states—“up” and “down” (root nodes) and “in operation”
or “failed” (intermediate nodes), and (ii) three states—“in operation”, “failed” and
“failed with failure spreading”, (intermediate nodes). The number of states for the
intermediate node in question can be either two or three. The CPTs of the inter-
mediate nodes and leaf node are to be deterministic ones (every probability is either
1 or 0). For example, the CPT of node A, that represents the states of CB and G
(Fig. 3) is shown in Table 2.

Table 1 The CPT of the root node CB

Node CB state P(CB)

cb = up P(cb = up)

cb = down P(cb = down)

Table 2 The CPT of the intermediate node A that represents the combinations of reliability states
of components CB and G (Fig. 3)

Node G state g = up g = down

Node CB state cb = up cb = down cb = up cb = down

Node A
state

a = in operation 1 0 0 0

a = failed 0 1 1 0

a = failed with failure
spreading

0 0 0 1
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The CPT assigned to the leaf node contains all combinations of both operating
and failed states of the turbines. WT operating state “1” means an ability of the WT
and the components in at least one feeder, required to transfer the power to the
external grid. Failed state “0” means the condition opposite to state “1” (Table 3).

Finally, the probability of the rth combination of WTs that are simultaneously in
operation πr can be calculated based on BN. The number of these probabilities
equals 2n, where n is the number of WTGs in a WF.

Relying on the probabilities πr and expected values of the output power of WTs
E PWTað Þ one can evaluate the expected output power of the WF, i.e.

EðPWFÞ ¼
X2n�1

r¼1

X

a2J rð Þ
E PWTað Þ

2
4

3
5 � pr ð1Þ

where a 2 J(r) when WT operating state is “1” in rth combination of WTs states.

3.2 Importance Measures of Components’ Reliability

The purpose of important measures is to assess how much a single electrical
component of WF contributes to the unavailability risk of a system. The risk
involves the amount of power to be lost because of components’ failures. This
contribution may be analysed relying on structural importance measures, e.g. Risk
reduction worth, Fussell-Vesely importance, Risk achievement worth and
Birnbaum importance.

In Table 4 the following definitions are used: R(base)—the present risk level that
refers to amount of WF’s output power taking into account a power lost because of
a’priori components failure, R(xi = 1)—the risk level with the component i as-
sumed to be perfectly reliable, R(xi = 0)—the risk level with the component i as-
sumed to be failed. The RRW(i) represents the maximum decrease in risk for an
improvement to the component i unreliability. The FVI(i) represents the direct
effect of the component i unreliability on the risk level. The RAW(i) presents a
measure of “worth” of the component in “achieving” the present level of risk and
indicates the importance of maintaining the current level of the component i relia-
bility. The BI(i) is completely dependent on the structure of the system and the
reliability of other components, and is independent of the current reliability of the
component i. If BI(i) is large, a small change in the reliability of component i will
result in a comparatively large change in the system risk.
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4 Case Study

4.1 Internal Collection Grid Topology

The example calculation refers to the availability analysis of WF’s electrical system
with two internal collection grid topologies—radial and ring. It was assumed that:
the WF consists of 4 WTs with rated power PRj = 2 MW (j = 1, 2, 3, 4) each, the
expected values of WT output powers are obtained based on real data, and the
reliability of electrical system components’ data are gathered from related literature.

Figure 4 depicts two diagrams of a WF internal collection grid topology. The
designations in Figs. 4 and 5 are as follows: WT1, …, WT4—the wind turbines
(every WT substitutes generator G and step up transformer TR, Fig. 3), CA1, …,
CA5—array cable sections; CBF1, CBF12, …, CBF5, CBF51—circuit breakers in
feeders (include protective relays); CB1, …, CB4—WT circuit breakers (include
protective relays), and CH–PCC—the component representing the connection
between CH and PCC.

The expected WTs output power obtained relying on real data are the following:
E[PWT1] = 519.3 kW, E[PWT2] = 581.4 kW, E[PWT3] = 527.4 kW and E
[PWT4] = 505.3 kW [10]. The probability of “down” state of electrical system

Table 4 Risk importance measures [9]

Measure Abbreviation Formula

Risk reduction worth RRW(i) R baseð Þ
R xi ¼ 1ð Þ

Fussell-Vesely importance FVI(i) R baseð Þ�R xi ¼ 1ð Þ
R baseð Þ

Risk achievement worth RAW(i) R xi ¼ 0ð Þ
R baseð Þ

Birnbaum importance BI(i) R xi ¼ 0ð Þ � R xi ¼ 1ð Þ

Fig. 4 Diagram of a WF internal collection grid with topology: a radial and b ring
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components refers to FOR (Forced Outage Rate) parameter, commonly used in
reliability analysis of systems. Parameters FOR assumed for the components are the
following: 0.920—for wind turbines, 0.950—for array cable sections, 0.999—for
circuit breakers in feeders, 0.995—for WTs circuit breakers, 0.940—for the com-
ponent CH-PCC. The values of parameter FOR refers to the electrical system
components of on-shore WF.

4.2 Bayesian Network Models

Figure 5 shows the BN model of availability of an electrical system with radial
internal collection grid topology of WF. The root node designations refer to the WF
components’ designations (Fig. 4a). Two intermediate nodes represent combina-
tions of operating states of the components. OUTPUT node is the node that takes
into account the combination of the states of nodes WT1WT3o, WT2WT4o and
CH-PCC.

Figure 6 shows the BN model of availability of an electrical system with ring
internal collection grid of WF. The root node designations refer to the WF
equipment designations (Fig. 4b). 28 intermediate nodes mapping combinations of
operating states of the components represented by root nodes and other intermediate
nodes. OUTPUT node is the node that takes into account the combination of states
of nodes WT1o, WT2o, WT3o, WT4o and CH-PCC.

4.3 Results of Modeling

In the case of a’priori reliability of WF electrical components the probability of all
WTs “in operation” are higher within RIT (0.6442) as compared to RAT (0.5365)

Fig. 5 BN of availability of an electrical system with radial internal collection grid topology of
WF. The node designations in the text
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by 11 %. Moreover, the probabilities of all combinations of three WTs “in oper-
ation” are higher within RIT in comparison to RAT. The probability of NONE
combination is a little bit lower within RIT (0.0672) comparing to RAT (0.0737).
Assuming WT1 failed one can expect the probability of the combination of three
WTs (of numbers 2, 3 and 4) is higher by 12.3 % within RIT (0.7063) as compared
to RAT (0.5832). If L1 failed, one can expect nonzero probabilities of combinations
of 4 WTs and 3 WTs within RIT. All these probabilities equal 0 for RAT. The
probability of NONE combinations is lower by 5 % within RIT as compared to
RAT. Assuming CB1 failed, the nonzero probabilities can be expected for one
combination of 3 WTs (of numbers 3 and 4) and 3 combinations of 2 WTs (of
numbers: 2 and 3, 2 and 4, 3 and 4) within RIT. On the contrary, the nonzero
probability can be expected for one combination of 2 WTs (of numbers 2 and 4)
within RAT.

Using the expected WT output powers provided in Sect. 4.1 and the calculated
probabilities of a combination of WTs that are simultaneously in operation in both
topologies, expected WF output power can be determined. Table 5 shows the
expected output powers of WF with radial and ring internal collection grid
topologies.

It follows from Table 5 that the WF components’ variants of reliability states (a
priori, WT1 failed, L1 failed, CB1 failed) impact to varying degrees the expected
WF output power. This impact also depends on the adopted internal collection grid
topology. In every variant of the component states, the expected power is higher for

Fig. 6 BN of availability of an electrical system with double sided ring topology of WF. The node
designations in the text
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RIT rather than RAT. Occurrence of WT1 failure can decrease the output power by
24 % for RAT and RIT. But L1 or CB1 failure can reduce the output power by
almost 50 % for RAT. On the contrary, failures of components L1 or CB1 can
decrease the output power by respectively 10 and 30 %.

The investigation of the probabilities of the occurrence of the operating states of
WTs and the expected output power of WF can be carried out for reliability states of
every component of an electrical system. The results presented so far confirm that
both closing the internal collection grid of WF by the line (CA5, Fig. 4b) and
updating the grid with circuit breakers at both sides of every array cable section
improve significantly the availability of a WF electrical system.

Table 6 shows the important measures of three components WT1, L1 and CB1
of an electrical system of WF calculated for RAT and RIT.

RRW(i) indicates that maximum decrease in risk (loss of the WF output power)
can be expected from improving the reliability of L1 for RAT (CB1 for RIT). As
regards FVI(i), the reliability of L1 for RAT (WT1 for RIT) has the highest effect
on the risk level. RAW(i) indicates that maintaining the current level of reliability of
L1 and CB1 for RAT (WT1 for RIT) is most crucial for receiving the present level
of risk. As regards BI(i), the relatively small change in reliability of L1 for RAT
(WT1 for RIT) will result in a comparative large change in the risk.

The investigation of importance measures of components of electrical system of
WF can indicate components’ impact on electrical system availability and support
decision making process when the availability is not satisfying.

Table 5 Expected output power of WF for radial and ring internal collection grid topology and
four options of the components’ state

Expected output power of the WF (kW)

Radial topology Ring topology

a’priori WT1 fail. L1 fail. CB1 fail. a’priori WT1 fail. L1 fail. CB1 fail.

1644.42 1244.74 837.95 837.95 1812.43 1370.41 1629.42 1260.76

Table 6 Importance measures of WF components: WT1, L1 and CB1, for RAT and RIT

Importance measure Value of the component importance

Radial topology Ring topology

WT1 L1 CB1 WT1 L1 CB1

RRW(i) 1.08 1.10 1.01 2.38 1.57 2.72

FVI(i) 0.07 0.09 0.01 1.66 1.03 1.01

RAW(i) 1.82 2.65 2.65 0.40 0.03 0.01

BI(i) 435.12 849.82 811.19 569.18 192.52 554.54
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5 Conclusion

This paper presents probabilistic models using BN availability analysis of a WF
electrical system with different internal collection grid topologies. The main
advantage of the models is taking into account the most important technical factors
that determine WT ability to generate power and its output to the external power
grid. An important feature of the developed models is also an easy inference on the
probabilities of a combination of WTs that are simultaneously in operation for
assumed operating states of WF components. Obtained probabilities can also be
successfully used to calculate the expected WF output power in view of its relia-
bility and the measures of the components’ importance.
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CPU Utilization Analysis of Selected
Genetic Algorithms in Multi-core Systems
for a Certain Class of Problems

Jakub Sobuś and Marek Woda

Abstract This work was carried out in order to examine and compare selected
models of genetic algorithms (through the implementation), using the latest tools
and libraries that allow for multithreaded programming in a .NET environment.
Implemented algorithms were then tested for the use of available resources, such as
CPU cycles/cores consumption and the time at which they are able to provide the
quality results at acceptable pace. With a choice of multi-core processors—allowing
for parallel calculations on their cores, as well as genetic algorithms, one should
think about how to implement the chosen algorithm so as to avoid the deadlocks
and bottlenecks to make optimal use of the computing power of cores. There are
many approaches to deal with such issues—a lot of tools and software libraries
facilitate the implementation of such algorithms. This paper tries to address two
essential questions what algorithms fit the best into multicore architecture, and
which one benefits the best from available logical/physical cores producing the best
possible results.

Keywords Implementation � Multi-threaded computation � Genetic algorithms �
Resources consumption

1 Introduction

Access tomulti-core systems has become lately so easy thatmost electronic devices—
computers, mobile phones and even televisions are equipped with processors with
more than one core. As the result, there is a possibility to use multi-threaded algo-
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rithms written by a wide group of people who would gladly have used them to
optimize problems that they have to cope with in a daily work. Genetic Algorithms
(Gas) support scientists and engineers to cope with different design issues (e.g. create
electronic circuits) for years [2, 7]. Genetic algorithms proved to be a justifiedmean in
solvingmany problems in a fast and effectivemanner. There are still many issues (e.g.
traveling salesman problem, that almost every logistics company deals with) that
hampers productivity, simply because their solution space is too large to find in
a seamless and fast way the optimal results. Having access to raw computer power,
and introducing parallelism in genetic algorithms one can make them even more
handy and widely used on a daily basis. Genetic algorithms from the beginning have
aroused an interest in a wide range of researchers due to variety of implementation
ways. There are many publications [1, 4, 6, 9] describing the distribution of genetic
algorithms (GAs) in different subclasses. Muhlenbein [9] introduces a division into
coarse-grained model, relying on partitioning of a single population on multiple
processors. The other [4] assumes that coarse-grained model have many populations.
The exchange of information occurs in this model thanks to an additional migration
operator. It envisages the exchange of selected individuals between populations. In
this way, a newmodel called the Islandmodel, has been developed [4]. Other ongoing
research, do not rely only on comparing different implementations, but also try to find
the best genetic operators, comparing them in various respects. Selection operators
can be compared in terms of reducing the diversity among the individuals selected as
the next generation. Theworst turns to be a selection the truncation scheme [3, 4]. This
is due to the lack of a chance to survive of less adapted individuals. It turns out that
despite the weak value offitness function, they may carry in themselves chromosome
fragments, allowing to reach the optimal solution of the problem. Therefore, it is wise
to pass some of less adapted individuals to the next generation (crossover). Standard
features of genetic algorithms may seem sufficient, but there are studies [5, 12] to
checkwhether there are additional operations, enabling acceleration in getting results.
Elitism is such an additional operator which gives decent results. The majority of
individuals’ selection patterns, assumed operation of the random factor in selecting
a group of parents. The result is that there can be eliminated in a subject comprising
the optimal solution. Elitism is assumed that before the start of the selection, youmust
make sure that the best individuals in the population shall be included into a next
generation. It helps greatly to reduce the time needed to find an optimal solution [13].
Among the various studies [7, 11], one can also find these focused on the paral-
lelization of algorithms. The fact is that a smaller number of synchronization points,
leads to a higher efficiency during computation. That iswhy researchers aim atfinding
the best possible asynchronous implementations. However, it is worth to mention that
the lack of synchronization between individuals or populations may lead to slow
solutions propagation among individuals. The methods allowing for the exchange of
information in a particular asynchronous implementationmust cause so-called empty
runs. This means that some processes run in parallel can execute tasks that have
already been completed. Therefore, one should take this into account and check if for a
given problem is better to make of synchronization or allow for unnecessary CPU
cycles to be consumed. Everything depends of course on the tasks which genetic
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algorithm is about to optimize [1]. Along with the release of software libraries
enabling parallel programming using GPUs, first genetic algorithms implementations
started to occur [2]. Graphics cards consist of many more cores than it does on the
processor (CPU). GPU programming enables faster and more efficient way to per-
forms tests on the parallel algorithms, thanks to the ability to implement complex
models requiring many interacting threads. Yet again, it is worth to mention that the
architecture of graphics processors is different from CPUs. Depending on GPU
vendor an algorithm requires a different implementation. The implementation
workload is far greater because there are not too many implementations that one can
base the research on. Nonetheless the GPU programming is worth to spend time on,
since the sheer number of parallel tasks is far greater than on any modern CPU and
parallel tasks are executed tens or even hundred times faster [2]. The cited studies are
only a small segment of existing research related to genetic algorithms. As it was
mentioned earlier received results heavily depends on a nature of considered problem
and implementation of the algorithm. The scientists continually test new solutions to
form a more optimal selection operators and models of distribution of individuals in a
population space. The idea of genetic algorithms will always have their group of
supporters, since similar rules of operation occurs in the nature itself. The availability
of new types of GPUs will constantly be making a new scope for development in this
branch of science.

2 Implemented Algorithms

This section contains descriptions of models of genetic algorithms implemented for
the purposes of this study. Selected models differ in the number of populations,
threads synchronization and a way of implementation of some genetic operators.
Criterion for selection of algorithms was their diversity Table 1.

Table 1 General comparison of implemented algorithms

Model of genetic algorithm

Classical Synchronous Asynchronous Island

# of threads 1 Many Many Many

# of populations 1 1 1 Many

Method of operation – Synchronous Asynchronous Mixed

# of sync points – Many N/A Few

Complexity Easy Easy Moderate Moderate
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2.1 Classical Model

The first implemented was the classical model. It works as a single-threaded
algorithm. This model consists of a single population. The method of selection
chosen for its implementation is a tournament selection [6]. The tournaments are
realized as a binary that means a tournament group consists of two random indi-
viduals from the population. Then the value of the fitness function is calculated. An
individual with a higher value is copied to the population is transient, and the other
individual returns to the initial pool population. Tournaments are held, until the
expected amount of individuals in the target generation is reached. Less fit indi-
viduals, which failed to pass the tournament, are removed. The next step is the
crossover. In our case it was one-point crossover. Crossover is about to draw two
individuals from the transient population, chosen through the tournament from the
previous step. After the selection of these individuals, the point of intersection is
randomized that will influence creation of two individual children. The code snippet
showing the loop method responsible for the rise of a new generation shown in the
following listing. This is the simplest of the models implemented. It does not benefit
out of multi CPU cores. This implementation will be a basis for comparison with
other GAs (Fig. 1).

Fig. 1 Classical model—a
block diagram
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2.2 Synchronous Approach

Another GA model implemented for the purpose of this work is a synchronous one.
The principle of its operation is based on a model known in programming called
Master-Slave. The actual structure of the algorithm is very similar to the classical
model. This model comprises of only one population. The steps of the algorithm are
the same, but divided into several separate threads (Fig. 2). This model utilizes all
available cores in the system, by creating Slave threads. During the algorithm, there
is only one management thread, which hampers the speed of the whole algorithm.
This thread deals with time-consuming partitioning and data collection. This is the
simplest multi-threaded implementation—it does not introduce too many changes
to the classical GA model. The only change is the division of tasks and their
implementation by worker threads. Unfortunately, this implementation presupposes
the existence of a number of synchronization points, which will translate into
slower performance of the algorithm.

Fig. 2 Synchronous model—sequence diagram
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2.3 Asynchronous Model

Another implemented model is asynchronous one. As the name implies, it assumes
no synchronization points. For this reason, in this algorithm exists so-called empty
runs, is due to the nature of its operation. Just like as in previous models, so this one
comprises of a single population. A block diagram presents (Fig. 3) contains a
diagram of a single thread version. Please note that this implementation is one of
many, which may vary in terms of execution. The first step of the algorithm is
initialization of the first population. Only after this step, the algorithm becomes
fully asynchronous. In this particular implementation other than in all other models
operators of selection and mutations were used. This is due to the lack of com-
munication between, running in parallel threads. Selection and cross-over is carried
out in a single method. This implementation uses a single population and a number
of concurrent threads. In contrary to synchronous model, there is not distinct
threads. There is no manager involved in tasks distribution. All operations take
place without the synchronization. For this reason, there is a chance that another
thread deletes the individual, which in another is going to be replaced. The more
individuals a population has, it is less likely to eliminate the same individual.
Therefore, one should keep in mind that this approach will work well (with a
minimal empty runs) only if the population is large enough.

Fig. 3 Asynchronousmodel—
a block diagram
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Lack of synchronization in this model eliminates the necessity of any thread to
wait for another before it “joins”. Thanks to that CPUs should be utilized optimally
(constant load assured). On the other hand, the lack of synchronization during the
removal of least fit individuals from the population causing the empty runs.
Although the calculations load processors well, in the case of drawing the same
individual but more than one thread, the job of another will be futile. This asyn-
chronous model operates on a single population. In this approach, there is no
generation concept. Threads independently modify individuals, which are pro-
cessed a different number of times. For this reason, the ending condition may not be
the number of generations. The best solution, appears to be run an algorithm for a
predetermined timeframe. When that time is passed, an individual with the highest
value of fitness function is being chosen from the final population.

2.4 Island Model

The principle of its operation is based on the classical model. All operations within
a single population take place sequentially. The most important difference com-
pared to other models, is the existence of many populations evolving independently.
This approach wouldn’t change a lot a general operation, in a relation to the classical
model, in some instances of the program. For the sake of faster solutions exchange
within populations, an additional genetic operator was introduced (migration). Its
operation is based on a random transition of an individual from one to another
population. Jointly with cross-over and mutation, they contribute to accelerate
diversification of currently viewed solutions subspace. It is worth to mentioned
about a concept of neighborhood, which defines mutual location of the populations.
In the implementation following model of the neighborhood was taken.

Migration is dependent on the location in the neighborhood, the connection
between populations allow individuals to move between them. As shown in Fig. 4,
all populations are interconnected. This allows for free flow of individuals between

Fig. 4 Island model—
populations in a
neighborhood
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them. Thanks to this operation, spreading solutions between populations may be
faster. Each island has been implemented as a separate thread. The number of
threads directly translates into a number of available CPU cores. Due to penalty hit
when switching a context—it is not worth to use too many threads. This function is
run by each thread spawn. There is no distinction between different types of threads,
since this model does not have a thread supervisor. Each population sequentially
run the algorithm similar to the classical one (Fig. 5).

In order to implement the migration operator .NET collection type
ConcurrentQueue was used. Its construction resembles a regular queue, but it is
available in all in parallel threads. Environment takes care of the synchronization
and make it at the right moment so as not to slow down the program. Migrations are
the only points of synchronization. “Good” solutions propagation between popu-
lations wouldn’t be possible without them. In such a case, the model would work as
classical model run a number of times. Please note that this model of genetic
algorithm runs on many parallel populations. For this reason, their amount should
be adjusted to the available CPU cores in a system. Switching threads is an
expensive operation, increasing number of populations we will decrease perfor-
mance of the algorithm.

Fig. 5 Island model—a sequence diagram
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3 Experiments

As a basis for experiments on implemented algorithms well know Traveling
Salesman Problem [8, 10] (its asymmetric version) was chosen. Representation of
the chromosome is a combination of vertices that a salesman traverses (403 points).
The optimal solution equals to 2465. Asymmetry means that the distance from point
A to point B is different from the way from point B to point A. Such formulated
problem was sufficient to observe the difference in consumption of the resources by
implemented algorithms. All GAs were implemented in .NET and tested on two
64-bit Intel CPUs—i5-760 and i7-2630QM. All tests were carried out on newly
installed 64 bit Windows 8.1 Enterprise operating system. The latter CPU was
tested with and without Hyper Threading (with 4/8 logical units) (Fig. 6).

First experiment was based on gradual increase of size of required generation
with the fixed population size (500). Asynchronous model was not included in that
experiment due to the fact that there is no notion of generation defined for that
model. The execution time was assumed as resource (Fig. 7).

Next experiment, assumed generation count to be fixed at 1000, and population
vas variable (Fig. 8).

Following experiment tested CPU usage based on a GA model used. Tests were
conducted with Hyper Threading on and off (4 core CPU with HT on/off = 4/8
Threads) (Fig. 9).

Asynchronous GA performed the best due to lack of sync points, Island algorithm
has just a few synchronization points, that is why it performed comparably to the
asynchronous one. Number of populations in Island model were equal to number of
logical cores. Next experiment tested number of logical processors influence on
performance of Island GA. Main idea was to check whether the amount of the
islands should be equal to the number of logical processors. As it could be expected

Fig. 6 TSP—Optimal route
for 16862 Italian cities
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increased number of islands amplified CPU usage and increased significantly
computation time (when number of island > logical cores) (Fig. 11) this is due to
Migration Operator used in Island GA that enforces parallel operations on popula-
tions. When the number of populations > number of logical CPUs then computation
time increases noticeably caused by a context switching (with multiple threads).

Fig. 7 Results for fixed population (500) and variable generation

Fig. 8 Results for fixed generation (1000) and variable population

Fig. 9 CPU usage—GA Models versus 4/8 logical CPUs
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CPU consumption generally never goes beyond 90 % however with every additional
thread more than number of logical cores will make algorithm running time con-
siderably longer (Fig. 10).

As it was in the case tests with CPU with 4 logical processors the tendency
holds. In order to test the hypothesis about number of thread equaled to number of
logical cores Island algorithm running time was measured a number of times. When
the population number exceeds 4—it is clearly visible for both 4 and 8 logical
processors that time required for processing ceased be linear—there is an overhead
related to Hyper Threading, additionally with more than 8 populations processing
time lengthen even more (Figs. 12 and 13).

Fig. 10 Island model—CPU usage (4 logical CPUs)

Fig. 11 Island Algorithm—running time/% increase (4 logical CPUs)

CPU Utilization Analysis of Selected Genetic Algorithms … 441



4 Conclusions

The work presented in the paper was devoted to the study genetic algorithms
resources consumption and efficiency. During its implementation we were able to
check out some aspects of these algorithms, but also managed to generally examine
the applications running on systems with multicore processors. Analysis of the
results allowed us to draw several noteworthy conclusions. Multithreaded applica-
tions are not the easiest way to implement the genetic algorithms. A lot of time one
has to spend on their design. The first step should be to select target architecture on
which the program is implemented. Each one may work differently and one should
know how to implement the algorithm so as to make best use of available resources.

Fig. 12 Island model—CPU usage (8 logical CPUs)

Fig. 13 Island Algorithm—running time/% increase (8 logical CPUs)
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The actual implementation of the program should be preceded by a phase of design
and research aimed at clarifying the best possible implementation of an algorithm.
There are many approaches as to how genetic algorithms should be implemented
and it is difficult to unanimously tell which one is an optimal one for a given
problem. It all depends on the knowledge and experience of the person imple-
menting an GA for a given problem. In addition to the many ways to achieve genetic
operators, there are also many models of the same algorithm in multithreaded ver-
sion. In the paper, authors dealt with a number of implementations which provided a
set of comparable results. All the test workstations, on which the tests were con-
ducted, were equipped with different type of multicore processors. It turned out that
such an architecture is not well suited to work with implemented GAs (that use a
number of threads in parallel) due to heavy penalty hit caused by threads switching.
Processors with Hyper Threading enabled retuned even worse results than the same
one with this feature turned off, due to a known fact that processors that contain the
same number of logical processors, as physical ones, are better suited for constant
heavy load of all cores. Generally speaking, the number of threads that an algorithm
run should not exceed the amount of physical processors available for the system in
order not to cause excessive loss of computational power.

References

1. Alba, E., Troya, J.M.: Analyzing synchronous and asynchronous parallel distributed genetic
algorithms. Future Gener. Comput. Syst. 17(4), 451–465 (2001)

2. Arora, R., Tulshyan, R., Deb, K.: Parallelization of binary and real-coded genetic algorithms
on GPU using CUDA. In: 2010 IEEE Congress on Evolutionary Computation (CEC). IEEE
(2010)

3. Blickle, T., Thiele, L.: A comparison of selection schemes used in evolutionary algorithms.
Evol. Comput. 4(4), 361–394 (1996)

4. Cantú-Paz, E.: A survey of parallel genetic algorithms. Calculateurs paralleles, reseaux et
systems repartis 10(2), 141–171 (1998)

5. Gen, M., Cheng, R.: Genetic Algorithms and Engineering Optimization, vol. 7. Wiley (2000)
6. Golub, M., Jakobović, D.: A new model of global parallel genetic algorithm. In: Proceedings

of the 22nd International Conference on Information Technology Interfaces, 2000 (ITI 2000).
IEEE (2000)

7. Gordon, V.S., Whitley, D.: Serial and Parallel Genetic Algorithms as Function Optimizers.
ICGA (1993)

8. Hoffman, K.L., Padberg, M., Rinaldi, G.: Traveling salesman problem. Encyclopedia of
Operations Research and Management Science, pp. 1573–1578. Springer, US (2013)

9. Muhlenbein, H.: Evolution in Time and Space-the Parallel Genetic Algorithm. Foundations of
Genetic Algorithms (1991)

10. Pospichal, P., Schwarz, J., Jaros, J.: Parallel genetic algorithm solving 0/1 knapsack problem
running on the gpu. In: 16th International Conference on Soft Computing MENDEL, vol.
2010 (2010)

CPU Utilization Analysis of Selected Genetic Algorithms … 443



11. Renner, G., Ekárt, A.: Genetic algorithms in computer aided design. Comput. Aided Des. 35(8),
709–726 (2003)

12. Thierens, D.: Selection schemes, elitist recombination, and selection intensity. ICGA (1997)
13. Vasconcelos, J.A., et al.: Improvements in genetic algorithms. IEEE Trans. Magn. 37(5),

3414–3417 (2001)

444 J. Sobuś and M. Woda



Monitoring Reliability of Embedded
Systems

Janusz Sosnowski and Karol Zakrzewski

Abstract The paper deals with the problem of monitoring reliability issues in
embedded systems. In particular, we concentrate on data reported during devel-
opment, testing, operation in the field and service. For this purpose a special tool
has been developed which provides the capability to collect data on-line and per-
form various analyses. The usefulness of this approach has been illustrated for some
real embedded systems produced and serviced for several years in a commercial
company. We present the interpretation of the obtained results, which proved their
practical significance.

Keywords Reliability � Monitoring system development and maintenance

1 Introduction

The recent progress of nano technology resulted in proliferation of complex
embedded systems in all domains of human life, science, medicine, automotive
industry, controllers, etc. These systems are becoming more and more intelligent
and their practical significance and roles are increasing. Hence, many traditional
applications can be enhanced with new and more sophisticated functionalities.
Moreover, various cyber-physical systems are getting much interest [2] and eco-
nomically justified. All these systems are characterized by strong interaction with
the environment via various sensors, control elements and communication chan-
nels. Depending upon the application we face some specific requirements such as
high performance, low energy consumption, high dependability, safety, security,
etc. Various hardware components are integrated with sophisticated software to
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assure different kinds of signal and information processing quite often operating in
real time fulfilling tight schedules.

The paper focuses on the methodology of tracking the problems during devel-
opment and maintenance (operation) of embedded systems to assure their high
dependability. We also take into account resilience requirements which result from
changes in the environment, new operational schemes, new functional demands,
etc. There is a lot of literature on monitoring schemes targeted at big computer
systems, e.g. monitoring event [1, 15] or performance logs [11, 13]. They can be
adapted to embedded systems. However, we have to face particular problems
related to embedded systems, e.g. limited device resources, communication prob-
lems, impact of external environment and application diversity. An important issue
is to take into account the specificity of different phases of the system life cycle and
create a common knowledge database. The paper is based on our experience gained
in developing several systems (measurement, industrial, satellite and automotive on
board controllers [5, 8, 17, 18]).

Section 2 discusses different aspects of monitoring various features in correla-
tion with different phases of the system life cycle. Section 3 presents the developed
ERP sub-system for monitoring development, operational and service logs of
embedded systems. Some practical results are given in Sect. 4. They relate to
collected data within a SME company producing intelligent measurement devices
and industrial controllers. Final conclusions are summarized in Sect. 5.

2 The Scope and Goals of Monitoring

Various monitoring techniques are widely used in general purpose computers. They
are targeted at specific problems, e.g. software debugging or testing [7], system
performance, software development and maintenance [9, 14]. Many systems pro-
vide event logs describing operating system, application, security mechanisms
activities and problems. These logs comprise huge amount of data describing the
status of system components, operational changes related to initiation or termina-
tion of services, configuration modifications, software upgrades, execution errors,
etc. Hence, extracting interesting data is a challenge (we discussed this in [15, 16]).
In this process some measures of log quality can be introduced, e.g. based on
checking the entropy of log files [3]. To reduce log verbosity some coding can be
included [12]. We can also monitor various performance parameters by activating
appropriate counters [11, 20]. While designing log strategies and rules some care is
needed taking into account two goals: detection and diagnostics of a problem,
tracing the propagation of fault effects.

It is not possible to transfer directly monitoring schemes from general purpose
computer systems to embedded systems due to combined hardware and software
problems, limited system resources, specificity of applications, interaction with
complex environment, etc. We faced this problem in practice in relevance to devel-
oped embedded controllers for gas counters (long time and massive production),
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satellite on board controller and some mobile specialized equipment. In these appli-
cations an important issue was imprecise initial characterization of operational pro-
files and environment impact. Moreover, collecting data from the field was a
challenge. Hence, an important issue was to integrate various dimensions of moni-
toring over all life cycle phases and create a common knowledge data base.

The possibilities of monitoring depend upon the life cycle phases. In the initial
phase of the project we can use specially instrumented software to collect various
problem oriented data, e.g. time distribution of performed tasks, power usage. In
subsequent phase we rely more on reports generated by the involved personnel (e.g.
testers, service). However, some embeddedmonitoringmechanisms in the system can
improve diagnostic or data acquisition processes. Some special monitoring tech-
niques are also targeted at debugging (e.g. software trace recording tools [10, 19]),
they provide a bulk of data, e.g. tenths of thousand messages per second and are used
to diagnose faults. In our researchwe are interested in higher level properties related to
system reliability and functionality in different operational profiles.

Tracing techniques should minimize memory, processing and communication
overhead. The data probes can be defined and instrumented in code based on
developers and testers knowledge (e.g. specific function calls and exits). Monitored
data can be further analyzed off-line, however some critical situations can be
specified and detected on line including automatic reaction, e.g. unauthorized
access, approaching to battery capacity limit. Such data may show possibilities of
further performance improvements or facilitate debugging [19]. More detailed
tracing can be instrumented during development or testing and then significantly
reduced during the operational phase. However, we can admit higher degree of
monitoring for a sample of devices contracted with some customers (users) to get
better knowledge from the field.

During exploitation we are interested in three goals; collecting data on envi-
ronment interaction (e.g. temperature changes, power disturbances, external inter-
ference), operational profile, critical events and their contexts (e.g. system restarts,
triggering predefined alarms). Depending on the application these data are acces-
sible directly in a continuous way (e.g. internet) or in a limited way, e.g. com-
munication with an orbiting satellite. This knowledge is useful for developing new
releases, and versions. In the case of long life systems we can mitigate system
deficiencies by their reconfigurations. However, this process may need special care
if performed remotely [8]. Tracing data from the field and remote reconfiguration
impose some additional payload in communication, which in practice can be sig-
nificantly limited.

In systems with reliable connections (e.g. flow counters over gas pipes com-
municating via RS 485 or internet channels) we faced the problem of the allowed
maximal payload for monitoring due to limitations in processing, transmissions and
power usage (for battery systems). Moreover, due to various legislation require-
ments the monitoring and reconfiguration logic or software have to be proven to be
isolated form sensitive parts of the device. Here, some authorization is needed in
relevance to different classes of data and users. Similar issues we have encountered
in intelligent electric power meters widely used in houses and industry.
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Limited overhead of embedded monitoring mechanisms in the target system
results in careful selection of monitored points and data collection techniques. In
particular, we have to generate aggregated information, identify anomalous states,
generate alarms, etc. They are application and environment dependent. Some
operational situations are of low probability or may relate to appearing faults or
workload stresses. Hence, we should also monitor system behavior in such situa-
tions. They can be created in an artificial way by simulating various environment
behaviors [2, 17] or injecting faults [2, 14]. We have developed special tools for this
purpose and used them also for embedded systems (e.g. [4, 5, 7, 17]).

While searching for system anomalies we can target on some specific problems
and correlate them with appropriate events, environment conditions, performance
variables, etc. Some of these problems can be obvious (e.g. system failures), others
may need some practical experience (e.g. those related to performance aspects).
Another issue is defining unique and effective symptoms which assure high accu-
racy and precision of forecasting, this can be a challenge in some cases, e.g.
cyber-attacks [20]. One step further is looking for unknown problems, which in fact
can be hidden and not harmful at least for some time, however they grow sys-
tematically and result in dangerous situations. Looking for such potential threats
needs observing many variables in the system, finding their profiles, trends, etc.
Monitoring various objects and selected variables we can identify operational
profiles in relevance to different system workloads, operational times, etc. We can
look for statistical deviations of the monitored variables, e.g. increase or decrease in
the mean value as compared with reference conditions. Such deviations have to be
referred to system operation profiles.

In the case of known problems we can optimize problem detectors by selecting
most sensitive measures which are not disturbed by the system workload. In the
case of unclear problem symptoms we have to observe a wide spectrum of
parameters. Their selection needs long time experience with existing systems. We
have developed a special tool for visualization of collected data [15]. It is based on
our previous experience [11] and involves fine/coarse grained views, various time
perspectives, result aggregations, correlations, etc. In practice, we can use multi-
dimensional monitoring, extract characteristic data and create some kind of data
warehouse (knowledge data base). Performing retrospective analysis we focus also
on possible global and local correlations (between objects of different dimensions).
Combining this with service and user remarks we can refine anomaly detection
rules, etc.

3 ERP System for Monitoring

Having gained some experience within several projects of embedded systems we
have developed a system (ProductSystem) for monitoring device lifecycle adapted
to the specificity of a small company. It is some kind of ERP systems targeted
at controlling activities related to development, manufacturing and service.
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In particular, it can register reports from various company departments related to
production (development and testers, measurement laboratory), service, and end
users. Most reports are generated manually via electronic forms, others in a
semiautomatic or automatic way (e.g. measurement reports, system logs). The
structure of the system is shown in Fig. 1.

The relational database (CentralDB) has been developed using SQL DDL scripts.
The data base model has been generated with Microsoft SQL Server Management
Studio. It comprises many tables related to production, laboratory measurements and
service/exploitation information. In particular, we have data for each produced
device on the configuration, shipment to the user, detailed report of calibration
measurements, reported problems, service history, etc. Hence, this database inte-
grates data related to the whole lifecycle of each device. The developed supervising
application uses Spring technology and smartGWT library to provide electronic
forms accessible to various system users and used for loading and analyzing data.
The intermediate layer based on Hibernate architecture interconnects data base with
the supervising application. Different system users have different access capabilities
needing authentication, this can be performed using typical web browsers. In gen-
eral, we distinguish 4 classes of users: authorized personnel in production, service,
laboratory and others. Within the laboratory various specialized measurement are
performed, in particular calibration and accuracy checking (including legalization
performed by special personal), electromagnetic interference resistance checks, etc.

Fig. 1 The structure of global monitoring system
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Some data in laboratory are generated in an automatic way and can be transferred to
the database using special data conversion scripts. Within the group of other users
we have customers, company administration, etc. Here, we can also include the
stream of data collected from device monitoring (various logs).

Designing the database and the supervising systems we assured high flexibility.
Hence, we provide the ability of adding new tables to the data base model, creating
new or modifying existing electronic forms, redefining or extending list of faults,
etc. In this processes various general templates have been prepared. This feature
resulted from the gained experience during long time activity of the considered
company which showed changes in production assortment and used technologies,
company organization, administration, client needs, etc.

The integrated data base stores collected data over a long period of production
and servicing various products, mostly gas flow counters. These counters are
dedicated for supervision of gas pipe systems and gas receivers. They cooperate
with various sensors and perform sophisticated calculations in accordance with
national and international norms. So, the collected data can be used to assess
various aspects of manufacturer activities, product operation in the field and its
quality. For an illustration we present some selected results. As opposed to, clas-
sical ERP systems we deal with heterogeneous data related to many domains.
Having filled database with the available data and performed analysis we have
identified some lacking information, which could be very useful for better assess-
ment of manufacturing and servicing processes, this has been previewed in the
developed system. All identified faults were classified in over 50 groups (however
their distribution was uneven 0.1–10 %). Deeper analysis allows us to correlated
faults with different users, versions, external environment (e.g. open air or air
conditioned places).

4 Practical Results

We have monitored various embedded systems developed and serviced by a
medium size company. We give some results characterizing reliability issues.
Figure 2 presents cumulative plots of produced and serviced devices of type A for
subsequent quarters within the period of 3 years and a half. In this period about
2600 devices have been manufactured and 435 repaired in service. Within the
repaired devices only 312 devices have been produced before the considered time
period, so we can assume that 4.7 % of faulty devices returned from exploitation.

These reliability statistics can be complemented with mean time to failure
(MTTF) parameter. MTTF distribution (in percent) for device of type A is pre-
sented in Fig. 3. Here, almost 8 % of devices returned to the service after 50 days,
then we have some peak at 350 and 500 days. The average time to service was
220 days. Taking into account the fact that the considered devices perform accurate
measurements we were interested in stability of these measurements over time. The
result of such analysis is shown in Table 1 for two types of devices (A, B). The
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table specifies absolute errors of measuring temperature (T) at points −23, 23 and
55 °C (for devices of type A and B) and pressure (P) in kPa (for devices of type A)
just at the moment of the first shipment to the users and after receiving for the
service (columns marked with *). Gas pressure was measured in the range
0–600 kPa. The relative measurement errors were in the range 0.25–0.5 %
depending upon the measured point. It is worth noting that before calibration for
about 10 % of devices the relative error exceeded 0.5 % for middle range measured
values, for extreme values we observed this for 40 % of devices. The accuracy of
calibrated devices was quite stable, only small percentage of serviced devices
showed some higher deviation.

Fig. 2 Cumulated number of produced (upper plot) and serviced (lower plot) devices of type A

Fig. 3 Distribution (in percent) of MTTF (in days) for type A devices

Table 1 Measurement errors Temp. Absolute error averaged over all devices of the same
type

A(T) A(T)* A(P) A(P)* B(T) B(T)*

−25° 0.016 0.010 0.070 0.011 0.450 0.245

+23° 0.043 0.045 0.011 0.014 0.460 0.245

+55° 0.017 0.026 0.012 0.014 0.052 0.365
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Figure 4 presents distribution of repair time in service (the x axis specifies time
slots in days, y axis shows percentage of devices attributed to the time slot). Most
devices have been repaired within 10–25 days. Originally collected data specified
only the moments of receiving faulty device and sending them out after repair. The
introduced electronic forms allow us to include more data, e.g. time of analysis,
time of device calibration, legalization, waiting time for spare elements. Some
complementary views on service effectiveness are presented in the sequel.

It is worth noting that devices leaving the service are not handled in the same
order as they are coming. This is illustrated in Table 2, the numbers in odd rows (in
bold) show the order number of the received devices, the even rows show the
service delay. The first serviced device was the 6th received, the 1st received device
was serviced after 4 devices which were received later (6, 2, 3, 4). Here, the longest
delay was 41 days and the shortest 7 days. Unfortunately, the reasons of this sit-
uation are not presented due to the above mentioned lacks in reports. Figure 5
shows the distribution of the number of accepted devices for service (3 plots
covering 3 types of devices) for 4 years with 3 month (quarter) period resolution.
More detailed view can be generated with finer resolution. This is illustrated in
Fig. 6 for devices of type A.

It is also interesting to correlate service requests with individual users. Over
50 % of serviced devices appeared only once and 20 % twice, 15 % three times.
One of the devices has been repaired 16 times. Within the serviced devices dom-
inated those which operated in specific open air conditions.

The embedded monitoring mechanisms within devices collect and aggregate
various data. In particular, they detect communication breaks with sensors, alarm

Fig. 4 Distribution (in percent) of repair time (in days) for C1 and C2 devices

Table 2 Service delays (in days)

6 2 3 4 1 7 10 8 11 12 13 14 15
7 15 10 10 21 14 14 16 15 14 14 14 14

19 21 5 20 22 25 18 23 26 30 24 16 17
12 13 29 15 15 13 22 16 14 14 28 41 41
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situations caused by non-acceptable values of specified variables, approaching to
critical level of battery capacity, unacceptable activities, e.g. unauthorized tries to
access critical data, violations of allowed functionalities, physical violations (e.g.
breaking sealed accesses, changing critical parameters), statistics of communication
faults, number and sources of restarts, unsuccessful archiving, etc. Depending upon
device configuration and user the monitored data is collected in some external
database or locally in the device. In the last case higher degree of compaction and
aggregation is involved. The collected data is sent either directly to the ERP system
or manually loaded periodically or during the service time. In this way we can
provide various statistics and derive some common problems, correlate them with
other contexts (e.g. software versions, environment specificity) and trigger
improvement actions within the device life cycle. The developed system is flexible
and reconfigurable, so it can be easily adapted to other products (devices) or
manufacturing and service schemes.

Fig. 5 The number of serviced devices A (upper dotted plot), B (bold lower plot) and C (dashed
line) in subsequent quarters of 4 years

Fig. 6 The number of devices of type A accepted for service within 100 weeks
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5 Conclusions

System monitoring is useful to prevent or detect system anomalies and trigger
appropriate handling procedures within the system working in the field. Moreover,
it extends our knowledge on system operational profiles, interactions with the
environment, etc. The collected data (related to different perspectives and system
life cycles) is helpful in improving product quality in subsequent releases,
improvement of development and maintenance procedures, appropriate upgrades
and reconfigurations of the working devices, etc. In well-designed systems
anomalies occur scarcely so assessment of the effectiveness of the monitoring
schemes involves long operation observations from many system instances. This
problem is becoming more critical in non-massive applications (e.g. satellite mis-
sions). Hence a good alternative is to verify the effectiveness by fault (anomaly)
injections and extensive simulations. We used this techniques in some developed
projects and found it as very useful [4, 5, 17].

In embedded systems we have various limitations, so the monitoring probes
(hardware or software) have to be designed carefully (low intrusiveness) taking into
account application specificity and various environment interactions. Moreover,
direct contacts with users are of greater importance, especially in applications
integrated with various physical environment. This results in the need of creating
specialised knowledge database. It will be useful in deeper analysis of fault sources,
their types, severity levels and mitigation effectiveness (compare [6]). Typically,
general purpose systems provide us with a bulk of highly redundant logs, so the
main problem is data exploration. In the case of embedded systems we are more
concentrated on designing application and problem dependant logs in close coop-
eration with the potential users.

Our future research work will focus on deeper investigation of collected data
logs from the field in relevance to various devices. We also plan to improve
information content and accuracy of collected data. Combining monitoring tasks
with on-line system reconfiguration is another challenge.
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Implementation Efficiency of BLAKE
and Other Contemporary Hash
Algorithms in Popular FPGA Devices

Jarosław Sugier

Abstract BLAKE is a cryptographic hash function which was one of the 5 finalists
in the SHA-3 competition. Although it ultimately lost to KECCAK the cipher was
repeatedly acclaimed during evaluation for its both good cryptographic strength and
great performance especially in software realizations, and it is still selected as
a hash function of choice in contemporary computer systems. The aim of this paper
is to investigate how the elaborated particularities of BLAKE internal processing
and data multiplexing are handled by automatic implementations tools when two
low-cost FPGA platforms are targeted—the standard, well established Spartan-3
and the newer Spartan-6 devices from Xilinx, Inc. The cipher was implemented in
high-speed architectures built from the standard iterative one with loop unrolling
and (optionally) pipelining. Total of 5 different organizations were created and
results of their implementations are compared with analogous results obtained for
another two contemporary hash algorithms: Salsa20, which inspired BLAKE core
processing, and KECCAK. Presented data illustrate how the fundamental mechanisms
of loop unrolling with or without pipelining work in case of this particular cipher.

Keywords BLAKE hash function � Salsa20 � Keccak � Loop unrolling �
Pipelining

1 Introduction

Contemporary computer information systems are complex amalgamates of tech-
nical, information, organization, software and human resources (users, adminis-
trators, technical support, etc.). In this context, ensuring appropriate security and
confidentiality of information processing (at data acquisition, transmission, storage
and retrieval levels) constitute one of the main and one of the most important
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challenges in their design, implementation and maintenance. Malfunctions in sys-
tem operation caused by security violations are so common that in dependability
analysis they are treated similarly as “classic” failures in traditional reliability
theory. To meet the challenge of their eradication it is necessary to apply appro-
priate cryptographic methods and in this paper we consider one class of such
methods which is based on so called hash functions.

The aim of this work was to investigate implementation efficiency of BLAKE
hash function—one of the five finalists in the SHA-3 contest—in popular Field
Programmable Gate Arrays. In literature there is an extensive number of speed- or
area-efficient implementations of this algorithm [3–5, 12] and it was not the goal of
this work to develop yet another ones which would incrementally improve the
parameters by some additional margin. Instead, our aim was to investigate how the
elaborated particularities of BLAKE internal processing and data multiplexing are
handled by automatic implementations tools when two low-cost FPGA platforms
are targeted—the standard, well established Spartan-3 and the newer Spartan-6
devices from Xilinx, Inc. The cipher was implemented in high-speed architectures
built from the standard iterative one with loop unrolling and (optionally) pipelining.
Total of 5 different organizations were created and results of their implementations
are compared in this paper with analogous results obtained in our previous works
for another two contemporary hash algorithms: Salsa20, which inspired BLAKE
core processing, and KECCAK—the winner of the SHA-3 contest.

Contents of this paper is organized as follows. In the next chapter we will briefly
outline BLAKE background, define the algorithm and present its high-speed loop
unrolled and pipelined architectures which were in scope of interest of this work.
Then, in Sect. 3 we will discuss the results obtained after their implementation in
the two FPGA chips and compare them with equivalent results of Salsa20 and
KECCAK algorithms.

2 BLAKE Hash Algorithm

2.1 The SHA-3 Contest

The Message-Digest Algorithms developed by Ronald Rivest in the years 1989–92
were the first widely recognized cryptographic hash functions standardized by
Internet Society as recommendations RFC 1319-21 (MD2, MD4 and MD5) and
later used in the Secure Hash Algorithm SHA-1—a U.S. FIPS PUB 180-1 standard
published in 1995. Although in 2002 an extended SHA-2 standard was announced,
constant increase in available computational power eventually made them vulner-
able to brute force attacks so in November 2007, foreseeing the need of an entirely
new approach in hash design in order to compete with recent advances in crypt-
analysis, the U.S. National Institute of Standard and Technology announced an
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open contest for development of a novel SHA-3 standard. 14 of the proposed
submissions passed the initial verification and, eventually, the best 5 algorithms—
BLAKE, Grøstl, JH, KECCAK and Skein—were selected for the final round in
December 2010. From this group by NIST decision KECCAK was selected as the
winner.

Although BLAKE ultimately lost in the SHA-3 contest the cipher was repeatedly
acclaimed in all stages of competition for its good cryptographic strength and great
performance especially in software realizations. For these advantages it is still often
selected as a hash function of choice in contemporary computer systems: for
example, its variant was chosen as a checksum/validation method in a recent
extension to RAR file archive format, or it was selected for password-based key
derivation function NeoScrypt which is intended to become an informational RFC
recommendation.

2.2 Definition of the Algorithm

The subject of this study is BLAKE-256—the variant of the cipher in which size of
the words is 32b (leading to 512b state) and which produces 256b digest. To
compute the hash [1], the message m of length l < 264 bits is first padded with bit
string “10…01[l]64” so that its total bit length is a multiple of 512 (where []64
means 64-bit unsigned big-endian representation) and then it is split into 512b
blocks m0, …, mN−1. The hash value h(m) is computed iteratively:

where upper index i denote ordinal number of the message block, and:
IV initial value of the hash (a 256b constant same as in SHA-2

standard),
s so called salt, a user-supplied unique 128b string parametriz-

ing the hash,
li number of message bits in mi,
compress(h, m, s, t) a compression function which handles one block of data.

Thus the processing of the message stream is reduced to the application of the
compression function compress(h, m, s, t) and its implementation was the main
subject of this work.

The function uses another 512b constant divided into 16 words c0…c15, and 10
permutations σ0…σ9 of the message words m0…m15—both are statically defined in
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the specification. The state is organized in a 4 × 4 matrix of words v0 … v15 which
is initially filled with input data, in part xor’ed with constants c0…c7:

v0 v1 v2 v3
v4 v5 v6 v7
v8 v9 v10 v11
v12 v13 v14 v15

0
BB@

1
CCA ¼

h0 h1 h2 h3
h4 h5 h6 h7

s0 � c0 s1 � c1 s2 � c2 s3 � c3
t0 � c4 t0 � c5 t1 � c6 t1 � c7

0
BB@

1
CCA ð1Þ

Then the state goes through nr = 14 rounds. Each round modifies twice all vi
words by applying a so called G function for four sets of words:

G0 v0; v4; v8; v12ð Þ; G1 v1; v5; v9; v13ð Þ;
G2 v2; v6; v10; v14ð Þ; G3 v3; v7; v11; v15ð Þ; ð2Þ

and then

G4 v0; v5; v10; v15ð Þ; G5 v1; v6; v11; v12ð Þ;
G6 v2; v7; v8; v13ð Þ; G7 v3; v4; v9; v14ð Þ: ð3Þ

The first applications of the G function operate on words from each column of
the matrix, while the second—on words from diagonals. This corresponds to col-
umn and row rounds in Salsa20 while the G function is equivalent to Salsa’s
quarterround ([2]).

Finally—at the lowest level—each function Gi(a, b, c, d) for a round number
r = 0…13 is a sequence of the following operations:

a ¼ aþ b þ ðmsr0ð2iÞ � csr0ð2iþ 1ÞÞ
d ¼ ðd � aÞ � 16

c ¼ cþ d

b ¼ ðb� cÞ � 12

a ¼ aþ bþðmsr0ð2iþ 1Þ � csr0ð2iÞÞ
d ¼ ðd � aÞ � 8

c ¼ cþ d

b ¼ ðb� cÞ � 7

ð4Þ

where r′ = r mod 10 and the operators denote the following transformations of the
words:
⊕ bitwise xor of two bit vectors,
+ addition mod 232 of two bit vectors (i.e. regular 32b addition ignoring carry

out),
≫ right rotation by a constant number of positions.
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After 14 iterations, the state produced by the last round is xor’ed with the input
h and the salt s to give the final value of the compression h′:

h0i ¼ hi � simod4 � vi � viþ 8; i ¼ 0 . . . 7: ð5Þ

2.3 Organization of the Algorithm in Hardware

The aim of this study was to evaluate high speed variants of BLAKE organization and
to verify scalability of the cipher with respect to the number of rounds implemented in
hardware, so for the test suite 5 architectures were selected as listed below. Their
naming convention and internal organization follow taxonomy defined in [3, 4].

• “x1”: the basic iterative organization with one round implemented in hardware
and the state being passed though it repeatedly in 14 clock cycles (i.e. each
complete round is computed in one clock tick);

• “x2”: modification of the above with a combinational cascade of two rounds
implemented in hardware with total computation done in 7 clock cycles (the
loop is unrolled by factor 2 and in each clock tick the state is propagated through
two rounds);

• “x5”: the cascade is built from 5 rounds and 3 clock cycles are required for
complete computation (the final result is taken from the fourth round in the
cascade so that nr = 2 × 5 + 4);

• “PPL2”: the modified x2 organization with pipeline registers added after each
round: two chunks of data are processed in parallel (increasing the throughput
twice) but the completion needs again 14 clock cycles since in one clock tick the
state is transformed by one round;

• “PPL5”: the pipelined x5 organization with 5 chunks of data processed in
parallel and consequently higher throughput.

To implement in hardware one complete round of the compression function—
which is the core of all the 5 architectures—one must first instantiate eight blocks of
G functions, each with different permutations of the state words loaded to its inputs.
Realization of this function was presented in detail in [9].

3 Results

3.1 Parameters of the Implementations

In all five architectures the hardware module computing the compression function
was equipped with basic input/output registers providing means for iterative
hashing of the message in 512b chunks. The same code was automatically
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synthesized and implemented by Xilinx ISE software with XST synthesis tool for
two devices—Spartan-3 XC3S5000-5 [10] and Spartan-6 XC6SLX150-3 [11]
which were selected to be sufficiently large to accommodate the most sized x5 or
PPL5 architectures. The same methodology was applied in our previous works on
Salsa20 [6] and Keccak [7] so an already existing test platform was uniformly
extended to accommodate BLAKE cipher and to produce comparable results.

Table 1 presents results obtained after implementation. Speed aspect is repre-
sented by the value of the minimum clock period as it was estimated after static
timing analysis of the final, fully routed design. From this parameter maximum
theoretical throughput of the message stream was derived taking into account
number of clock cycles needed to compute the hash and, in case of pipelined
variants, number of data streams processed simultaneously in pipeline stages. Two
middle columns provide parameters which illustrate effectiveness (or difficulties) of
the implementation process, i.e. how the complex logical transformations of the
algorithm were realized with programmable resources of the array: for the longest
combinational path in the design the third column gives number of logic elements it
contains (LUT generators) and the fourth—percentage of the propagation delay
incurred by the routing resources (and not logic elements). Any significant rise in
the latter parameter above 50–70 % indicates problems with routing of tracks
between logic resources in the array: if the connections are too dense versus dis-
tribution of logic elements, routing becomes congested and implementation in the
FPGA array becomes problematic. Size characteristics for each design are reported
in the last two columns of the table which give the total numbers of utilized LUT
generators and slices.

Detailed evaluation of these implementation was included in [9], while the
following discussion will concentrate on comparison with equivalent results
obtained for Salsa20 [6] and Keccak [7].

Table 1 Implementation parameters of the five architectures

min.
Tclk

(ns)

Throughput
(Gbps)

Levels
of logic

%
routing
delay

Size:
LUTs

Size:
slices

Spartan-3 x1 45.7 0.80 66 50.6 9155 5415

x2 88.9 0.82 118 51.2 16928 10039

x5 244.1 0.70 258 61.7 41923 23232

PPL2 47.3 1.55 69 50.7 16817 10375

PPL5 47.4 3.86 50 55.4 18066 11882

Spartan-6 x1 28.7 1.28 35 64.3 5621 2460

x2 67.7 1.08 70 72.3 10150 4409

x5 185.1 0.92 131 78.1 24368 8833

PPL2 30.4 2.40 38 65.6 10918 4144

PPL5 35.1 5.21 44 68.9 24236 9816
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3.2 Comparison with Salsa20

The core of BLAKE algorithm—the compression function—was introduced by its
authors as an extension of Salsa20 hash functions with two modifications in the
G function (Eq. 4): (1) customized order and assortment of elementary operations
as compared to the Salsa quarterround; (2) additional mixing of the first state word
with message bits and the ci constants as seen in the first and the fifth Eq. (4). Of
these two alterations the latter had substantially greater impact on data flow in
hardware.

In Salsa20 and in majority of other hash functions (including KECCAK) the
message bits are only loaded as an input to the first cipher round in parallel with
other data like salt, counter or nonce. That is, the message bits enter only beginning
of the round cascade and are not routed to each round separately. In BLAKE two mi

words must be sent to each G function so effectively all 16 words are used in the
whole round.

The authors introduced this new aspect as a relatively minor extension and
indeed it may be so in software implementation: even if each G function operates in
a separate thread of CPU execution, extra reads of RAM locations which store the
message words did not alter the overall scheme of data handling and just added
other operations to the sequence of already running ones. In hardware, though, this
led to creation of a completely new, 512b wide data path which was not needed
neither in Slasa20 nor in KECCAK organizations [6, 7]. This effectively doubled the
total width of the data path running along the round cascade from 512b (the state) to
1024b (the state plus the message bits). Distribution the message words was
additionally complicated by permutations σ0…σ9 used by the algorithm: each round
needs different permutation of mi so switching between them required supple-
mentary multiplexers controlled by the round counter.

The effects can be seen in Fig. 1 which compares minimum clock period and
size of the 5 organizations between the two ciphers: all BLAKE implementations
are greater than equivalent Salsa20 ones by 97 ÷ 169 % in Spartan-3 and by 83 ÷
113 % in Spartan-6. But, on the other hand, since the additional message tracks run
in parallel to the main processing paths with state bits they did not produce sig-
nificant increase in propagation time and had little impact on the minimum clock

Fig. 1 Speed (minimum clock period) and size (number of occupied slices in the array) of
BLAKE implementations as percentages of Salsa20 parameters
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period. In the Spartan-3 device all BLAKE architectures run 5–15 % faster than
Salsa but in Spartan-6–6 ÷ 34 % slower.

This disparity, on the other hand, is a noteworthy observation: more powerful
logic resources found in the new FPGA family (LUT generators with number of
inputs increased from 4 to 6) offered less of speed improvement for atomic BLAKE
transformations (specifically for wide, 32b adders which are constructed from
independent dedicated resources) than for those in Salsa20. Still, implementations
of BLAKE run on average 30 % faster in Spartan-6 than in Spartan-3; in case of
Salsa20 just this reduction was even greater.

3.3 BLAKE, Salsa20 and KECCAK: Scaling with the Loop
Unrolling Factor

Because implementation parameters are not directly comparable across completely
different ciphers, in order to evaluate efficiency of loop unrolling and pipelining
mechanisms in each of them a different approach, similar to that developed in [7]
and [6], will be applied.

In every cipher the x1 architecture will be used as a point of reference in
evaluation of the remaining cases. Size of every unrolled architecture should
increase proportionally to the number of rounds implemented in hardware (the
unrolling factor) and we will estimate

Sizexk � Sizex1 � k
SizePPLk � Sizex1 � k

ð6Þ

Additional registers which are added in the pipelined organizations usually do
not introduce any extra burden in the FPGA arrays and therefore the above equa-
tions are assumed identical for both xk and PPLk cases. Maximum frequency of
operation—or the minimum clock period—depends on the other hand on the
number of rounds the state must go through in one clock cycle, i.e.:

Tclkxk � Tclkx1 � k
TclkPPLk � Tclkx1

ð7Þ

In the analysis actual parameters of all 4 derived architectures in 3 ciphers were
compared to the estimates from the above equations and Fig. 2 illustrates the ratios
actual_value/ estimation: the lower the ratio, the faster (shorter Tclk) or the smaller
(lower number of slices) was the actual design in comparison to what could be
expected from the x1 case. The value of 100 % is the threshold separating “better
than” from “worse than” expected.

Speed parameters of all three ciphers on the Spartan-3 platform are close to
expectations: in this aspect BLAKE behaves similarly to Salsa with negligible
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variations –3 ÷ +7 %; in Spartan-6, on the contrary, actual clock period is
noticeably worse than estimated, with x5 organization being nearly 30 % slower.
This is a situation analogous to Salsa but not as bad as that in KECCAK, where
routing congestion (affecting even the pipelined designs) could impair performance
up to 60 ÷ 70 % as we have discussed in [7, 8].

Regarding number of occupied slices, it was already shown that large, unrolled
designs present additional opportunities for optimizations in LUT usage [8] and size
parameters can be significantly better than simple estimations in Eq. (6) predict. In
Spartan-3 implementations of BLAKE this optimization gave actually the smallest
effects across all tested cases (with an exception of PPL5 case, as it was noted in
[9]) so unrolling of this cipher is not as effective as of Salsa and KECCAK with regard
to this aspect.

3.4 Efficiency of Implementation on Spartan-3
and Spartan-6 Platforms

Figure 3 presents ratios of the speed and size metrics between the two platforms:
parameter of Spartan-6 implementation was divided by the value for Spartan-3 and
the quotient is displayed in percent.

Fig. 2 Speed (minimum clock period) and size (slices) of the derived implementations compared
to the estimations calculated form the respective basic x1 organization

Fig. 3 Reductions in minimum clock period and number of occupied slices in Spartan-6
implementations as a percentage of Spartan-3 values

Implementation Efficiency of BLAKE and Other Contemporary … 465



Using the device with more advanced architecture and manufactured in faster
technology, Spartan-6 implementations are unquestionably expected to use signif-
icantly less slices and offer shorter clock periods, thus both the quotients should
reach rather low values. This indeed is the case, although with one notable
exception: realization of the x5 KECCAK architecture is actually slower in the new
chip—an unusual and unexpected situation attributed again to routing congestion in
Spartan-6 devices when the new SHA-3 standard is implemented [8].

In this picture BLAKE is located between the two other ciphers: reductions in its
clock period are not as successful as those in Salsa (−25 ÷ −35 % vs. −45 ÷
−55 %) but no example of the above mentioned “negative progress” is observed.
Regarding the size the order is reversed: BLAKE reductions (again with the
exception of PPL5 case which was very efficiently implemented already in
Spartan-3) are second to the best ones of KECCAK (−55 ÷ −62 % vs. −56 ÷ −67 %)
and better than in Salsa (−47 ÷ −54 %).

4 Conclusions

Although BLAKE has not won the SHA-3 competition the interest in this cipher
continues mainly due to its good software efficiency. In this work we evaluated its
various high-speed hardware implementations including the case when the cipher
loop is unrolled with up to 5 rounds instantiated in parallel. Preparing in total 5
different organizations and targeting them to two low-cost FPGA platforms we were
able to analyze internal characteristic of BLAKE implementations generated
automatically by the tools and to identify how the fundamental mechanisms of loop
unrolling with or without pipelining work in case of this particular cipher.

The results confirmed close relationship to Salsa20 algorithm which has very
similar internal organization but, at the same time, some disparities were identified:
significantly larger size (due mainly to specific extension in internal data propa-
gation which at first seems minor but is consequential in hardware realizations) and
undecided (between the two ciphers) speed advantage which depends on targeted
FPGA family. Additional comparison was made with previous results obtained for
the same organizations of KECCAK algorithm so conclusions regarding loop unrol-
ling efficiency and benefits brought by the newer Spartan-6 platform were gener-
alized by including the case of this cipher.
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Risk Analysis of Interference Railway
GSM-R System in Polish Conditions

Marek Sumiła

Abstract The paper presents the problem of interference of GSM-R receivers as a
result of coexistence with MFCN (public operators mobile networks). In the fol-
lowing sections presents necessary to understand the nature of the problem
description of the GSM-R, causes and effects of interference and results of simu-
lations considered interference phenomena. In the main part of the paper shows the
results of evaluation a part of Polish railway line by the determining the distance of
nearby MFCN’s transmitters.

Keywords Railway safety � GSM-R � System interference

1 Introduction

GSM-R (GSM-Railway) is a wireless communication system based on the public
GSM ETSI standard [9] but adopted to the needs and applications of nowadays
railway transport companies. The standard is a one of primary subsystems of
ERTMS (European Rail Traffic Management System) that allow to introduce
interoperability in communication field between various European railway com-
panies. For the users GSM-R is a secure platform for voice and data communication
between railway operational staff, including drivers, dispatchers, shunting team
members, train engineers, and station controllers.

In addition to that GSM-R is use as an important part in railway traffic signaling,
control and train protection systems known as ETCS (European Train Control
System). It is used to transmit data between trains and railway regulation centers
with level 2 and 3 of ETCS and it is only way to announce permission to enter next
track and new max. speed because at those levels of ETCS is not implemented
traditional signs and semaphores near trackside. From the correct operation of the
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system depends, therefore, the safety of train traffic. In this way GSM-R is con-
sistent with older, national systems of communication as was listed in [1, 12].

Since 2007 in Europe has been investigated problem of interference GSM-R
systems by public MFCN (Mobile/Fixed Communications Networks). The experi-
ence of western Europe countries, where GSM-R has already been implemented,
indicates that the public transmitters can cause interference and directly affect on the
GSM-R terminals and it’s receiver’s circuits. The issues related to the coexistence of
GSM-R and MFCN networks elaborate the UIC, the European Railway Agency
(ERA), as well as a CEPT committee the ECC (Electronic Communications
Committee). The UIC’s working document [16] and test reports carried out by CEPT
[2–4] shows the scale of the phenomenon and its consequences on the work of the
GSM-R system and its terminals. Due to safety aspects the ECC Report [4] indicate
two types of radio terminals susceptible to interference. There are Cab Radios and
EDOR’s terminals. The Cab Radio is use by a driver of a train and/or by other
on-train system to voice communication. EDOR (ETCS Data Only Radio) is use by
the ETCS train control application and transmit only data. Loss of communication
by these types of terminals has a great impact on a operational and commercial
consequences, such as: bad economic and commercial effects, impossible to make
voice communication—especially Railway Emergency Calls (REC)—can lead to
dangerous situations, jammed traffic—major delays, performances of line, etc. [14].

Polish implementation of GSM-R system is in progress and it will be connected
with ETCS. The system is planned for the approximately 15,000 km of railway
lines. The idea of the paper was formed as a result of previous author research and
as no Polish Government regulations relating to the issue of interference of systems
(GSM-R and MFCN). This article consider a real part of Polish railway line (E-20)
and assess the risk of interference.

2 Causes and Classification of Interference

Public MFCN was designed and implemented a few years earlier than GSM-R.
Public operators wants to provide continuous access to their network and covered
the most area of the country included railway areas, too. For this reasons, some
MFCN transmitters are located in places directly adjacent to the railway lines. In
such condition, after implementation GSM-R system, in the railway area we can
meet BTS of MFCNs. Another important premise for this claim is the fact that the
GSM-R band is directly adjacent to the band of public GSM, UMTS and LTE
networks.

In general, the classification of causes of radio interference in adjacent networks
can be classified according to:

• quality of the devices used radio-broadcasting, including:

– effectiveness of filtration spurious emission,
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– antennas propagation characteristics of transmission,

• power of transmitters,
• geographic location of base stations interfering with the network,
• size of the separation between the interfering channels,
• levels of the interfering signal at the edge of cells (the quality of the radio

coverage).

The direct adjacent band of those systems can produce out-of-band signals and
lead to receivers blocking and cause the intermodulation products.

Definition of receiver blocking is a measure of the capability of the receiver to
receive a modulated wanted input signal in the presence of an unwanted input
signal. The frequencies of the unwanted signals are other than those of the spurious
responses or the adjacent channels. The unwanted input signals causing a degra-
dation of sensitivity of the receiver beyond a specified limit [6].

The intermodulation interference originates from interfering signals in neigh-
boring channels due to the frequency selectivity of the antennas and the receiver
equipment [6]. Those signals are from the coexistence MFCN and as proved in [13]
do not have to be in closed adjacent channels. The receiver non-linearities produce
an intermodulation product Eif of third order at the frequency. To consider a service
with a desired signal at frequency f0, a channel separation Df and interfering signals
Ei1 and Ei2 at frequencies f0 þ nDf and f0 þ 2nDf ; respectively.

f0 ¼ 2ðf0 þ nDf Þ � ðf0 þ 2nDf Þ n ¼ �1; �2; . . . ð1Þ

The signal strength Eif of the intermodulation product is given by:

Eif ¼ kE2
i1 Ei2 ð2Þ

with some constant k to be determined. For signal levels the Eq. (2) reads

Lif ¼ 2Li1 þ Li2 þ 20 log k ð3Þ

ETSI Standard [6] defines via the intermodulation response Limr, the interfering
signal levels Li1 ¼ Li2 at which bit errors due to intermodulation just start to be
recorded. The constant 20 log k in Eq. (3) comes from the measurement procedure
is described in mentioned [6].

3 Methodology of Risk Analysis

In both types of interferences has been assumed that the minimum
carrier-to-interference ratio, C/I, is too high at the receiver input. In order to cal-
culate the C/I experienced by the receiver, it is necessary to establish statistics of
both the wanted signal and unwanted signal levels.
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The main parameter used to evaluate this ratio can be the distance between the
MFCN transmitter and the railway line. According to this, it should be identified the
BTS sites where the MCFN are in a short distance from the railway line as is was
presented in Fig. 1.

This distance is different in different documents [4, 11, 17] but not exceed the
ranges of 1000 m and is according to the difference between the signals, desired
and unwanted, received by a GSM-R terminal. The distance is based on statistical
analysis of reported cases of GSM-R networks’ interference [4, 16] or the expected
out-of-band signals in the railway area. In the case when we cannot precise wanted
signal level we can take into account the minimum signal level e.g. −95 dBm for
ETCS level 2 or −98 dBm for ETCS level 3. The minimum level of GSM-R signals
are set out in the EIRENE SRS [5].

The signal strength in a distance from the transmitter can be calculated based on
the modified Hata model available for outdoor-outdoor path loss calculations and
equal

L ¼ 69:55þ 26:16 logðf Þ � 13:82 log hB � CH

þ 44:9� 6:55 log hB½ � log d ðdBÞ ð4Þ

where:
L—median path loss (dB), f—frequency of transmission (MHz), hB—base sta-

tion antenna effective height (m), d—distance between the base and mobile stations
(km), CH—antenna height correction factor.

To simplify calculation it can be used the free-space attenuation formula when
there are no obstacles in the signal path [10]. Then it can be used equation

L ¼ 32:4þ 20 log f þ 20 log d ðdBÞ ð5Þ

where:
L—level of signal attenuation in free-space (dBm), f—frequency (MHz), d—dis-
tance from the BTS to the point of a railway track (km).

Perform the risk assessment it should be considered and compare the signal from
the MFCN transmitter and the level of wanted signal from the GSM-R base station.

Public network BTS

Railway track

GSM-R BTSVictim area

Fig. 1 Influence of public network BTS on railway track
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To accurately evaluate interfering signals from public networks it should consider
such parameters as carrier types (2G, 3G, 4G) and a respective channel bandwidth,
a frequency and an isotropic radiated power EIRP, a mounting height of an antenna,
azimuth, a tilt, an antenna propagation characteristics.

The essence of the study was to evaluate the signal power comes from the
MFCN transmitters and GSM-R sites in the rail track area. For this purpose it
should be analyzed the transmitter’s power (MFCN and GSM-R) and the attenu-
ation on the distance between the transmitters and the point evaluated (Fig. 2).

Based on the figure we can therefore be concluded

Ppo ¼ PGSMR � LðdGSMRÞ � ðPMFCN � LðdMFCNÞÞ ðdBmÞ ð6Þ

where
Ppo—signal level at the point of railway, PGSMR—GSM-R transmitter power
[dBm], L(dGSMR)—attenuation at distance from GSM-R transmitter, PMFCN—
MFCN transmitter power (dBm), L(dMFCN)—attenuation at distance from MFCN
transmitter.

This equation is valid under the assumption that the evaluated point is exactly in
the axis of the main beam of the transmitted signal. If the evaluated point deviates
from the main beam radiated signal power will be lower. It depends on the char-
acteristics of the transmitter’s antenna and is equal

Ppo ¼ k � PGSMR � LðdGSMRÞ � ðu � PMFCN � LðdMFCNÞÞ ðdBmÞ ð7Þ

where
k, u—loss of power from main beam factor

When it is no knowledge about the exact location of the GSM-R transmitter it
can assume the minimum value of the signal according to EIRENE SRS [5]. In case
of implementation the ETCS level 2 we have

Ppo ¼ �95� ðu � PMFCN � LðdMFCNÞÞ ðdBmÞ ð8Þ

dGSMR

dMFCN

Public network BTS (PMFCN, αmainbeam)

GSM-R BTS (PGSMR, βmainbeam)

Fig. 2 Determination of the C/I at the point of the railway line
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4 Simulation of Harmful Interference

Previously mentioned phenomena causing interference GSM-R receivers can be
evaluated in the simulation process. Assessment of the level of interfering signals at
the point can be made with algebraic methods according to pre-specified method-
ology and allow to evaluate the probability of occurrence an interference in con-
sidered place. The use of previous formulas (7 or 8) allows to calculate the
difference between useful and interfering signals.

The Fig. 3 shows the difference between signal’s level in a function of distance
from the transmitter MFCN to the point of assessment. For the accepted minimum
signal level for ETCS level 2 (−95 dBm) in the distance of 1000 m, the level of
difference is about 60 dB. To prevent the effect, the difference in signal levels
cannot exceed 35 dB as it is concluded in the available reports [3, 4, 16]. That is a
high probability that in assessed place we can meet with blocking of the input
circuit of the GSM-R receiver.

Simulation of the intermodulation allow to assess where products appears.
Results of such simulations are presented in Fig. 4 and shows that not only adjacent

Fig. 3 The difference in signal levels in function of distance

Fig. 4 The effect of intermodulation as a result presence of strong signals in the public GSM
band. Red bars active channels of MFCN, orange bars intermodulation products
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band signals influence on GSM-R band but is also function of far signals, too.
Performed simulation has proofed that the intermodulation occurs for close and far
signals.

For the wideband systems such as UMTS and LTE intermodulation products are
a normal situation and the receiver generates it by mixing different spectral com-
ponents corresponding to multiple GSM channels of 200 kHz. In practice, the vast
majority of intermodulation cases are seen when the public BTS is closer than
250 m from the rail tracks (Fig. 5)

5 Risk Assessment of Influence of MFCN on Railway Line
in Poland

In this section has been shown the results of evaluation the part of the line E-20
between stations Łuków and Biała Podlaska, where GSM-R system will be
implemented. The selected part of the line E20 is shown in Fig. 6.

Fig. 5 Results of the simulation products of intermodulation (orange bars) from two broadband
systems transmitting in the adjacent band

Fig. 6 Map of evaluated part of railway line (http://beta.btsearch.pl/)
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Based on the analysis of UKE data identified 22 MFCN transmitters located
along the railway line in 12 locations. The distance between transmitter and railway
line was obtained with using online tool http://beta.btsearch.pl/.

Results of analysis are shown in Table 1.
Based on the obtained data, it can be stated that the average distance to the

railway track is about 383 m. The distance in seven out of twelve locations is less
than this value. In six locations the MFCN transmitters broadcast technologies in
adjacent bands and there are a wideband systems (Fig. 7)

Table 1 Results of analysis part of E-20 railway line

Fig. 7 Distance between MFCN BTS and the railway track according to average distance
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To fully assess evaluated part of railway line it is necessary to obtain specifi-
cation of MFCN BTSs and the information about locations of the GSM-R base
stations.

6 Conclusion

GSM-R is a railway radio communication system and is an essential element to
works of ETCS level 2 or 3. Unfortunately, the implementation of GSM-R takes
place in time when public mobile networks (MFCN) are fully operate and its
infrastructure exists. It should be emphasized that thea infrastructure was designed
and built in an era when the ability of influence of GSM transmitters on the
operation of the system GSM-R was not taken into account. The study of works
[11, 16, 17] indicate that the newer radio GSM-R modems using improved filtration
systems due to ETSI specification TS 102 933-1 [7] and TS 102 933-2 [8] at least
version 1.2.1 are more resistant to the effects of blocking and intermodulation than
the existing solutions. The use of new modems GSM-R allow to increase resistance
by approx. 10 dB.

References to this article mentions a number of actions that could mitigate the
impact of public networks for GSM-R. These are:

• filters in public operators’ BTS,
• improved GSM-R coverage,
• fine tuning on engineering parameters,
• frequency band management,
• usage of ER-GSM band (restricted to some applications).

Finally, the solution to the problem of interfering with the network can be
achieved only with effort on both sides.
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Water Producers Risk Analysis Connected
with Collective Water Supply System
Functioning

Dawid Szpak and Barbara Tchórzewska-Cieślak

Abstract The paper presents threats to water producers related to the collective
water supply systems (CWSS) functioning which is the background for safety
assessment based on risk analysis. Risk is commonly used as a measure of systems
safety. Risk analysis takes into account probability of adverse events occurrence,
effects of these events and vulnerability to dangerous situations. The developed
method is based on calculating an expected value of losses incurred by water
company as a result of adverse events and calculating an expected value of water
company financial profit. Its innovative character is to use incomplete or uncertain
database. Water company profitability is one of the basic conditions for CWSS
continued functioning. The developed methodology is presented on the application
example for the county town in south-eastern Poland.

Keywords Collective water supply system � Risk analysis � Water producers

1 Introduction

The objective reality in the collective water supply system (CWSS) functioning is
the possibility of the occurrence of various types of the undesirable events. These
events do not appear without reason, they can be a result of a serious of events
(emergency scenario), the so called “domino effect” [13]. The main threats to the
CWSS safety are: errors associated with the fallibility of technology, natural dis-
asters and errors associated with human activities [3, 4, 11, 14, 18]. They also occur
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as a result of incorrect decisions, which cause the negative consequences during the
CWSS functioning. For the right analysis of risk connected with the CWSS
functioning an appropriate amount of different information, data recording and the
possibility of their processing, which is not simple in practice, are necessary [2, 17].

Risk analysis connected with the CWSS functioning is often performed in the so
called “uncertain information conditions”, which is connected with uncertain (in-
complete, imprecise or undependable) data concerning subsystem operating [6, 17].
The measure of data inaccuracy can be the so called quantitative uncertainty.

The paper contains the basic information concerning uncertainty in data analysis
and the proposal of using the fuzzy logic theory to analyse water producers risk
connected with CWSS functioning from economic point of view, if the uncertain
data occur.

2 Risk in the CWSS Functioning

As a result of the occurrence in the CWSS the so called representative emergency
scenario (RES), marked as Si, water consumers and producers are subjected to the
possibility of the loss of safety. Collective water supply system should have a high
reliability level and have a low functioning costs [13].

According to the basic definition risk is understood as combination of frequency
or probability of adverse events and consequences connected with it, or expected
value of losses as a risky decision consequences [1, 5, 13]:

r ¼ S;P;Cf g ð1Þ

where:
S negative scenario described as a series of successive undesirable events,
P the probability of scenario S,
C losses caused by the scenario S.

This approach was subsequently extended to include a fourth parameter, called
vulnerability to threats (Vi) or exhibition (Ei) [17].

Based on the review of the world literature [2, 8, 9, 14] and many years of
authors’ work on risk analysis and CWSS safety [16–18], the following safety
measures for CWSS functioning are adapted: the risk from the water producer point
of view rp and the risk of water consumer rc. Water consumer risk is associated with
the possibility to consume poor quality water or the possibility of interruptions in
water supply. The issue of water consumers risk is the subject of numerous works,
among others [3, 12, 13], while the analysis of risk from the water producer point of
view is not so widely recognized, therefore in this work we try to analyse this issue.

The measure of producers safety loss is risk connected with the possibility that
the activity carried on will not be profitable. It was assumed that the risk (r) is a
function of two parameters: an expected value of losses as a result of adverse events
E(C) and an expected value of water company financial profit E(Z).
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The formula to determine the size of water producers risk connected with the
CWSS functioning is the following [12]:

rp ¼ E Cð Þ
E Zð Þ ð2Þ

where:
E(C) an expected value of losses incurred by water company as a result of adverse

events (losses associated with the lack of water sales, the need to repair and
flushing water pipe network, possible compensation for water consumers) [15],

C(Z) an expected value of water company financial profit resulting directly from
the water sale.

Expected value of losses incurred by water company as a result of adverse events
is determined by the formula [15]:

E Cð Þ ¼
Xn
i¼0

CSi � PSi: ð3Þ

where:
CSi the value of losses caused by the RES or a single adverse event, that may

result in the water producers risk,
PSi the probability of the RSA or a single adverse event, that may result in the

water producers risk.

To determine a value of the probability that the given representative emergency
scenario PSi will occur, one needs to determine the probability that the particular
events included in RES will occur, based on the statistical data and the assumed
probability distribution. Calculation of the probability values PSi can be made by
means of the Event Tree Analysis, the Fault Tree Analysis or Bayesian networks [16].

Expected value of water company financial profit resulting directly from the
water sale is determined by the formula:

E Zð Þ ¼
Xn
i¼0

ZSi � PSi ð4Þ

where:
ZSi the value of water company financial profit resulting directly from the water

sale during the RES or a single adverse event, that may result in the water
producers risk

Table 1 shows a three scale of safety level (SL). It was assumed that risk,
determined in accordance with formula (2), is a measure of water producers safety.
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3 Uncertainty in the CWSS Risk Analysis

Incidental undesirable events threatening CWSS safety are, among others [10, 12]:

• incidental pollution of water sources,
• natural disasters, e.g. drought, flood,
• interruptions in the supply of electricity,
• failure of the water supply network, for example, break of the water main,
• secondary water pollution in the water supply network,
• failures of pumping stations, water treatment plants (WTP),
• intentional action of the third parties, for example. vandalism, acts of terrorism.

The limitation of the effects of these undesirable events consists in [8, 12]:

• developing the emergency response plans, including the possibility to use
alternative water sources,

• developing the alternative water treatment technology,
• developing a comprehensive system for water quality monitoring,
• current monitoring of the system through systematic inspections, renovations

and modernization of the water distribution subsystem,
• increasing the emergency capacity of the network water tanks,
• efficient functioning of water supply and sewerage emergency service,
• comprehensive monitoring of operation of all the CWSS subsystems using

SCADA and GIS,
• introduction to the strategy of the water company the risk of failure management for

all the CWSS subsystems and based on it the implementation of safety procedures.

In the analysis of risk of the CWSS the most often the statistical uncertainty
occurs, caused by the random nature of the analysed event, the impact of the
external factors, as well as a time factor, which determines the change of the
analysed undesirable event (failure).

There are some sources of uncertainty [16]:

• incomplete or imprecise definition of an analysed value (e.g. imprecise defini-
tion of failure in water pipe network),

• incomplete knowledge about the impact of environment on the analysed event
(e.g. impact of the ground and water conditions on water pipe network failures),

• reading errors and accuracy class of instrument reading,
• inaccurate data obtained from the external sources (data about the CWSS

operating obtained from waterworks),
• imperfection of the used research method.

Table 1 Safety level Safety level r

Required safety level (RSL) ≤0.50

Acceptable safety level (ASL) (0.50–1.0)

Unacceptable safety level (USL) >1.0
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To analyse uncertainty we usually use the probabilistic methods which require
a large amount of data. In many cases data concerning the description of events,
e.g. failures in water pipe network, are obtained on the basis of experts information
(the CWSS users, experienced engineers or scientists). The most difficult is to chose
the probability distribution. In practice, data concerning risk analysis in the CWSS
are not only random but also unreliable (incomplete). Uncertainty of such data
consists of many elements. Some of them are estimated on the basis of the assumed
probability distribution, known from experience, or other information [17].

The following data, among others, are necessary to perform risk analysis in the
CWSS [16]:

• data identifying analysed object (name and type of object and its basic technical
data). Such data concern highly detailed studies,

• data about failures (undesirable events), repairs and other breaks in the CWSS
operating (information about failure date, time, duration and its description),

• data concerning the reasons of the undesirable events occurrence,
• data concerning the consequences of those events.

The sources of the data necessary to analyse risk are:

• data collected from waterworks about the CWSS operating,
• measurement data (e.g. measurements of pressure and water flow in water pipe

network, measurements of water leaks in water pipe network),
• data collected from experts.

The source of uncertainty in the mentioned above data analysis is, the most
often, the incomplete or unreliable knowledge about:

• quantitative and qualitative data base concerning the CWSS failures,
• water pipe network technical condition assessment,
• imprecise and incomplete information concerning failures (the undesirable

events) localization and identification, ground conditions, and so on,
• cause and effect failure assessment,
• experts opinions and expertises.

4 Utilization of the Fuzzy Sets Theory in the Water
Producers Risk Analysis

The probabilistic methods for risk assessment (based on the undesirable events
probability distributions) require unequivocal determination of statistical character-
istics, which is connected with the necessity of having appropriate amount of highly
reliable data. If the obtained data are “highly unreliable”, using such methods leads to
getting faulty result of the performed analysis [16].
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Having at disposal different types of data in the analysis of risk connected with
CWSS functioning it is necessary to develop the method which would allow to use
reliable (complete) data, as well as data which are unreliable or incomplete but are
important from the risk assessment and analysis point of view. The method which can
be useful to assess risk in such situation is the method using fuzzy risk analysis (FRA).

The notion of fuzzy sets was introduced in 1965 by Zadeh [19]. Unlike the
conventional set, a limit of fuzzy set is not defined precisely, however, there is a
gradual assessment from a complete lack of affiliation of an element in a set,
through its partly affiliation, till its total affiliation. This gradual assessment is
defined by means of the so called affiliation function μA, where A means a set of
fuzzy numbers. Fuzzy sets can be used to describe different linguistic notions
connected with risk analysis (little, medium, large, very large). A linguistic variable
is such variable which characterises the so called fuzzy, imprecise notions,
expressed by means of words, e.g. about number 1, high risk, low risk value [16].

The particular parameters, e.g. characterizing risk value are described by means
of “n” linguistic variables. Then the particular linguistic assessments are assigned to
fuzzy numbers xj, which are defined as threes xj = (lj, mj, hj), where: j = 1, 2, …n,
with this condition satisfied:

0� lj �mj � hj � 1 ð2Þ

The fuzzy numbers values assigned to the particular linguistic variables are
determined according to the following dependences:

• for j = 1

xj ¼ 0; 0;
1

n� 1

� �
ð6Þ

• for 2 ≤ j ≤ n − 1

xj ¼ j� 2
n� 1

;
j� 1
n� 1

;
j

n� 1

� �
ð7Þ

• for j = n

xj ¼ n� 2
n� 1

; 1; 1
� �

ð8Þ

where:
xj a form of j fuzzy number,
n a number of linguistic variables describing given parameter (event, value, e.g.

damage, loss, protection degree, probability, risk, safety),
j a successive number of linguistic variable, j = 1, 2, …n.
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Linguistic type variables are often used to describe parameters characterizing
size of risk, so there is the possibility to change linguistic variables into fuzzy
numbers characterizing risk in the CWSS [14].

For the water producers risk rp the following linguistic variables were assumed:

j ¼ 1�RSL; j ¼ 2�ASL; j ¼ 3�USL:

For these assumed linguistic variables the fuzzy numbers values were deter-
mined, according to the formulas (6)–(8), which is presented in Table 2 [6].

In Fig. 1 a graphic interpretation of the affiliation function for water producers
risk parameters connected with CWSS functioning is presented.

The transformation of a fuzzy set in the unfuzzy value can be performed using
the method of singletons according to the equation [7, 17]:

r ¼
P3

i¼1 rk � lA rkð ÞP3
i¼1 lA rkð Þ ð9Þ

where:
uA(rk) the value of membership function of a risk value to a fuzzy set A,
rk risk value for every level, adopted as the middle value in the range.

Table 2 Fuzzy numbers for
linguistic variables describing
water producers risk rp

Safety level Fuzzy number

RSL (0.0; 0.0; 0.5)

ASL (0.0; 0.5; 1.0)

USL (0.5; 1.0; 1.0)

1

0
0,25 0,5 0,75 x

j=1 j=2 j=3
μ ( )Α x

1,0

0,5

Fig. 1 The triangular
affiliation function for
producers risk rp
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5 Application Example

The developed methodology has been shown on the application example for the
county-town in south-eastern Poland. The town area is 36.52 km2, while the
number of inhabitants is about 37 000. Average daily production of treated water in
2013 was 5630.78 m3/d.

Table 3 shows the six RES related to the possible contaminated water con-
sumption and the lack of water supply to consumers. Water company profit was
120819.16 € in 2014. Probabilities of the RES were estimated based on the failure
book provided by the water company to an expert.

Table 3 Descriptive scale for RES [3]

No. Description Pi Ci (€) Zi (%)

1 • The proper functioning of CWSS 0.65 0 100

2 • Slight deterioration of water organoleptic
parameters that is not dangerous for consumers,

• Local pressure reduction in water pipe network,

0.2 1 000 90

3 • Significant deterioration of water organoleptic
parameters that is nuisance for consumers,

• Daily water production decrease to 70 % Qmaxd or
interruptions in water supply for 2 h,

• Pressure reduction in water pipe network,

0.1 10 000 70

4 • Significant deterioration of water organoleptic
parameters (high turbidity, smell),

• Exceeded of water physicochemical parameters,
• Single consumers poisoning associated with the
contaminated water consumption,

• Daily water production decrease to
0.5 Qdmax ≤ Qdn < 0.7 Qdmax or interruptions
in water supply for 2–12 h,

• Pressure reduction in water pipe network,

0.04 100 000 50

5 • Exceeded of bacteriological and physicochemical
parameters of water quality,

• Numerous consumers poisoning associated with
the contaminated water consumption,

• Daily water production decrease to
0.3 Qdmax ≤ Qdn < 0.5 Qdmax or interruptions
in water supply for 12 to 24 h,

0.009 200 000 30

6 • Extensive water bacteriological contamination,
presence of pathogenic microorganisms, exceeded
of water physicochemical parameters,

• Very widespread poisoning, necessity of
hospitalization

• Daily water production decrease to Qdn < 0.3 Qdmax

or interruptions in water supply more than 24 h,
• Water treatment plant, water pumping station or
water main failure

0.001 1 000 000 0
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Knowledge gained from the analysis may be an important source of information
for understanding water value.

For the data presented in Table 3 water producers risk connected with the CWSS
functioning was determined according to Eqs. (2)–(4):

E Cð Þ ¼ 0:65 � 0þ 0:2 � 1000þ 0:1 � 10 000þ 0:04 � 100 000þ 0:009 � 200 000
þ 0:001 � 1000 000 ¼ 15200 €

E Zð Þ ¼ 0:65 � 120819:16þ 0:2 � 108737:24þ 0:1 � 84573:41þ 0:04 � 60409:58
þ 0:009 � 36245:75þ 0:001 � 0 ¼ 111479:84 €

rp ¼ 15200 €
111479:84 €

¼ 0:136

Based on Fig. 1:

• rp belongs to the fuzzy set j = 1 (RSL) with the membership function
μrp(x) = 0.728,

• rp belongs to the fuzzy set j = 2 (ASL) with the membership function
µrp(x) = 0.272,

• rp belongs to the fuzzy set j = 3 (USL) with the membership function
µrp(x) = 0.

The above values are interpreted as level with which risk value belongs to
certain safety level. Based on the above, it is concluded that water producers safety
level of analysed CWSS is RSL with the membership function μrp(x) = 0.728 and
ASL with the membership function µrp(x) = 0.272.

The output value of the model, which is the basis for the assessment of water
producer risk, calculated according to the formula (9) is:

r ¼ 0:728 � 0:25þ 0:272 � 0:5þ 0 � 0:75
0:728þ 0:272þ 0

¼ 0:318

CWSS condition is assessed as good. Despite this, water company should
continuously improve CWSS functioning, which is a part of critical infrastructure,
so that the risk remained at the same level or has been reduced to the lowest
possible level.

6 Conclusions

• Analysis of water producers risk connected with the CWSS functioning should
be one of the main element of complex CWSS risk management.

• For the correct and complete risk analysis and assessment it is necessary to
possess large base of different data about subsystem operating. If we have access
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to reliable and complete database, we should use the conventional methods of
analysis and risk assessment (e.g. the matrix methods) [3, 11, 12, 20].

• If it is impossible to obtain accurate and complete data, then risk analysis is
carried out in uncertainty conditions. A solution for this problem can be to apply
risk analysis methods using fuzzy set theory (FRA).

• The risk can be defined as a fuzzy value, especially when it is estimated and not
defined, which often takes place when the analysis of the undesirable events in
the CWSS is performed.

• The present paper is a proposal of the utilization of known methods of fuzzy
logic theory in analysis and assessment of water producers risk in which base of
operating data is small, incomplete or with a low degree of reliability.

• The proposed method can be applied to assess water producers safety level in
terms of producers profitability. The condition of method applicability is to have
information about adverse events in CWSS and financial data about water
companies activities.

• The presented method is the first stage of the study on the risk of water pro-
ducers. Further works on the improvement of the method should take into
account not only economic point of view but also the indicators of reliability.
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Analysis of Reshuffling Cost at a Container
Terminal

Justyna Świeboda and Mateusz Zając

Abstract Intermodal transport is a popular mode of freight transportation over long
distances. Apart of reliability the economic efficiency becomes crucial issue of
the intermodal operation. Economic efficiency and improve the efficiency of the
transshipment operations is the challenge that face intermodal yard planners. The
purpose of this article is an analysis of the cost of reshuffling and the proposal for its
limitations. The paper includes analysis of moves productivity and cost estimation.
There is propose of heuristic method in the paper, which helps to reduce cost of
unproductive moves.

Keywords Inland terminal � Unproductive moves � Handling operations

1 Introduction

Intermodal transport [4] may be defined as passenger or freight transport from the
initial point to the destination, using at least two means of transport. Such transport
can be carried out with a various configuration of the means of transport, i.e. by
truck, rail and ocean shipping. Intermodal transport refers to a multimodal chain of
freight service; most frequently this is an integrated freight unit, namely a container.
Such transport is carried out over long routes.

Functions of the container terminal include handling and storage of units.
Figure 1 shows a diagram with a visual representation of possible operations.
Loading operations in the inland terminal can occur with the following relations:
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• Road transport—rail transport or rail transport—road transport,
• Road transport—container yard or container yard—road transport,
• Rail transport—container yard or container yard—rail transport,
• Relocations of freight within the yard.

One of the main barriers for an effective operation at handling points is the lack
of method of scheduling unloading operation. As a result, the operation time is
extended and carrying out unnecessary operations within the yard generates addi-
tional and unnecessary costs.

2 Literature Review

The intermodal transport riches development permanently. Many authors have
discussed the problems of scheduling tasks and container reshuffling at handling
points. For instance, in the paper [18] the Authors develops a model in which
strategies for storage and container handling scheduling. In the model, container
arrangement time depends on the scheduling sequence and the level on which the
given container is located. In paper [21], the authors develop a model consisting of
a storage subsystem model and a yard crane scheduling subsystem model. In the
paper by [8], the aspect of scheduling performed for three items of handling
equipment available in ports—quay crane, yard crane and internal trucks—is dis-
cussed. This approach allow to keep balance between savings on time and energy.
The optimisation algorithm integrates genetic algorithm (GA) and particle swarm
optimisation (PSO) algorithm, where the GA is used for global search, and the PSO
is used for local search. Paper [20] deals with a heuristic method referred to as the
multi-layer genetic algorithm (MLGA) used for obtaining an optimum solution to
the problem of scheduling at an automated container terminal. The algorithm
involves three types of handling equipment, that is, quay cranes (QCs), automated
guided vehicles (AGVs) and automated yard cranes (AYCs). In the paper by [11], a
model relating to sea terminals and two items of handling equipment—quay cranes

Fig. 1 Handling relations in the inland container terminal
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and yard trucks—is developed. Compared to the mentioned method of operation
scheduling for both types of the equipment, the integrated model takes into account
the sequence between containers, blocking, quay crane interference and quay crane
safety margin. The literature provides many papers devoted to the concept of crane
operation scheduling, with a specific focus on minimisation of handling times. The
paper by [7] develops a method whereby the energy-saving aspect was also taken
into account. In the case of a similar system, that is a warehouse system, an
optimisation model was developed, whereby the concept of energy savings [42]
was taken into account, whereas the paper [36] involves an analysis of costs in
production systems. Nevertheless, the genetic algorithm in the concept of transport
management was presented in the paper [37, 38]. The paper [6] presented a model
that optimises the processing operation in a waste disposal enterprise. This model
optimises the operation time in addition to increasing the output of the entire
system. In papers [10, 19], the authors developed an application for logistic system
management, wherein a cost analysis was also included. In the paper [39, 40], a
method of collecting containers sequence from the train was developed.

The author of the paper [2] discussed unproductive moves in container terminals.
Unproductive movements of containers are called shifts, which are both time and
money consuming. In the paper [1], an approach was presented for the arrangement
of containers on board a ship so that effectiveness can be improved, with the
number of unproductive movements eliminated. Another paper [5] presented a
heuristic method for the reduction in the number of unproductive moves while
loading the container ship. In the paper [3], the discussion relates to the problem of
selecting the best location for the container within the container yard. The model
developed in this paper—a mixed integer programming model—improves the
effectiveness in the use of the container yard space, as well as the effectiveness in
the relocation of the freight from the container yard to the berth, and it minimises
the re-handling of the operation within the station (minimisation of unproductive
movements). The model results in an improvement of output of the entire sea
terminal. The elimination of unproductive moves was also presented in [12, 13].
This paper presented a dynamic programming model which minimises the number
of handling tasks. The re-handling is also related to the storage space utilisation on
the yard. The paper [17] presented questions of reliability and increase in efficiency
in an inland terminal.

Optimisation, scheduling and effectiveness improvement are analysed not only
in intermodal transport, but also through other transport systems and sectors. The
concept of operation and maintenance is presented in the papers [23, 31, 34]. The
papers [9, 22, 35] presented precise reliability analyses as well as models enabling
optimisation of profits in the studied technical systems. Reliability models for
optimisation of tasks in rail transport were presented in the papers by [25, 26], and
in transport by air, in the papers [14–16, 27–29]. As far as the problem of failure in
various technical systems is concerned, the papers by [30, 32, 33] presented
modelling of ship movements in various failure situations. An essential element in
the system, whereby handling operations are carried out, is also given as reliability
of the information system as presented in the paper [24].
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A considerable number of papers [12, 13, 18] are devoted to re-handling, stor-
age, optimisation, effectiveness improvement and reliability in seaports. The
authors focused their attention on the basic handling equipment, i.e. quay crane or
yard crane. In contrast to the listed studies, this paper includes a productivity
analysis of operations in an inland terminal, taking into account the indicator of
costs and losses incurred by the handling point being investigated.

3 Study and Analysis of Handling Operations
at the Container Terminal

The objective of the study is to analyse fuel costs associated with handling
equipment during handling operations. The analysis takes into account operating
times of individual machines. The study was divided into two stages. During the
first stage, operating times of individual handling equipment items in the terminal
were measured. The second stage consisted in processing the data representing fuel
consumption as well as operating times of the engine during handling operations
and idle periods (engine standing idle).

3.1 Analysis of Handling Operations at the Terminal

The study on the inland terminal was conducted between January and July 2015.
All handling operations performed with reach stackers were taken into account.
Taking into account the number of car (41 %) and rail operations (27 %), results
from unloading and loading in relation to the means of transport. However, it can be
said that there are definitely too many relocation operations (32 %). These move-
ments generate losses associated with accelerated wear of parts in handling vehicles
as well as an increased fuel consumption. For a precise comparison of handling
operations in the given terminal, the Table 1 was compiled to provide statistical
data.

As handling operations are described in Table 1, all results are rounded to whole
numbers. The analysis includes all handling operations in individual weeks (from
Week 3 to Week 27 in 2015). The highest number of rail operations occurred in
Week 26, with an average number ranging from 12 to 28 operations. Other indi-
cators show that in most weeks the number of operations varies significantly. The
coefficient of variation amounted to less than 100 % only in two weeks (13 and 22),
however, this value is still very high. Taking into account operations performed
with regard to handling road vehicles, the highest number was encountered in Week
13 (812 handling operations), with the lowest number—238 operations—recorded
in Week 4.
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This amounts to approximately 30 road vehicle operations per week.
Nonetheless, in this case, the standard deviation value suggests that the results
should be similar to the average value. The coefficient of variation exceeding 100 %
was attained only in 5 weeks. While analysing the results obtained for relocation
operations, the highest number occurred in Week 13, with the average weekly
number of operations being approximately 25. There is only one instance when the
coefficient of variation has exceeded 100 %. In some cases, the values amounted to
less than 50 %, which means that a similar number of handling operations within
the yard were completed during the period subject to study.

Table 1 Statistical data for handling operations

Week no. Rail operations Car operations Relocations
Pm

i¼1
xi

�x r V (%) Pm

i¼1
xi

�x r V (%) Pm

i¼1
xi

�x r V (%)

3 245 16 18 113 419 28 21 75 250 17 14 83

4 238 13 22 167 238 30 25 83 238 16 13 85

5 246 12 21 171 542 25 25 100 271 14 14 101

6 427 27 35 133 599 37 24 65 250 16 9 57

7 370 16 26 164 800 35 37 107 529 23 19 83

8 295 20 33 168 518 35 22 63 256 17 13 74

9 349 19 27 138 607 34 28 84 327 18 17 95

10 367 23 30 130 406 25 17 68 385 24 11 47

11 371 20 27 139 381 20 20 98 320 17 15 91

12 389 28 28 102 542 39 22 56 472 34 17 49

13 415 26 24 94 812 32 32 102 669 42 18 43

14 470 28 32 116 505 30 23 79 461 27 17 64

15 222 19 22 120 362 30 18 60 213 18 13 76

16 358 19 24 127 604 32 28 88 418 22 15 68

17 357 21 23 112 608 36 26 74 494 29 13 46

18 355 22 24 107 431 27 23 85 429 27 16 58

19 336 19 23 121 592 33 25 75 529 29 24 83

20 391 23 27 119 672 40 28 70 547 32 22 68

21 376 21 25 122 586 33 26 79 520 29 20 71

22 375 25 25 98 530 35 21 58 642 43 24 57

23 372 25 27 107 457 32 23 73 473 32 18 58

24 337 20 24 120 551 32 26 80 654 38 26 66

25 353 14 21 150 644 27 27 102 511 21 17 78

26 492 20 26 133 491 20 23 115 414 17 14 86

27 302 18 25 142 372 22 18 84 189 11 11 97

Signs: i week number, m number of weeks
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4 Analysis of Container Terminal Productivity

There are two modes of operation to be distinguished for the handling equipment:
productive operation in the course of handling operations, whereby all systems are
activated; and unproductive operation, whereby the equipment is on and idle and no
operations are being carried out (engine standing idle). The value of productive
operation is almost equal to 80 %, while in the case of unproductive operation time,
the value is 21 %.

4.1 Fuel Consumption Costs

The second stage of the study consisted in processing the data necessary to calculate
indicators relating to fuel consumption G, and costs C of operation of the handling
equipment. One of the assumptions relates to fuel price p = 4.29 PLN. The fol-
lowing section presents the method of calculations and the results obtained for two
items of handling equipment.

(1) Equipment DRF RS1:

G ¼ ec
tc
: ð1Þ

G ¼ 14182
965

¼ 14:7
l

mth
;

C ¼ G� p; ð2Þ

C ¼ 14:7� 4:29 ¼ 63:10 PLN,

where,
ec total quantity of consumed fuel [I],
tc total operation time of the equipment [mth],
G fuel consumption,
p unit price per litre of fuel,
C cost of mth

Fuel consumption per time unit (mth) amounts to 14.7 l, while the fuel cost for
that unit is PLN 63.10.

Taking into account the fuel costs, they vary considerably, depending on
equipment operating time as well as the number of handling operations. The highest
fuel costs in the container terminal were incurred in week 24, which amounted to
PLN 6 057.6. In most cases, the fuel costs exceeded PLN 2 000. For unproductive
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operations, the costs are not significant; however, if unproductive operation is
limited, the terminal can reduce the costs and increase the profit.

(2) Equipment DRF RS2:

Based on formulae (1) and (2), it is possible to calculate indicators for the
equipment:

G ¼ 16308
1043

¼ 15:64
l

mth
;

p ¼ 15:64� 4:29 ¼ 67:10 PLN

While comparing the results of calculations with the other equipment, the costs
are slightly higher than for the first equipment. This situation results from mini-
mally more frequent operation of the machine and slightly more handling opera-
tions completed.

The chart in Fig. 2 concludes that the highest costs associated with equipment
operation were generated in Week 20, i.e. PLN 5 904. 8. For the studied period, the
costs exceeded PLN 3 000 in 13 weeks.

5 Suggested Method

The solution [41] to the problem is based on three steps, which can be recorded
as an ordered three of S;V ;Dh i, where: S is task performance status, V is task
performance value, and D is task performance order.

Fig. 2 Fuel consumption costs in individual weeks, consumed by the equipment DRF RS2
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(1) Task performance status.

In the discussed approach, after reports are entered in the order fulfilment sys-
tem, a check is first performed to see whether a task from the list can be performed
or whether another task with another status value must be performed first. For the
purposes of the model, it has been decided that tasks with a lower status value have
a lower rank. It has been assumed that the value of the parameter can fall within the
following range: S = {0, 1, 2, …, n}.

As regards the list of containers that must be unloaded from the carriage to the
container yard, the performance of this part of the method is the verification of
the expected storage time of arriving containers and containers already stored. The
point is that containers unloaded from the carriage may not block those which will
be used for subsequent transport sooner. Therefore, the statuses of containers on the
carriages and on the yard are compared as well as statuses of containers for
unloading. If the i-th container is intended for earlier release than the j-th container,
then Si > Sj.

If containers are to be released at the same time, their status values can be the
same.

(2) Task performance value:

Another parameter of the presented approach is the task performance value V. In
its general meaning, the “value” can pertain to the observed value selected by the
decision-maker. In practice, with the operation time schedule, attention is usually
paid to the time of a single task performance, its cost and distance, usually in search
of the minimum value of the quantities listed.

In the discussed case of unloading operations at an intermodal container ter-
minal, the order fulfilment time was adopted as the time of order fulfilment, i.e.
moving container from the carriage to the yard.

Attention is paid to the fact that values of performing the same task are different
for a classical gantry crane, different for a reach stacker; they also differ if the
container is placed on the first layer as compared to being placed higher.

(3) Task performance order:

Establishing the value of task performance does not answer the question related
to the order in which they should be performed. As a result, the discussed approach
to the performance of a cycle of orders is complemented by the value of the
sequence of task performance marked as D where D = {0, 1, 2, …, n}.

The time (or another “value”) needed for conversion (or preparation) required to
perform the next task must be determined. An analysis of the required “preparation”
times will make it possible to define the order of task performance when the
adopted value will be the lowest (or the highest in the case of looking for solutions
with the maximum value). The time needed to get from the container placement
location to the next containers to be unloaded will be defined. In this way, a tree of
task performance variants can be prepared, where the node is the trip of the con-
tainer from the carriage to the storage place, the branches, on the other hand, defines
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values of the trip time to the places, from which subsequent loading units are taken.
The choice of path with the lowest sum of values will facilitate the procurement of
the sequence of nodes travelled, i.e. the sequence of task performance.

6 Analysis of Method Usefulness

In order to verify the usefulness and applicability of the method, as many as 4
variants are suggested (see Table 2), so as to compare fuel consumption costs
before and after the method is employed.

The variants determine possible fuel cost savings once the method has been
applied. Variant V is an output variant for the actual object prior to method
application. The chart presenting fuel cost savings for the first equipment is pre-
sented in Fig. 3.

Table 2 Possible variants of fuel cost reduction

Variant no. Variant I (%) Variant II (%) Variant III (%) Variant IV (%) Variant V (%)

Productive
operation

−20 −30 −20 −30 100

Unproductive
operation

−20 −20 −30 −30 100

Fig. 3 Chart presenting fuel cost savings after application of various variants to DRF RS1
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For the first equipment, Variant IV provides the best results. In this case the
savings amount to PLN 1 500, whereas Variant I results in the lowest savings.

By analysing the chart in Fig. 4, similar to the case of the first equipment,
Variant IV provides the highest savings, whereas Variant I results in the lowest
values. Here the savings amount to PLN 1 700.

7 Summary

Ground terminals are an important element of the intermodal transport chain. From
the point of view of the intermodal transport operators the main problem is an
economic efficiency and the reliability of the performed operations in terminals.
Unproductive move limitation is a difficult task that has not yet been solved. The
solution discussed in this article focuses on simple heuristics closed to three steeps:
assigning majority of operations, its values, and preparing proper order of them. As
a result of the implementation of SVD schema can be obtained reduction of fuel
consumption of up to 40 %, at the same time increasing the operational potential of
cargo handling machinery.

Fig. 4 Chart presenting fuel cost savings after application of various variants to DRF RS2
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Scheduling in Grid Based on VO
Stakeholders Preferences and Criteria

Victor Toporkov, Dmitry Yemelyanov, Alexander Bobchenkov
and Alexey Tselishchev

Abstract A preference-based approach is proposed for Grid computing with regard
to preferences given by various groups of virtual organization (VO) stakeholders
(such as users, resource owners and administrators) to improve overall quality of
service and resource load efficiency. A specific cyclic job batch scheduling scheme is
examined which performs job flow scheduling balancing between the VO stake-
holders’ conflicting preferences and policies. Two different job scheduling evalua-
tion functions are proposed to implement fair resource sharing mechanisms.

Keywords Distributed computing � Grid � Stakeholders � Preferences �
Scheduling � Virtual organization � Economic models � Job batch

1 Introduction

In distributed computing with a lot of different participants and contradicting
requirements the most efficient approaches are based on economic principles [1–6].
Two established trends may be outlined among diverse approaches to distributed
computing. The first one is based on the available resources utilization and appli-
cation level scheduling [1, 7, 8]. As a rule, this approach does not imply any global
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resource sharing or allocation policy. Another trend is related to the formation of
user’s virtual organizations (VO) and job flow scheduling [9, 10]. In this case, an
external scheduler, e.g. a metascheduler or a meta-broker [9], is an intermediate
chain between the users and local resource management and job batch processing
systems.

VOs, on one hand, naturally restrict the scalability of resource management
systems. On the other hand, uniform rules of resource sharing and consumption, in
particular based on economic models, make it possible to improve the job-flow
level scheduling and resource distribution efficiency.

In most cases, VO stakeholders pursue contradictory goals working on Grid. VO
policies usually contain mechanisms of interaction between VO stakeholders, rules
of resource scheduling and distribution and define user shares either statically or
dynamically [11, 12]. Besides, VO policy may offer optimized scheduling to satisfy
both users’ and VO common preferences, which can be formulated as follows: to
optimize users’ criteria or a utility function for selected jobs [3, 13], to keep
resource overall load balance [14], to have job run in strict order or maintain job
priorities [15, 16], to optimize overall scheduling performance by some custom
criteria [17, 18], etc.

Users’ preferences and VO common preferences (owners’ and administrators’
combined) may conflict with each other. Users are likely to be interested in the
fastest possible running time for their jobs with least possible costs whereas VO
preferences are usually directed to balancing of available resources load or node
owners’ profit boosting. In fact, an economical model of resource distribution per se
reduces tendencies to cooperate [19]. Thus VO policies in general should respect all
members to function properly and the most important aspect of rules suggested by
VO is their fairness. A number of works understand fairness as it is defined in the
theory of cooperative games, such as fair quotas [12, 20], fair user jobs prioriti-
zation [5, 16], and non-monetary distribution [21].

In many studies VO stakeholders’ preferences are usually ensured only partially:
either owners are competing for jobs optimizing only users’ criteria [2, 3], or the
main purpose is the efficient resources utilization not considering users’ preferences
[5], sometimes multi-agent economic models are established [1, 8] which are not
allowing to optimize the whole job flow processing.

The cyclic scheduling scheme (CSS) [22, 23] has fair resource share in a sense
that every VO stakeholder has mechanisms to influence scheduling results pro-
viding own preferences. A flexible approach that takes into consideration VO users’
preferences and finds a balance between VO common preferences and users’
preferences in some cases in the framework of the CSS is discussed further. The rest
of the paper is organized as follows. Section 2 presents a general cyclic scheduling
concept. The proposed VO preference based scheduling technique is presented in
Sect. 3. Section 4 contains settings for the experiment, and Sect. 5 contains the
simulation results for the proposed scheduling approach. Finally, Sect. 6 summa-
rizes the paper.
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2 Cyclic Scheduling Scheme and the Fair Resource
Sharing Concept

Scheduling of a job flow using CSS is performed in time cycles known as
scheduling intervals, by job batches [24]. The actual scheduling procedure consists
of two main steps. The first step involves a search for alternative scenarios of each
job execution or simply alternatives. An alternative for a single job represents a
determined computational resource subset, having start and finish times inside the
scheduling interval boundaries. During the second CSS scheduling step the
dynamic programming methods [23] are used to choose an optimal alternatives’
combination with respect to the given VO criteria. This combination represents the
final schedule based on current data on resources load and possible alternative
executions.

Alternatives have time (T) and cost (C) properties. In particular, alternatives’
time properties include execution CPU time (overall running time), execution start
and finish times, total execution runtime. Thus, a common optimization problem
may be stated as either minimization or maximization problem of one of the
properties, having other fixed or limited, or involve Pareto-optimal strategy search
involving both kinds of properties [7, 9, 14]. For example, total job batch execution
time minimization with a restriction on total execution cost (T ! min, lim C).

Alternative executions for each job may be obtained for example as auction-
based offers from resource owners [1, 2], as offers from local scheduling systems
[3] or by some directed search procedures in a distributed environment [1, 25].

The concept of a fair resource sharing in VO suggests that all stakeholders of a
VO should be able to influence scheduling results in accordance with their own
preferences. In order to implement such a mechanism, the resource request
alongside with a user job has a custom parameter: a user scheduling criterion. An
example may be a minimization of overall running time, a minimization of overall
running cost etc. [25]. This parameter describes user’s preferences for that specific
job execution and expresses a type of an additional optimization to perform when
searching for alternatives.

The first step of CSS employs a sequential procedure to collect alternative
variants for each job of the batch according to the specified optimization criteria. If
a batch is considered as a queue, jobs placed at the top take advantage during the
search for alternatives and end up with more possible and suitable alternative
executions on average (while those jobs that reside at the bottom risk to get
unscheduled). The second step of CSS uses alternatives’ sets formed according to
users’ preferences and, thus, users have means to affect the scheduling results.

However, the second step of CSS is based on administrators’ criteria and does
not normally take users’ preferences into account. Trying to meet best average load
criteria for example, the system may schedule a single job to run according to the
worst alternative from a perspective of a user that has originally submitted that job
and user’s criteria.
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3 Alternative Optimization Based on Users’ Preferences

The approach described above has a distinct imbalance. VO administrators in
general have much stronger impact on final scheduling results as their criteria (also
known as VO common preferences or policy) are employed at the final step of CSS.

In order to recover the balance between VO administrators and users a new type
of property is introduced for an alternative. Let us denote that as U (user utility) and
treat is as we do with T (time) and C (cost).

So then the second step optimization problem could be in form of: (C ! max,
lim U), (U ! min, lim T) and so on. Utility for each alternative stands for some
value corresponding to a user criterion specified to the resource request for the job.
We define U so that the more some alternative corresponds to user’s preferences the
smaller is the value of U.

Thus, the formal statement of the second step optimization problem for n jobs of
the batch could be written as:

f ð�sÞ ¼
Xn

i¼1
fiðsjÞ ! extr, uiðsjÞ� ui � u�; ð1Þ

where fiðsjÞ is efficiency [24] of an alternative sj for job i based on VO preferences,
uiðsjÞ is a utility for this alternative from the perspective of user, ui is a partial user
utility sum value (for example for jobs i; iþ 1; . . .; n or i; i� 1; . . .; 1), u� is a
general limit on user utility for the whole batch, and �s ¼ s1; . . .; sj; . . .; sn.

Average utility Ua ¼ u�=n which is correlated to the restriction u� in (1) and can
be used to simplify the further analysis.

We consider the two main approaches to represent a user utility function.
Assuming that the first alternative found on the first step of CSS is in most cases the
best for all users, let the custom utility function be an alternative order U ¼
0; 1; 2; . . .; etc. We will call it an order utility function.

Another approach that has proven to be more flexible is based on the relationship
to user-defined optimization criteria. The first alternative found for a job provides the
best possible value Zmin of the user-defined criterion which corresponds to the
left interval boundary (U ¼ 0%), the value of the last alternative found for the job—
as the “worst” of all possible ones, corresponds to the right interval boundary
Zmax (U ¼ 100%). In the general case for each alternative with the value Z of the
optimization criterion, U is set depending on its position in ½Zmin; Zmax� using the
following formula: U ¼ Z�Zmin

Zmax�Zmin
� 100%.

Thus, each alternative gets its utility in relation to the “best” and the “worst”
optimization criterion values user could count on according to the priority of tasks
in the batch. Examples of user utility functions for a job with four alternatives and a
cost minimization criterion are presented in Table 1.

Using this approach one can describe the optimization task for the second step in
CSS as follows: minimize the total job batch execution time while on average
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ensuring the usage of alternatives with 0–20 % deviation from the best possible
scheduling result (T ! min, lim Ua ¼ 20%).

4 Experiment Settings

An experiment was prepared as follows using a custom distributed environment
simulator [26] comprising both application and job-flow scheduling levels.

Virtual organization properties:

• The resource pool includes 100 heterogeneous computational nodes with a
relative performance indicator distributed evenly on [2, 10] interval.

• A specific cost of a node is an exponential function of its performance value
(base cost) with an added variable margin distributed normally as �0.6 of a base
cost.

• The scheduling interval length is 600 time quanta.
• The initial resource load with owner jobs is distributed hyper-geometrically

resulting in 5–10 % time quanta excluded in total.

Job batch properties:

• Jobs number in a batch is 40.
• Nodes quantity needed for a job is an integer number distributed evenly on

[2, 6].
• Node reservation time is an integer number distributed evenly on [100; 500].
• Job budget varies in the way that some of jobs can pay as much as 160 % of

base cost whereas some may require a discount.
• Every request contains a specification of a custom criterion which is one of the

following: job execution runtime, finish time and overall execution cost.

During an experiment a VO and a job batch is generated. Then CSS is applied to
solve the optimization problems with a total utility limited. The results can be
examined to analyze processes and the efficiency of the fair resource sharing model.

The important feature of the present study is how users’ preferences comply with
a VO common policy and optimization. It is evident that if all VO stakeholders
(including both users and administrators) are interested in overall running time
minimization then the best strategy is to select the first alternatives found for each
job. A more complex optimization from (1) is required otherwise.

Table 1 User utility examples for a job with execution cost minimization

Job execution alternatives Execution cost Order utility Relative utility (%)

First alternative 5 0 0

Second alternative 7 1 20

Third alternative 11 3 60

Fourth alternative 15 4 100
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Thus, an experiment is conducted for studies of the following combinations of
VO member’s preferences:

• The mixed combination: only a half of jobs comply with VO preferences.
• The conflict combination: all jobs have custom scheduling criteria that fully

contradict VO preferences.

5 Experimental Results

Two series of experiments were carried out for combinations listed above.
The conflict combination had the overall job batch execution cost maximized

(owners’ criterion) with alternatives utility limited (C ! max, lim U). At the same
time for all VO users a criterion is set to minimize each job’s execution cost. Thus,
VO owners’ preferences are clearly opposing users’ ones.

The mixed combination had the overall cost maximized as well, but only half of
jobs voted for cost minimization, the other half had time optimizations (finish time
and running time) preferred.

Let us review scheduling results while using relative alternative scoring
parameter in regards of user preferences satisfaction. As it can be observed from the
diagram, with the utility constraint Ua increasing the total cost C increases as well
and reaches its maximum when there is no actual constraint: maximum cost is
reached with Ua ¼ 100%. In other words, when there is no constraint on the utility
(Ua ¼ 100%), resulting job cost has the maximum possible value, and in case when
the utility restriction is the most stringent (Ua ¼ 0%), the resulting cost is the
minimum possible. So, by setting the restriction on Ua it is possible to establish
some fair scheduling VO policy balanced between common (VO’s) and local
(users’) goals. The result achieved with a Ua � 100% constraint corresponds to the
cycle scheduling scheme described in [24].

A horizontal dashed line in Fig. 1 marks the average between the maximum (VO
administrators’ preferences) and minimum (VO users’ preferences) cost values
achieved in the experiment representing the compromise value. This mutual
trade-off average job execution cost value in a conflicting combination is achieved
when limiting Ua to Ua ¼ 25%, i.e. when the alternatives, that, on average, are not
more than 25 % worse, than the best value for user criterion, are scheduled for
execution.

Figure 2 shows the average task cost execution for mixed and conflicted com-
binations together. Cost diagram for a mixed configuration is flatter, the minimum
value is greater, and the higher values of the optimization criterion (C) are achieved
in comparison to a case of a fully conflict preferences combination given the same
value of the user constraint. These features allow VO administrators to have more
optimization possibilities owing to the tasks with correlating criteria. The same
behavior can be seen when using order function as a user utility for possible
alternative executions.
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Cost diagram for both conflict and mixed preferences combinations is presented
in Fig. 3. The graphs changes monotonically from minimum possible cost value
(with constraint Ua ¼ 0 to a maximum cost value (achieved when Ua ¼ 5:3). As
average number of alternatives found for a single job during the experiments was
6.3, the constraint Ua ¼ 5:3 means the VO policy was able to schedule any
alternative including the last one with minimum user criteria value (i.e. without any
real constraints).

The average cost value when using order function in a conflict preferences
combination reached with only Ua ¼ 1 restriction when on average the second best
alternatives are selected for each job. These results can be compared to a Ua ¼ 25%
restriction needed for a compromise scheduling solution when using a relative
utility function. Consequently Figs. 1, 2 and 3 show that VO administrators have

Fig. 2 Average job execution cost comparison in a total job batch cost maximization problem
with both conflict and mixed preferences combinations and a relative utility function

Fig. 1 Average job execution cost in a total job batch cost maximization problem with a conflict
preferences combination and a relative utility function

Scheduling in Grid Based on VO Stakeholders … 511



considerably wide range of options for optimizing the job flow scheduling with
relatively little trade-offs for the VO users.

This advantage especially shows up in a case of mixed preferences. Let us
consider Fig. 4 to explain this effect. Presented on this figure is the average
resulting value of user relative utilities chosen during the scheduling for jobs with
different user optimization criteria. In addition, the dashed line represents the actual
average value of the user utility for the whole job batch. It can be observed that the
relatively smaller average user utility value in a mixed case is provided by the jobs
with criteria correlated to the VO optimization criteria. Thus, jobs tending to
minimize runtime and finish time have utility value below the average while the
jobs with a cost minimization criterion have utility value significantly above the
average. It can be explained as jobs executed in a less time use on average more
expensive resources and their criteria are in some accordance with common VO
criteria (cost maximization). Jobs tending to minimize the execution cost are con-
flict with the VO preferences. Therefore, the best optimization strategy is to choose

Fig. 3 Average job execution cost comparison in a total job batch cost maximization problem
with both conflict and mixed preferences combinations and an order utility function

Fig. 4 Resulting utility
values for jobs with different
optimization criteria in a total
job execution cost
maximization problem
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the first best alternatives for jobs having correlating criteria and the end-of-list
alternatives for jobs having conflicting criteria.

This way, the advantage of the VO administrators in a mixed case has been
reached mostly on account of ignoring the preferences of users with conflicting
criteria.

6 Conclusion and Future Works

In the present paper, a problem of finding a balance between VO stakeholders’
preferences to provide fair resource sharing and distribution is studied. In the
framework of the cyclic scheduling scheme an approach is proposed which involves
user utility combined with time and cost criteria for overall scheduling efficiency
estimation. In our work two different utility functions were considered and studied.
The order function is based on alternatives, and the priority relative function is
based on the relationship to user-defined optimization criteria.

An experimental study included simulation of a job flow scheduling in VO.
Different combinations of VO stakeholders’ preferences were studied: for example,
when some users are in compliance with VO preferences and others being not.
A problem of finding a compromise solution which ensures fair resource sharing for
scheduling problem is reviewed separately. The experimental results prove the
mentioned scheduling scheme suggest tools to establish efficient cooperation
between different VO stakeholders even if their goals and preferences are contra-
dictory and to find a balance between VO preferences and those of its users and
resource owners.

Further research will be related to additional mechanisms development in order
to find a scheduling solution balanced between all VO stakeholders.
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Vulnerability of Passenger Transportation
System—The Main Information Provided
by Key Stakeholders. Case Study

Agnieszka Tubis and Sylwia Werbińska-Wojciechowska

Abstract In the presented paper, authors focus on the issues connected with
passenger transportation system vulnerability assessment. Following this, in the
article the authors investigate the problem of information needs that make possible a
full risk analysis performance for municipal transport system. Thus, there is pre-
sented a short literature review connected with assessment methods used in the
analysed research area. There are also defined the main definitions. This gives the
possibility to define the main information system that meets of vulnerability per-
formance. There is also given an analysis aimed at investigation of potential use of
vulnerability analysis results by public transport stakeholders. Article ends with
some conclusions and directions for future research.

Keywords Transportation system � Vulnerability � Stakeholders � Information

1 Introduction

Transportation systems are subject to degradations of its services which may result
in degradation of system performance [3, 23]. This negative events are called
disruptions and may be unplanned and unexpected (e.g. vehicles’ technical failures,
accidents, natural disasters), planned (e.g. capacity reductions due to planned
construction work or repairs, planned maintenance operations), or known some
time in advance (e.g. crew strikes). The classification of transportation system
disruptions is given in e.g. [28, 32].

Such disruptions increase transportation system vulnerability, what may cause
the negative consequences for all group of stakeholders [14]. Non-efficient transport
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imposes significant costs on society in terms of environmental, safety and health
impacts [17, 25, 31]. For example it causes difficulties to rationally use resources,
reduces labour division, decrease people’s quality of life (e.g. congestions), or
distorts business activity [14, 15, 25].

Nowadays, the level of society’s dependence from achieving reliable transport
service increases. Thus, such issues as vulnerability assessment or risk management
are gaining in importance (see e.g. [2, 13, 14, 20, 33]). Taking into account the
sustainable transport idea, where a transport system should be characterized by
accessibility, quality and safety of offered services, and environmentally friendly,
properly conducted risk analysis and vulnerability analysis are the base in the
process of potential disruption occurrence controlling and risk management per-
formance (see e.g. [21, 24]).

Moreover, stakeholders’ involvement in the supply of public transport services is
necessary in order to meet the main stakeholder—passenger needs [16, 25].
Following this, supplying the passenger with the best service is connected with
creating the effective relationships between different stakeholders (municipality,
public transport company, state road maintenance service, parts suppliers, etc.). The
effective customer service is possible only when the necessary information flows
between the main stakeholders are performed. These information is to be used in
planning, managing and operating public transport processes. Taking into account,
that public transport organizations operate and develop under dynamic circum-
stances, the groups of necessary information/data, as well as the level of obtained
data, may change in time.

Following this, authors focus on the problem of information needs that make
possible a full risk analysis performance for municipal transport system. The
identification of information needs is based on vulnerability analysis requirements,
stakeholders’ expectations, and current information base developed by chosen
passenger Transport Company in Poland. Thus, the remainder of this paper is
organized as follows: Sect. 2 introduces the short literature review connected with
assessment methods used in the analysed research area. There are also defined the
main definitions and key stakeholders of public transport system. Section 3 presents
the main information system that meets information needs of vulnerability analysis
performance. Section 4 is aimed at investigation of potential use of vulnerability
analysis’ results by public transport stakeholders. Section 5 concludes the paper.

2 Vulnerability of Transportation Systems—
Transportation, Stakeholders, Assessment Issues

The proper definition of vulnerability analysis’ information needs requires the short
introduction with the main definitions connected with investigated research area.

For any transportation system, its main function is to realize the movement of
persons and goods from A place to place B by safety and efficient way with
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minimum negative impact on the environment [9]. Additionally, to ensure the
functionality of the transport system is defined as the ability of the system to meet
the requirements of the mobility of passengers/cargo and uninterrupted movement
of people and goods in time and space, taking into account e.g. social and eco-
nomic objectives of the society, including e.g. [9, 11, 30]:

• means of transport availability,
• requirements conducted by law regulations,
• the principle of social justice,
• environmental factors (ecology),
• performed transport work,
• safety and security.

In addition, the identification of the transport system requires knowledge of basic
elements, such as (Fig. 1) [9, 11]:

• infrastructure,
• system elements (means of transport)—the knowledge about the type its

quantity, reliability characteristics,
• humane resources,
• information flow,
• performed maintenance and operational tasks, and rules for their organization,
• elements influencing the decision-making process in the system.

Based on this, it is possible to define the transportation system of Poland as a
system of demand and supply markets interconnected by material and information
flows in which the processes involved in the movement of people/cargo are carried
out in an economically efficient manner while maintaining an appropriate level of
service [10]. In this sense, the system covers the whole country geographically.
Moreover, this definition is also in line with the objectives of sustainable devel-
opment strategy [8].

For the purpose of this article, authors focus only on the public transportation
system that operate in chosen city in Poland (Lower Silesia region). The analysed
system offers passenger transport service (by city buses and trams) which is
available for use by the general public in the city agglomeration. Following this,

Fig. 1 Transportation system
and its elements. Source Own
contribution based on [11, 27]
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there are a number of actors currently involved in the planning and organising of
public transport in the chosen city. For example, based on work [19], there can be
defined at least 7 key stakeholders, when the buses/trams are treated as tools and as
end products in the supply chain. These stakeholders are passengers, operator,
federal and state government, bodywork manufacturer, industry body and chassis
manufacturer. Developing transportation system model for given city agglomera-
tion (Fig. 2) there were defined three groups of stakeholders that play a role in
terms of public transport planning and decision making- passengers, a municipal
carrier and local government.

The performance of public transport system may be interrupted by internal
and external disruptions that influence the travel behaviour of key stakeholder—
passengers. To effectively prevent and minimize the effects of occurred disruptions,
there should be periodically conducted risk and vulnerability analyses.

The concept of transport system vulnerability is analysed in multidimensional
way in the known literature. Thus, there is no one commonly recognized definition
that would be efficient in every research investigations [18]. One of the first work
that defines the transportation vulnerability is [2]. Author in this work defines
transportation vulnerability in terms of road network serviceability. This definition
is broadly used in the literature and valid for most of the transportation systems
performance [18].

Another approach to the definition of transportation vulnerability refers to the
measure of probability of an unwanted event (disruption) occurrence and the
consequences of a disruption appearance/critical elements not performance (see
e.g. [7, 12, 14, 16]). Another definition is proposed by Ouyang et al. in work [20],
where authors defines vulnerability as decrease in the performance level due to an
unwanted/troublesome event occurrence. A brief summary of the vulnerability
literature is proposed e.g. in works [18, 22].

Fig. 2 Transportation system model with taking into account the key stakeholders. Source Own
contribution based on [5, 27]
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There can be found a lot of works in the current literature that are aimed at
transportation system vulnerability assessment (especially transportation network
vulnerability assessment). The developed approach proposes some methods as well
as measurement indexes, see e.g. works [1, 6, 24, 26, 29].

To sum up, recently published works on transportation system vulnerability
assessment focus mainly on the investigation of transport network performance
during its nodes disruption occurrence. There is no research aimed at problem of
transportation systems vulnerability assessment treated as prediction element being
implemented in the process controlling system, whose task is to ensure the cor-
rectness of passenger service processes performance. Furthermore, the proper
implementation of the vulnerability analysis requires data gathering and processing
as well as cooperation between key stakeholders. This issue is investigated in the
next sections.

3 The Main Information System that Meet Information
Needs of Vulnerability Analysis Performance

In the previously conducted research work, the authors have developed a model of
vulnerability analysis as a tool for a process controlling tailored to the needs of the
public transport company. The procedure involves three stages of implementation:

• identification of internal and external disruptions to the public transport system
performance,

• scenario planning aimed at preventing and reducing the effects of potential
hazards occurrence,

• audits focused on improving the system response to identified threats.

Comprehensive analytical procedure is presented in [28].
In order to prepare a comprehensive vulnerability analysis there is necessary a

cooperation of many organizations who act as stakeholders in the system of public
transport. At the same time, there can be distinguished three main groups of
stakeholders (Fig. 3):

(1) The company providing passenger transport services in the field of public
transport,

(2) The organizer of public passenger transport in the agglomeration, which is
responsible for giving service permits, licenses, etc. On the basis of the Public
transport from 16 December 2010, the organizer of municipal passenger
transport is the Municipality of given agglomeration,

(3) passengers that using municipal transport services.

Only the first two organizations are to be responsible for preparing vulnerability
analyses, while passenger are primarily the beneficiaries of their results in the form
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of procedures, guidelines and provided information. Both stakeholders are
responsible for preparation of vulnerability analyses tailored to their decision-
making processes and level of responsibility for public transport performance.
These analyses mostly relate to the same issues (e.g. risk of transport performance
quality decrease), but due to the identified different types of risks, they are
complementary.

Research conducted by the authors are focused mainly on preparing the vul-
nerability assessment method adapted to the needs of the transport company.
However, the limitation mainly to the data being at disposal of the transport
company is insufficient from the point of view of the adopted scope of analysed
areas. It should be noted, that the transport company is responsible only for
transportation service organization (and therefore for the quality of provided ser-
vices) and for used fleet of vehicles. Following this, in the Fig. 3, there are pre-
sented the main information flows from public transport key stakeholders that
supply the data base used for vulnerability analysis performance. According to the
scheme, the transportation carrier is to be supplied the developed information
system with data concerning mainly:

• vehicles operational and maintenance data (including primarily quantity,
capacity, condition, age),

• available human resources (including in particular the operational staff—drivers,
mechanics, dispatchers),

Fig. 3 The main information flows from the public transport key stakeholders and database
developed for vulnerability analyses performance
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• service quality parameters (including in particular the frequency of service,
punctuality, safety, comfort),

• efficiency, reliability and complexity of IT systems (including primarily support
systems for on-board computers in vehicles, financial and accounting systems,
repair and storage systems, measurement systems),

• reliability of logistics systems that support warehouse management and material
flow management within the enterprise,

• procedures for crisis management that are obligated in the company,
• IT systems to support processes of cars monitoring,
• system of communication with passengers and the company’s internal com-

munication system.

Other elements of the municipal transport system highlighted in the analysis
(stops, the remaining urban transport infrastructure, and IT support) remain in the
management of other defined group of stakeholders. Thus, in the example of
Wroclaw city, the main tasks connected with municipal transport organization
performs Mayor of Wroclaw. Therefore, we can distinguish the following units of
the Municipal Office and Municipalities budgetary units jointly responsible for the
planning and organization of the transport system:

• Department of Real Estates and Maintenance → Department of Transportation,
including: Department of Public Transport Management and Team for
Cooperation with the Traffic Management Centre and Public Transport,

• Department of Infrastructure and Economy → Team for Transport
Development and the Department of Urban Engineering

• Road and City Maintenance Authority.

These Local Office units should prepare vulnerability analysis for planning their
own activities, and then in the framework of improving urban transport security
system, make available the required data to the carrier. Priority should be given here
for information on:

• operation and maintenance of road infrastructure,
• operation and maintenance of rail infrastructure,
• planning timetables,
• performance and management of passenger information system,
• functioning of the Intelligent Transport System and obtained measurements;
• ticket distribution system,
• results of audits in quality of transport services,
• IT systems to support monitoring of the city.

The information exchange should of course be bilateral. The carrier also must
provide the necessary data to the Municipal Office and supplying its information
system. In this way, it would increase the efficiency and accuracy of performed
analysis, which positively affect the quality of the planning and transportation
system reliability.
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The information system developed for vulnerability analysis should also be
supplied by data from such Local Offices as the Development Office of Wroclaw
and Wroclaw Investments. Data transferred from these units will focus on the urban
development plans and the development of public transport, which on one hand
may affect the identification of controlled hazards (e.g. the planned shutdown of
selected sections of routes) and generate the occurrence of uncontrolled events
(e.g. increased risk of road incidents).

4 Vulnerability Analysis and Their Potential Use
by Public Transport Stakeholders

Vulnerability analysis is focused on increasing the reliability of the public transport
system and improvement of its resilience to emerging hazards. Therefore, identi-
fication of potential disruptions occurrence is only the first step of the procedure,
which must be continued in the form of scenario planning and preparation of hazard
procedures in the event of an emergency.

Currently, both groups of stakeholders (carrier more narrowly, the organizer of
transport in a wider range) identify possible hazards/disruptions to the public
transport system in the frame of crisis management, but this is done only for their
own needs. According to the authors, there are currently close collaboration
between distinguished groups of stakeholders in the framework of preventive
actions performance. Cooperation is usually taken only when one of hazard events
occur, when it is only possible to take corrective actions to limit the damages.

Meanwhile, cooperation in this field seems to be necessary and should not only
pertain to information about current local events, technical failures and natural
disasters. Crisis Management Centre of the city of Wroclaw in their duties is
keeping records of random events, technical failures and natural disasters, which
significantly disrupted the functioning of the city of Wroclaw and documenting
their progress [4]. These data should constitute the basis for determining the
probability of these disruptions occurrence in the future, which contributes sig-
nificantly to vulnerability analysis performance developed by municipal transport
company. Nowadays, there is a lack of assessment analyses that would support
decision-making processes of managers in the organization.

City Office is also responsible for preparing appropriate emergency response
procedures, which should form the basis scenario prepared plans aimed at elimi-
nating the effects of events not controlled by the carrier. At the same time, prepared
in the frame of controlling scenarios for transport company may form the basis for
the preparation of proposed solutions submitted by the Crisis Management Centre
to local authorities in case of emergency occurrence. To make this possible, both
groups of stakeholders need to cooperate in the course of predictive and preventive
actions performance.
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The results of the conducted analysis and prepared on its base performance
scenarios should also take into account the information needs of the third group of
stakeholders of public transport system, namely its users. Research conducted by
students of Wroclaw University of Technology in November–December 2014 and
November–December 2015 clearly indicated that passenger information systems do
not meet expectations in case of emergency. At the same time, the current com-
munication infrastructure allows for proper and up-dated information for passengers
about occurred disturbances and activities performed to limit their consequences.
Thus, one of the key success factor—the system of communication/information
sharing fails.

5 Summary

The results presented in this paper are a continuation of research conducted by the
author in the area of development of the concept of vulnerability adapted to the
needs of a transport company and being a tool in the process controlling system.
The effects of this study clearly demonstrate the need for strong cooperation
between the different groups of stakeholders in the area of a comprehensive vul-
nerability analysis development. Every organization gathers and analyses specific
data whose acquisition is both time consuming and capital intensive. Thus, in order
to ensure the effectiveness of forthcoming analysis and its actuality, it is necessary
to achieve a cooperation between transport company and the organizer of public
transport. This cooperation should mainly involve the exchange of data and sce-
nario planning process, but also should include providing of information about the
control of the correctness of taken assumptions.

The planned further research in this area are to be focused on a comprehensive
vulnerability analysis performance for the analysed passenger transport company
and use of obtained results to improve their business.
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Asynchronous System for Clustering
and Classifications of Texts in Polish

Tomasz Walkowiak

Abstract The paper presents an online system for clustering and classification of
texts in the Polish language. It allows running complex workflows of language and
machine learning tools. A high throughput and low latency was achieved by an
asynchronous style of programming and a usage of message oriented middleware—
RabbitMQ. Authors discuss the architecture assumptions, the language processing
modelling notation for a workflow definition and the system architecture.
Moreover, a sample Single Page Application is presented that clusters uploaded
corpora and shows results online.

Keywords Natural language processing � Polish language � Web application �
Clustering � Classification

1 Introduction

Computer-based text analysis is nowadays becoming more and more popular. It
includes such tasks as information retrieval, data analysis, classification, genre
recognition and sentiment analysis [9]. It became usable due to three reasons:
amount of data, availability of language tools and computational resources. First,
we have large amounts of textual data in digital format. Starting from official
publications (books, journals, newspapers and magazines), through on-line publi-
cations (web pages, blogs, posts, tweets), to personal communications (e-mails,
SMSs). Secondly, language and machine learning tools are under development for
many years. For almost all popular languages, tools like taggers [10], name entity
recognizers [6] and parsers [14] are available. The most mature, in sense of
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accuracy, speed and code stability, are tools for English (for example NLTK1).
Thirdly, since processing of large texts requires a huge computational power, an
availability of computer resources (university data centers, private or public clouds)
become an important factor for a widespread of computer-based text analysis.

However, building its own computer-based text analysis workflow is a prob-
lematic process, especially for researchers without an experience in computer
engineering. Large number of tools, especially for non-English languages, like
Polish, are very hard to be installed and integrated [11]. It is mostly due to a fact
that they were developed as a research code to verify proposed by authors’ algo-
rithms. Moreover, language tools are being developed in different technologies
(like C++, Python, Java, R and OCaml). They are very often unstable and hard to be
scaled. These problems are overcome by making linguistic tools available in
Internet [13] and developing web based applications, which allows to process text
data online. It allows researcher to use already installed and tested tools. In case of
Polish, such functionality has Multiservice [7] and multilingual WebLicht [5] that
includes tools for Polish language.

However, these tools were not designed for processing large corpora and they
are not very efficient. They add a large time overhead due to data transmission and
exhaustive data formats. Moreover, they are only language tool oriented, lacking
machine learning tools. Additionally they allow constructing simple pipelines of
tools, not more sophisticated workflows as is required for clustering or classification
tasks.

That is why authors design and built a web accessible system for clustering [14]
and classifications of texts in Polish. One of the system requirements was to provide
high throughput and low latency. The system was built based on the experience
gained during development of the test engine [9, 11, 12]. Section 2 describes
architecture assumptions. Presented there workflows for clustering and classifica-
tion allowed to define the modelling notation presented in Sect. 4. The noticed
problems in the test engine implementation (discussed in Sect. 3.1) resulted in a
redefinition of original architecture [11] as presented in Sect. 4 and a usage of
asynchronous approach (discussed in Sects. 3.2 and 3.3) achieved by a usage of
message oriented middleware [2]—RabbitMQ.2

2 Architecture Assumptions

The aim was to develop a system that will allow defining and running a workflow
of language and clustering tools. Let us analyze an example workflow for clustering
as presented in Fig. 1. As an input, we have a set of texts that we want to process by
a set of activities (marked as boxes in Fig. 1). At first, the documents are converted

1http://www.nltk.org/.
2https://www.rabbitmq.com.
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to a uniform text format (Any2txt box). Next, each text is analyzed by a
part-of-speech tagger (WCRFT2 [10]) and then it is piped to a name entity rec-
ognizer (Liner2 [6]). After it, the feature extraction module [4] comes into stage
(box named Fextorbis). A set of morphological and grammatical features as pro-
posed in [9] were used. Next, the data received from the feature extraction for each
input file has to be unified, filtered and transformed by the activity named
FeatFilter. It uses a range of methods from the system for distributional semantics
SuperMatrix [3] and statistical R package.3 Finally, a clustering tool called
CLUTO4 is run to cluster texts.

As it could be noticed part of processing of each document (pipeline: Any2txt,
WCRFT2, Liner2, Fextorbis) could be run in parallel. Next, marked by rhombus in
Fig. 1, all parallel pipelines must complete. They are merged and next processing
pipeline is called, consisting of FeatFilter and Cluto.

For classification, the other workflow must be defined, since the supervised
classification consists of two stages: learning (workflow presented in Fig. 2) and

Document (doc)

Document2 (docx)

Any2txt WCRFT2 Liner2

Documentn

Any2txt WCRFT2 Liner2

Cluto

PNG, JSON

...

Fextorbis

Any2txt WCRFT2 Liner2 Fextorbis

Fextorbis FeatFilter

Fig. 1 Text clustering workflow

Document (doc)

Document (docx)

Document (pdf)

Any2txt WCRFT2 Liner2

SVM

Model
(SVM, normalization, 

fextor parameters)...

Fextorbis

Any2txt WCRFT2 Liner2 Fextorbis

Any2txt WCRFT2 Liner2 Fextorbis

Fig. 2 Learning workflow for text classification

3https://www.r-project.org.
4http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview.
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classification (workflow presented in Fig. 3). It uses Support Vector Machine
implementation from scikit-learn5 Python package.

The defined processing activities (Any2txt, WCRFT2, Liner2, Fextorbis,
FeatFilter, SVM and Cluto) are software tools developed in different languages
(Java, C++, Python and R) and available in a form of source code or executive
binaries (CLUTO). Moreover, some of them (WCRFT2, Liner2 and SVM in
classification) have large models. Therefore, the time of loading a model is much
longer than processing a single text file. Therefore, tools have to work as services
with loaded data (models) in memory. The defined activities have a common
structure. They have one input file (or directory), set of configuration parameters
(for example defining the used model) and produces one file (or directory) as
output.

Summarizing, the proposed system has to have as an input a corpus and a
description of the workflow. Next, the workflow has to be run, calling in parallel
required language or machine learning tools. Therefore, there is a need to connect to
one another system components (language and machine learning tools). It requires
some middleware that will enable communication and management of a text
analysis process.

3 Asynchronous Communication

3.1 Analysis of the Test Engine Drawbacks

The middleware of our previous system [11] was built based on a propriety queue
system realized as a set of REST [1] services implemented in Python framework
CherryPy6 and deployed in Apache server. It was accessed via HTTP protocol in a
pooling manner. A pooling approach requires that each system component (client or
server) has to connect to a system middleware several times per seconds. It caused a
set of efficiency problems. The number of open connections is equal to number of
workers and number of texts in analyzed corpora. Therefore, it could easily exceed

Document (docx)

Any2txt WCRFT2 Liner2 Fextorbis SVM

Class name

...

ModelParmeters

Fig. 3 Text classification workflow

5http://scikit-learn.org/.
6http://www.cherrypy.org/.
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limit of number of open connections for Apache server, which is 1000. The
problem become noticeable even faster (for smaller corpora) due to a fact that used
implementations of HTTP clients (for example Python urlib2 library or Java
HttpConnect with default property “keepAlive” set on) are not closing TCP/IP
immediately. As a result, the number of open TCP/IP connections on web enlarge
limits. Second efficiency problem was caused by a usage of Python for the mid-
dleware. The standard implementation of Python prevents two threads in the same
process from running code at the same time. It results with a maximum usage of
only one processor by the middleware. It additionally limited the throughput of the
system.

The next, important element of text processing system is the workflow execution
engine. It was realized in a synchronous manner using one thread for each pro-
cessing pipeline. Therefore, the number of threads was equal to a number of files in
corpus. That caused problems for corpora with tens of thousands of texts.

3.2 Asynchronous Architecture

The processing of the workflow could be seen as a set of requests to language and
machine learning tools. The most common approach of handling a set of requests is
synchronous. It works in standard blocking input/output way. Each incoming
request is assigned to a separate thread. The request thread is blocked until the
response is not returned to the client. After that, thread goes back to the thread pool
and is able to handle another request. Such architecture in terms of handling
incoming requests has advantages, but has also some cons especially, when the
number of incoming requests grows up. In case of time-consuming operations on
the request thread, it is unable to assign it to another connection while the job is not
finished [8].

Such problems were noticed in the test engine as discussed in the previous
chapter. That is why we decided to use different architecture—asynchronous one. It
has a single thread running an event loop and waiting for incoming events. Events
are emitted by such external sources such as TCP/IP connections. The asyn-
chronous approach gets rid of context switching overhead and thread stack for each
processed request. Request thread with event loop handles event sequentially. This
thread must be fast and cannot be blocked for a long time [8].

3.3 Message Oriented Middleware

The required middleware technology should allow sending and receiving messages
in asynchronous way between different language and machine learning tools dis-
tributed in the local network. If required the messages should be queued. Such
functionality could be achieved by a message oriented middleware [2]. It is based
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on a message broker that provides common infrastructure for interactions between
distributed components of the system.

Many message oriented middleware solutions are available, like for example:
IBM WebSphere MQ, NServiceBus, Tarantool, RabbitMQ, Apache ActiveMQ or
Qpid. Among them RabbitMQ was selected as one of the mostly widespread
message oriented middleware. It is an open source message broker written in
Erlang. RabbitMQ supports many messaging protocols, among them the most
important is the AMQP7 standard. It has clients for a large number of platforms
(C++, Java, Python) as required by technologies used by language and machine
learning tools. Moreover, RabbitMQ has a good performance and scalability.

4 System Architecture

4.1 Architecture Overview

The described functionalities and the selection of message-oriented middleware
result in the system architecture presented in Fig. 4. The core of the system consists
of the RabbitMQ that queues tasks and NLPEngine that executes workflows.

The data processing is done by language and machine learning tools working as
workers. Each worker collects a task from one of queues managed by RabbitMQ.
The task consist of parameters specific for a worker (in JSON format) and name of
input and output file (or directory). The worker loads data from the Samba network
file system, processes them and returns the result to the Samba file system,
informing the NLPEngine when the task was finished. The network file system was
used to store input and output files since they can be very large. The size of text file
during processing could be enlarged by 30 times [11].

Almost all communication between system components goes through
RabbitMQ. An exception is the communication between external applications and
the LPMN engine that goes through a database. It is used to inform the web
application (by NLPREST2) of the workflow processing progress. Moreover, the
database is used for logging purposes.

The NLPREST2 grants the access to the system from the Internet. It consists of a
set of REST [1] services that allows to load files to the system, start the workflow
execution, monitor the processing, and download results. Such approach allows an
easy integration with almost any kind of application (mobile ones, web base,
desktop or server one), built nearly in any programming language. RabbitMQ sends
the received workflow to LPMN engine that sends tasks to required workers.

7https://www.amqp.org/.
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4.2 Language Processing Modelling Notation

The graphical representation of language tool workflow (Figs. 1, 2, and 3)—
Language Processing Modelling Notation (LPMN) [12], was inspired by the
BPMN.8 The notation allows defining the functionality of complex language tools
by combining simple ones. The aim of LPMN is automated processing of the
workflow. It is notated in a formal language. The gramma of which is presented in
Fig. 5.

The language consists of names of workers (rule <tool> in Fig x), source
definition (rule <source>), named outputs (“out”) and aggregation statement
(“dir”, rhombs in Figs. 1, 2 and 3). The exemplar LPMN statement is presented in
Fig. 6.

RabbitMQNLPREST2REST

Samba
file system

Worker 1
(Any2txt)

Worker 2
(fextor)

Worker 3
(WCRFT2)

Worker n
(featfilt)

Database
LPMN engine

Web applications

Standalone 
applications

Internal network

Fig. 4 The engine architecture

Fig. 5 Language Processing Modelling Notation gramma (where not presented rukes: <JSON>
defines JSON statement, <URL> proper urls)

8http://www.bpmn.org/.
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4.3 LPMN Engine

The LPMN engine is the system component responsible for running workflows and
informing external applications of processing status. It takes LPMN statements
from the RabbitMQ engine, checks LPMN syntax, sends requests to workers by
RabbitMQ, waits for a task finish and runs next tasks.

The LPMN engine is implemented in the asynchronous architecture (as dis-
cussed in Sect. 3) and communicates with workers in the remote procedure call9

style. The LPMN engine plays a role of a client and the worker a server. The engine
runs only one thread for each LPMN workflow. The processing thread sends
requests to workers (first in the pipeline) for all files defined in the LPMN workflow
sources. Next, it checks each callback queues one by one with a short timeout
(5 ms). If any task is finished, next worker (as defined in the workflow) is called. If
all requests are responded and there no more tasks to be executed the LPMN
finishes processing and stores ids of resulting output files in the database.

4.4 Web Application

To show a functionality of the engine a web application for clustering workflow
defined in Fig. 1 was developed. It is available online at http://ws.clarin-pl.eu/
demo2/webstylo.shtml. It is a Single Page Application that uses NLPREST2 web
service to run and monitor workflows on a server side.

The application allows loading texts from different sources (local files, Clarin-PL
repository10 or any URL), choosing the features for the description of documents,
setting the options for clustering (filtering method, feature, and similarity metric)
and running the workflow. The progress of processing is shown to a user.
Finally, results (Fig. 7) are presented in graphical forms in a circle and in an
interactive tree.

Fig. 6 Example of the LPMN statement

9https://www.rabbitmq.com/tutorials/tutorial-six-java.html.
10https://clarin-pl.eu/dspace.
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5 Summary

The paper presented the asynchronous system for clustering and classification of
texts in the Polish language. The system allows defining and running flexible
workflows of language (like tagger, named entity recognizer, feature extractor) and
machine learning tools (like Cluto, SVM). It is a base for developing Web appli-
cations, which process texts online.

The efficiency test showed that the system gives an overhead of less than 10 ms
per each language and machine learning tool call. The system was tested on corpus
with 35 000 files with the LPMN workflow consisted of seven workers. There were
no efficiency problems. The LPMN engine was using less than 1 % of CPU,
whereas the RabbitMQ middleware more than 200 %. It shows that the described
system is able to process very large corpora without any additional time overheads.
Of course, the time of processing of the whole corpus depends on the number of
workers run for each activity. This number is limited by an amount of available
computational resources.

In the next step, we plan to implement the system in a public cloud (like
Amazon) and a research computer grid (like PL-Grid). It should allow to process
huge corpora on demand using available computational resources.

Fig. 7 Clustering texts in Polish—web interface
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Simulation-Based Dependability Analysis
of Systems in Multiple Time-Horizons

Tomasz Walkowiak and Dariusz Caban

Abstract When designing and operating any technical system, it is essential to
take into account the possible faults that may occur during its operation.
Dependability analysis lets us determine the level of redundancy that ensures
continuity of service at an economically justified level of assurance. The analysis
tends to underemphasize the extremely improbable, simultaneous failures of all or
almost all system components. Yet, these situations should not be ignored as their
consequences are often disastrous. The use of straightforward simulation in this
case is very difficult—there is a huge disparity between the timescales of occurrence
of the various types of events (connected with system functioning, fault occurrence
and catastrophic breakdowns). The paper presents some experience with applying a
unified simulation approach to deal with these multiple time-horizons. The use-
fulness of the proposed approach is demonstrated in two test studies: a discrete
transport system and a web based information system.

Keywords Dependability � Risk analysis � State-transition model � Event-based
simulation

1 Introduction

A. Avizienis, J.C. Laprie and B. Randell proposed that dependability be defined as
the capability of systems to deliver service that can justifiably be trusted [1]. The
definition relates dependability with the functionality of systems, i.e. with their
ability to provide the functionality in presence of faults. This is closely related to
systems reliability, i.e. the probability of a device/system performing its purpose
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adequately for the period of time intended under encountered operating conditions
[2]. The cited definitions are similar, but with significant differences. These dif-
ferences in the approach address the problems encountered when trying to define
the reliability as applying to computer systems, software, or complex
information/management systems. In all these cases the occurrence of faults is
strongly related to the currently performed operations. Thus, it requires an approach
combining analysis of faults with system operation.

The system dependability encompasses various related issues: availability
(readiness for correct service), reliability (continuity of correct service), safety
(absence of catastrophic consequences on the users and the environment), security
(capability to provide service only to authorized users), confidentiality (absence of
unauthorized disclosure of information), integrity (absence of illegal system mod-
ifications) and maintainability (ability to undergo repairs and modifications) [1]. All
these concepts integrate system operation with various types and effects of faults
occurrence. There is a very significant difference in the time scales of the analyzed
events: normal operational changes, occurrence of single faults and occurrence of
very unlikely events (usually combinations of faults that may have catastrophic
consequences).

In the paper, we propose a unified approach to dependability analysis of complex
systems that combines system modelling in terms of states and transitions with
Monte Carlo simulation [8]. We underscore the problems with assessing hazards
connected with very unlikely faults or combinations of faults, requiring special
analysis techniques to deal with the disparate time horizons. The approach aims to
reuse the same simulation tools both for computing availability/reliability and for
risk assessment.

2 State-Transition System Model

A model of complex technical systems needs to encompassing resource allocation,
system reconfiguration, multiple modes of operation, etc. All these phenomena can be
described in terms of a state-transition model (S-T system model). Some diverse
examples of systems analysis, conforming to this system view, are presented in Part 4.

The considered systems realize multiple tasks that arrive on their input. These
tasks form the system workload that varies in time. The workload changes can be
characterized by some stochastic process.

The system consists of a set of resources used to perform the system input tasks.
The execution of each task involves a subset of system resources. Thus, multiple
tasks are executed in parallel involving exclusive subsets of the resources. System
configuration determines the resources allocated to the execution to the various
tasks in the system. Some resources may be idle—not allocated to any task. On the
other hand, some tasks may have unsatisfied resource requirements (empty subsets
or subsets that do not include all the required functionalities), waiting for execution
(queued).
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The allocation of resources to tasks is not predetermined. The same task may be
realized using different system resources, possibly requiring different time to
complete. Once a task completes, all the allocated resources are released to other
tasks. System configuration (allocation of resources to tasks) changes when tasks
are completed or new tasks are input. It may also change due to internal system
events, causing system reconfiguration. All these events (input, output and internal)
are further called the system operation events. The decisions concerning the
allocation of resources to tasks are driven by the system operation events. In the
considered model, we abstract from the procedures used to determine the config-
urations, concentrating on their outcomes.

System operation events occur with different intensities (different mean times
between their occurrences). These time differences are small as compared to the
times between fault occurrences. Thus, the operational events define the shortest
time horizon for system modelling.

The state-transition analysis of a system is based on building a state-transition
model of the system: defining the system states and then determining the transitions
between the states. In the considered model, the system state includes its config-
uration (and sometimes additional information taken into consideration by the
management system). The transitions reflect the changes in state initiated by the
operation events.

In the considered systems, it is assumed that the operational state is defined by
the system configuration (a vector of subsets of resources currently allocated to each
task). The set of all accessible operational states is denoted as F.

System state must also describe its dependability status: if all the resources are
operational or some are down, if their state is observable (taken into consideration
by the management system), etc. The changes of the dependability state are caused
by dependability events: various resource faults and their renewal. There are
hardware faults, permanent and transient. Since systems usually dependent on
information processing, so there are also malfunctions caused by software faults
and human mistakes. Intentional intrusions and vulnerability exploitation are also
considered as dependability events. The average time between the occurrences of
dependability events is incomparably longer than the time between operational
ones. This constitutes another time horizon of the system.

The dependability state of the system is a vector of the dependability states of its
resources, whether they are operational, faulty, under repair or isolated. The set of
all dependability states of the system is denoted as D. The state space of the system
is derived as a subset of the Cartesian product of operational states and depend-
ability ones (after eliminating impossible configurations of resources in a specific
dependability state):

S � F � D: ð1Þ

The transitions between the system states are initiated by operational and
dependability events. When an operational event occurs the configuration is
modified. When a resource fails, the corresponding dependability state is modified
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according to the mode of the fault. Other coordinates may also be affected due to
propagation of the fault and management decisions. Each state transition is
described by its from-state and the to-state. The set of all transitions is a subset of
the Cartesian product of the system state space:

G ¼ S� S: ð2Þ

The occurrence of events, operational and dependability ones, is described by
stochastic distributions. Each transition has a corresponding distribution attributed
to it. The distribution binds the time the system stays in the transition from-state
with the probability of changing to the to-state Pg(τ). Thus, we have to consider that
the state model consists of three components: states set, transitions set and distri-
butions vector.

In most cases, the complex technical systems conform to the ergodic property,
i.e. they have stationary distributions of system states probabilities that are attained
in due performance times. The probability of every system state PS does not change
in time once the stationary states distribution is reached.

3 System Analysis

3.1 Monte-Carlo Simulation

The S-T model of the system can be analyzed using a number of different methods
and tools, especially using graph analysis and linear algebra. There are multiple
tools available on market, if one is satisfied with the assumption that all transitions
can be described with exponential time distributions (constant intensities). There are
two problems to this approach: the huge size of the state space and the disparate
time horizons (in effect, very unbalanced transition matrices). In effect, the ana-
lytical approach is limited to fairly simple systems.

One of the most versatile solutions is to use Monte-Carlo simulation [8]. It is
based on the application of an event-driven simulator, where random operational
and dependability events are generated using appropriate pseudo-random genera-
tors, to gather statistical data on S-T system performance.

The analysis is performed using a simulator, custom designed for this purpose. It
is based on the publicly available SSF simulation engine that provides all the
required simulation primitives and frameworks, as well as a convenient modeling
language DML [11] for inputting all the system model parameters. By repeating the
simulator runs multiple times using the same model parameters, we obtain several
independent realizations of the same process (the results differ, since the system
model is not deterministic). These are used to build the probabilistic distributions of
the results, mainly the average measures.

A significant problem with this approach arises from the differences in time
horizons of the various events. The operational events are very frequent in
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comparison to fault occurrences. In effect, to obtain a meaningful number of faults
initiated transitions, required for statistical reasoning, the simulator is required to
process huge numbers of operational events. Thus, Monte Carlo simulation requires
much greater computational resources than simply operational simulation. In some
cases this overhead is prohibitive and process decomposition must be used.

3.2 Process Decomposition

Process decomposition is a technique of analyzing discrete state transition pro-
cesses. It is based on combining subsets of system states and separately analyzing
the transitions within the subsets and separately those changing the current subset.
In case of some processes (e.g. the discrete Markov processes), there are sound
mathematical foundations to process decomposition—when is it permissible and
what are the likely errors incurred. Unfortunately, in the general case of a
state-transition process there are no such foundations, though the approach can still
be used as a heuristic technique.

Process decomposition assumes that it is possible to partition the states of the
process in such a way that:

• the transitions between the states within each subset are much more probable
(occur much more often) than the transitions between the subsets;

• the subprocesses connected with transitions between the states of each subset are
ergodic.

The natural decomposition of state space, in case of the considered systems with
disparate time horizons, is to group the states with the same dependability state.
Let’s denote the subset of states with the same dependability state di 2 D as Sdi .

The S-T process is decomposed into a number of smaller processes corre-
sponding to the above discussed state subsets. For each of them, the stationary
distribution of states is denoted as Pdi

s where s 2 Sdi . It can be determined using the
simulator.

The S-T process that that combines the subprocesses is determined by assuming
a state space of D. Transition distributions are determined using the following
equation, where di and dj denote the from-state and to-state:

Pdi;djðsÞ ¼
X

s02Sdj

X

s2Sdi
Pdi
s � Ps;s0 ðsÞ: ð3Þ

The simulator is modified to incorporate state decomposition as follows. First, the
stationary distribution is determined for fully operational system. Then, the transi-
tion distributions from it are determined using (3) and the next dependability state is
simulated. The corresponding stationary distribution is then determined and the steps
are repeated. This is continued until the required statistics are accumulated.
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Process decomposition reduces the number of simulation iterations. The greater
the disparity of time horizons, the greater reduction in simulation time is possible.
Incidentally, the inaccuracies introduced by this technique are also reduced when
the time horizons are significantly different.

3.3 Analysis of Unlikely Faults

The technical systems are usually designed to cope with the normal load of work,
under usual conditions of operation. This also implies an economically justifiable
level of redundancy that ensures uninterrupted operation in case of the expected
incidents or normal fluctuations in the workload. It does not address the risks
connected with unlikely combinations of events. There is very little likelihood that
the simulator will ever analyse a situation, where a number of improbable (and
assumed independent) events occurs at the same time.

In most situations, unlikely events can be safely ignored: it is improbable that
they ever occur in the system lifecycle. Even slight possibility of a fault is not
acceptable if its consequences are catastrophic. This introduces yet another time
horizon of events, a time horizon that cannot be handled by process decomposition
since the events do not have any meaningful distribution of time between their
occurrences.

The analysis of unlikely catastrophic situations is addressed by risk assessment.
Risk is defined as a combination of fault likelihood and consequences of its
occurrence. Risk analysis is used to ascertain the consequences of an event or
decision, when these cannot be a priori determined. The term “risk” is used in
decision-making, when the results of the decisions cannot be predicted [13]. The
analysis ensures that the risks are identified, likelihood of their occurrence is
established and the consequences are evaluated.

There are various alternative approaches to risk assessment [7]. Most popular is
the qualitative approach, based on expert opinions [10]. It describes the risk in
generic terms of ‘high’, ‘medium’ and ‘low’. Quantitative analysis uses numeric
values to signify similar notions [9]. The risk is proportional to the product of
likelihood and consequences:

R ¼ LC: ð4Þ

Likelihood is very closely related to probability of events occurrence. In this
approach, the exponential scale of likelihood is assumed, i.e. the likelihood is
proportional to the rank of probability. Let’s assume that an unlikely event occurs
with a constant intensity λ and its effects prevail for time τ. Then, the probability
that at a specific time instant the system is affected by the event is approximately
equal to the product of them, and the likelihood is given by equation:
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L ¼ aþ b logðksÞ; if ks � 1: ð5Þ

The constants α and β are used to ensure the required range of likelihood values.
Likewise, the consequences of the fault are proportional to their duration. Thus,

the consequences are assessed by the formula:

C ¼ usþ e: ð6Þ

The constants φ and ε are used to scale the consequences adequately (to conform
to the ‘high’, ‘low’ notions).

The analysis based on Monte Carlo simulation is insufficient to analyse the
effects of unlikely faults. The simulator was modified to enable this analysis by
introducing manual injection of predetermined unlikely faults (at deterministic time
instances). The simulator is then used to predict their effects on system operation.
The system is analysed to ascertain its ability to resume normal operation after a
catastrophic fault. This is measured by the period of time that elapses before the
system is capable of normal operation. The time can be significantly longer than the
actual duration of fault. Thus, the simulator provides a prediction of the time τ, used
in Eqs. (5) and (6).

4 Case Studies

4.1 Discrete Transportation Systems

The discrete transportation system (DTS) is a model of the transportation system, in
which goods are transported by a fleet of vehicles of limited capacity [5, 16, 18].
The flow of goods is discrete, as it corresponds to the movement of the vehicles
between the various destinations (or nodes in the travel routes). The system model
consists of locations from which goods are collected and to which they are carried
and of vehicles travelling between the nodes.

The vehicles are manned by drivers. There is a single central node and a number
of local ones. The central node is the only destination of assignments generated at
the local nodes. The central node generates goods assignments destined to all the
local nodes.

The input tasks are generated independently of each other. Poisson process is
used to model it. Each local node has an attribute which determines its characteristic
rate of input task generation. The central node is described by an array of assign-
ments rates, one for each local node. There is a fixed time in which each task must
be completed. Depending on the nature of the DTS system, this time is fixed by
local regulations or is part of the service agreement between the assignees and the
transport service provider.

The system makes use of the following resources used to perform tasks: the set
of vehicles, the set of vehicle operators (drivers), assigned to vehicles when they
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transport goods between the nodes. Whenever a vehicle is assigned to a task, a
driver must also be associated to it. Any unallocated driver can be associated with
any vehicle. Only one driver at a time is associated with a vehicle. The parameters
describing the driver model include the daily working hours limit, maximum
uninterrupted driving period and minimum break duration. The system operational
events include: input task generation, starting the vehicle route and approaching the
destination node. To model different traffic conditions the vehicle speed (deter-
mining the route latency) is described by a random value [12].

The DTS resources (drivers and vehicles) used to perform tasks could fail. The
vehicles are assumed to break down occasionally, in accordance to their reliability
parameters (failure rates). On being repaired (after a random repair time), the
vehicles continue the work they were realizing before breakdown. No transloading
of the containers is allowed. Drivers get ill or temporarily unavailable. After a
prescribed leave of absence they come back to work. Driver illness is modelled as a
stochastic process with three categories of illness [18]: short sickness (1 or 2 days),
typical illness and protracted disability (longer than 10 days).

Since each task in DTS has a guaranteed time of delivery, we propose to define
the performance of DTS as an average ratio of on-time deliveries [3]. Its value
depends on the system parameter values. The system analysis method described in
part 3 was used to analyze exemplar DTS model (with system model parameters as
defined in [5]).

The average ratio of on-time deliveries for different numbers of vehicles and
drivers for one dependability state (calculated in the shortest time horizon) is pre-
sented in Fig. 1a. Next, the simulation were repeated for different reliability states
using the technique described in Sect. 3.2. Results (for the second time horizon of
the system) are presented in Fig. 1b. As it could be noticed, the slopes of the average
ratio surface are shifted towards greater numbers of vehicles and drivers.
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Fig. 1 The average ratio of on-time deliveries for different numbers of vehicles and drivers (a) in
short time horizon (for only system operation events) and (b) in longer time horizon (including
dependability events)
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Following unlikely catastrophic situation could be identified in case of DTS [3]:

• unforeseeable unavailability of a significant proportion or all drivers (strike,
epidemic illness),

• unforeseeable reduction in the number of available or all vehicles,
• rapid increase in the service demand.

Such situation could be analysed following an approach proposed in Sect. 3.3.

4.2 Web Based Systems

We also consider a class of information systems that are based on web interactions,
both at the system—human user (client) interface and between the various dis-
tributed systems components [4, 6, 15].

We could distinguish different types of input tasks. Each type is described by its
chorography [17] that defines a sequence of subtask realized by the service com-
ponents. A service component is a piece of software that is entirely deployed on a
host. Each subtask requires some computational resources to be finished. Moreover,
service components are working in different queuing models (as discussed in [14]).
A limited amount of tasks could be run in parallel, other subtasks are waiting in a
FIFO like queue at each of service component. Each host is described by its
processing power. A time required to realize the task is equal to the time required
for communication between hosts on which components are located and the time
required to realize each subtasks That is equal to a sum of time spend in the queue
and the time of processing each subtask. These times depends on the number of
processed subtasks, computational resources required to realize subtasks at each of
the service components and a hosts’ processing power. The described model of the
tasks realization defines a short time horizon (from milliseconds to minutes). Using
Monte-Carlo approach and an custom designed simulator it is possible to calculate
the task response time for a given system configuration and input load characteristic
[14].

There are numerous sources of faults in Web based information systems. There
are different sources of faults in web based systems. These includes hardware
malfunctions (like faults of computer equipment, network devices, power down or
failures of internet connection), software bugs, exploitation of software vulnera-
bilities, malware proliferation, drainage type attacks on system and its infrastructure
(such as DDOS) [4].

The faults can either affect a host or only a service running on it. We distinguish
the following classes of faults that affect the host: crash—the host cannot process
services that are located on it and performance fault. Whenever a fault manifest in a
Web based system, whether it is a hardware failure or a security attack, the con-
tinuity service could be maintained by moving the service component from the
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affected hosts to those that are still operational. It decrease the system performance.
The performance loss could be analyzed by mentioned Monte-Carlo simulator.

The analysis of unlikely faults (for example very unprovable combination of
several host faults [6]) could be analyzed using a method presented in Sect. 3.

5 Conclusions

A unified approach to dependability analysis of complex systems is presented. It
combines system modelling in terms of states and transitions with Monte Carlo
simulation and manual injection of faults. It includes methods for dealing with
multiple time-horizons of various types occurring in the system, i.e. connected with
system functioning, fault occurrence and unlikely faults. Unlike other approaches,
this allows one to use the same system models and simulation tools both for
performance analysis, dependability/reliability and critical (catastrophic) hazards
assessment.

The usefulness of the approach is demonstrated in two diverse test studies: a
discrete transport system and a web based information system. In both situations
useful, non-trivial results are obtained.

The presented work was supported with research funds of Wroclaw University
of Science and Technology.
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Compression Codec Change Mechanisms
During a VoIP Call

Radosław Wielemborek, Tomasz Sobieraj and Dariusz Laskowski

Abstract This paper explores the opportunities of using not standardized com-
pression codecs while transmitting the voice data over the existing network
infrastructure of VoIP (Voice Over Internet Protocol) providers based on SIP
(Session Initiation Protocol) in the Internet. Telecommunication networks offer a
large set of services aimed at satisfying the ever increasing needs of users. One of
them is a VoIP service implemented through network IP/TCP or IP/UDP stack. One
of the most important determinants of this process is the need to use data com-
pression. Codec implementation allows you to manage the data compression degree
by changing the width of bandwidth usage and voice quality modeling. These
features have priority when using VoIP on mobile devices on pre-paid cards such as
smartphones where constraints are the size of the packet, the area signal strength in
your area and the computing power of the device. Therefore, it is reasonable to
develop new technology that provides flexibility in this regard. First of all,
implementation of new codecs and ability to put them into VoIP calls according to
SIP signaling standards influence on lowering the cost of deployment and then final
costs of calls from subscribers located anywhere around the world with access to
the Internet even at low bandwidth. The second advantage is the lower network load
affecting the reduction of the costs of its maintenance by the owners of the network
or service providers.
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1 Introduction

VoIP service is known to mankind since the end of the 20th century. Initially, its
purpose was to reduce the high cost of telephone calls by means of data trans-
mission networks. However, over time it began to supplant the classic services
offered by mobile phones (i.e. smartphone, pocket, etc.). At the present time,
anyone can use it anywhere, anytime thanks to the popularization of access to the
Internet by a number of hotspots, cheaper desktop Internet and data packets added
“free of charge” to telephone services. It has a lot of advantages: low costs for
registering into operator gate, benefits resulting from the use of IP (for example,
restricting data transmission when subscribers “silent”) and high mobility.
Furthermore, compared with traditional telephony, VoIP introduces the indepen-
dence of phone operators, free calls within the operator’s network, full mobility,
low cost infrastructure and possibility to send image or data at no additional cost.

With VoIP is inseparably linked the selection of appropriate codecs for data
transmission. The message before send must be compressed to reduce the band-
width needed to make a connection due to the limitations. It is the most important
during VoIP calls using smartphones, where access to the internet data packet is
limited and accountable, and signal coverage is not the same strong. Often in poor
urban areas it is available only 2G systems. By changing the compression ratio
VoIP codec it becomes possible seamless conversation even in those areas where
the signal-to-noise ratio is low. Therefore, the choice of the codec is a compromise
between high quality of the transmitted voice, the size of data transferred and the
device computing power needed to compression. These parameters are very
important when the VoIP calls are used in small mobile devices on pre-paid cards
like smartphones. The most popular codecs standardized by ITU-T are G.711 in
different varieties and G.726 [1]. Each of them has different operating parameters.
G.711 provides the best quality of speech however, at the expense of the relatively
wide bandwidth resulting from sampling frequency 8 kHz with a resolution of
8 bits per sample. While the codec G. 726 uses encoding at 16, 24 and 36 kbps at a
much lower quality. Custom codecs for the purpose of this publication have been
named A and B. They are described in the “concept of the research.” However, not
all VoIP gateways operators provide the ability to establish voice calls using any
codec despite the availability the same codecs setting in VoIP terminals. In addition
not standardized packet stream may be deleted by intermediate devices while
establishing VoIP call using own codec. No less important is the security of
transmitted information during a VoIP call. Just like during normal conversations in
analog telephony, Internet telephony, there is a risk of call interception and
eavesdropping. Custom compression codec significantly increases the level of
security (confidentiality) transmitted data due to the fact that its only users know the
parameters. The transmission of data in VoIP can be protected using encrypted
VPN tunnels (Virtual Private Network), their evolution DMVPN (Dynamic
Multipoint Virtual Private Network) and additional components such as virtual Tor
(The Onion Router) network [2]. An additional security mechanism, tested in this
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paper is codec change to not standardized format during a VoIP call so that the
person eavesdropping was not able to understand the content transmitted on the
basis of the encoded information. There are two mechanisms presented in Sect. 2.
In Sect. 3 it will be served research environment. The survey will be described in
Sect. 4, along with its detailed analysis. While in Sect. 5 will be a summary.

2 Payload Change Mechanism During a VoIP Call

The global VoIP provider gateways and intermediate devices may interfere with the
content of data transferred in UDP (User Datagram Protocol)/RTP (Real-time
Transport Protocol) packets. When in the PT (Payload Type) appears unknown
value indicating the A or B codec there is the chance that entire data stream may be
rejected and this will result in a lack of connection. One of the ways of research will
be an attempt to change the standardized by the ITU-T codec on not standardized
codec during the established VoIP call. This change can take place in two ways [3].

The first one uses the REINVITE VoIP message, signaling the remote site
connection desire to change the format of data transmitted in the UDP/RTP stream.
This method is recommended in the standards describing the VoIP signaling
(RFC3261). It allows you to inform the remote site and all intermediaries in
transport of data (transit) network devices, which can interfere in the transmitted
UDP/RTP packets as VoIP servers, proxy servers, routers, NAT (Network Address
Translation), IDS (Intrusion Detection System), IPS (Intrusion Prevention System),
NAC (network access control) and NAP (Network Access Protection), firewall the
purposive change the format of transmitted data.

In the second way of change the transmitted data type takes place only in a
UDP/RTP layer below the application layer (VoIP signaling). Terminal equipment
perform codec switch by changing the codec format transmitted in already estab-
lished UDP/RTP data packets stream without any VoIP signaling messages.
Signaling of codec change is performed by assigning new value to the PT field in
RTP headers of data packets in the transmitted UDP/RTP stream. In this scenario, it
is assumed that the devices which are parties of connection are monitoring the PT
field value of RTP header of received packets and supports the case in which this
value may change during a call by changing its receiver and transmitter to handle
the new data format. This method allows skipping or passing transparently through
some network devices acting as a transit for established VoIP session like VoIP
servers, routers, NAT, some firewalls but not for checking the packet content
devices such as IDS, IPS, NAC, NAP and proxies.

According to the VoIP standards like SIP and H.323 endpoints while switching
codec using one of the above methods may operate only on data formats agreed
during INVITE—OK—ACK call setup messaging. This introduces the risk that if
the first scenario mode switching operation, using REINVITE message does not
work due to the removal of these messages about non-standard data formats for
transit devices the information will be also removed in the phase of a call setup
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messages INVITE—OK. According to VoIP standards endpoint devices can’t
change the data type in the UDP/RTP stream to not agreed format during the
exchange of INVITE—OK—ACK setup messaging. Such a change in the type of
data in the UDP/RTP stream can be interpreted by devices such as IDS, IPS, NAC,
firewalls, as an attempt to attack and the data stream will be blocked. That is the
reason why not standardized codecs will be presented during call initialization.

3 Environmental Research Concept

The test system was located in the capital of Poland—Warsaw. Used VoIP gate-
ways were localized in different countries around the world. For the selection
criteria served to server activity and own server infrastructure possession by the
operators.

Devices, used for the implementation of the research were software and
equipment from renowned manufacturers i.e. Drytek Access Point, Cisco routers
and firewalls, LANForge generates stateful network traffic and monitors packets for
throughput and correctness, Hewlett Packard servers, 3Com switches, Wireshark
and JPerf software.

Many VoIP providers do not have their own servers, by renting them from other
VoIP providers and leasing pool accounts. It was not making sense to use them for
tests because the results were being the same. The figure below (Fig. 1) illustra-
tively shows the locations of selected gateways.

The test system was consisted of two identical domains connected to the public
network—Internet by two public, static IPv4 addresses. Private network addressing

Fig. 1 Examples of routes validating VoIP service with custom codecs
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(172.168.x.0/24) differed only in the third octet (100 or 200). Each of the domains
consisted of a VoIP terminal, work stations which function was monitoring network
traffic and also acting as a log server at IPv4 address 172.168.x.10 and the default
gateway providing NAT, DHCP and DNS in these networks which address was
172.168.x.1. Equipment used by the operators like VoIP gateways and other IP
network devices act as ‘black boxes’ (their configuration, manufacturer, model,
software and version are not known). This description has been given on the picture
(Fig. 2).

For the research purpose there are used standard codecs like G.711 and
G.726-16 k and custom payload types described as A and B codecs. The first of
these codecs will offer high data compression influencing on bandwidth reduction at
intelligible voice quality and low overhead information. The second one is to
provide identical features but for video calls. For the research purpose in both
domains there are two pseudorandom generators initiated by the same seed. This
solution allows generating a specific payload, which enables the assessment of
established calls parameters and distortions between source and destination (in
VoIP operator network infrastructure and mediate devices) by comparing the data
received with sent.

4 Research

These tests are divided into two stages—the first stage consists on selecting public
VoIP providers whose servers are active and have their own server infrastructure.
Then, it was made an attempt to create subscriber accounts in all of the chosen
operators. If the operator make available several VoIP servers and each account can
be set up independently there were undertaken such an attempt. After subscriber
accounts were created for the indicated servers, an attempt to terminals registration
and the trial VoIP connection between the terminals was made. All data were

Fig. 2 Testbed for custom codecs
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registered during tests for further analysis of cases, when attempting to register or
call establishing was unsuccessful.

The first test concerned the establishing of VoIP calls using preferred initiator
codec G.711 A-law defined by the ITU-T and IANA. Then the connection attempts
were made using G.726 audio codecs, and custom payload types A and B (de-
scribed in Sect. 3) using the dynamic range (Dynamic Payload Type) value for the
PT field of the RTP header. The aim of the tests carried out in the first stage was to
select active public VoIP operators with their own server infrastructure, then check
how it is possible to establish connections that use non-standard data formats, using
the infrastructure provider.

The second phase of tests were performed only on the VoIP server group
selected in the first stage for which the configuration of the subscriber’s accounts
were successful, VoIP terminals registered on servers as indicated VoIP users,
established calls using standard (G.711 A-law) and custom (A and B) codec for-
mats. Further research consisted in call establishing and then changes the codec
during its lifetime using both methods described above of codec changing during
the VoIP calls by using VoIP REINVITE message and changing the format of the
data in the UDP/RTP stream and updating the PT field of the RTP header of
transmitted packets. A description of each step of the test procedure is as follows:

VoIP terminals were configured for every VoIP server in order to proper register
for the indicated subscriber account and use this server and credentials during call
setup messaging.

Test 1: Connection between VoIP terminals is establishing using the G.711 A-law
codec, then it is used VoIP signaling REINVITE command to subse-
quently change codec to the G.726-16 k and then to custom A and B
formats.

Test 2: Connection between VoIP terminals is establishing using G.711 A-law
codec. Next by changing the data format in the UDP/RTP packets stream
and updating the PT field value of RTP header successively codec is
changed to G.726-16 k and then to custom A and B formats.

Test 3: Connection between VoIP terminals is established using a G.726 16 k
codec, then codec is changed to custom A format using a REINVITE VoIP
signaling message.

Test 4: Starting from the connection status obtained in Test 3 return to the basic
codec (G.726 16 k) is performed using REINVITE VoIP signaling
message.

Test 5: Connection between VoIP terminals is established using a G.726 16 k
codec. Next codec is changed to custom A format using the mechanism of
changing the data format in the UDP/RTP stream and updating the PT field
value of the RTP header.

Test 6: Staring from the connection status obtained in Test 5 return to the basic
codec is performed by changing the data format to audio codec G.726
16 k, using the mechanism of changing the data format in the UDP/RTP
stream and updating the PT field to appropriate value in RTP header.
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Results of this study are presented in the following tables (Tables 1 and 2)
(Fig. 3).

Research results presented above show that the only 1/3 VoIP providers allow
for connection with the use of the SIP protocol. Other VoIP gateways do not allow
for account setup (8), registration (17), call establishment (16) or voice was
one-way (4). Most of the VoIP gateways (20/26) is sufficiently flexible that does not
investigate the structure of network traffic and VoIP signaling and does not reject
packets with unknown field value shows the type of data compression codec.
Method of changing the codec (by change on-the-fly payload) works for one time
more than just a REINVITE. This means while changing codecs during VoIP call
you can use any data compression codec depending on the prevailing network
conditions.

For 26 working servers the payload change using both methods success 19 times
on ITU-T codecs, and on the custom data formats (A and B codecs), 18 times using
the REINVITE message and 20 times using a switching codec by changing PT field
value within UDP/RTP packets. An additional mechanism to return to the previ-
ously used codec worked 15 times after using REINVITE switching and 16 times
for the use of changing PT field value within UDP/RTP packets. For some gateways
calls were established in different codec than declared in setup messaging G.711 or
attempt to switch codec during a call resulted in loss of audibility at one or both
parties of connection which indicates an incorrect handling of codec switching
mechanism by the VoIP operator’s server. During the research tested codecs and
switching mechanisms behave in a fully consistent and predicable manner. This

Table 1 Test results no. 1 Number of VoIP operator’s servers

Chosen for the research 71

Successful registration 46

Successful established VoIP 26

Unsuccessful account set 8

Unsuccessful registration 17

Unsuccessful call establishment 16

One-sided connection 4

Successful calls using ITU-T codecs (G.711,
G.726-16 k)

Successful REINVITE message used 19

Successful PT UDP/RTP packet change 19

Successful calls using not standardized codecs (A, B)

Successful REINVITE message used 18

Successful PT UDP/RTP packet change 20

Successful returns to ITU-T codec (G.711)

Successful REINVITE message used 15

Successful PT UDP/RTP packet change 16
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demonstrates the high reliability of tested mechanisms. After conducting these tests,
it can be assumed that the implementation of new codecs in the field of VoIP
technology will not entail the need for changes to the signaling standards, which
determine the future work direction. This research and the tested mechanisms will
be served into better use of available bandwidth during VoIP calls using low bit rate
connections. It will be used by subscribers of VoIP using the Internet on mobile
devices running on the pre-paid card where signal coverage is varied, amount of
data is limited and the amount of data transferred is important.

5 Conclusions

A study carried out on the pages of this paper was aimed to check the possibility of
using custom codecs to establish VoIP call. For this purpose it was used two
mechanisms for changing the codec during a call.

The first one use REINVITE VoIP message, it signals remote connection party
desire to change the format of transmitted data in the UDP/RTP stream. The second
one changes the value of the PT (Payload Type) field in the RTP headers of packets
transmitted within UDP/RTP stream. Packet transmission tests with not standard-
ized codecs with compression were conducted using the VoIP operators servers
located around the world.

The results show that establishing VoIP calls using not standardized codec is
possible and that the used mechanisms fulfill their functions. That can be achieved
by time-continuous identification of network environment functionality. Therefore,
using the available knowledge and programming tools, one of the numerous,
possible to be specified, mathematical dependencies characterized by transparency
was presented. It is obvious that its components can be specified for other
topologies taking into account the adjustment of weights for the next network
architecture tested [4].

Fig. 3 Test results
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Dependability Model of an Area
Monitoring System with Mobile Sensors

Wojciech Zamojski

Abstract An area monitoring system with mobile sensors is investigated. The
system is constructed on the base of a team of mobile sensors which are patrolling a
fixed area and gathered data are delivered to a central processing station. The
system is considered as a services network (a system with SOA architecture). The
measure of system efficiency is proposed.

1 Introduction

An area monitoring system with mobile sensors is investigated in this paper. The
system is constructed on the base of a team of mobile sensors which are patrolling a
fixed area and gathered data are delivered to a central processing station for further
handling. Communication between the patrols and the data processing center is
realized by a network of transmitter stations (processing nodes providing dedicated
services) and communication links. The main task of the system is to update a
situation map covering the fixed area. The data are collected by the mobile wireless
sensors working on the ad hoc scheme [3]. The communication network of the
system has stable structure of nodes and links and works as a wide computer
network.

The system’s resources (patrols, nets and links) may get their operations dis-
rupted because they are operating in not always friendly environment which can
often be a source of failures, faults (bugs) and attacks but the main task of the
system (updates of the map) have to be continued. Environmental conditions,
changing locations of mobile hosts and structural changes in a wireless network can
affect dependability parameters of the system [1, 2, 3, 5, 6].
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The system can be considered as a services network [5] or as a system with SOA
architecture [3]. Realized tasks engage (dynamic allocation) particular system
resources and for any given task there can be several different hardware, software or
functional configurations associated with different performance levels (throughput)
and different time schedules [6].

The considered and modelled system is similar to many military solutions [4].

2 Area Supervision System

An Area Supervision system is based on a team of mobile patrols, the network of
relays (transmitters—access points—Base Stations) and a central processing sta-
tion. The mobile sensors are monitoring the area and providing results of obser-
vation to any available access point. The AS system is observing the area F and
forms the current map of the monitored area in the central R.

The mobile wireless network under consideration is presented in Fig. 1. Mobile
patrols (diamonds in the figure) are moving within the operation area F and com-
municate with other users directly or via the Base Stations (an antenna with a dotted
oval represents its range) network. The range of mobile sensors is limited (r).

A part of the area F would not be fully covered by the range of access points.
Sometimes the mobile patrol is forced to move closer to an appropriate input Base
Station in order to send updating message. In consequence the map is created on
more or less delayed data. Minimum lag corresponds to the time of direct trans-
mission of the report through the Base Station network. When the patrol has no
direct access to the BS network then the patrol has to approach the closest operating
input station and the time of this travel is added to the monitoring task time. Of
course, the time of the patrol relocation is much longer than time of report trans-
mission across the communication network.

Update of the maps depends on efficient work of patrols (mobile sensors) and on
performance and availability of the communication network.

Fig. 1 Example of a mobile wireless network working as Area Supervision system
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Mobile sensors can be eliminated (damaged) from the AS system and then
renewed. During the renewal time updating processes would be realized via the
other patrols, which have to increase their terrestrial monitoring area. Nodes and
links of the Base Station network can be eliminated (damaged) too and then they
can be restored (renewed) for efficient work after some time. During the station’s
renewal time the reports from mobile patrols are transferred to other efficiently
operating network resources; this means that a new transmission path in the net-
work can be created (reconfigured).

3 Model

The considered Area Supervision system includes:

• wireless mobile patrols—sources of information updating the situation in the
monitored area F,

• a communication network based on a fixed grid of base stations within which
suitable communication paths are created,

• a headquarter providing updated area maps.

A number of needed patrols (M) may be set arbitrarily or based on the analysis
which takes into account terrain and surface quality, possible speed of patrol
vehicles, range of transmitters, etc. For example, for the lowland area with
unchanging level of moving difficulty the number of required sensors can be
estimated as M � F=r, where r corresponds to a patrol transmitter range.

Base stations provide an interface between the patrols and the communication
network. Mobile patrols are “on the move” and their transmitters have a limited
range r. In many cases, only a portion of the monitored area (FBS area in the Fig. 1)
is in the direct range of the base stations; FBS �F. Patrols outside the direct access
area are forced to do appropriate reallocation to the area FBS, which is associated
with additional delay time of report sending—sD.

If a mobile patrol (S—source) needs to communicate with a receiver (for
example with the headquarter R or other patrol) it has to choose an adequate access
point (A, B, C on the Fig. 1) and next to create a path between it and the receiver—
the paths are dynamically changing during system exploitation.

3.1 The Task of Map Updating

The map updating task of the area JUpdate is implemented on the basis of the
following subtasks:

Dependability Model of an Area Monitoring System … 563



1. subtask of preparing the current report of the monitoring field—JFM . It is
understood as a sum of a monitoring area process and a process of providing
current data (the report) to an efficient input station BSin

2. subtask of communication JCom—sending the report from the input station BSin
to the station R

3. subtask of generation (calculation) of the current version of the map JGen.

Time of the map updating task may be evaluated as

sUpdate ¼ sFM þ sCom þ sGen ð1Þ

where
sFM realization time of the monitoring subtask
sCom realization time of the communication subtask
sGen time of the map generation subtask.

3.1.1 Monitoring Subtask

The monitoring subtask is realized in one of two possible ways;

• a patrol is located inside the FBS area and its report is sent directly to the input
station BSin. The duration of the subtasks JFM1 can be estimated as JFM1 � sA,
where sA means time of the direct access to the BS network,

• a patrol is working outside of the FBS, i.e. in the region F \FBS. After prepa-
ration of the report the patrol must bring it to the area FBS, i.e. to pass to the
appropriate input station. The duration of the report delivering subtask can be
estimated as JFM2 � sA þ sD, where sD means the journey time to the direct
access area. Of course, the access time sA is disproportionately small compared
with the time sD and very often JFM2 � sD.

3.1.2 Communication Subtask

The report from the BSin station is transmitted in a communication path established
according to computer network routing rules. The time of the communication
subtask is evaluated as sCom ¼ TS�R

Com ¼ nNsTr þ nLsCL where nN and nL are numbers
of nodes and communication links in the path, sTr—time used for tracing proce-
dures in the node and sCL—transit time between two nodes [7].

The communication path can be configured to bypass overloaded or faulty nodes
and communication links, for example according to the rule of neighbourhood stage
one [7].
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3.1.3 Generation Map Subtask

The subtask of the map generation is beyond interest of the following
considerations.

4 Efficiency of the Network

4.1 Efficiency of Area Monitoring

The area F is monitored by M patrols. It is assumed that part of the patrols have
a direct access to the BS network and the rest of them have to move up to any
station that provides access to the BS network. If a patrol is eliminated from its
duties then other patrols should take responsibility of monitoring the whole area F,
which means that average size of inspected area by any patrol is changing during
exploitation of the AS system.

4.1.1 Reverse Model

So called reverse model is used to evaluate an influence of a number of active
patrols on characteristics of the area monitoring system.

If the number of monitoring patrols decreases then the time of the inspection area
increases according to

sJM m tð Þð Þ ffi sJMðMÞ M
m tð Þ ð2Þ

where
M fixed (nominal) number of patrols needed for monitoring the area F
m(t) actual number of patrols used for inspection of the area
sJM mðtÞð Þ inspection time of area F by m(t) active patrols
sJMðMÞ monitoring time of the area by the fixed number of patrols.

4.1.2 Coefficient of Area Monitoring

Efficiency coefficient describing possibility to monitor the area F by m(t) mobile
patrols is introduced as

eðtÞ ¼ FmðtÞ
FM

ð3Þ
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where
FM assumed area monitored by the nominal M patrols,
Fm(t) the area monitored by m(t) actually working patrols

As it was mentioned before two cases are studied;

• the area or a part of it is inspected by patrols that have direct access to the Base
Station network, and in this case the efficiency coefficient is evaluated as

e1ðtÞ ¼ FmðtÞ
FM

¼ FDAmðtÞ
FM

ð4Þ

• a part of the area F, rarely the whole area, is monitored by patrols without direct
access to the network BS; the patrols have to change their localizations and
move up towards the nearest input station, then

e2ðtÞ ¼ FM \FDAmðtÞ
FM

ð5Þ

Both coefficients depend on efficient work of the mobile patrols and possibility
to access the communication network of the AS system.

4.2 Efficiency of Communication Subsystem

A path of a requested communication subtask is created on the base of network
resources. The path consists of the input BSin station, a set of intermediate nodes
BS, the receiver node R and required communication links. It is assumed that
functionalities of nodes are activated dynamically. In many cases functionalities of
intermediate nodes are limited to setting up a communication path understood as
pointing to the nearest node which is active and efficiently operating.

The Base Stations are being damaged or destroyed. If any input BS station is put
out of order, then some patrols loses theirs access to the communication network
and they have to look for other input stations; theirs access time to the network
increases greatly and their access time becomes dependent on the potential moving
speed of the vehicles. If a base station is eliminated (gets faulty or destroyed) inside
the communication network then the communication path is changed (reconfigured)
and additional time is added to the time needed for sending the report
(sCom ¼ TS�R

Com ).
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4.3 Efficiency Measure of the AS System

The effectiveness of the Area Supervision system is estimated by the average time
of updating the area map which is limited here to subtasks of the monitoring (JFM)
and the communication (JCom).

As a result of failures or destruction events the number of monitoring patrols is
reduced with probability qfail. When any patrol is out of its duties then its functions
are taken over by remaining patrols M � mfailðtÞ, where mfail tð Þ means the number
of non-working patrols at time t. The active efficient patrols have to enlarge their
monitoring area and sometimes they need more time to access any input base
station. Increase in the monitoring subtask time is modeled by the reverse model

sJm fail ðtÞ ffi M
M � mfailðtÞ sJM ð6Þ

where
mfailðtÞ number of nonworking patrols
sJ M realization time of monitoring task by the nominally M provided patrols
sJ m fail ðtÞ realization time of monitoring task by the M � mfailðtÞ efficient operating

patrols
For the patrols working inside the FDA their monitoring time is evaluated as

sJmDA ffi FDA

F
M

M � mfailðtÞ sJM þ sAð Þ ð7Þ

and for the patrols active out of the area FDA

sJm ðF�FDAÞ ffi F � FDA

F
M

M � mfailðtÞ sJM þ sA þ sDð Þ ð8Þ

4.3.1 Mean Time of the Monitoring Task

The nominal number of patrols M inspecting the area F together with the FDA area
is fixed. The patrols are eliminated with probability q. It is assumed that the
damages of patrols are independent events and the duties of damaged (eliminated)
patrols are taken by other patrols under the reverse model. If it is additionally
assumed that all network stations BS are working efficiently, then the average time
of the monitoring task can be estimated as

TJ ¼
XM�1

mfail¼0

M
M � mfail

sJM þ sA þ sD 1� FDA

F

� �� �
ð1� qÞM�mfail qmfail

� �
þ sCom

ð9Þ
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When patrol damage probabilities are sufficiently small (q < 0.01), then the
average time TJ can be estimated as

TJ ffi
XM�1

mfail¼0

M
M � mfail

sJM þ sA þ sD 1� FDA

F

� �� �
1� ðM � mfail
� �

qmfail�1
� �

þ sCom

ð10Þ

5 Conclusions

The proposed model of efficiency evaluation of the Supervised Area system can be
used for estimation of required nominal numbers of patrols under anticipated risks
for both the patrol operation and for the communication network. Destruction
processes of patrols and communication network are consequences of unintended
random events (failures) and/or are due to the unfriendly actions of third parties.
Renewal processes of patrols (introduction of new patrols) and communication
network (rebuilding of nodes and links) are skipped in the proposed method of
evaluation—they require further studies. Also, analysis of the effectiveness of the
communication network should be deeper and should take into account the renewal
of stations and communication links [2].

Particular attention needs to be devoted to computational methods which would
enable at least an engineering evaluation of selected dependability (efficiency)
parameters of the area monitoring system.

References

1. Ekpenyong, M.E., Isabona, J.: Probabilistic link reliability model for wireless communication
networks. Int. J. Signal Syst. Control Eng. Appl. 2, 22–29 (2009)

2. Haboub, R., Ouzzif, M.: Secure and reliable routing in mobile adhoc networks. Int. J. Comput.
Sci. Eng. Surv. (IJCSES) 3(1) (2012)

3. Wang, J.: Exploiting mobility prediction for dependable service composition in wireless mobile
ad hoc networks. IEEE Trans. Services Comput. 4, 44–55 (2011)

4. Yasar, S.: Algorithm design for reliability analysis in mobile communication networks.
J. Aeronaut. Space Technol. 3(1), 29–39 (2007)

5. Zamojski, W.: Dependability of services networks. In: 3d Summer Safety and Reliability
Seminars SSARS 2009, July 19–25, 2009, Gdańsk-Sopot, pp. 387–396 (2009)

6. Zamojski, W., Mazurkiewicz, J.: From reliability to system dependability—theory and models.
In: Summer Safety and Reliability Seminars, SSARS 2011, Gdańsk-Sopot, Poland, 03–09 July
2011, vol. 1, pp. 223–231

568 W. Zamojski



7. Zamojski, W., Sugier, J.: Functional-reliability model of a services system with path
reconfiguration ability. In: Zamojski, W., Sugier, J. (eds.) Dependability Problems of
Complex Information Systems. Series: Advances in Intelligent Systems and Computing, vol.
307, pp. 167–187. Springer (2014)

Dependability Model of an Area Monitoring System … 569



Supr: Adaptive Byzantine Fault-Tolerant
Replication

Maciej Zbierski

Abstract In the last decade, numerous Byzantine fault-tolerant (BFT) replication
protocols have been proposed in the literature. However, practically all of these
solutions were designed and optimized only for certain, typically very limited set of
environment conditions. Despite previous efforts, no existing BFT replication
protocol can guarantee stable and reasonable performance in both correct and faulty
environments. In this article we attempt to address this problem by introducing
Supr, a novel method for effortlessly combining multiple replication protocols into
adaptive BFT solutions, which accommodate to a much wider spectrum of envi-
ronment conditions than the existing BFT systems. Unlike previous approaches,
Supr uses a fine-grained mechanism to monitor the parameters of the execution
environment, which enables detecting and counteracting arbitrary faults exhibited
in the system. To demonstrate its potential, we use Supr to create a sample BFT
solution combining three existing replication protocols, each optimized for different
conditions. The performed experiments demonstrate that our approach not only
significantly outperforms existing solutions in varying environment conditions, but
also does not introduce an observable overhead in stable environments.

Keywords Byzantine fault tolerance � State machine replication � Adaptive BFT �
Distributed systems � Dependability

1 Introduction

The last decade has observed an increased interest in creating and deploying
world-scale, complex distributed systems. As on-line services and cloud environ-
ments become more and more widespread, the demand for guaranteeing their
correctness and fault-tolerance has nowadays become high as never before. Many
contemporary systems use redundancy to guarantee the correctness of the service
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even when some server machines crash. However, the recurring incidents reported
by the major players in the cloud computing market, including Amazon [1] and
Google [8], show that this fault model may not be enough in practical deployments.
As a result, the overall interest has recently been shifting towards systems providing
a correct service even despite Byzantine (arbitrary) faults. Such solutions can not
only tolerate server crashes, but also counteract unpredictable faults, or even
malicious attackers. In practice, such model is typically provided through Byzantine
fault-tolerant (BFT) replication [3]. In such approach the actual service is deployed
on multiple nodes, or replicas, and enhanced with a dedicated coordination protocol
to guarantee consistency.

Following the publication of PBFT by Castro and Liskov [3], countless
Byzantine fault-tolerant replication protocols have been published in the literature
(see for instance [5, 10–12] and references therein). However, each of those
solutions has been designed to operate only in certain, very limited set of envi-
ronment conditions. For instance, PBFT [3] achieves reasonable performance only
in local area networks, and HQ [5] operates best for large number of replicas.
Furthermore, the majority of these protocols have been optimized for the common
case, i.e. fault-free environments, and consequently neglect the performance
achieved when some nodes become faulty. For instance, it has previously been
shown that practically all contemporary BFT replication protocols are prone to a so
called MAC attack [4]. Such vulnerability enables faulty clients to indefinitely
disrupt the progress of the whole protocol without being detected, simply by
appropriately malforming the authentication codes attached to its request. Even
though some BFT replication protocols, such as for instance Aardvark [4], have
been designed to guarantee acceptable performance despite in faulty environments,
they can exhibit more than 10 times worse throughput than the reference solutions
when all nodes are correct. Consequently, despite numerous attempts, none of the
existing Byzantine fault-tolerant replication protocols provides acceptable perfor-
mance in both correct and faulty environments.

In this chapter we attempt to fill this gap by proposing Supr, a novel method for
constructing Byzantine fault-tolerant replication systems. Supr views a BFT solu-
tion as a composition of self-sufficient replication protocols, which can be inde-
pendently implemented, tested and replaced. A BFT service constructed using Supr
actively monitors the properties of the execution environment and processes the
client requests using only the protocol most appropriate for the detected conditions.
As a result, Supr can be used to create solutions optimized for much broader range
of environment conditions than the existing approaches. In order to demonstrate
how the method introduced in this article could be used in practice, we use Supr to
create Dali, the first BFT replication protocol which provides high performance in
correct environments and still guarantees progress during MAC attacks. The con-
ducted experiments demonstrate that Dali not only significantly outperforms
existing BFT replication protocols in varying environment conditions, but also does
not introduce an observable overhead in stable environments.
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2 Related Work

Several existing BFT replication protocols have distinguished both fast and
recovery sub-protocols in order to improve performance in optimistic case, and
guarantee liveness in unfavorable conditions respectively. Zyzzyva [11] applies
speculative execution whenever all replicas are correct and switches to a slower
variant committing the requests only when some claims from the clients have been
received. HQ [5] deploys a lightweight quorum-based protocol in favorable con-
ditions and switches to PBFT when contention is detected. CheapBFT [10] uses an
optimistic protocol requiring less replicas, but falls back to MinBFT [12] when
faults are detected. However, in all these solutions the sub-protocols are tightly
coupled with each other, thus increasing the effort required for proper implemen-
tation, testing and maintenance. Contrarily, Supr is the first generic approach for
creating BFT solutions where each sub-protocol is entirely independent, and can be
implemented, proven and replaced irrespectively of the others.

The concept of constructing BFT solutions comprised of multiple protocol
instances has initially been proposed in Abstract [9]. Apart from acting as a tradi-
tional BFT protocol, each Abstract instance can decide to abort a client request
whenever it cannot provide progress. In such situation, the aborted request is relayed
to a different instance according to a predefined order. However, unlike Supr,
Abstract does not proactively change the instance processing client requests to
improve the achieved performance based on the detected environment conditions.

Bahsoun et al. [2] have recently proposed Adapt, a derivative of Abstract, which
does not require a predefined order in which the instances are aborted. Instead,
Adapt monitors the performance of the execution environment, such as the obtained
throughput or size of incoming requests, and uses these parameters to select the
protocol instance optimal for the detected environment conditions. However,
contrary to Supr, Adapt struggles to provide acceptable performance under arbitrary
faults, as the execution environment monitoring is not directly coupled with pro-
tocol instances. Furthermore, both Abstract and Adapt are likely to involve higher
implementation and maintenance costs than Supr due to possible hidden depen-
dencies between the sub-protocol instances. Finally, although Adapt does not
require a predefined policy, but uses machine learning to determine the most
appropriate instance, this approach can also be applied in Supr without an excessive
effort.

3 Supr Architecture

This section introduces and describes Supr (sub-protocols), a new approach for
effortlessly defining and implementing complex Byzantine fault-tolerant protocols.
Each BFT solution created using the proposed method is viewed as a composition
of so called Supr instances. Every instance represents an independent state machine
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replication protocol, which processes client requests and generates responses, much
like existing BFT protocols. At any moment exactly one instance is active, which
means it is designated to consume the client requests and process them according to
the underlying protocol specific for that instance. The non-active instances on the
other hand do not receive nor execute new client requests, although they still can
communicate with their corresponding instances on other nodes.

In order to oversee execution, Supr deploys on each replica an additional
supervisor module, which is shared between all protocol instances. The supervisor
acts as a multiplexer, intercepting all incoming messages and forwarding them to
the corresponding Supr instance. Apart from that, the supervisor collects the
information about the properties of the execution environment, such as the observed
throughput, average request size in previous batches, etc. These parameters are
reported directly by both active and inactive protocol instances. Additionally,
instances report to the supervisor any issues regarding the protocol execution. These
can include, but are not limited to, faults suspected in the system, observations
about any suspicious behavior or notices concerning insufficient progress. Finally,
the supervisor maintains and manages a transition policy, which defines how the
observations reported by the sub-protocols should affect the selection of the active
instance. The rules included in the policy should typically represent both the design
goals and the properties of every Supr instance, such as unfavorable conditions,
additional assumptions, etc.

The supervisor constantly monitors the information obtained from the
sub-protocols, and by confronting them with the policy, it might decide to change
the active instance by initiating a transition. When that happens, the supervisor
selects the new active instance based on the transition policy and enqueues any
subsequent requests received from the clients, instead of relying them to Supr
instances. Immediately after all the requests received by the previously active
instance have been processed, the supervisor finishes the transition by relaying the
enqueued client messages to the new active instance.

The second module deployed on each replica and shared between all Supr
instances is the sequencer, responsible for assigning unique identifiers to incoming
requests. Instead of using its own protocol-specific method, every instance is
required to query the sequencer module whenever it wishes to assign a client
request with a unique identifier. This approach guarantees that the requests are
ordered between multiple instances, which facilitates transitions between the pro-
tocols. Additionally, the sequencer is responsible for maintaining an identifier
cache, enabling detecting duplicate client requests. The communication pattern
between Supr modules located on a single node, including n sub-protocol instances,
is depicted in Fig. 1. The diagram illustrates the process of message multiplexing
performed by the supervisor and communication between the active instance and
the sequencer module, according to the description presented above.

The process of converting existing implementations of traditional BFT replica-
tion protocols into Supr instances involves modifying the protocol to communicate
with the modules described above and in most cases is straightforward and easy to
perform. Firstly, the code responsible for assigning unique identifiers to incoming
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requests needs to be replaced with a query to the shared sequencer. Secondly, the
implementation of the BFT protocol has to be enhanced to relay progress statistics
to the supervisor wherever applicable, either periodically or on demand. The exact
location where such functionality should be implemented depends on the properties
of the instance and the choice of factors triggering transitions to other instances.
Finally, the messages exchanged by each Supr instance should be enhanced with a
field unique to that instance. This property is used by the supervisor to forward the
received messages to their appropriate destinations, although in some cases this
might not be necessary, for instance when the messages exchanged by the adapted
protocol already differ somehow from the messages issued by the other instances.

4 Dali Protocol

In order to demonstrate how the approach introduced in this article can be applied in
practice, this section uses Supr to create Dali, the first Byzantine fault-tolerant
replication protocol which survives MAC attack, and at the same time does not
degrade the performance achieved in correct environments. Dali consists of three
Supr instances, each implementing an existing BFT replication protocol optimized
for different environment conditions. The remainder of this section first provides a
brief description of these protocols, and then introduces the corresponding transi-
tion policy used by the supervisor.

The first Dali instance uses PBFT [3], a protocol considered as a baseline
solution in the field of Byzantine fault-tolerant replication. PBFT designates a
single replica to perform the role of the primary, i.e. coordinate protocol execution
by imposing a total ordering on client requests. If the remaining servers suspect that
the current primary is faulty, they initiate a vote to elect among themselves the
replica that will perform the role of the next primary. A similar approach is fol-
lowed in the large majority of contemporary BFT replication solutions, including

Fig. 1 Communication pattern between Supr modules located on a single replica
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the protocols used in the remaining Dali instances. PBFT uses a traditional
three-round consensus to guarantee that the identifier assigned by the primary to a
client request is correct. This means that PBFT needs to perform three all-to-all
communication rounds between the replicas before each client request can be
executed. To guarantee communication integrity, the exchanged messages are
enhanced with message authentication codes (MAC).

The second Dali instance implements Zyzzyva [11], a protocol decreasing
replication costs through speculation. Unlike PBFT, Zyzzyva optimistically exe-
cutes client requests without prior consensus. When all replicas are correct, this
requires only one communication round to be performed between the servers.
However, if the clients are unable to receive a consistent response from all replicas
before an assumed timeout, potentially because some nodes are faulty, they issue
claims addressed to the replicas. These are subsequently used to establish a con-
sistent state on all nodes and reach a consensus on a valid response to the corre-
sponding client requests. Consequently, even though Zyzzyva can provide very
high throughput and low latency in correct environments, the additional commu-
nication rounds and the delay imposed by the clients can significantly degrade the
achieved performance whenever some nodes are faulty. Much like in PBFT, the
exchanged messages are authenticated with MACs.

Finally, the third Dali instance deploys Aardvark [4], which, unlike both PBFT
and Zyzzyva, guarantees progress during MAC attacks. Although Aardvark bases
on the same three-round consensus as PBFT, it uses a combination of MACs and
public-key signatures to authenticate the exchanged messages. As a result, the
clients can no longer generate incorrect message authentication codes without being
detected, since public-key signatures provide transferable authentication. However,
at the same time this approach degrades the performance achieved by the protocol,
since public-key signatures are more than an order of magnitude slower than
message authentication codes [3].

As has been already observed in the literature, each of the protocols presented
above performs best in different environment conditions. Zyzzyva provides the best
throughput and latency in correct environments, but can be expected to perform
worse than PBFT in unfavorable conditions, i.e. when some replicas or clients are
faulty [6]. Furthermore, while only Aardvark is resistant to MAC attacks, it pro-
vides the worst performance in correct environments due to the additional cost of
signature verification [4]. Consequently, when designing Dali, we have reflected
these properties in its transition policy. As a result, Dali supervisor select Aardvark
whenever a MAC attack is detected, chooses Zyzzyva if no faults are observed, and
in remaining situations switches to PBFT.

Each Dali instance monitors the protocol execution and informs the supervisor
about the observed anomalies. Dali transition policy uses two main factors to
determine which instance should be activated by the supervisor. The first one is the
frequency of Zyzzyva-specific claims received from the clients and their relation to
the overall number of recently executed requests. When no client claims have been
received for an assumed amount of time, all replicas can be considered correct, and
an optimistic execution of Zyzzyva can be used to increase the overall performance.
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The second decision factor is the frequency of primary changes triggered by an
incorrectly authenticated request. This is because frequent and recurring primary
changes typically indicate a MAC attack. The transition policy used in Dali is
presented in Fig. 2. The quantitative parameters of the policy have been selected
experimentally to minimize the amount of time required to react to changes in
environment conditions, and at the same time prevent premature transitions to less
resilient instances in situations where the faults are not exhibited only temporarily.
Additionally, after each observed premature transition the time intervals used by the
policy are additionally doubled to prevent such situations in the future.

5 Experiments and Evaluation

In order to verify our approach we have created stand-alone implementations of
PBFT, Zyzzyva and Aardvark, and subsequently adapted them as Dali instances
using the Supr approach introduced in this article. Additionally, each implemented
protocol has been enhanced to take advantage of the cost-aware batching opti-
mization introduced by the author [13]. The supervisor module has been setup to
select active instances according to the transition policy described in the previous
section. The test environment consisted of four servers, each equipped with a
3.4 GHz processor, 4 GB RAM and a Gigabit Ethernet controller, plus an addi-
tional machine hosting the client processes, all connected to the same local area
network.

The performed experiments compare the throughput achieved by Dali and its
reference protocols and analyze how Dali reacts to changes in environment con-
ditions. Throughout the tests we consider throughput as the maximum number of
client requests per second that could be processed by the service replicated using
the respective protocol. The experiments do not directly compare Supr to the other
existing adaptive BFT approaches, such as Abstract [9] or Adapt [2], as they would
have to be additionally modified to implement a protocol with a functionality

Fig. 2 A transition graph for Dali
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similar to Dali, since none of them is capable of sufficiently tolerating faults of
malicious origin.

The goal of the first experiment was to analyze the performance achieved by
Dali running PBFT and Zyzzyva instances, and estimate the cost of performing
transitions between them. The experiment started in a correct environment, where
all replicas processed incoming requests according to respective protocols. At a
certain moment, one of the replicas was manually suspended to simulate a node
failure. After some time, the failed replica was restarted, and it subsequently
resumed processing client requests. The throughput achieved by the considered
protocols throughout the duration of the experiment is presented in Fig. 3. While
Dali started the experiment in Zyzzyva instance, the supervisor initiated a transition
to PBFT after the replica failure has been detected, i.e. immediately after enough
client claims have been received. Similarly, after the failed replica was restarted and
the supervisor was no longer receiving client claims, it changed the active instance
back to Zyzzyva.

The throughput achieved by Dali has demonstrated to be practically indistin-
guishable from its reference protocols in both analyzed environment conditions,
with the maximum difference below 5 %, and an average around 1 %. Additionally,
Dali has achieved the highest average throughput of all protocols despite the change
in environment conditions, with an exception of Zyzzyva for requests with large
payloads. However, what cannot be observed in the figure, is that in such case
Zyzzyva provided around 50 % higher request latency than Dali. While we have
configured Dali policy to remain in PBFT in these conditions, in environments
where the high throughput is the most important factor, the policy could be further
modified in favor of Zyzzyva. The time required to perform a transition from
Zyzzyva to PBFT has been dominated by the delay imposed by the clients and has
demonstrated to be very similar to the one observed for Zyzzyva alone. Finally,
although Dali requires more time to switch back to Zyzzyva in order to prevent

(a) (b)

Fig. 3 Comparison of changes in throughput imposed by a single faulty replica. a Payload = 0
kB, b payload = 4 kB
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premature transitions when the replica is still faulty, the switching itself does not
exceed 1 s and still remains at an acceptable level.

The second experiment aimed at analyzing the behavior exhibited by Dali and
the reference protocols during a MAC attack. The test started in a fault-free envi-
ronment, and at a certain moment a single client started periodically issuing
requests with malformed MACs [4]. After some time the faulty client has been
turned off and the execution environment again became correct. Figure 4 presents
the throughput achieved by the analyzed protocols throughout the test. While Dali
started the experiment in Zyzzyva instance, as soon as its supervisor has detected
the MAC attack, exhibited by four consecutive primary changes, it initiated a
transition to Aardvark. Subsequently, the supervisor switched back to Zyzzyva after
no malformed requests had been received for 5 consecutive seconds, as defined by
the transition policy.

During the MAC attack both Zyzzyva and PBFT were unable to process any
incoming requests. This is the result of recurring primary changes triggered by the
replicas due to incorrect message authentication codes generated by the faulty
client. Analogically, while Aardvark maintained progress during MAC attack, it
exhibited even more than 10 times worse throughput than the remaining protocols
whenever the environment was correct. On the other hand, Dali both provided high
throughput in the fault-free environment and exhibited performance similar to
Aardvark during the MAC attack. Although the time spent on performing transi-
tions was slightly larger than in the previous experiment, it oscillated around 1 s
and still be considered acceptable. Finally, as described earlier, the additional 5 s
delay has been introduced by the policy after the end of the MAC attack to provide
a trade-off between the achieved performance and the cost of a premature transition.
However, this delay could be reduced to the level observed for the other transitions,
provided the supervisor is additionally enhanced with appropriate client blacklisting
mechanisms [4].

(a) (b)

Fig. 4 Comparison of changes in throughput imposed by a faulty client issuing malformed
MACs. a Payload = 0 kB, b payload = 4 kB
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6 Conclusion

In this article we have presented Supr, a new method for creating adaptive
Byzantine fault-tolerant replicated services. Unlike previous approaches, Supr
determines the properties of the execution environment based on the notifications
obtained directly from sub-protocol instances. This way the resulting solutions can
react to more subtle environment changes and counteract less evident performance
degradation caused by arbitrary faults. This makes Supr the first generic method for
creating Byzantine fault-tolerant solutions which guarantee high performance in
both correct and faulty environments. Furthermore, not only transforming existing
protocols to Supr instances requires far less effort than in previous approaches, but
also the resulting solution is easier to modify and reason about.

Additionally, to demonstrate that the proposed method can be used in practice,
we have used Supr to create Dali, the first Byzantine fault-tolerant solution which
provides performance competitive with contemporary BFT replication protocols in
correct environments, and at the same time survives the MAC attack [4]. In the
performed experiments Dali has demonstrated to easily outperform the other ana-
lyzed protocols under varying environment conditions. Additionally, while oper-
ating within a single sub-protocol instance, Dali has introduced no observable
overhead over its reference protocols.

However, it is worth noting that Dali is by no means the only adaptive BFT
solution that could be created using Supr. In the future, we plan to extend Dali with
additional sub-protocols to make it adapt even better to different environment
conditions. Additionally, we intend to utilize Supr to create a commercial-grade
BFT replicated service and use it to enhance the scope of performed experiments,
including the additional tests with contemporary fault injection techniques [7].
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Flood Risk Assessment from Flash Floods
in Bodva River Basin, Slovakia

Martina Zeleňáková, Lenka Gaňová, Pavol Purcz, Ladislav Satrapa,
Martin Horský and Vlasta Ondrejka Harbuľáková

Abstract The main objective of flood management as well as the entire manage-
ment cycle is regulated by Directive of the European Parliament and of the Council
2007/60/EC on the assessment and management of flood risks. The paper deals with
an application of preliminary flood risk assessment, particularly flood risk assess-
ment from flash floods in the Bodva river basin, which is situated in the south of the
Slovak Republic. The aim of the preliminary assessment of flood risk from flash
floods is determining the hazard and the vulnerability of assessed area. The result of
identification of a hazard is the determination of critical points in the basin and their
contributing surfaces on the basis of the geometric and physiogeographic charac-
teristics of the contributing surfaces. Vulnerability in the study area is determined
on the basis of the type and density of the built-up area. The resulting flood risk is
stated as a moderate risk. The scope and extremity of flood episodes point to the
need to build a comprehensive system of flood protection measures in potential
flood areas.
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1 Introduction

The increase in damage due to natural disasters is directly related to the number of
people who live and work in hazardous areas and who continuously accumulate
assets [1, 2]. Land-use planning authorities therefore have to manage effectively the
establishment and development of settlements in flood-prone areas in order to
prevent further increase in vulnerable assets [3, 4]. Flood risk analysis provides a
rational basis for prioritizing resources and management actions. Risk analysis can
take many forms, from informal methods of risk ranking and risk matrices to fully
quantified analysis [5, 6]. It is important to keep in mind that a flood nowdays is
expected to bring about a whole gamut of consequences. The costs of damages
caused by extreme weather events (among which floods are a major category) have
exhibited a rapid upward trend world-wide. The scope and extremity of flood
episodes point to the need to build a comprehensive system of flood protection
measures in potential flood areas.

Geographical information systems and multicriteria analysis (MCA) methods
have been applied in several studies in flood risk assessment [7–12].

The paper is focused on preliminary flood risk assessment of flash floods in
Bodva river basin, south of Slovakia. The task is to obtain knowledge on the spatial
variability of flood risk from flash floods and in doing so supplement a preliminary
flood risk assessment already conducted in 2011 for the purpose of proposing
suitable flood mitigation measures for reducing the risk found. Thus a process for
managing risk in locations endangered by flooding is secured. The added value of
this work versus the preliminary flood risk assessment already conducted consists in
the supplemental assessment of flood risk from flash floods and the fact that flood
risk is not perceived only as a function of flood hazard but is also understood as a
combination of flood hazard and vulnerability. The result of identification of a
hazard is the determination and selection of critical points and their contributing
surfaces, determined by the authors on the basis of selected basic geometrical and
physiogeographical characteristics of the contributing surfaces.

Among the factors influencing flow and crucial in regard to the origin and size of
flash floods, very intensive torrential rains play a key, primary role. The origin of
flash floods is secondarily influenced by local or regional physiogeographical and
hydrological conditions, and the hydrological conditions which can through tor-
rential rains further accelerate or moderate the initiated process [13]. According to
Acreman and Sinclair [14] the type and speed of hydrological processes occurring
in the interior of a basin are determined by its natural environment and its char-
acteristics. The mentioned authors assume that the dominant conditioning factors
can also be represented by a small number of variables. This may be the surface and
shape of the basin, the incline of its slopes, the length of the flow, the incline of the
flow, the density of the river network, a dissection of the relief, precipitation, the
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soil cover, the retention capacity of the basin, the landscape vegetation cover, its
fragmentation and others. At the same time we could further specify each one, e.g.
precipitation—by duration, intensity and frequency; soils—by character, type,
depth, initial dampness (the actual amount of water in the soil), infiltration capacity,
retention capacity, etc.

In the majority of scientific works [11, 12] etc., variables (parameters) are
accepted for practical reasons which can be easily read (or measured) from existing
maps and databases.

The aim of the paper is to apply a generally usable methodology, based on flood
causal factors, realized in the GIS environment, the result of which will be the
determination of areas with the occurrence of flood risk from flash floods.

2 Materials and Methods

In the following sub-chapters the need for assessment of flood risk from flash
floods, a description of the methodology as well as an assessment of this flood risk
are substantiated.

A foundation was the existing “Methodological instructions for identification of
critical points”, which was prepared in 2009 within the project “Assessment of
floods in June and July 2009 on the territory of the Czech Republic” by the
T.G. Masaryk Water Research Institute in Brno.

2.1 Identification of Risk

Knowledge on the material and spatial occurrence of flood situations and knowl-
edge of the reasons that condition the increased frequency or regional differences in
the occurrence of floods are an essential foundation for accepting effective and
sustainable preventive flood mitigation measures.

2.1.1 Determining of Critical Points and Their Contributing Surfaces

A critical point is stipulated as a point of intersection of the borders of built-up
territory of an urban area with the linear path of concentrated surface flow. For each
critical point a contributing surface, so-called component basins, is generated the
closing profile of which is formed by the relevant critical point. In practice this
means that a surface flow of precipitation which falls on the territory of the con-
tributing surface, flows to the profile of the critical point and continues further to the
urban area, where it represents a danger for people and their property [15].
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2.1.2 Selection and Characterization of Causal Factors

For this methodology causal factors are selected on the basis of those geophysical
characteristics of basins which determine the character and course of the flash
floods [16]: the surface of a basin, the slope of the basin, pedological relations,
climatic relations—total precipitation (maximum daily total of precipitation in mm
with probability of repeating once in 100 years; in Slovakia this is from 70 to
180 mm (70–180 l per m2)), land use.

2.1.3 Defining of Contributing Surfaces

This step deals with the process of defining the contributing surfaces or the seg-
ments of a basin which are crucial from the viewpoint of the creation of a con-
centrated surface flow from flash floods and have adverse effects on built-up urban
areas. On the basis of the previous literature as well as expert research, the fol-
lowing criteria have been selected as being crucial in relation to flash floods:

• relative value of the size (area) contributing surface (0.2–40 km2),
• average slope of the contributing surface (≥5 %),
• share of arable land on the contributing surface (≥40 %),
• share of heavy soils on the contributing surface,
• relative value of the sum of 1-day precipitation with a period of repeating of

100 years on the contributing surface.

The criterion H which represents a combination of geometric and physiogeo-
graphical factors (hazard) was calculated according to the following Eq. (1):

H ¼ w1 � Pð Þþ w2 � ACSð Þþ w3 � Sð Þþ w4 � ALð Þþ w5 � HSð Þ ð1Þ

where:
P relative value of the sum of one-day precipitation with a

period of repeating of 100 years in mm with regard to
maximum sum in the given area (–);

ACS relative value of the size of the contributing surface with
regard to maximum considered size of the surface 40 km2

(km2);
S average slope of the contributing surface (%);
AL share of arable land on the contributing surface (%);
HS share of heavy soils on the contributing surface (%);
w1, w2, w3, w4, w5 weights (0.39; 0.20; 0.27; 0.09; 0.06)—importance of the

causal factors was calculated by analytical hierarchy process
(AHP) in Microsoft Excel [16]

Defining of contributing surfaces was done in Arc GIS 9—version ArcView 9.3.
For all identified critical points are generated the relevant contributing surfaces and
the parameters calculated which enter into the analysis of the resulting assessment:
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• Sizeof the contributing surface—calculationusingArcGIS—CalculateGeometry.
• Average slope of the contributing surface—calculation of the slope using arc-

toolbox: Spatial Analyst Tools—Surface—Slope and subsequently calculation
of the average slope—Spatial Analyst Tools—Zonal—Zonal statistic.

• Share of arable land on the contributing surface—calculate using Field
Calculator.

• Share of the area of heavy soils on the contributing surface—calculate using
Field Calculator.

• Relative value of the sum of 1-day precipitation with a period of repeating of
100 years in mm with respect to the maximum sum in the given area (max.
95 mm)—using Field Calculator.

A component of Spatial Analyst is a set of Hydrology instruments which contain
a function enabling hydrological analyses of a basin to be carried out.

2.2 Risk Analysis

The riskiness of a locality is determined on the basis of a combination of the hazard
of the contributing surfaces and the vulnerability of the territory beneath the critical
point according to the rules of a 3 × 3 matrix (Table 1).

The primary aim of risk assessment of contributing surfaces is determining the
riskiness of the locality using an ordinal scale (i.e. low, moderate, and high) and
providing a foundation for the next stage, called risk management.

2.3 Results

For a practical illustration of the assessment of flood risk from flash floods the entire
basin of the Bodva River, situated in the south of Slovakia, is selected. For practical
application of the methodological process of selecting measures for flood protection
with a focus on lowering the potential for adverse consequences of floods on human
health, property and the environment the small town of Medzev in a partial basin of
the Bodva was selected. The town of Medzev was in the scope of preliminary
assessment of flood risk in Slovakia assessed as an area with an existing potential
for significant flood risk.

Table 1 Matrix for calculation of the resulting flood risk from flash floods

V/H A (≥17.7) B (8.1–17.6) C (≤8)

A (>2.3) AA (high risk) AB (high risk) AC (moderate risk)

B (1.5–2.3) BA (high risk) AC (moderate risk) BC (low risk)

C (<1.5) CA (moderate risk) CB (low risk) CC (low risk)
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2.4 Study Area

The river basin of the Bodva is demarcated by a contour dividing line which is to
the north and east a dividing line toward the component Hornád basin. This
dividing line leads along the ridge of the Volovský Mountains and from there turns
to the southeast to Košice basin, where it runs along the highest places of the hilly
parts of the Košice basin on the border with the Hungarian Republic. From the
south the Slovak part of the Bodva basin is bordered by the state border with the
Republic of Hungary. The western border of the basin is formed by a dividing line
with the Slaná basin. This dividing line leads along the peaks of the Slovak karst
region again in the direction of the Republic of Hungary [17].

The Bodva River arises in the Volovský Mountains at an elevation of 900 m a.s.
l. The length of its flow along the state border is 48.4 km [18]. Within the territory
of Hungary it flows into the Slaná River. A larger right-hand side inflowing
tributary of the Bodva is the Turňa and on the left-hand side the Ida. The land use is
as follows: artificial surfaces—4.7 %; agricultural areas—48.1 %; forested and
semi-natural areas—46.6 %; wetland areas—0.1 %; waters—0.5 %.

2.5 Description of Floods in the Basin

The year 2010 was from the viewpoint of rainfall exceptionally above average in
the Bodva basin. The first flood of 2010 in the component basin of the Bodva
occurred in the first half of January. In April a second flood occurred which resulted
from long-lasting and substantial rainfall which fell over the course of 3 days. These
rains caused a rapid and significant rise in water levels. The floods in May and June
2010 were exceptional from the viewpoint of time and spatial distribution in the
Bodva basin. In nearly all water measuring stations water stages designated as third
degree flood activities were surpassed. Further above-average rainfall occurred in
November. Basins reacted to the rainfall with increased flows and in the Bodva the
flow of water was at a level which can be achieved or surpassed only one time every
1 to 2 years. Precipitation activities continued even into the early part of December
and the larger part of the precipitation was repeatedly in the form of rainfall [19].

In the scope of a flood risk assessment in the Bodva river basin 5 areas (17.2 km)
were identified with the occurrence of significant flood risk [19], from this:

• 2 areas with the existing potential for significant flood risk (6.7 km),
• 3 areas with probable potential for significant flood risk (10.5 km).

The list of the areas in which the occurrence of significant flood risk was
determined is graphically presented in Fig. 1.
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2.6 Data

With the assessment of flood risk from flash floods the following data foundations
are utilized:

• an analysis of flash floods on the territory of the Slovak Republic,
• a digital model of terrain of the assessed territory,
• the edges of built-up municipalities,
• CORINE Land Cover 2006,
• a map of values of the sum of one-day precipitation with a period repeating of

100 years (Slovak Hydrometrological Institute—SHMÚ),
• a map of soil types (Research Institute of Soil Sciences and Soil Protection—

VÚPOP).

The documents, analysis and conversion of data are prepared in the GIS envi-
ronment, specifically ArcGIS 9—version ArcView 9.3 with Spatial Analyst and
ArcHydro.

2.7 Results

The aim of the preliminary assessment of flood risk from flash floods is determining
the critical points in the basin and their contributing surfaces on the basis of the

Fig. 1 Geographical area with potentially significant flood risk in the component basin of the
Bodva [19]
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physiogeographic and geometric characteristics of the contributing surfaces.
Individual characteristics enable the determining of the flood hazard; therefore,
before the flood risk assessment itself it is important to know the natural rela-
tionships of the resolved territory.

The sequence of individual steps of the preliminary assessment of flood risks
from flash floods in the partial basin of the Bodva emerges from the proposed
methodological procedure described in previous chapter.

Overall, 32 critical points are identified in the basin. For all critical points
identified the relevant contributing surfaces are generated (Fig. 2) and the param-
eters calculated which enter into the analysis of the resulting assessment.

The preliminary parameters are used for calculation of the H criteria, i.e. indi-
cator of critical conditions, according to the relationship (1). All critical points
whose relevant contributing surfaces satisfy the given criteria are assigned to
another assessment—calculation of risk. From the total number of 32 critical points,
8 critical points, or 8 contributing surfaces, satisfy the entered criteria (H ≥ 5.3).

For the needs of calculation of flood risk from flash floods of the assessed
contributing surfaces, it is necessary to determine the hazard of the selected con-
tributing surfaces and the vulnerability of the territory below the critical points. The
class of hazard (A, B and C) depends on the value according to Table 1.

A graphic presentation of the determined hazard classes of the selected con-
tributing surfaces (8 in total) is shown in Fig. 3.

Overall, 5 contributing surfaces in the component basin of the Bodva were
determined to be class B hazard (moderate hazard) and 3 contributing surfaces were
assigned to class A (high hazard) (Fig. 3).

Fig. 2 Resultant contributing surfaces (CS) of the identified critical points in the component of
the Bodva basin
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Vulnerability below the critical point is determined according to the relation (2).
The determined values of the individual criteria and resulting vulnerability require
reconnaissance of the terrain. Given this fact, vulnerability is determined illustra-
tively for only one critical point, which is located in the northeast part of the town
of Medzev. The resolved segment for assessing vulnerability is determined only by
a professional estimate, and territories adjacent to the flow, i.e. a built-up area
directly adjacent to the bank of the flow, are taken into consideration.

In the resolved segment built-up areas make up only 16.6 % of the total
endangered territory, i.e. less than 30 % of the territory is built-up. On the basis of
this fact, it is assigned a value of 1 of criteria D (density of built-up areas). Greater
emphasis is placed on the type of built-up area below the critical point—criterion T.
In the case of this critical point, almost only residential areas are involved, where
damage in the case of torrential floods could possibly also lead to loss of human
lives. One building is non-residential (for industry). The value of this criteria is
calculated as the weighted average of the values of the class of vulnerability, on the
basis of the share of built-up areas of individual types of buildings in the endangered
(adjacent) territories (a building with vulnerability 1 represents 2.7 % share of
built-up areas and the buildings with a vulnerability of class 3 represent a 13.9 %
share of the built-up area). Criterion T (type of built-up area) acquires a value of 2.7.

The resultant vulnerability is calculated according to relation 2 and in the case of
this solution of the critical point is numbered by the value 2.01. This involves
moderate vulnerability, which is in the range from 1.5 to 2.3.

The risk according to the proposed method and the determined matrix (Table 1)
is calculated as a combination of hazard and vulnerability. In the case of this critical
point the contributing surface is assigned to the risk category BB, which means that
the locality is at moderate risk in terms of flash flooding of the basin.

Fig. 3 Resulting hazard of selected contributing surfaces and critical points (CP) in the Bodva basin
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3 Conclusion

The contribution, dealing with solving the problem of assessment and management
of flood risk with the goal of effective control aiming at reducing flood risk and thus
increasing the measure of flood protection, is developed in the sense of currently
valid legislation in the area of flood protection, primarily in the sense of the already
mentioned directive 2007/60/EC on the assessment and management of flood risk.
The aim of the work was expanding the set of scientific knowledge in the field of
assessment and management of flood risk in Slovakia and in the world, and a
proposal for directing the management of flood risks with the goal of reducing the
adverse effects on human health, the environment and economic activities con-
nected with floods. A goal so conceived had a primary task, namely “Proposal of a
methodology for the process of preliminary assessment of flood risk—a method-
ological procedure for preliminary flood risk assessment from flash floods with
respect to the need for its updating following from directive 2007/60/EC and its
application in the conditions of a modelled territory”.

Acknowledgments This paper was written thanks to support from project VEGA 1/0609/14.

References

1. Hanák, T., Korytárová, J.: Risk zoning in the context of insurance: comparison of flood, snow
load, windstorm and hailstorm. J. Appl. Eng. Sci. 12(2), 137–144 (2014). doi:10.5937/jaes12-
6098

2. Pietrucha-Urbanik, K.: Assessment model application of water supply system management in
crisis situations. Global NEST J. 16(5), 893–900 (2014)

3. Petrow, T., Thieken, A.H., Kreibich, H., Bahlburg, C.H., Mercz, B.: Improvements on flood
alleviaton in Germany: lessons learned from the Elbe flood in August 2002. Environ. Manag.
38(5), 717–732 (2006)

4. Korytárová, J., Šlezingr, M., Uhmannová, H.: Determination of potential damage to
representatives of real estate property in areas afflicted by flooding. J. Hydrol. Hydromech.
55(4), 282–228 (2007)

5. Hall, J.: Journal of Flood Risk Management. J. Flood Risk Manag. 3, 1–2 (2010)
6. Pietrucha-Urbanik, K.: Failure analysis and assessment on the exemplary water supply

network. Eng. Fail. Anal. 57, 137–142 (2015)
7. Chandran, R., Joisy, M.B.: Flood hazard mapping of Vamanapuram river basin—a case study.

In: Proceedings of the 10th Conference on technological trend [online]. http://117.211.100.42:
8180/jspui/bitstream/123456789/572/1/CE_HE_05.pdf. Accessed February 2014

8. Kandilioti, G., Makropoulos, C.: Preliminary flood risk assessment. The case of Athens. Nat.
Hazards 61(2), 441–468 (2012)

9. Tanavud, C.H., Yongchalermchai, C.H., Bennui, A., Densreeserekul, O.: Assessment of flood
risk in Hat Yai Municipality, Southern Thailand, using GIS. J. Nat. Disaster Sci. 26(1), 1–14
(2004)

10. Scheuer, S., Haase, D., Meyer, V.: Exploring multicriteria flood vulnerability by integrating
economic, social and ecological dimensions of flood risk and coping capacity: from a starting
point view towards an end point view of vulnerability. Nat. Hazard 58(2), 731–751 (2011)

592 M. Zeleňáková et al.

http://dx.doi.org/10.5937/jaes12-6098
http://dx.doi.org/10.5937/jaes12-6098
http://117.211.100.42:8180/jspui/bitstream/123456789/572/1/CE_HE_05.pdf
http://117.211.100.42:8180/jspui/bitstream/123456789/572/1/CE_HE_05.pdf


11. Yahaya, S., Ahmad, N., Abdalla, F.R.: Multicriteria Analysis for flood vulnerable areas in
Hadejia-Jama’are river basin, Nigeria. Eur. J. Sci. Res. 42(1), 71–83 (2010)

12. Yalcin, G., Akyurek, Z.: Analysing flood vulnerable areas with multicriteria evaluation. In:
Proceedings from XXth ISPRS Congress of Geo-Imagery Bridging Continents, pp. 359–364
(2004)

13. Grešková, A.: Identification of risky areas and flood causal risky factors in small basins.
Geogr. J. 53(3), 247–268 (2001)

14. Acreman, M.C., Sinclair, C.D.: Classification of drainage basins according to their physical
characteristics: an application for flood frequency analysis in Scotland. J. Hydrol. 84, 365–380
(1986)

15. TGM WRI: Methodology for critical points identification (2009). http://www.povis.cz/mzp/
KB_metodicky_navod_identifikace.pdf. Accessed July 2012

16. Gaňová, L.: Assessment and management of flood risk in the selected river basins in respect of
Directive 2007/60/EC. Thesis, Faculty of Civil Engineering, Košice (2014)

17. WRI: General description of Bodva river basin (2009). http://www.vuvh.sk/rsv/docs/PMP/
prilohy/priloha_2/priloha_2_1/Bodva.pdf. Accessed March 2014

18. ME SR: Management plan of Bodva river basin (2009). http://www.vuvh.sk/download/RSV/
07_PMP_Bodva/01_Plan%20manazmentu%20ciastkoveho%20povodia%20Bodva/PMCP_
Bodva.pdf. Accessed March 2014

19. ME SR: Preliminary flood risk assessment in Bodva river basin (2011). http://www.minzp.sk/
files/sekcia-vod/bodva-suhrnny.pdf. Accessed March 2014

Flood Risk Assessment from Flash Floods in Bodva River … 593

http://www.povis.cz/mzp/KB_metodicky_navod_identifikace.pdf
http://www.povis.cz/mzp/KB_metodicky_navod_identifikace.pdf
http://www.vuvh.sk/rsv/docs/PMP/prilohy/priloha_2/priloha_2_1/Bodva.pdf
http://www.vuvh.sk/rsv/docs/PMP/prilohy/priloha_2/priloha_2_1/Bodva.pdf
http://www.vuvh.sk/download/RSV/07_PMP_Bodva/01_Plan%2520manazmentu%2520ciastkoveho%2520povodia%2520Bodva/PMCP_Bodva.pdf
http://www.vuvh.sk/download/RSV/07_PMP_Bodva/01_Plan%2520manazmentu%2520ciastkoveho%2520povodia%2520Bodva/PMCP_Bodva.pdf
http://www.vuvh.sk/download/RSV/07_PMP_Bodva/01_Plan%2520manazmentu%2520ciastkoveho%2520povodia%2520Bodva/PMCP_Bodva.pdf
http://www.minzp.sk/files/sekcia-vod/bodva-suhrnny.pdf
http://www.minzp.sk/files/sekcia-vod/bodva-suhrnny.pdf


Invariant-Based Performance Analysis
of Timed Petri Net Models

W.M. Zuberek

Abstract In timed Petri nets, temporal properties are associated with transitions as
transition firing times (or occurrence times). For net models which can be
decomposed into a family of place invariants, performance analysis can be con-
veniently performed on the basis of its components. The paper presents an approach
to finding place invariants of net models and proposes an incremental method
which, for large models, can significantly reduce the required amount of
computations.

Keywords Timed Petri nets � Place invariants � Performance analysis �
Incremental model analysis

1 Introduction

Petri nets [6, 7, 10] have been proposed as a formalism for modeling and analysis of
discrete-event systems with asynchronous, interacting components. Computer and
communication networks, manufacturing systems and transportation networks are
just a few examples of such systems. Popularity of net models is due to a simple
and ‘natural’ representation of concurrent and asynchronous activities, typical for
many discrete-event dynamical systems, that, however, cannot be modeled easily
using queueing theory or other traditional modeling and evaluation techniques.
Moreover, a well-developed mathematical foundations exists for the description
and analysis of net models.

In order to study the performance aspects of Petri net models, the duration of
activities must also be taken into account. Several types of Petri nets ‘with time’
have been proposed by assigning ‘firing times’ to transitions or ‘enabling times’ to
places [1, 8, 11]. In timed Petri nets [2, 9, 12, 13], the events occur in ‘real time’,
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i.e., there is a (deterministic or stochastic) duration associated with each transition’s
firing, and different (concurrent) firings of transitions correspond to (concurrent)
activities in the modeled systems. For timed Petri nets, the concept of ‘state’ and
state transitions can be formally defined, and used to derive different performance
characteristics of the model [13].

For a class of Petri net models, structural analysis, based on place invariants
[10], is an attractive approach because it provides an analytical characterization of
the model’s performance, and also it eliminates the exhaustive analysis of the state
space (which can be huge for large models). Structural analysis is based on the set
of place invariants, which—for complex models—can be difficult to find.
Incremental approach reduces the process of finding basic place invariants by first
finding the invariants for very simple submodels of the original models, and then
combining the submodels into more complex ones with invariants determined in a
way that eliminates many steps of the direct approach to finding the invariants.

Section 2 recalls basic concepts of Petri nets and timed nets, their place
invariants and (structural) performance analysis. Finding place invariants is dis-
cussed in Sect. 3 while Sect. 4 introduces the incremental approach and compares it
with the direct approach of Sect. 3. Section 5 provides some concluding remarks.

2 Nets, Net Invariants, Timed Nets and Performance
Analysis

A place/transition (ordinary, i.e., with no arc weights) net N is a triple N ¼ ðP; T ;AÞ
where P is a finite, nonempty set of places, T is a finite, nonempty set of transitions,
and A is a set of directed arcs, A�P� T [ T � P, such that for each transition there
exists at least one place connected with it. For each place p (and each transition t)
the input set, Inp(p) (or Inp(t)), is the set of transitions (or places) connected by
directed arcs to p (or t). The output sets, Out(p) and Out(t), are defined similarly.

A marked Petri net M is a pair M ¼ ðN;m0Þ where N is a Petri net,
N ¼ ðP; T ;AÞ, and m0 is an initial marking function, m0 : P ! f0; 1; . . .g which
assigns a (nonnegative) integer number of tokens to each place of the net.

Let any function m : P ! f0; 1; . . .g be called a marking in a net N ¼ ðP; T ;AÞ.
A transition t is enabled by a marking m iff m assigns at least one token to every

input place of this transition. Every transition enabled by a marking m can fire (or
occur). When a transition fires, a token is removed from each of its input places and
a token is added to each of its output places. This determines a new marking in a
net, new set of enabled transitions, and so on. The set of all markings that can be
derived from the initial marking is called the set of reachable markings. If this set if
finite, the net is bounded, otherwise it is unbounded.

A place p is shared iff it is an input place for more than one transition. A net is
(structurally or statically) conflict-free if it does not contain shared places.
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A marked net is (dynamically) conflict-free if for any marking in the set of
reachable markings, and for any shared place, at most one of transitions sharing the
place is enabled. Only bounded conflict-free nets are considered in this paper.

Each place/transition net N ¼ ðP;T ;AÞ can be represented by a connectivity (or
incidence) matrix C : P� T ! f�1; 0; þ 1g in which places correspond to rows,
transitions to columns, and the entries are defined as:

8p 2 P 8t 2 T : C½p; t� ¼
�1; if t 2 OutðpÞ � InpðtÞ;
þ 1; if t 2 InpðpÞ � OutðpÞ;
0; otherwise:

8
<

:

If a marking mj is obtained from another marking mi by firing a transition tk then
(in vector notation) mj ¼ mi þC½k�, where C[k] denotes the k-th column of C, i.e.,
the column representing tk.

Connectivity matrices disregard ‘selfloops’, that is, pairs of arcs (p, t) and (t, p);
any firing of a transition t cannot change the marking of p in such a selfloop, so
selfloops are neutral with respect to token count of a net. A pure net is defined as a
net without selfloops [10].

A P-invariant (place invariant) of a net N is any nonnegative, nonzero integer
(column) vector I which is a solution of the matrix equation

CT � I ¼ 0;

where CT denotes the transpose of matrix C. It follows immediately from this
definition that if I1 and I2 are P-invariants of N, then also any linear (positive)
combination of I1 and I2 is a P-invariant of N.

A basic P-invariant of a net is defined as a P-invariant which does not contain
simpler invariants. All basic P-invariants I of ordinary nets are binary vectors [10],
I : P ! f0; 1g.

A net Ni ¼ ðPi; Ti;AiÞ is a Pi-implied subnet of a net N ¼ ðP; T ;AÞ, Pi � P, iff:

(1) Ai ¼ A\ ðPi � T \T � PiÞ;
(2) Ti ¼ ft 2 T j9p 2 Pi : ðp; tÞ 2 A _ ðt; pÞ 2 Ag:

It should be observed that in a (pure) net N, each P-invariant I of N determines a
PI-implied (invariant) subnet of N, where PI ¼ fp 2 PjIðpÞ[ 0g; PI is sometimes
called the support of the invariant I; all nonzero elements of I select rows of C, and
each selected row i corresponds to a place pi with all its input (+1) and all output
(–1) arcs associated with it.
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For the Petri net shown in Fig. 1, the connectivity matrix is:

It can be easily observed that the sum of rows 1 and 2, as well as 3 and 4 are
equal to zero, so fp1; p2g and fp3; p4g are basic place invariants. Similarly,
fp5; p6; p7; p8; p9g is also a basic place invariant. Subnets implied by these
invariants are shown in Fig. 2.

The net shown in Fig. 1 has two more place invariants: fp1; p3; p5; p6g and
fp2; p4; p7; p8; p9g.

In timed Petri nets each transition takes a ‘real time’ to fire, i.e., there is a ‘firing
time’ associated with each transition of a net which determines the duration of
transition’s firings.

A conflict-free timed Petri net T is a pair T ¼ ðM; f Þ where:
M is a conflict-free marked Petri net, M ¼ ðN;m0Þ, N ¼ ðP; T ;AÞ,
f is a firing time function which assigns the nonnegative (average) firing time

f ðtÞ to each transition t of the net, f : T ! R�, and R� denotes the set of non-
negative real numbers.

The behavior of a timed Petri net can be represented by a sequence of ‘states’
and state transitions where each ‘state’ describes the distribution of tokens in places
as well as firing transitions of the net; detailed definitions of states and state tran-
sitions are given in [13]. The states and state transitions can be combined into a
graph of reachable states; this graph is a semi-Markov process defined by the timed
net T. For cyclic conflict-free timed nets, such state graphs are simple cycles which

p1 p2

p3 p4

p5

p6

p7

p8

p9

t1

t2

t3

t4

t5

t6

Fig. 1 Petri net
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represent the cyclic behavior of such nets. Each such timed Petri net contains a
basic invariant subnet with the cycle time equal to the cycle time of the whole net.
All other subnets, with smaller cycle times, will be subjected to some synchro-
nization delays, imposed by the ‘slowest’ subnet that determines the cycle time of
the whole net.

The cycle time of the net, s0, is thus equal to the maximum cycle time if its
invariant subnets [11]:

s0 ¼ maxðs1; s2; . . .; skÞ

where k is the number of subnets covering the original net, and each si, i ¼ 1; . . .; k,
is the cycle time of the subnet i, equal to the sum of occurrence times associated
with the transitions divided by the total number of tokens assigned to the subnet:

si ¼
P

t2Ti f ðtÞP
p2Pi

mðpÞ :

In many cases, the number of basic P-invariants can be reduced by removing
from the analyzed net all these elements which do not affect the performance of
models. Some of such reductions are discussed in [14].

3 Finding Place Invariants

Finding place invariants can be done in several ways [4, 5]. A polynomial algorithm
for finding all place invariants can be derived from the property that the sum of
rows of the connectivity matrix corresponding to a place invariant is equal to zero.
For each place pi, the algorithm starts with the i-th row of a connectivity matrix and
uses other rows to eliminate nonzero elements in the original row. This is performed

p1 p2

t1

t2

p3 p4

t3

t2

p5

p6

p7

p8

p9

t4

t5

t6

t1

t3

(a) (b) (c)

Fig. 2 Invariant implied subnets
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by a recursive procedure “Eliminate” with three parameters, “w” which is the
current working vector (initialized to the i-th row of the connectivity matrix), “u”
which is a set of places constituting the invariant and “r” which ia a set of columns
of the connectivity matrix (i.e., transitions) used for reductions of “w”:

“Inv” is the set of invariants and “add(u,Inv)” adds the invariant “u” to the set.
“Inv” if it is not there; nt is the number of transitions and np is the number of places.
The function “check(w, j)” returns the set of indices of nonzero elements of the sum
of “w” and row “j” of “M”.

“Eliminate” is invoked for consecutive places of the net model:

The initial steps of finding place invariants for the model shown in Fig. 1 are
presented in Table 1; the table shows the vector “w”, the set “u” and the set “r” for
consecutive invocations of “Eliminate”).
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The complete set of basic place invariants for the net shown in Fig. 1 is:

i place invariant implied transitions

1 fp1; p2g t1; t2
2 fp3; p4g t2; t3
3 fp5; p6; p7; p8; p9g t1; t3; t4; t5; t6
4 fp1; p3; p5; p6g t1; t2; t3; t4
5 fp2; p4; p7; p8; p9g t1; t2; t3; t5; t6

so the cycle time is:

s0 ¼ maxðs1; s2; s3; s4; s5Þ

Table 1 Finding place invariants for the net shown in Fig. 1

i w u r

1 −1,+1,0,0,0,0 {1} {}

0.0,0,0,0,0 {1,2} {1} invariant {1,2}

0,+1,0,−1,0,0 {1,5} {1}

0,0,+1,−1.0,0 {1,5,3} {1,2}

0,0,0,0,0,0 {1,5,3,6} {1,2,3} invariant {1,3,5,6}

2 +1,−1,0,0,0,0 {2} {}

0,0,0,0,0,0 {2,1} {1} invariant {1,2}

0,−1,0,0,0,+1 {2,9} {1}

0,0,-1,0,0,+1 {2,9,4} {1,2}

0,0,0,0,−1,+1 {2,9,4,7} {1,2,3}

0,0,0,0,0,0 {2,9,4,7,8} {1,2,3,5} invariant {2,4,7,8,9}

3 0,−1,+,0,0,0 {3} {}

−1,0,+1,0,0,0 {1,3} {1}

0,0, +1,−1,0,0 {3,1,5} {1,3}

��� ��� ��� ���
9 −1,0,0,0,0,+1 {9} {}

0,−1,0,0,0,+1 {9,2} {1}

0,0,−1,0.0,+1 {9,2,4} {1,2}

0,0,0,0,−1,+1 {9,2,4,7} {1,2,3}

0,0,0,0,0,0 {9,2,4,7,8} {1,2,3,5} invariant {2,4,7,8,9}
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where:

s1 ¼ f ðt1Þþ f ðt2Þ;
s2 ¼ f ðt2Þþ f ðt3Þ;
s3 ¼ f ðt1Þþ f ðt3Þþ f ðt4Þþ f ðt5Þþ f ðt6Þ;
s4 ¼ ðf ðt1Þþ f ðt2Þþ f ðt3Þþ f ðt4ÞÞ=2;
s5 ¼ f ðt1Þþ f ðt2Þþ f ðt3Þþ f ðt5Þþ f ðt6Þ:

Other performance characteristics can be derived in a similar way [3].

4 Incremental Approach

In many cases, the components of the model are known in advance and can be used
for incremental approach to finding place invariants of a net model.

For the example shown in Fig. 2, place invariants of simple subnets are obvious
(and even formally can be determined in a single step). Submodels (a) and (c) (i.e.,
subnets implied by place invariants fp1; p2g and fp5; p6; p7; p8; p9g) are combined
using a single transition (t1) which does not change the invariants. The combined
subnet implied by fp1; p2; p5; p6; p7; p8; p9g is merged with the remaining subnet by
transitions t2 and t3, as shown in Fig. 3. This integration can create new invariants,
but all such invariants must contain places connected to t2 and/or t3, so only these
places should be checked for new place invariants.

In general, if two subnets are merged by transitions in a set Tshared , new place
invariants are found by the same procedure as before but restricted to places in the
set Inp(Tshared) and Out(Tshared):

p1 p2
p5

p6

p7

p8

p9

t1

p3 p4

t2

t3

t4

t5

t6

t3

t2

Fig. 3 Merging subnets
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Analysis of the case shown in Fig. 3 corresponds to a part of Table 1 that
includes places p1 to p4, p6 and p7, which is about one half of the total Table.

It should be observed that the gains of the incremental approach actually increase
with the size of the model.

5 Concluding Remarks

Invariant-based performance analysis derives analytical characterization of the
model’s performance provided the model is covered by a family of conflict-free
subnets. If this is the case, the subnets are implied by place invariants of the net
model. Efficient method of finding place invariants uses an incremental approach of
merging simple submodels into more complex ones.

It should be noted that the efficiency of the incremental approach depends upon
ordering the merged models. For instance, if the first step of merging the submodels
shown in Fig. 2 combines submodels (a) and (b) rather than (a) and (c), the
potential advantages of the approach will be lost.

The process of finding place invariants can be simplified in several ways, for
example, by model reductions. Each simple path in the model can be reduced to a
single element because any place invariant must either contain the whole path or
none of its elements. Similarly, parallel paths (i.e., simple paths originating and
terminating in a single transition) can be merged because if a place invariant
contains one of these paths then there must exist another invariant containing the
other path—there is no need to repeat the steps of finding these two invariants
independently.

A similar considerations in the context of deadlock analysis (and finding siphons
in net models) showed that simple net reductions can significantly reduce the
required computations [14].
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