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Abstract In this work we present the optimization methods of epsilon concept-

dependent granulation. We consider two cases of parallel covering and granulation,

based on joint and disjoint granules. Additionally we check two variants of majority

voting, the first one based on descriptors, which are epsilon-indiscernible with the

centers of granules, and the second variant uses all descriptors of respective gran-

ules. We verify the effectiveness of our methods on the real data sets from UCI

Repository using the SVM classifier. It turned out that disjoint granules versus joint

give almost identical results of classification with a significant acceleration of the

granulation process. Additionally, the majority voting, based on the epsilon indis-

cernible descriptors, stabilised the process of granulation in terms of the accuracy

of classification. This is a significant result, which lets us to accelerate the process

of classification for many popular classifiers at least for k-NN, Naive Bayes, many

rough set methods and the SVM classifier, which is supported by our recent works.

Keywords Rough sets ⋅ Decision systems ⋅ SVM ⋅ Granular rough computing ⋅
Epsilon concept-dependent granulation ⋅ Majority voting

1 Introduction

In recent years the granular computing approach has gained great interest among

researchers. The popularity of the approach can be explained by the analogy to nat-

ural thinking; it is obvious that we group objects using some similarity measures,

by some joint features. We use the granulation of knowledge to resolve problems in

ordinary life.
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The granular rough computing paradigm was initiated by Professor Lotfi Zadeh in

1979. The paradigm is connected with the Rough Set Theory proposed by Professor

Zdzisław Pawlak in 1982. In the rough set theory the granules are defined as indis-

cernibility classes, where as similarity measures we use rough inclusions. In terms

of rough inclusions, an interesting way of granulation of knowledge was proposed

by Polkowski in [5, 6]. These methods turned out to be effective in many contexts.

Interesting results can be found in the [7, 8]. In this scope of methods, the standard

granulation is the basic one—see [5, 6]—this method was extended in joint works of

Polkowski and Artiemjew into other variants, among others into granulation in the

range of decision classes, and with epsilon variant, considering the indiscernibility

ratio of descriptors epsilon (𝜀)—see [1, 2].

In this paper we have examined a few methods of optimization of the mentioned

epsilon concept-dependent granulation. We propose the methods which let us com-

pute the granules and covering of the universe of objects in the parallel way. In the

covering process, we use two types of granules, the joint and disjoint one—see the

Sects. 2.1 and 2.2. In the process of granular reflection creation, we use two vari-

ants of majority voting, with either use of all descriptors in the granules, or only

the epsilon indiscernible to centers of granules—see Sect. 2.3. In order to compare

mentioned methods we have designed an experimental session on the data from UCI

Repository and with the use of the SVM classifier [4].

The rest of the paper is as follows. In Sects. 1.1, 1.2, and 1.3, we have described

the methodology, the theoretical introduction to granulation in rough mereology,

and the basic information about the used classifier, respectively. In Sect. 2. we have a

description of our modifications of epsilon concept-dependent granulation. In Sect. 3

we have an experimental session with the results. In Sect. 4 we have conclusions and

future work.

Let us start with a brief description of the methodology.

1.1 Methodology

We use the SVM classifier with RBF kernel as a reference classifier. The motivation

to use it arises from our recent experiments [9], which show the effectiveness of this

classifier in the context of epsilon concept-dependent granulation. Our modification

of the granulation consists of the modification of covering process, which is parallel

with the granulation. We have two variants. In the first, the granules are created from

redundant indiscernibility classes, and in the second from disjoint indiscernibility

classes. In both methods we consider only the central objects, which are new for the

covering set. For verification of results we compute the accuracy of classification

with the use of the five times Cross Validation 5 method [10].

In the next subsection we show the background information of our methods.
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1.2 Granulation in Rough Mereology

Rough mereology is a theory of the predicate 𝜇(x, y, r) read: “x is a part of y to a

degree r”, called a rough inclusion, see [7].

We recall that an information system (a data table) is represented as a pair (U,A)
where U is a finite set of things and A is a finite set of attributes; each attribute

a ∶ U → V maps the set U into the value set V . For an attribute a and a thing v, a(v)
is the value of a on v.

We apply a particular form of a rough inclusion defined as follows.

For an attribute a, we let amax, amin, the maximal, resp. the minimal value of the

attribute a on objects in the decision system, and then span(a) = amax − amin is the

span of a.

Given a parameter 𝜀, defined as the fraction x × span(a) for x = 0, 1, 2,… , 100
percent, we fix a granulation radius r.

We call two values a(u), a(v) of the attribute a 𝜀–similar if the inequality
|a(u)−a(v)|
span(a)

≤ 𝜀 holds, in symbol sim
𝜀
(a(u), a(v)). For a given object u, we define the granule

about u and of the radius r, g
𝜀
(u, r) as the set,

g
𝜀
(u, r) = {v ∶ |{a ∈ A ∶ sim

𝜀
(a(u), a(v))}| ≥ r}, (1)

where |.| denotes the size of a set.

Having granules defined, we continue with the granulation procedure. We apply

the sequential covering method by selecting an object, building a granule around it,

removing the granule from the universe of objects, and repeating until all objects are

covered. Each of the obtained granules in the covering is factorized by selecting for

each attribute the representative value for the granule by majority voting with random

tie resolution. By this process, each granule is replaced with a vector of attribute

values. The obtained reflection of the original decision system is then subject to

classification by means of C–SVC, with the radial basis kernel RBF, see [3, 4].

1.3 The Classifier in a Nutshell

As a reference classifier we use the Support Vector Machine classifier with RBF

kernel [3, 4], which turns out to be effective in the context of classification of the

granular reflections of data [9]. The training and test data are normalized into the

interval [−1, 1], and then the classifier is used on granulated training parts of data

sets.

The granulation methods used in the work are as follows.
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2 Optimisation of Epsilon Concept Dependent Granulation

2.1 Epsilon Concept Dependent Granulation with Disjoint
Granules

This method is the modification of [1, 2]. In this variant we fix the epsilon

parameter—the descriptors discernibility ratio—and we compute the indiscernibility

classes from the universe of objects. We choose only classes whose central objects

are not yet in the covering, and the granules cannot contain any objects from the

covering.

The detailed procedure for covering is the following,

(i) from the original decision system (U,A, d), we form the training decision sys-

tem (TRN) and test decision system (TST),

(ii) Ucover = ∅,

iii we set the granulation radius rgran and the indiscernibility ratio of attributes 𝜀,

(iv) for given TRN = {u1, u2, ..., u|TRN|}, we form the TRNtemp = TRN − Ucover, we

get in a random way the object u ∈ TRNtemp, and form the granule

g𝜀,cdrgran
(u) = {v ∈ TRNtemp;

|IND
𝜀
(u, v)|

|A|
≥ rgran and d(u) = d(v)}

IND
𝜀
(u, v) = {a ∈ A ∶ |a(u) − a(v)|

span(a)
≤ 𝜀}

(v) Ucover ← g𝜀,cdrgran
(u),

(vi) if the Ucover is equal TRN, we go to (vii), otherwise to (iv),

(vii) we form the granular reflections of the original TRN system based on the gran-

ules fromUcover with the use of selected majority voting strategy—see Sect. 2.3.

2.2 Epsilon Concept Dependent Granulation with Joint
Granules

This is the modification of the previous method, where during the covering process

we use indiscernibility classes computed in the entire TRN set. The central objects

of new granules are still on the outside of Ucover. The procedure is analogous to the

previous one with the exception of the granule definition, which is as follows.

g𝜀,cdrgran
(u) = {v ∈ TRN;

|IND
𝜀
(u, v)|

|A|
≥ rgran and d(u) = d(v)}
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2.3 Majority Voting with Consideration of 𝜺-indiscernible
Descriptors

In the paper we consider two variants of granular reflections. We form the gran-

ular reflections from granules of covering, based on the descriptors, which are 𝜖-

indiscernible from the central objects of granules. The covering of the universe U is

as follows.

Cov(U) = {g𝜀,cdrgran
(xi) ∶

⋃k
i=1 g

𝜀,cd
rgran

(xi) = U}.

If |g𝜀,cdrgran
(xi)| = n then,

g𝜀,cdrgran
(xi) =

⎛
⎜
⎜
⎜
⎝

a1(x1) a2(x1) ... am(x1)
a1(x2) a2(x2) ... am(x2)
... ... ... ...

a1(xn) a2(xn) ... am(xn)

⎞
⎟
⎟
⎟
⎠

Considering the central object of the granule,

a1(x)a2(x)...am(x)

we have to perform the following procedure of MVtype2.

MVtype2(a1(g𝜀,cdrgran
(xi))) = Avg{a1(xj) ∶ ||a1(x) − a1(xj)|| ≤ 𝜀 and xj ∈ g𝜀,cdrgran

(xi)}

||a1(x) − a1(xj)|| ≤ 𝜀 if
|a1(x) − a1(xj)|

span(a1)
≤ 𝜀

And the granular reflection of g𝜀,cdrgran
(xi) looks as follows:

MVtype2(a1(g𝜀,cdrgran
(xi))),MVtype2(a2(g𝜀,cdrgran

(xi))),… ,MVtype2(am(g𝜀,cdrgran
(xi)))

The MVtype1 is just the averaging of all of the descriptors in the granule from the

covering.

MVtype1(a1(g𝜀,cdrgran
(xi))) = Avg{a1(xj); xj ∈ g𝜀,cdrgran

(xi)}

3 Experimental Session

For the experimental session we use the covering with hierarchical choice and the

same split of data sets for a better comparison of methods. As a reference clas-

sifier we use SVM with the multiple Cross Validation method. The training sys-

tem of each split was granulated by the respective method. In the experiments we
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use selected data from UCI Repository, among others, Wisconsin Diagnostic Breast
Cancer, Breast Cancer Wisconsin, Wisconsin Prognostic Breast Cancer, Fertility,

and Parkinsons.
On the charts, we have the Average accuracy of classification—this is the average

accuracy from 5 times CV-5 test. There is the parameter Radius (rgran) the granula-

tion radius and Epsilon (𝜀) the indiscernibility ratio of descriptors. These parameters

are useful in the process of approximation. The average size of the training set (gran-

ular decision system) is the percentage size of the training decision system after the

approximation process. These parameters, compared with the accuracy of classifi-

cation, show us the level of acceleration of the classification process.

3.1 Results of Experiments

Due to lack of space we show the result only for the exemplary data set, but the

conclusion of our work is consistent with all of our results.

The results for the chosen Wisconsin Diagnostic Breast Cancer data set are as fol-

lows. In Fig. 1, we have the accuracy of classification for joint granules and majority

voting based on the epsilon indiscernible descriptors. In Fig. 2 we have the analogous

result for majority voting with the use of all descriptors of granules. Furthermore,

in Figs. 3, and 4, we have the respective results for the disjoint granules. Finally, in

Fig. 5 we have the average size of the granulated data set, which lets us see the possi-

ble acceleration of classification. We can see the spectra of parameters, which allows

us to preserve knowledge from the original training data set.

Fig. 1 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from redundant indiscernibility classes; the averaging of values in majority

voting with considering descriptors, which are epsilon indiscernible with central objects of granules
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Fig. 2 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from redundant indiscernibility classes; the averaging of values in majority

voting with considering all descriptors

Fig. 3 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from disjoint indiscernibility classes; the averaging of values in majority voting

with considering descriptors, which are epsilon indiscernible with central objects of granules

The results of the experiments show the advantage of the method based on the

disjoint granules. For both cases of majority voting, the result is comparable with the

result for joint granules, but in the first method we have significant acceleration of

granulation. Comparing the majority voting strategies, the one based on the epsilon

indiscernible descriptors stabilises the classification process.
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Fig. 4 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from disjoint indiscernibility classes; the averaging of values in majority voting

with considering all descriptors

Fig. 5 The average size of granular decision systems for concept-dependent granulation variants

with WDBC data set

The best results here are the ones with good enough accuracy and high lowering

of the training data set size. In those cases the approximation of the training data set

yield significant maintenance of knowledge from the original training data set. This

was proven in many previous works, for example: [8, 9].

On the question ‘why does the method of granulation based on the disjoint gran-

ules work in most cases faster than the one based on the joint granules?’ one can

answer that indiscernibility classes overlap in many cases (for many parameters), at
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least for the best parameters, which leads to high approximation of TRN data with

quite high effectiveness of classification. Using joint granules we use such overlap-

ping indiscernibility classes one by one during the covering of the universe, and we

have to perform redundant operations. Thus using disjoint granules, we use indis-

cernibility classes with disjoint centers during covering. The process of covering

speeds up because convergence occurs more quickly. This is the main source of accel-

eration, but one can see that the level of acceleration depends on the internal logic

of the data sets, and could depend on the density of the data.

4 Conclusions

The basic result of this work is the acceleration of the granulation process by comput-

ing disjoint granules in comparison with the joint variant. The result of classification

for these methods is almost identical.

Additionally, we have investigated two methods of majority voting for granular

reflections creation. The results of the experiments lead us to the conclusion that the

majority voting with consideration of only the 𝜀 indiscernible descriptors stabilises

the granulation in the sense of accuracy of classification. The disadvantage of this

method is the need for selection of the mentioned indiscernible descriptors during

the granulation process, but the majority voting procedure is accelerated.

An accelerated process of granulation gives us the acceleration of classification

for any classifier based on the approximated data set. In particular, in this work we

can see the acceleration of the SVM classifier.

In future work we would like to check the other variants of majority voting, espe-

cially the voting on decision based on the weights determined by 𝜀 indiscernible

descriptors.
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