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Preface

This volume contains the proceedings (Part II) of the 8th International KES Con-
ference on Intelligent Decision Technologies (KES-IDT 2016) held in Puerto de la
Cruz, Tenerife, Spain, in June 15–17, 2016.

The conference was organized by KES International. The KES-IDT Conference
series is a subseries of the KES Conference series.

KES-IDT is a well-established international annual conference, an interdisci-
plinary conference in nature. It provides excellent opportunities for the presentation
of interesting new research results and discussion about them, leading to knowledge
transfer and generation of new ideas.

This edition, KES-IDT 2016, attracted a substantial number of researchers and
practitioners from all over the world, who submitted their papers for the main track
and 12 special sessions. All papers have been reviewed by 2–3 members of the
International Program Committee and International Reviewer Board. Following a
rigorous review process, only the highest quality submissions were accepted for
inclusion in the conference. The 80 best papers have been selected for oral pre-
sentation and publication in the two volumes of the KES-IDT 2016 proceedings.

We are very satisfied with the quality of the program and would like to thank the
authors for choosing KES-IDT as the forum for the presentation of their work. Also,
we gratefully acknowledge the hard work of the KES-IDT international program
committee members and of the additional reviewers for taking the time to review
the submitted papers and selecting the best among them for the presentation at the
conference and inclusion in its proceedings.

We hope and intend that KES-IDT 2016 significantly contributes to the fulfill-
ment of the academic excellence and leads to even greater successes of KES-IDT
events in the future.

June 2016 Ireneusz Czarnowski
Alfonso Mateos Caballero

Robert J. Howlett
Lakhmi C. Jain
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Comparison of Four Methods of Combining
Classifiers on the Basis of Dispersed Medical
Data

Małgorzata Przybyła-Kasperek

Abstract The main aim of the article is to compare the results obtained using four

different methods of combining classifiers in a dispersed decision-making system.

In the article the following fusion methods are used: the majority vote, the weighted

majority vote, the Borda count method and the highest rank method. Two of these

methods are used if the individual classifier generates a class label and two are used in

the case when the individual classifier produces ranking of classes instead of unique

class choice. All of these methods were tested in a situation when we have access to

data from medical field and this data are in a dispersed form. The use of dispersed

medical data is very important because it is common situation that medical data from

one domain are collected in many different medical centers. It would be good to be

able to use all this accumulated knowledge at the same time.

Keywords Decision-making system ⋅ Global decision ⋅ Fusion method ⋅Majority

vote ⋅ Weighted majority vote ⋅ Borda count ⋅ Highest rank

1 Introduction

The use of an ensemble of classifiers is a very popular method of decision-making.

In this paper, this approach is used in the context of the application of dispersed

knowledge. A dispersed knowledge is a knowledge that is stored in separate, inde-

pendently gathered knowledge bases. The use of dispersed knowledge is extremely

important in medical field, because many medical units separately collect knowl-

edge in the same field. In a combining of base classifiers very important issue is

method of fusion of outputs generated by base classifiers. In this study, four different

fusion method are used in a dispersed decision-making system. The concept of a dis-

persed decision-making system is being considered by the author for several years.
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In the first stage of studies the considerations were directed to a system with a static

structure [14, 20]. In recent papers a system with a dynamic structure has been pro-

posed [15, 16]. In this paper an approach proposed in the article [16] is used. The aim

of the paper is to investigate the use of four selected fusion methods in the system

with dynamically generated clusters.

The issue of combining classifiers is a very important aspect in the literature

[6, 9–11]. This concept has various terms: combination of multiple classifiers [17],

classifier fusion [3] or classifier ensembles [5, 18]. But always, the aim of the issue is

to improve the quality of classification by combining the results of prediction of base

classifiers. There are two basic approaches to this topic: classifier selection and clas-

sifier fusion. In the classifier selection approach each classifier is an expert in some

local area. If the object from the classifier area appears, the classifier is responsible

for assign the class label to the object [1, 8]. In the classifier fusion approach it is

assume that all classifiers are trained over the whole feature space, and they are com-

petitive rather than complementary [13]. In this paper, the classifier fusion approach

is considered.

2 A Brief Overview of Decision-Making System Using
Dispersed Knowledge

A dispersed decision-making system, which is used in the paper, was proposed by the

author in the article [16]. During the construction of this system’s structure a nego-

tiation stage is used. The main assumptions of the system are very briefly described

below. We do not give a detailed definition because it is not the subject of this paper.

A detailed discussion can be found in the paper [16].

We assume that the knowledge is available in a dispersed form, which means in

a form of several decision tables. The set of local knowledge bases that contain data

from one domain is pre-specified. The only condition which must be satisfied by the

local knowledge bases is to have common decision attributes. We assume that each

local decision table Dag = (Uag,Aag, dag) is managed by one agent, which is called

a resource agent ag. We want to designate homogeneous groups of resource agents.

The agents who agree on the classification for a test object into the decision classes

will be combined in the group. It is realized in two steps. At first initial coalitions

are created. Then the negotiation stage is implemented. These two steps are based

on the test object classification carried out by the resource agents. For more details,

please refer to the paper [16]. After completion of the second stage of the process

of clustering we get the final form of clusters. For each cluster that contains at least

two resource agents, a superordinate agent is defined, which is called a synthesis

agent, asj, where j is the number of cluster. The synthesis agent, asj, has access to

knowledge that is the result of the process of inference carried out by the resource

agents that belong to its subordinate group. As is a finite set of synthesis agents. A

formal definition of a dispersed decision-making system is as follows.
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Definition 1 By a dispersed decision-making system with dynamically generated

clusters we mean WSDdyn
Ag = ⟨Ag, {Dag ∶ ag ∈ Ag}, {Asx ∶ x is a classified object},

{𝛿x ∶ x is a classified object}⟩ where Ag is a finite set of resource agents; {Dag ∶
ag ∈ Ag} is a set of decision tables of resource agents; Asx is a finite set of synthesis

agents defined for clusters dynamically generated for the test object x, 𝛿x ∶ Asx → 2Ag
is a injective function that each synthesis agent assigns a cluster generated due to

classification of the object x.

On the basis of the knowledge of agents from one cluster, local decisions are

taken.

An important problem that occurs is to eliminate inconsistencies in the knowledge

stored in different knowledge bases. In previous papers the approximated method of

the aggregation of decision tables have been used to eliminate inconsistencies in the

knowledge [14–16]. In this paper, we also use this method. In the method for every

cluster, a kind of combined information is determined. This combined information

is in the form of aggregated decision table. Object of this table are constructed by

combining relevant object from decision tables of the resource agents that belong to

one cluster. Based on the aggregated decision tables global decisions are taken using

the fusion method.

3 Fusion Methods

In this article, we use four different fusion methods: the majority vote, the weighted

majority vote, the Borda count method and the highest rank method. These methods

are discussed in the papers [7, 10, 11]. The majority vote and the weighted major-

ity vote method are used if the individual classifiers produce unique class choices.

While the Borda count and the highest rank method are used if the individual classi-

fiers generate rankings of classes. Therefore at first, on the basis of each aggregated

decision table a ranking of classes or a decision class is generated (depending on the

method, that is used).

In the first step, a c-dimensional vector of values [𝜇j,1(x),… , 𝜇j,c(x)] is generated

for each jth cluster, where c is the number of all of the decision classes. The value

𝜇j,i(x) determines the level of certainty with which the decision vi is taken by agents

for a given test object x belonging to the cluster j. This vector will be defined on the

basis of relevant objects. From each aggregated decision table and from each decision

class, the smallest set containing at least m2 objects for which the values of condi-

tional attributes bear the greatest similarity to the test object is chosen. The value of

the parameter m2 is selected experimentally. The value 𝜇j,i(x) is equal to the average

value of the similarity of the test object to the relevant objects form jth aggregated

decision table, belonging to the decision class vi. On the basis of the vector of values

defined above, for each cluster a vector of the rank is specified. The vector of rank

is defined as follows: rank 1 is assigned to the values of the decision attribute that

are taken with the maximum level of certainty. Rank 2 is assigned to the next most
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certain decisions, etc. Proceeding in this way for each jth cluster, the vector of rank

[rj,1(x),… , rj,c(x)] will be defined. In this way, for each cluster the ranking of classes

is generated. The class choices of cluster are obtained by choosing the decision with

the maximum support for the hypothesis that object x comes from this class. For each

jth synthesis agent a set is selected {vi ∶ 𝜇j,i(x) = maxk∈{1,…,c} 𝜇j,k(x)}. The result of

prediction is defined as a set because it can happen that more than one decision

received maximum support. In this case, method of resolving ties is not used.

Majority vote
In the majority vote method, the test object is assigned to this class, which was indi-

cated by the highest number of base models. The set of global decisions generated

using the method of majority vote is defined as follows: ̂dWSDdyn
Ag
(x) = argmaxi∈{1,…,c}

∑L
j=1 I(vi ∈

̂dj(x)), where ̂dWSDdyn
Ag
(x) denotes the set of global decisions taken by the dispersed

decision-making system WSDdyn
Ag for the test object x; I(vi ∈ ̂dj(x)) = 1, when vi ∈

̂dj(x) and I(vi ∈ ̂dj(x)) = 0, when vi ∉ ̂dj(x).

Weighted majority vote
In the weighted majority vote method greater weights are assigned to the classifiers

that make more accurate decisions. The prediction result is determined according to

the formula: ̂dWSDdyn
Ag
(x) = argmaxi∈{1,…,c}

∑L
j=1 𝜔jI(vi ∈ ̂dj(x)), where 𝜔j is a weight

for jth synthesis agent. The problem of selecting appropriate values of weights was

considered in the paper [2]. It was proven that if the base classifiers are independent

then the optimal values of weights are proportional to 𝜔j ∝ log
( 1−easj

easj

)
, where easj

is a individual error rate of the jth base classifier, in the considered case the jth syn-

thesis agent. Due to the computational complexity the error rate of synthesis agent

is estimated based on the error rates of resource agents that belong to its subordinate

cluster. At first for each resource agent the error rate eagi was determined based on the

training set. This process is carried out only once. When the set of synthesis agents

Asx is designated for a test object x the error rate of synthesis agent asj ∈ Asx is deter-

mined as follows easj =
1

card{𝛿x(asj)}
∑

agi∈𝛿x(asj) eagi . These calculations are performed

each time for a new, dynamically generated, system’s structure.

The Borda count method
The Borda count method consists in the designation for each decision class the sum

of the number of classes ranked below it by each cluster. Thus for each decision class

vi the value is determined
∑

jth cluster
(card{Vd} − rj,i(x)). The decision classes sorted

according to their Borda count gives the final ranking. For the purposes of dispersed

decision-making system it is assumed that the set of decisions taken by the system

is the set of classes which have the maximum value of the Borda count. The Borda

count method requires no training and all classifiers are treated equally.
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The highest rank method
The highest rank method is simple, has low computational complexity and requires

no training. The method has the following steps: for a given test object and for each

cluster the ranking of classes is determined. Then, for each decision class the mini-

mum (highest) of these ranks is assigned. Thus for each decision class vi the value

minjth cluster
rj,i(x) is calculated. The classes are then sorted by these scores to derive

a combined ranking for that test object. The set of decisions taken by the dispersed

system is the set of classes which have the highest rank. A big disadvantage of this

method is that the combined ranking may have many ties. The number of classes

sharing the same ranks depends on the number of classifiers used. During the exper-

iments with the dispersed decision-making system it was noted that there are some

weak clusters, which assigns the highest rank to several decision classes at the same

time. This significantly increases the number of ties, and made uninteresting results.

Therefore, for the highest rank method only the individual classifiers were taken

into consideration which made unambiguous decisions. That is the highest rank was

assigned to one decision class.

4 Experiments

The aim of the experiments is to examine the quality of the classification made on the

basis of dispersed medical data by the decision-making system using four different

fusion methods. The majority vote method, the weighted majority vote method, the

Borda count method and the highest rank method were considered.

4.1 Datasets

For the experiments the following data, which are in the UCI repository

(archive.ics.uci.edu/ml/), were used: Lymphography data set, Primary Tumor data

set. Both sets of data was obtained from the University Medical Centre, Institute

of Oncology, Ljubljana, Yugoslavia (M. Zwitter and M. Soklic provided this data).

Lymphography is a medical imaging technique in which a radiocontrast agent is

injected, and then an X-ray picture is taken to visualize structures of the lymphatic

system. In the Primary Tumor data set, on the basis of values of attributes such as

histologic-type, supraclavicular etc. a decision is taken where (of 22 organs) the can-

cer cells are located. In order to determine the efficiency of inference each data set

was divided into two disjoint subsets: a training set and a test set. A numerical sum-

mary of the data sets is as follows: Lymphography: # The training set—104; # The

test set—44; # Conditional—18; # Decision—4; Class Distribution: #Class1—2,

#Class2—81, #Class3—61, #Class4—4; Primary Tumor: # The training set—237;

# The test set—102; # Conditional—17; # Decision—22; Class Distribution (given

in order): 84, 20, 9, 14, 39, 1, 14, 6, 0, 2, 28, 16, 7, 24, 2, 1, 10, 29, 6, 2, 1, 24.
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We want to investigate the effectiveness of system, that uses dispersed knowledge.

We assume that in a few medical centers different knowledge bases from one domain

are collected independently. We want to use all of these bases simultaneously in the

process of inference. This approach not only allows the use of all available knowl-

edge, but also should improve the efficiency of inference. In order to consider the dis-

cussed situation it is necessary to provide the knowledge stored in the form of a set of

decision tables. Therefore, the training set was divided into a set of decision tables.

Divisions with a different number of decision tables were considered. For each of the

data sets used, the decision-making system with five different versions (with 3, 5, 7,

9 and 11 resource agents) were considered. For these systems, we use the following

designations: WSDdyn
Ag1—3 resource agents; WSDdyn

Ag2—5 resource agents; WSDdyn
Ag3—7

resource agents; WSDdyn
Ag4—9 resource agents; WSDdyn

Ag5—11 resource agents.

All used conflict analysis methods have one disadvantage. The final decision may

have ties. In order to analyze these properties the appropriate classification mea-

sures were applied, which are adapted to this situation. The measures of determining

the quality of the classification are: estimator of classification error e in which an

object is considered to be properly classified if the decision class used for the object

belonged to the set of global decisions generated by the system; estimator of classi-
fication ambiguity error eONE in which object is considered to be properly classified

if only one, correct value of the decision was generated to this object; the average
size of the global decisions sets dWSDdyn

Ag
generated for a test set. Note that the defi-

nition of estimator of classification error that is used in the paper is different from

that known from the literature. The definition was modified to be suitable for the case

when the classifier produces a set of decisions instead of one decision. This measure,

combined with the estimator of classification ambiguity error and the average size

of the global decisions sets, gives full information needed to analyze the obtained

results. Other measures known from the literature e.g. precision or recall would not

be appropriate in this situation, since for each test object only one decision is correct,

and the mentioned measures are used in situations where the set of relevant decisions

occur not just one relevant decision.

In the description of the results of experiments for clarity some designations for

algorithms and parameters have been adopted: m1—parameter which determines the

number of relevant objects that are selected from each decision class of the decision

table and are then used in the process of cluster generation; p—parameter which

occurs in the definition of friendship, conflict and neutrality relations; A(m)—the

approximated method of the aggregation of decision tables; C(m2)—the method of

conflict analysis (the majority vote method, the weighted majority vote method, the

Borda count method and the highest rank method), with parameter which determines

the number of relevant objects that are used to generate decision of one cluster.
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4.2 Results

At the beginning of experiments the process of parameters optimization was car-

ried out. A series of tests for different parameter values were performed: m1 ∈
{1, 4, 7, 10, 13}, m2,m3 ∈ {1,… , 10} and p ∈ {0.05, 0.1, 0.15, 0.2}. From all of the

obtained results, one was selected that guaranteed a minimum value of estimator of

classification error (e), while maintaining the smallest possible value of the average

size of the global decisions sets (dWSDdyn
Ag

). In tables presented below the best results,

obtained for optimal values of the parameters, are given. In the tables the follow-

ing information is given: the name of dispersed decision-making system (System);

the selected, optimal parameter values (Parameters); the algorithm’s symbol (Algo-

rithm); the three measures discussed earlier e, eONE, dWSDdyn
Ag

; the time t needed to

analyse a test set expressed in minutes. The tables show the results for four different

fusion methods, the best results in terms of the measures e and dWSDdyn
Ag

are bolded.

The results of the experiments with the Lymphography data set are presented

in Table 1. The Lymphography data set has 4 decision classes and because of that

the results with the average number of global decisions sets substantially greater

than 1.5 are uninteresting. As can be seen, for the Lymphography data set, in the

case of the weighted majority vote and the Borda count method the average size of

the global decisions sets is very close to 1. For the majority vote and the highest

rank method we receive larger sets of decisions, which means that these methods are

more ambiguous. The average frequency that decision occurs in the generated data

set was also checked. These values are as follows #Class1—0.042, #Class2—0.639,

#Class3—0.559, #Class4—0.003. Based on the results it can be concluded that the

best methods are the majority vote and the highest rank method. This probably stems

from the fact that these methods produce larger sets of global decisions. Among the

methods that generate unambiguous decisions the best method is the Borda count

method.

The results of the experiments with the Primary Tumor data set are presented in

Table 2. The Primary Tumor data set has 22 decision classes and because of that even

results with the average number of global decisions sets less than 4 are interesting.

As can be seen, for the Primary Tumor data set all considered methods generate

ambiguous decisions, which means that the average size of the global decisions sets

is significantly greater than 1. The largest sets of global decisions are generated by

the highest rank method. It was noted that the number of ties depends on the number

of classifiers used—the more resource agents are present, the more ties occur. The

average frequency that decision occurs in the generated data set was also checked.

These values are as follows (given in order) 0.907, 0.002, 0.096, 0.216, 0.570, 0,

0.293, 0.044, 0, 0, 0.309, 0.219, 0.082, 0.214, 0.029, 0, 0.066, 0.260, 0, 0, 0.002,

0.218. Based on the results it can be concluded that the best methods are the majority

vote and the weighted majority vote. The worst is the Borda count method. This

probably stems from the fact that this method produce the smallest sets of global

decisions.
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Table 1 Summary of experiments results with the Lymphography data set

System Parameters Algorithm e eONE dWSDAg
t

Majority vote

WSDAg1 m1 = 10, p = 0.05 A(8)C(7) 0.045 0.409 1.386 0.04

WSDAg2 m1 = 1, p = 0.05 A(2)C(8) 0.091 0.273 1.182 0.10

WSDAg3 m1 = 1, p = 0.05 A(2)C(3) 0.091 0.318 1.273 0.08

WSDAg4 m1 = 1, p = 0.05 A(8)C(3) 0.091 0.523 1.523 0.21

WSDAg5 m1 = 7, p = 0.05 A(1)C(1) 0.182 0.545 1.386 2.36

Weighted majority vote

WSDAg1 m1 = 12, p = 0.05 A(2)C(5) 0.136 0.136 1 0.04

WSDAg2 m1 = 1, p = 0.05 A(4)C(4) 0.136 0.136 1 0.07

WSDAg3 m1 = 11, p = 0.05 A(1)C(4) 0.159 0.295 1.136 0.10

WSDAg4 m1 = 1, p = 0.05 A(1)C(1) 0.182 0.341 1.159 0.25

WSDAg5 m1 = 3, p = 0.05 A(1)C(1) 0.227 0.500 1.273 2.41

Borda count

WSDAg1 m1 = 10, p = 0.05 A(5)C(7) 0.068 0.341 1.273 0.06

WSDAg2 m1 = 1, p = 0.05 A(2)C(8) 0.091 0.295 1.205 0.07

WSDAg3 m1 = 1, p = 0.05 A(4)C(4) 0.091 0.409 1.318 1.21

WSDAg4 m1 = 4, p = 0.05 A(1)C(2) 0.136 0.341 1.205 0.18

WSDAg5 m1 = 13, p = 0.05 A(9)C(9) 0.182 0.295 1.114 3.02

Highest rank method

WSDAg1 m1 = 13, p = 0.05 A(8)C(7) 0.045 0.386 1.364 0.06

WSDAg2 m1 = 1, p = 0.05 A(5)C(5) 0.091 0.455 1.364 0.07

WSDAg3 m1 = 1, p = 0.05 A(2)C(3) 0.091 0.523 1.523 1.21

WSDAg4 m1 = 4, p = 0.05 A(3)C(1) 0.114 0.432 1.409 0.18

WSDAg5 m1 = 13, p = 0.05 A(1)C(1) 0.159 0.523 1.386 3.02

Based on the results of the experiments for both data it can be concluded that the

Borda count method generates the smallest sets of global decisions and the highest

rank method generates the largest sets of global decisions. In most cases, the majority

vote method produces very good results. It is very surprising to see how well the

simple method—majority vote compete with the more sophisticated ones. This is

probably the reason that this method is so popular.

The papers [4, 12] also shows the experiments with the Lymphography and the

Primary Tumor data set. Data in the non-dispersible form were examined. Table 3

presents the results given in these papers. Presented, in this paper results cannot be

compared uniquely with the results shown in Table 3, because the decision-making

system described in the paper generates a set of decisions, while Table 3 shows the

results of the algorithms that generate one decision. It should be noted that for the

Lymphography data set the average size of the global decisions sets is small, since it

is close to the value 1. In the case of the Primary Tumor data set the average size of
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Table 2 Summary of experiments results with the Primary Tumor data set

System Parameters Algorithm e eONE dWSDAg
t

Majority vote

WSDAg1 m1 = 1, p = 0.1 A(2)C(1) 0.402 0.843 2.696 0.15

WSDAg2 m1 = 4, p = 0.1 A(1)C(3) 0.324 0.843 3.353 0.07

WSDAg3 m1 = 13, p = 0.15 A(1)C(1) 0.343 0.922 3.853 0.26

WSDAg4 m1 = 4, p = 0.05 A(3)C(1) 0.353 0.882 3.686 4.14

WSDAg5 m1 = 4, p = 0.2 A(3)C(1) 0.304 0.931 4.343 2.18

Weighted majority vote

WSDAg1 m1 = 2, p = 0.1 A(2)C(1) 0.392 0.824 2.539 0.13

WSDAg2 m1 = 4, p = 0.1 A(1)C(4) 0.333 0.804 3.039 0.15

WSDAg3 m1 = 13, p = 0.15 A(1)C(1) 0.343 0.922 3.814 0.22

WSDAg4 m1 = 1, p = 0.05 A(1)C(3) 0.353 0.892 3.696 0.23

WSDAg5 m1 = 1, p = 0.05 A(2)C(1) 0.314 0.922 4.294 3.55

Borda count

WSDAg1 m1 = 1, p = 0.1 A(1)C(1) 0.422 0.833 2.549 0.06

WSDAg2 m1 = 13, p = 0.05 A(2)C(1) 0.343 0.882 3.196 0.07

WSDAg3 m1 = 13, p = 0.15 A(1)C(1) 0.343 0.912 3.833 1.21

WSDAg4 m1 = 1, p = 0.05 A(1)C(3) 0.353 0.882 3.686 0.18

WSDAg5 m1 = 4, p = 0.2 A(1)C(2) 0.314 0.931 4.275 3.02

Highest rank method

WSDAg1 m1 = 1, p = 0.2 A(2)C(1) 0.412 0.833 2.539 0.06

WSDAg2 m1 = 10, p = 0.2 A(3)C(1) 0.333 0.902 4.157 0.17

WSDAg3 m1 = 1, p = 0.1 A(1)C(2) 0.353 0.912 4.098 0.13

WSDAg4 m1 = 1, p = 0.1 A(1)C(2) 0.333 0.892 3.902 0.20

WSDAg5 m1 = 7, p = 0.1 A(1)C(3) 0.284 0.980 5.284 6.04

Table 3 Results of experiments from other papers

Lymphography Primary Tumor

Algorithm Error Algorithm Error Algorithm Error Algorithm Error

Bayes 0.17 AQ15 0.18 Bayes 0.61 AQ15 0.59

AQR 0.24 Human experts 0.15 AQR 0.65 Human experts 0.58

CN2 0.22 Random choice 0.75 CN2 0.63 Random choice 0.95

the global decisions sets is between 3 and 4, note that there are 22 decision classes. As

can be seen the use of dispersed decision-making system with the considered fusion

methods results in significant improvement in the efficiency of inference. Probably

also the approval of ambiguity decision has affected for improvement. However, in

medicine it is important information when we can say, with great certainty, that only

4 decision classes from 22 classes are probable. Because maybe it will be possible to
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carry out additional tests towards these 4 probable decisions. Moreover, very impor-

tant advantage of the proposed decision-making system is the possibility of using

dispersed knowledge, which are collected in different medical centers.

5 Conclusions

In this article, four different fusion methods were used in the dispersed decision-

making system: the majority vote, the weighted majority vote, the Borda count

method and the highest rank method. In the experiments, which are presented, dis-

persed medical data have been used: Lymphography data set and Primary Tumor data

set. The use of the dispersed data in medical field is particularly important. Often in

many medical institutions knowledge, from the same domain, is accumulated inde-

pendently. The use of all available knowledge increase the correctness of decisions

taken. The general conclusions, that were reached based on the results of experi-

ments are as follows. If it is important to get an unequivocal decision it is best to use

the Borda count method. If we want to receive the best possible quality of inference

and we allow greater ambiguity the best method is the majority vote method.
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19. Ślȩzak, D., Wróblewski, J., Szczuka, M.: Neural network architecture for synthesis of the prob-

abilistic rule based classifiers. In: ENTCS 82, Elsevier (2003)

20. Wakulicz-Deja, A., Przybyła-Kasperek, M.: Application of the method of editing and condens-

ing in the process of global decision-making. Fund. Inform. 106(1), 93–117 (2011)



Estimation of Coefficient of Static Friction
of Surface by Analyzing Photo Images

Hitoshi Tamura and Yasushi Kambayashi

Abstract We propose a method to estimate the coefficient of static friction of floor
surfaces by analyzing photo image of the floor tiles. The image features that we use
to estimate the coefficient are micro-shape features and micro-depth features. We
extract the difference between the flash images and the non-flash images of floor
tiles. We have composed an equation by applying multiple linear regression anal-
ysis that sets the image features as explanatory variables and the measurements of
the tile images as objective values. As the result, we have obtained an estimate
equation that coefficient of determination R2 is 0.97 and we observed the two-sided
95 % confidence interval ±0.053. We can say that the equation is good enough for
practical use.

Keywords Coefficient of static friction ⋅ Texture analysis ⋅ Image
measurements ⋅ Shape-pass filter ⋅ Micro shape feature ⋅ Micro depth feature

1 Introduction

Coefficient of static friction of a floor is an important factor for controlling a robot.
It is difficult to measure the friction coefficient without contacting the floor.
Watanabe et al. proposed a control method for the grasping device that doesn’t use
the friction coefficient [1]. If we can estimate the coefficient of the floor in front of a
robot only though image sensors, we can increase the stability of controlling robots.
In this paper, we propose a method to estimate coefficient of static friction of a floor

H. Tamura (✉)
Department of Innovative Systems Engineering,
Nippon Institute of Technology, Miyashiro, Japan
e-mail: tamura@nit.ac.jp

Y. Kambayashi
Department of Computer and Information Engineering,
Nippon Institute of Technology, Miyashiro, Japan
e-mail: yasushi@nit.ac.jp

© Springer International Publishing Switzerland 2016
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2016,
Smart Innovation, Systems and Technologies 57,
DOI 10.1007/978-3-319-39627-9_2

15



tiles by analyzing two photo images of the floor tiles. We are not aware of many
researches for measuring frictional properties by only through visual information.
Even though Kim et al. proposed a method for classifying terrains and for pre-
dicting friction coefficient on terrains by applying visual information, their method
doesn’t measure frictional properties directly [2].

Authors have treated a photo image of the floor tile as a random texture image
and have applied general-purpose texture analysis filters, which are called
shape-pass filters, to the texture [3, 4]. The shape-pass filters are nonlinear filter
banks that extract micro-shape features from the random texture image.

We set an assumption that image features have a correlation with frictional
properties. Image features we are using are the micro-shape features and the
micro-depth features on a surface. We have composed an equation to estimate the
coefficient of static friction of the floor tiles by applying multiple linear regression
analysis that set micro-shape features and reflection features as explanatory
variables.

The structure of the balance of this paper is follows. In Sect. 2, we explain both
the micro-shape features and the micro-depth features. In Sect. 3, we compose the
estimate equation from the sample images and friction data. We then confirm our
equation through discriminant analysis and estimation of the coefficient of friction
in Sect. 4. In Sect. 5, we examine the frictions according to the directions. Finally
we conclude our discussion in Sect. 6.

2 Features in Images

2.1 Micro Shape Features

Research scientists have proposed various approaches for texture analyses [5–9]. In
our method, we interpret a texture as a collection of tiny elementary shapes and
classify the texture images by analyzing which portions in the texture image contain
certain elementary shapes. We extract these shapes by applying nonlinear proce-
dures that use only local pixels in the given texture image. When we scan the entire
image, we use one local domain as a window and apply the nonlinear procedures to
each local domain as the filtered area. Each local domain corresponds to a point
spread area for a linear image filtering.

There is no widely accepted standard that defines what shapes are elementary for
characterizing textures. The authors propose the five shapes, namely black-line,
black-pepper, black-roof, black-snake, and cliff as the elementary micro-shape
features as shown in Fig. 1. Both the line and the snake consist of one thin black
area but the latter is curved. The pepper consists of an isolated small black area. The
roof is characterized as containing a black area fanning from the center of a
specified small area in some angle narrower than 90°. The last one represents about
fifty-fifty partition of black and white area. Since a negative photograph of a general
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texture from positive one can be recognized as different features, we also introduce
four shapes in which black and white areas are reversed as shown in Fig. 1. Thus
we set the black roof, the black line, the black snake, the black pepper, the white
roof, the white line, the white snake, the white pepper, and the cliff are the ele-
mentary shapes.

We do not employ the traditional simple pattern matching to extract the micro
shapes. Instead, we nonlinearly extract the micro shapes by applying well-defined
procedures. We define one extract procedure for each micro-shape. In the proce-
dures, we classify the pixels in the filter area into two values, and then we determine
the shape of the black pixels that exists at the center of the local domain. For
example, the procedure for the black pepper detects the existence of a small black
isolated area.

The filtering procedure determines the value at the center of the local domain as
the output value of the area. The output value is not simple black-and-white value
obtained from the filtered area but the average of brightness of the original image of
the area. The filtering procedure scans the entire image and produces the output
value of each position of the image. Figure 2 shows an example. The left figure is
the original input image, and the right figure is the output image obtained by
applying the black-roof filter procedure to the input image. The white dots in the
output image are not just white but gray scaled.

Output images of the filter contain features of shapes. The representing value of
the output images is RMS (root mean square value) of the output image rather than
a simple average value. Only brightness information on each pixel is used here
because the procedure pays attention about the shape features. The filtering pro-
cedure does not use any information on colors, such as Chroma.

The size of the local domain affects to determine the shape feature of the given
filter area. Therefore, we extract each micro shape feature by five sizes of the filter

Black-line

White-line

Black-pepper Black-roof Black-snake Cliff

White-roof White-snake

Fig. 1 Micro-shape features
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area: 5 × 5, 7 × 7, 11 × 11, 15 × 15, and 21 × 21 pixels. In other words, we
apply the procedures to forty-five features, i.e. nine shapes × five sizes, and stream
into the regression analysis to obtain the estimation equation.

2.2 Micro-Depth Features

In addition to the micro shape features, we use the micro-depth features for esti-
mation. The micro depth features are characterized by existence micro unevenness
on the surface. The features are obtained by observing the difference between the
flash images and the non-flash images. The flash image is an image that is taken
with flash, and the non-flash image is an image that is taken without flash. When the
examined area is uneven, the flash produces some shadows. Thus we can measure
the micro-depth by examining the difference between the flash image and the
non-flash image as shown in Fig. 3.

We prepare the two images; the flash image and the non-flash image for each of
forty-five micro shape features that are obtained from one floor tile. We also obtain
forty-five micro depth features by taking the difference between the flash images
and the non-flash images. Therefore we obtain in total 135 (= 45 + 45 + 45)
features for one floor tile. When obtaining images of a floor tile, using the flash
affects the determination of the micro shape features greatly, especially when there
is a small ruggedness on the surface of the floor tile. It is clear that the ruggedness
on the surface influences frictional properties. The reason why we extract the micro
shape features from not only non-flash images but also flash images is to detect this
micro ruggedness on the surface by taking the difference between the micro shape
features in the flash and the non-flash images. A part of these features are selected
for estimation of coefficient of static friction of the floor tile surface by applying the
multiple linear regression analysis to the sample images.

Fig. 2 Example of an output image of the Black-roof filter (right) and an input image (left)
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3 Composing Estimate Equation

3.1 Sample Images

We have selected twelve samples of the floor tiles we have found on our campus.
They are several kinds of linoleums, stone materials, wood surfaces, fiber carpets
and concrete. Figure 4 shows them. We use those twelve samples for the analysis
and experiments. We have taken forty pairs (flash and non-flash) of images for each
sample tile; therefore we prepare 480 pairs of images in total.

Fig. 3 Micro depth feature can be extracted by examining the shadow produced by unevenness

Fig. 4 Twelve sample
images
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These are uniform and non-directional images. At this stage we ignore the
directional factors to estimate the coefficient of static frictions. We assume the
frictions are the same in all directions. We have setup a digital camera on tripod,
and taken a picture of the floor tile of almost right under with the camera. We took a
flash picture and a non-flash picture for one floor tile at the same condition.

Immediately after taking pictures, we have measured the frictional property of
the floor tile with ASM 725 which is made by American Slip Meter that as shown
in Fig. 5. We have measured the property of a tile ten times, and have recorded the
measurement value for the tile is mean value of ten observed values.

We have employed 240 pairs of images among 480 pair of sample images for
composing the estimate equation, and we have used the other half of the images for
evaluation of the equation. We have composed the equation by applying the
multiple linear regression analysis that sets both the micro-shape features and the
micro depth features of the tile image as explanatory variables and the measurement
of the tile image as objective value. We have performed the analysis by using the
forward selection method that set 2.0 to F-in value and that set 2.0 to F-out value.
Selecting those values in the restricted range D, we have composed the following
polynomial equation, where a is the partial regression coefficient, x is the
explanatory variable.

f = ∑
i∈D

aixi ð1Þ

As the results of the multiple linear regression analysis, we have obtained the
partial regression coefficient and explanatory variables. The results are shows in
Table 1, where (depth) is the micro-depth feature. In Table 1, we set the
explanatory variables in the descending order of the F values.

Figure 6 shows the results of the comparison. We can observe that the multiple
correlation coefficient R is 0.90, and the two-sided 95 % confidence interval
is ±0.053. The difference of 0.05 in frictional properties makes the maximum static
friction power change by 5 %. This accuracy is good enough for practical use.

Fig. 5 Measuring coefficient
of static friction
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4 Discriminant Analysis of the Floor Surface

As described in the previous section, we have confirmed that the estimation of the
coefficient of friction using the images of the floor that are taken in vertical angle is
quite precise. In order to apply this method to robotics, however, we need to extend

Table 1 Result of the multiple linear regression analysis

Explanatory var. Partial regression coefficient F value

Black-line 5 × 5 (depth) −0.043 86.43
Black-line 5 × 5 0.043 82.33
Cliff 11 × 11 −0.010 67.14
White-line 15 × 5 0.064 52.58
Black-line 21 × 21 −0.010 48.14
Black-line 7 × 7 −0.041 46.43
White-line 5 × 5 −0.149 46.23
White-snake 21 × 21 (depth) 0.018 45.24
White-roof 21 × 21 0.014 38.76
Black-line 15 × 15 0.021 38.22
Black-snake 7 × 7 0.036 28.98
White-roof 15 × 15 0.013 28.83
Black-roof 15 × 15 0.011 25.75
White-line 5 × 5 (depth) −0.075 25.36
White-roof 21 × 21 (depth) 0.007 23.25
Black-pepper 5 × 5 −0.064 22.68
Black-pepper 7 × 7 0.037 19.66
… … …

Constant 0.704 —-

Fig. 6 Scatter diagram
plotted the estimation values
and the observation values the
coefficients
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the method so that it can use the images of the floor surface obtained by a camera in
front of the robot.

The method we examined in the previous section depends on the
uniform-density of the micro shapes in the picture of surface taken in vertical angle.
The images taken by a camera in front of the robot cannot be uniform-density,
because the camera captures distant shapes smaller and interprets them denser than
the near shapes.

Since we can make accurate estimates with the images taken by the vertical
camera, if we can determine the materials of the floor in front of the robot, we can
estimate the friction of the floor in front of the robot. Therefore, we can compare the
front image of the floor tile and the vertical images of the twelve kinds of floor
materials in order to identify the floor materials in front of the robot by applying the
discriminant analysis.

For the new set of sample pictures, we have taken pictures of the floor surfaces
with a vertically set camera and pictures of the same surfaces with another camera
set in low angle. The low angled camera is set about 30 cm high from the floor and
focused 1 and 2 m ahead as shown in Fig. 7. We have taken fifty-four pictures in
each distance of five places, and composed the estimate equation by the discrimi-
nant analysis at each place. The form of the equation is the same as (1). The only
difference is the partial regression coefficients.

The discriminant analysis uses 45 of micro shape features (9 shapes × 5 sizes).
Since the lighting cannot be set up for front pictures, we have not used micro depth
features.

As the result of discriminant analysis of the pictures of five places, we have
observed that the distinction rates are 54−85 %. The particularly inaccurate place is
a large tile block, and we found a crevice between tiles influenced aggravation of
accuracy greatly. The results from the other places, however, show that the accu-
racy is practically good enough.

Fig. 7 Setting of the front
camera and the vertical
camera
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5 Estimation of the Directional Coefficient of Friction

It is well known that the frictions are directionally different from each other even
with the same floor materials. Therefore it is desirable that we can estimate the
maxi-mum coefficient friction and minimum coefficient friction and their directions.

We have obtained the Fourier power-spectrum pictures from the floor surface
pictures, as shown in Fig. 8. Then we have computed the average brightness
according to direction, and obtained the maximum direction of each floor materials.
The obtained maximum direction is called the lengthwise direction and it is known
that the length-wise direction produces the maximum coefficient friction.

Forty-five of micro shape features and forty-five of micro depth features, ninety
features in total, are used for computing the estimated frictions. Here, the micro
depth features are obtained from the difference of the pictures flashed along the
direction of the maximum coefficient of friction and along the direction of the
minimum coefficient of friction.

The number of the floor surfaces we have used for the experiment is
twenty-three. Six pictures were taken at each place, 138 pictures in total.

We have conducted multiple linear regression analysis over the set of maximum
measured values of frictions and minimum measured values of frictions as the
objective variables.

The results of the regression analysis by using the estimate equation for maxi-
mum coefficient and the estimate equation for minimum coefficient are shown in
Figs. 9 and 10, respectively.

The coefficient of determination shows 0.86 with the estimate equation for
maximum coefficient, and 0.88 with the estimate equation for minimum coefficient.

Fig. 8 Fourier power
spectrum
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The results are not as good as shown in Fig. 6. The reason why the results are not so
good may be that we did not use the smoother floor materials in the experiments.
We can say, however, that at least the coefficient of friction has directional property.

6 Conclusion and Discussion

We have proposed a technique to estimate the surface coefficient of friction only
using the surface images. We have extracted the micro shape features and the micro
depth features from a uniform texture of the surface image and estimate the surface

Fig. 9 Regression line for
maximum coefficient of static
friction

Fig. 10 Regression line for
minimum coefficient of static
friction
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coefficient of friction for each surface image. The proposed method consists of the
following three functions.

1. The function that estimates the coefficient of frictions of the surface right below
the camera with sufficient accuracy.

2. The function that identifies the floor material observed from the low angled
camera.

3. The function that estimate the maximum and the minimum coefficients of
friction with the pictures that have the directional property.

We have prepared forty-five micro shape features for each floor tile. Then, for
each floor tile, we obtained two images; the flash image and the non-flash image.
Also we have obtained forty-five micro depth features by taking the difference
between the flash image and the non-flash image. In total, we obtained and used
135 (= 45 + 45 + 45) features in the floor tile for applying the multiple regression
analysis.

We have observed the following results. Multiple correlation coefficient R is
0.90, and the two-sided 95 % confidence interval was ±0.053 for the first function.
Although the second function makes misjudgments for some materials, it can
distinguish the floor materials with practically enough accuracy. The third function
shows that the maximum and the minimum coefficients of frictions can be estimated
from pictures with directions.

For the computational complexity, we use the least squares regression with N
training examples and C features, and N > C. We can say that the computational
complexity of matrix multiplications is O(C2N), and it is not significant in our
setting: C = 135 and N = 240. Thus the estimation of the frictions can be per-
formed by a notebook computer on a small mobile robot.

We are planning to integrate this algorithm into the control software for the
electric wheelchair we are developing [10]. Successful inclusion of the algorithm
should prove the usability of our algorithm in real-time setting.
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Decision Case Management for Digital
Enterprise Architectures with the Internet
of Things

Alfred Zimmermann, Rainer Schmidt, Dierk Jugel, Kurt Sandkuhl,
Christian Schweda, Michael Möhring and Justus Bogner

Abstract The Internet of Things (IoT), Enterprise Social Networks, Adaptive Case
Management, Mobility systems, Analytics for Big Data, and Cloud services envi-
ronments are emerging to support smart connected products and services and the
digital transformation. Biological metaphors of living and adaptable ecosystems
with service-oriented enterprise architectures provide the foundation for
self-optimizing and resilient run-time environments for intelligent business services
and related distributed information systems. We are investigating mechanisms for
flexible adaptation and evolution for the next digital enterprise architecture systems
in the context of the digital transformation. Our aim is to support flexibility and
agile transformation for both business and related enterprise systems through
adaptation and dynamical evolution of digital enterprise architectures. The present
research paper investigates mechanisms for decision case management in the
context of multi-perspective explorations of enterprise services and Internet of
Things architectures by extending original enterprise architecture reference models
with state of art elements for architectural engineering for the digitization and
architectural decision support.
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1 Introduction

Information, data and knowledge are fundamental concepts of our everyday
activities. Social networks, smart portable devices, and intelligent cars, represent
only a few instances of a pervasive, information-driven vision [25] for the next
wave of the digital economy and the digital transformation. Digitization is the
collaboration of human beings and autonomous objects beyond their local context
using digital technologies. Digitization further increases the importance of infor-
mation, data and knowledge as fundamental concepts of our everyday activities. By
exchanging information human beings and intelligent objects are able to make
decisions in a broader context and with higher quality.

Smart connected products and services expand physical components from their
traditional core by adding information and connectivity services using the Internet.
Internet of Things covers often-small intelligent physical components, which are
connected over the Internet. Smart products and services amplify the basic value
and capabilities and offer exponentially expanding opportunities [2]. Smart con-
nected products combine three fundamental elements: physical components, smart
components, and connectivity components. A challenging example of digital
transformation for smart products results from the capabilities of the Internet of
Things (IoT) [33]. Major trends for the digital transformation of digitized products
and services are investigated in [10]. The Internet of Things enables a large number
of physical devices to connect each other to perform wireless data communication
and interaction using the Internet as a global communication environment.

The technological and business architectural impact of digitization has multiple
aspects, which directly affect adaptable digital enterprise architectures and their
related systems. Enterprise Architecture Management [19, 38] for Services Com-
puting is the approach of choice to organize, build and utilize distributed capabil-
ities for Digital Transformation [1, 25]. They provide flexibility and agility in
business and IT systems. The development of such applications integrates the
Internet of Things, Web and REST Services, Cloud Computing and Big Data
management, among other frameworks and methods, like software architecture [3]
and architectural semantic support.

Our current research paper focuses on the following research questions:

RQ1: What is the architectural decision context from Internet of Things architecture
for the digital transformation of products and services?
RQ2: How digital enterprise architecture management should be holistically tai-
lored to include Internet of Things architectures as the decisional context for
architectural analytics and optimization efforts?
RQ3: How can collaborative decision support mechanisms be specifically designed
by introducing decision case management models for digital enterprise
architecture?

The following Sect. 2 sets the fundamental architectural context for Digital
Transformation with the Internet of Things approach. Section 3 describes our
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research platform for digital enterprise architecture, which was extended by con-
cepts from adaptive case management, architectural adaptation mechanisms and a
specific model integration method. Section 4 presents our collaborative architec-
tural engineering and transformation approach and links it with specific decisional
and prediction mechanisms. Finally, we summarize in Sect. 5 our research findings
and limitations, our ongoing work in academic and practical environments and our
future research plans.

2 Architecting the Internet of Things

The Internet of Things maps and integrates real world objects into the virtual world,
and extends the interaction with mobility systems, collaboration support systems,
and systems and services for big data and cloud environments. Sensors, actuators,
devices as well as humans and software agents interact and communicate data to
implement specific tasks or more sophisticated business or technical processes.
Therefore, smart products as well as their production are supported by the Internet
of Things and can help enterprises to create more customer-oriented products.
Furthermore, the Internet of Things is an important influence factor of the potential
use of Industry 4.0 [28].

The Internet of Things (IoT) fundamentally revolutionizes today’s digital
strategies with disruptive business operating models [26], and holistic governance
models for business and IT [34], in context of current fast changing markets [33].
With the huge diversity of Internet of Things technologies and products organi-
zations have to leverage and extend previous enterprise architecture efforts to
enable business value by integrating the Internet of Things into their classic busi-
ness and computational environments.

The Internet of Things is the result of a convergence of visions [2, 10] like, a
Things-oriented vision, an Internet-oriented vision, and a Semantic-oriented vision.
The Internet of Things supports many connected physical devices over the Internet
as a global communication platform. A cloud centric vision for architectural
thinking of a ubiquitous sensing environment is provided by [10]. The typical
configuration of the Internet of Things includes besides many communicating
devices a cloud-based server architecture, which is required to interact and perform
remote data management and calculations. A main question of current and further
research is, how the Internet of Things architecture fits in a context of a
services-based enterprise-computing environment? A service-oriented integration
approach for the Internet of Things was elaborated in [29]. A layered Reference
Architecture for the Internet of Things is proposed in [36] and (Fig. 1). Layers can
be instantiated by suitable technologies for the Internet of Things.

The Internet of Things maps and integrates real world objects into the virtual
world, and extends the interaction with mobility systems, collaboration support
systems, and systems and services for big data and cloud environments. Sensors,
actuators, devices as well as humans and software agents interact and communicate
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data to implement specific tasks or more sophisticated business or technical
processes.

The Internet of Things architecture has to support a set of generic as well as
some specific requirements. Generic requirements result from the inherent con-
nection of a magnitude of devices via the Internet, often having to cross firewalls
and other obstacles. Having to consider so many and a dynamic growing number of
devices we need an architecture for scalability. Because these devices should be
active in a 24 × 7 timeframe we need a high-availability approach [9], with
deployment and auto-switching across cooperating datacenters in case of disasters
and high scalable processing demands. Additionally, an Internet of Thing archi-
tecture has to support automatic managed updates and remotely managed devices.
Often connected devices collect and analyze personal or security relevant data.
Therefore, it is mandatory to support identity management, access control and
security management on different levels: from the connected devices through the
holistic controlled environment.

An inspiring approach for the development for the Internet of Things environ-
ments is presented in [24]. This research has a close link to our work about
leveraging the integration of the Internet of Things into a decision framework for
digital enterprise architectures. The main contribution considers a role-specific
development methodology, and a development framework for the Internet of
Things. The development framework contains a set of modeling languages for a
vocabulary language to describe domain-specific features of an IoT application, an
architecture language for describing application-specific functionality, and a
deployment language for deployment features. Associated with this language set are
suitable automation techniques for code generation, and linking to reduce the effort
for developing and operating device-specific code. The metamodel for Internet of
Things applications defines elements of an Internet of Things architectural reference
model like, IoT resources of type: sensor, actuator, storage, and user interface.
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Fig. 1 Internet of Things reference architecture [36]
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3 Digital Enterprise Architecture

Enterprise Architecture Management (EAM) [19, 4] defines today with frame-
works, standards [22, 23], tools and practical expertise a quite large set of different
views and perspectives. We argue in this paper that a new refocused digital
enterprise architecture approach should support digitization of products and ser-
vices, and should be both holistic [37] and easily adaptable [38] to support IoT [39]
and the digital transformation with new business models and technologies like
social software, big data, services and cloud computing, mobility platforms and
systems, security systems, and semantics support.

In this paper we extend our service-oriented enterprise architecture reference
model for the context of managed adaptive cases and decisions [30], which are
supported by case services of a collaborative case framework. Additionally, we have
extended our architectural metamodel integration approach [39] to support enterprise
architectures for digital transformations and the integration of Internet of Things.

ESARC—Enterprise Services Architecture Reference Cube [38] (Fig. 2) is an
architectural reference model for an extended view on evolved digital enterprise
architectures. ESARC is more specific than existing architectural standards of EAM
—Enterprise Architecture Management [22, 23] and extends these architectural
standards for digital enterprise architectures with services and cloud computing.
ESARC provides a holistic classification model with eight integral architectural
domains. These architectural domains cover specific architectural viewpoint
descriptions [7] in accordance to the orthogonal dimensions of both architectural
layers and architectural aspects [37, 38]. ESARC abstracts from a concrete business
scenario or technologies, but it is applicable for concrete architectural instantiations
to support digital transformations. The Open Group Architecture Framework [22]

Fig. 2 Enterprise services architecture reference cube [37, 38]
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provides the basic blueprint and structure for our extended service-oriented enter-
prise architecture domains.

Our research in progress main question asks, how we can dynamically federate
these EA-IoT-Mini-Descriptions to a global high scalable EA model and infor-
mation base by promoting a mixed automatic and collaborative decision process
[15–17, 27]. For the automatic part we currently extend model federation and
transformation approaches from [8] and [32] by introducing sematic-supported
architectural representations, e.g. by using partial and federated ontologies and
ontology-supported model transformations as well as associated mapping rules—as
universal enterprise architectural knowledge representation, which are combined
with special inference mechanisms.

Adaptation drives the survival [31] of digital enterprise architectures [38],
platforms and application ecosystems. Volatile technologies and markets typically
drive the evolution of ecosystems. The alignment of Architecture-Governance [34,
26] shapes resiliency, scalability and composability of components and services for
distributed information systems.

4 Decision Case Management

A Decision Support System (DSS) is a system “to help improve the effectiveness of
managerial decision making in semi-structured tasks” [18, p. 255]. In particular,
knowledge intensive management activities, like Enterprise Architecture Manage-
ment (EAM), can benefit from a DSS to improve architectural decision-making. We
are exploring in our current research, how an enterprise architecture cockpit
[15–17] can be leveraged and extended to a DSS for EAM. A cockpit presents a
facility or device via which multiple viewpoints on the system under consideration
can be consulted simultaneously. Each stakeholder who takes place in a cockpit
meeting can utilize a viewpoint that displays the relevant information. Thereby, the
stakeholders can leverage views that fit the particular role like Application Archi-
tect, Business Process Owner or Infrastructure Architect [35]. The viewpoints
applied simultaneously are linked to each other such that the impact of a change
performed in one view can be visualized in other views as well. Figure 3 gives the

Fig. 3 Example: enterprise architecture cockpit [16, 17]
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idea of multi-perspectives of a collaborative enterprise architecture cockpit and
social-based processes [27].

Jugel et al. [16] present a collaborative approach for decision-making for EA
management. They identify decision making in such complex environment as a
knowledge-intensive process strongly depends on the participating stakeholders.
Therefore, the collaborative approach presented is built based on the methods and
techniques of adaptive case management (ACM), as defined in [30].

The Case Management Modeling Notation (CMMN) [20] is a notation for ACM
that describes mandatory and optional tasks (DiscretionaryItem), and thereby
supports flexible processes. In line with Jugel et al. [17], we utilize CMMN to
describe a collaborative decision-making case for EAM, cf. Fig. 4.

The Issue is the starting point of a collaborative decision-making case. This issue
describes the problem space of the decision-making activity, which aligns with the
perspective of Mayring [13]. We further assume that goals and success criterions, as
required by Johnson et al. [14], have already been defined as part of strategic
management activities. The issue is the reason why the EA has to be analyzed and
decided upon. Based on this issue, involved stakeholders choose architectural
viewpoints [7] that they need to analyze the issue.

The decision-making step [21] is the central activity of the decision-making case,
as presented in Fig. 4. This step can involve different optional activities in which
different kinds of quantitative and qualitative analysis techniques [5, 6] are applied:

Fig. 4 CMMN model of a collaborative decision making case [17]
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• Expert-based analysis techniques are dependent on expert knowledge and tacit
information of the involved stakeholders. Jugel et al. [16] identify these tech-
niques with interactive functions like “graphical highlighting and filtering”.

• Rule-based analysis techniques [11] correspond to algorithms that are used to
identify patterns in the EA.

• Indicator-based analysis techniques [12] are formal methods that compute
indicators from properties of the EA.

The decision-making step is based on case data consisting of an EA model and
additional insights elicited in previous steps. Consequently, the insights gained
during each step contribute to the case file (CaseFile) of the decision-making case.
Derived values, like the values of KPIs are thereby not considered additional
information, but only a different way of representing and aggregating existing
information. Stakeholder decisions represent new information, which is added to
the case file.

5 Conclusion

We have identified in this paper the need for an integral understanding and support
of collaborative decisions in the process of architectural adaptation and enterprise
transformation. According to our research questions we have leveraged a new
model of extended digital enterprise architecture, which is well suited for adaptive
models and transformation mechanisms. We have extended the previous more static
defined basic enterprise reference architecture by new metamodel elements for
supporting cooperative decisions using mechanisms from adaptive case
management.

Related to our second research question we have presented our approach for
collaborative processes in architectural engineering and transformation endeavors.
We have additionally combined architectural engineering and transformation pro-
cesses with elements from adaptive case management. We have extended typical
architectural engineering processes with elements from social production, collective
decision-making, value co-production, and week ties. Adaptive case management
offers a lightweight model for knowledge-intensive processes.

We have finally merged architectural viewpoints with user decision-making
processes within cooperative distributed environments for enterprise architecture
management. We have introduced suitable individual decision support models and
embedded them into cooperative analysis and engineering environments. We are
currently working on extended decision support mechanisms for an architectural
cockpit for digital enterprise architectures and related engineering processes.
Additionally, we are currently considering elements from semantic-supported col-
laborative systems.

We have contributed to the current IS literature by introducing this new per-
spective for decision support in the context of digital enterprise architectures with
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IoT. EA managers can benefit from new knowledge about adaptable enterprise
architectures and can use it for decision support and can therefore reduce opera-
tional risks. Some limitations (e.g. use and adoption in different sectors, or the IoT
integration technologies) must be considered. There is a need to integrate more
analytics based decisions support and context-data driven architectural
decision-making. By considering the context of service-oriented enterprise archi-
tecture, we have set the foundation for integrating metamodels and related
ontologies for orthogonal architecture domains of our integrated Enterprise
Architecture Management approach for the Internet of Things. Our results can help
practical users to understand the integration of EAM with the Internet of Things and
to support architectural decisions. Limitations can be found e.g. in the field of
practical multi-level evaluation of our approach as well as domain-specific
adoptions.

Future work will extend both mechanisms for adaptation and flexible integration
of digital enterprise architectures as well as will extend decisional processes by
rationales and explanations. Future work will also include conceptual work to
federate EA-IoT-Mini-Descriptions to a global EA model and enterprise architec-
ture repository by promoting a semi-automatic and collaborative decision process.
We are currently extending our architectural model federation and transformation
approaches with basic research for ontology-based model transformations and
elements from related work. We are researching about semantic-supported archi-
tectural representations, as universal enterprise architectural knowledge represen-
tations, which are combined with special inference mechanisms. Additional
improvement opportunities will focus on methods for visualization of architecture
artifacts and control information to be operable in a multi-perspective architecture
management cockpit.
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Exploiting Emoticons to Generate Emotional
Dictionaries from Facebook Pages

Hanen Ameur, Salma Jamoussi and Abdelmajid Ben Hamadou

Abstract During the first events of the Tunisian revolution, the social network,

Facebook, played a key role in Tunisia and everywhere in the world. It became

the first political tool that allows the Tunisian people to share trending news in

actual time. Facebook provides the opportunity for users to comment on the news by

expressing their sentiments. In this paper, we focus on emotion analysis of Tunisian

Facebook pages. To do this, we first collect comments from the Facebook pages

in order to analyze sentiments written in Tunisian dialect. Then, we propose a new

method for emotional dictionaries construction. In fact, we distinguish nine emo-

tional classes: surprised, satisfied, happy, gleeful, romantic, disappointed, sad, angry

and disgusted. At this step, we focus on the use of emotion symbols as indicators of

sentiment polarity. Finally, we present the experimental results of our method. Our

system achieves effective and consistent results.

Keywords Sentiment analysis ⋅ Emotion analysis ⋅ Emotional dictionaries ⋅
Tunisian dialect ⋅ Emotion symbols ⋅ Political lexicon

1 Introduction

Since the beginning of political upheavals and the triggering of the Tunisian revolu-

tion, social networks, especially Facebook, play a leading role in the political life in

Tunisia. In fact, Facebook allows exchanging news in actual time, everywhere in the
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world. Today, we are witnessing the appearance of many popular Facebook pages

that have political aspect. These pages allow the users to ask important questions

about news and express their opinions and sentiments freely. Hence, the large quan-

tity of exchanged political texts encouraged us to use sentiment analysis techniques

to collect and treat the users’ sentiments about the discussed political subjects. It

seems pressing to develop tools for analyzing and investigating the conflicts of ideas

and the variability of sentiments of Tunisian people. In addition, it is very interesting

to know the lexicon of words used by commentators in some Facebook pages. For

this reason, we propose, in this paper, to use Facebook comments as a source of tex-

tual data for the construction of emotional dictionaries (lexicon). Therefore, we first

thought of collecting automatically Facebook comments to realize a fine sentiment

classification task “emotion analysis”.

The main difficulty of handling corpus collected from Facebook pages, is the

wide variety of comments. Indeed, the comments present a great diversity, whatso-

ever, on the level of the writing style or their size. Furthermore, Facebook offers to

users, another writing style which is closer to SMS language than to the language

used by journalists and professionals. This new style is characterized by the presence

of emoticons, elongated specific words and by a simplified syntax with misspellings

and unpronounced characters. In addition, in the Tunisian pages, users write their

comments using a mixture of three languages (French, standard Arabic and Tunisian

dialect) and they are able to easily switch between them. Tunisian dialect is gener-

ally written by using Latin alphabets and numeric digits. All this diversity presents

many challenges in sentiment analysis when it deals with Tunisian comments. The

sentiment dictionaries “lexicon” creation is a very important and difficult task to

achieve. In fact, most of the sentiments analysis methods are based on sentiment lex-

icons to classify subjective comments. However, from our best knowledge, there is

no existing sentiment lexicon for the Tunisian language. Furthermore, we cant use

English external resources (like WordNet affect
1
) because it requires a translation

step which can affect the actual meaning of words. In this paper, we propose a new

automatic method based on the emotion symbols for the construction of emotional

dictionaries. Due to the richness of sentiments in the emotion symbols, we consider

nine emotional classes (surprised, satisfied, happy, gleeful, romantic, disappointed,

sad, angry and disgusted) based on expert judgments.

This paper is organized as follows. We review the related work in the next section.

We then present our corpus acquired from the Tunisian Facebook pages and the step

of its preprocessing in the Sect. 3. Next, in Sect. 4 we elaborate on the principle of our

proposed method for automatic construction of emotional dictionaries in Tunisian

dialect. Finally, we report the experimental results and conclude the paper with future

works.

1
http://wndomains.fbk.eu/wnaffect.html.

http://wndomains.fbk.eu/wnaffect.html
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2 Related Work

There are many research studies based on using social networks to analyze senti-

ments and on the construction of sentiment dictionaries lexicon of words. To our

best knowledge, there hasn’t been any study conducted on Tunisian words and how

to classify them according to the sentiments which they express in social networks,

especially Facebook. In the literature, many works try to address the problem of sen-

timent dictionaries construction by extracting at least two vocabularies groups. One

expresses the positive sentiments and the other expresses the negative sentiments.

For this purpose, there are four techniques: the manual method, the dictionaries-

based method, the corpora-based method and the method combining the last two

ones.

Some sentiment lexicon has been constructed manually by experts [15]. As these

lexicons often contain thousands of words, their manual creation is therefore very

difficult, expensive and time-intensive. Other researchers (e.g. [9]) have proposed

to construct the sentiment lexicon based on external linguistic resources that handle

semantic relations (synonymy and antonymy), such as WordNet, SentiWordNet and

ANEW. The idea is to classify words based on other words whose semantic orienta-

tion is known (called seed), by applying bootstrapping algorithms [14]. Kamps and

Marx [9] have proposed a semantic distance to measure the shortest distance between

the examined word and the seed words whose their valences are known. To deal with

the lack of information about semantic relations between words, other researchers

have proposed based on the information present in a corpus (annotated or not). Dou-

glas and Christopher [6] have concentrated on the coordinating conjunctions present

between the words such as: and, but, either-or, or, etc. In other words, if for example,

two words are separated by the conjunction “and”, they necessarily have a similar

polarity. They consist of counting the number of times which the examined word

appears beside the words already classified “seeds”. Kim and Hovy [10] and Ameur

and Jamoussi [3] have proposed a hybrid method combining techniques based on dic-

tionaries and those based on corpus to construct a sentiment lexicon. Kim and Hovy

[10] constructed a lexicon containing a large number of words (verbs and adjectives)

carrying sentiments from three defined sets of words. Thereafter, they merged these

three sets using an averaging method. Ameur and Jamoussi [3] used emoticons to

differentiate between the positive sentiments (indicated by positive emoticons) and

the negative sentiments (indicated by negative emoticons).

Instead of classifying the text into three classes only (i.e. positive, negative and

neutral), other studies extended the sentiment analysis methods in order to treat and

analyze emotions [12]. Mihalcea and Liu [11] have classified blog posts into two

particular emotion classes (happiness and unhappiness). These blog posts are self-

annotated by the blog writers with happy and sad mood labels.

Some researchers have analyzed the emotions of text focused on the six basic

emotions identified by Ekman [8] (positive, negative, fear, joy, surprise, hate, dis-

gust). Alena et al. [2] has used a rule-based method for determining Ekman’s basic

emotions in the sentences in blog posts. Balabantaray et al. [4] took into account
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all these basic emotions, with the addition of the neutral class in order to analyze

the subjectivity of the text. Duyu et al. [7] have proposed a method which aims to

classify emotion bearer in tweets as (happy, sad, angry or surprise) using pseudo-

labelled data with emoticons. Solakidis et al. [13] applied the emotion classification

task on multilingual data, focusing on documents written in Greek. They identified

the polarity of the text (neutral, negative or positive); and the emotion expressed

through the positive sentiments (joy and love) and the negative sentiments (anger

and sadness).

Recently, there has been some works on Arabic sentiment analysis mainly con-

cerning about the construction sentiment lexicons (e.g. [1]). Abdul-Mageed and Diab

[1] presented SANA, a subjectivity and sentiment lexicon for Arabic. The lexicon

combines pre-existing lexicons and involves automatic machine translation, manual

annotations and gloss matching across several resources such as THARWA [5].

In this paper, we propose a new method allowed to distinguish nine emotional

classes (emotional states), using Tunisian Facebook data. This method is based

on the presence of emoticons in the corpus and without using external linguistic

resources.

3 Tunisian Corpus Collection

In order to construct our Facebook corpus using the Tunisian dialect, we employed

the APIs provided by Facebook.
2

We extracted the textual information from very

active political Tunisian pages in the period [1-Jan-2010, 31-Dec-2013]. We used

13 political pages among the most popular in Tunisia. From these Facebook pages,

we obtained 60,000 political comments and about 780 K words.

We present our collected corpus as a set of multilingual comments organized in

a well-structured XML file to facilitate their handling. In The Tunisian Facebook

pages, most users comment using free language as colloquial dialect. Furthermore,

the Tunisian dialect is characterized by the presence of a mixture of languages such

as French, Standard Arabic, Tunisian dialect which is an Arabic text written in Latin

characters and numbers, etc.

Before performing processing on Facebook comments, we need a pretreatment

and a shaping step to homogenize them. This step of corpus pre-processing aims to

select relevant and the most significant words. Thereby, it allows us to facilitate the

construction of our emotional dictionaries. In this step, we performed character nor-
malization by replacing specific unpronounced characters with a space and removing

accents, stars “*” and others. In order to avoid the presence of segments of words

evoking no interest (such as hyperlinks and @target_user), we performed a filtering
step. This step keeps only the words that reflect the semantic and sentimental content

of the comments.

2
https://developers.facebook.com/docs/reference/apis/.

https://developers.facebook.com/docs/reference/apis/
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In this paper, we proposed to construct a lexicon dictionary for each used language

on the Tunisian Facebook. In order to distinguish between these languages, we use

the language identification tool proposed by Cybozy Labs; hosted on Google Devel-

opers.
3

This tool allows us to identify the French and Standard Arabic comments.

When the identified language is different from these two languages, we consider that

the comment is written using the Tunisian dialect. Concerning the emotion symbols

present in the dictionaries, we considered them as multilingual symbols. Therefore,

they can also be added in the Tunisian dictionaries. Then, we performed a lemmatiza-
tion step to encompass the words having the same primary entity “lemma”. This step

was applied only on the French text. However, it wasn’t possible to apply lemmatiza-

tion on the Arabic text because it was full of grammatical errors. For Tunisian dialect,

the morphological analyser has not been available yet. To further remove all words

deemed unnecessary and keep the interesting words, we eliminated the stop words.

To do this, we prepared our own stop-list file containing the grammatical words and

the linking words of the three languages (French, standard Arabic, Tunisian dialect).

Then, we proceeded to apply a normalization technique for all lengthened words and

emoticons, such as “::))))” which is replaced by “:)”.

4 Emotional Dictionaries Construction

The goal of the automatic construction of sentiment dictionaries is to list the lexicon

words in dictionaries by distinguishing between positive and negative.

Actually, the human sentiments are not limited to positive and negative expres-

sions, but they contain several emotional states. In our case, we consider that there

are four states of positive sentiments: satisfied, happy, gleeful, romantic; four other

states of negative sentiments: disappointed, sad, angry and disgusted, and one sur-

prised state (non-neutral and not positive or negative). In this paper, we generate a

dictionary for each emotional state. In other words, we propose to train 9 dictionar-
ies. However, the determination of these dictionaries is a very delicate and compli-

cated task. Moreover, the distinction between emotional states is not well understood

with used textual data.

Facebook users use, in their comments, emotion symbols (emoticons “:), :(, etc.”,

acronyms “lol, mdr, etc.” and exclamation words “pf, hh, etc.”) to emphasize on their

sentiments. In fact, these emotion symbols provide an important contextual value to

determine the general sentiment of the text. We take advantage of the integrity of

these symbols to distinguish between 9 emotional states that we concluded from the

used emoticons (see Fig. 1).

In order to create dictionaries pertaining to these emotional states, we elaborate

two stages: the first one is the initial dictionaries construction and the second one is

the enrichment of these dictionaries.

3
https://code.google.com/p/language-detection/.

https://code.google.com/p/language-detection/
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Fig. 1 The emotion symbols used on Facebook to express the nine emotions

4.1 Initial Construction of Emotional Dictionaries

We proposed a method to extract an initial version of the emotional dictionaries by

using the comments that contain emotion symbols (4132 comments). This method

is based essentially on the presence of emotion symbols in the comments. These

emotion symbols reflect the sentiment expressed by the words that precede them

in the comments. Indeed, a word has the same polarity as the first emotion symbol

appears after it in a comment. In the case that the comment contains one emotion

symbol, all words will be attached to this emotion symbol.

Each lexicon word can be attached to several dictionaries according to their

appearance with the emotion symbols. Hence, we assigned to each word a valence

value. This valence consists to divide the frequency j of the word by the sum of the

frequencies of all words present in the dictionary j. The word valences are calculated

using (1):

valence(w)j =
frequency(w)j

∑n
i=0 frequency(wi)j

× 1000 (1)

where: n is the number of words in the dictionary j. j ∈ (surprised, satisfied, happy,

gleeful, romantic, disappointed, sad, angry, disgusted). frequency(w)j denotes the

cooccurrence of the word w in comments with emoticons expressing the sentiment j.
The negation words (e.g. not, no, never, non, ne, etc.) play a specific and important

role in the sentimental orientation of words. For this reason, we have taken advantage

the presence of negation particles in our comments, in order to reverse the polarity of

all words directly preceded by one of these particles (e.g. Im not happy :)). Thereby,

when we calculate the cooccurrence frequency of word and emotion symbols, we

test if the word is preceded by a negation particle, we decrement its cooccurrence

frequency by 1. Otherwise, we increment it by 1.
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To determine the emotion brought by every lexicon word, we simply compare

its valences in each dictionary. After the initial dictionaries construction step, we

obtained 15,576 words in the sentiment dictionaries. It is clear that in the initial

construction step, we kept all the words, even the weakly appeared ones. In fact,

these words are likely to be encountered in other comments. For this reason, we

proceed to an enrichment step, the objective of the next section.

4.2 Emotional Dictionaries Enrichment

The dictionaries enrichment step aims to use the rest of the comments that do not

contain emotion symbols (50,917 comments), for two objectives: (i) Settle and adjust

the valences of words present in the dictionaries and (ii) Extend the initial dictionar-

ies by adding new words appeared in other comments.

In order to achieve these two objectives, we must firstly determine the dictionary

to enrich from a comment. To do this, we calculate the 9 valences of each comment

C using the Eq. 2:

valence(C)j =
∑p

i=0 frequency(mi)j
∑q

l=0 frequency(ml)j
× 1000 (2)

where: p is the number of known comment’s words. q is the number of words in the

dictionary j. j ∈ (surprised, satisfied, happy, gleeful, romantic, disappointed, sad,

angry, disgusted). However, sometimes we cannot calculate these valences, when

the words of the comment are all unknown (do not exist in our dictionaries).

Then, we compare the values of these valences to identify the comment polarity.

Thus, we enrich the dictionary having the same polarity of the comment by all words

in the treated comment.

The principle of the enrichment step is to browse the words of the comment. If the

word is inserted in the dictionary to enrich, we increase its frequency in this dictio-

nary by the percentage of polarity of the comment, and then recalculate its valences

according to formula (1). Whereas, if the word is new, we add it to the studied dic-

tionary by initializing its frequency by the percentage of polarity of the comment

and we then compute its valence (using (1)). As the negation particles occur in 5910
comments that did not have any emotion symbols, we handle the presence of negation

words. In fact, in the case where the treated word is preceded by a negation word,

we use the inverse of the percentage (−percentage(C)j). The percentage of polarity

of the comment is calculated using (3).

percentage(C)j =
valence(C)j

∑8
k=0 valence(C)k

(3)

where, j ∈ (surprised, satisfied, happy, gleeful, romantic, disappointed, sad, angry,

disgusted).
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At this stage, we obtained nine dictionaries that cover the majority of the words

of our corpus. In fact, the number of words in the enriched dictionaries equals to

131,937. This shows that the enrichment step is allowed to widen the initial dictio-

naries.

5 Results and Interpretations

By applying our method of emotional dictionaries construction on our corpus, we

have obtained encouraging results. Figure 2 shows for our studied corpus, the number

of words attached to emotional dictionaries in each language. We notice that the

number of Arabic words expressing disappointment and disgust is very important

compared with the other languages. In fact, Tunisians use long Arabic texts in order

to emphasize on their sentiments when they are disappointed or when they want to

oppose something. However, they prefer to write short texts in Tunisian dialect for

expressing fun and amusement.

In order to evaluate our method of emotional dictionaries construction, we used

a test corpus containing 755 words manually labelled by three experts. We applied

the external evaluation techniques (recall, Accuracy and F-score) to measure the ade-

quacy of the classification of words by our system and that made by the experts. In

the Table 1, we presented the obtained results without taking into account the nega-

tion and with the negation handling at the level of generation of initial and enriched

dictionaries. From these results, we obviously notice the interest of handling nega-

tion particles included in our comments and the usefulness of enrichment step. In

fact, the best results are obtained with the enrichment method by taking account of

the negation. The negation handling has an amplified effect when considered during

the enrichment step. This allowed achieving well-adjusted valences and polarities of

words. We obtain a F-score of 81.01% compared to reference dictionaries “textbf-

Expert 2”.

To analyze the performance of emotional dictionaries generated by our method,

we propose to test the validity of the top-n words classified in each emotion. Indeed,

we take the n words having the highest valance values in each emotional class and we

annotate them manually depending on expert judgments. Thus, we compare them to

the reference words in order to measure the success rate (see (4)) and the error rate

(see (5)). In our experimentation, we try several n values [n = 10, 20 and 30] (see

Fig. 3).

Fig. 2 The number of words present in sentiment dictionaries in 3 languages: Tunisian dialect,

Standard Arabic and French
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Table 1 The precision, recall and F-score obtained with the method for initial construction and

enrichment dictionaries

Expert External evaluation

measures

Sentiment dictionaries

Without negation With negation

Initial (%) Enriched (%) Initial (%) Enriched (%)

Expert 1 Precision 47.96 55.67 49.42 79.72

Recall 21.71 60.72 21.80 78.89

F-score 20.41 56.13 20.53 80.36
Expert 2 Precision 48.11 57.68 49.56 80.65

Recall 21.76 62.48 21.85 79.45

F-score 20.62 57.97 20.74 81.01
Expert 3 Precision 48.01 57.07 49.70 79.18

Recall 21.83 62.92 21.92 78.10

F-score 20.39 57.30 20.52 79.65

Fig. 3 The success rate and the error rate obtained by our classification method of the top-n words

in the 9 emotional dictionaries (n = 10, 20 and 30)

Success_rate =
nbreCorrect

n
× 100 (4)

where: nbreCorrect is the number of words correctly classified. n is the chosen number

for the test (the total number of words).

Error_rate = 100 − Success_rate (5)
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The goal of this evaluation is to verify the correctness of our method of calculating

the valences of words to assign them to dictionaries. We note from Fig. 3 that, for

every emotional class and whatsoever the value of n, the success rate remains high.

This shows that the n words which have the highest valance values correctly express

the emotion of the attached dictionary.

6 Conclusion

In this paper, we presented a new method to construct dynamically emotional dictio-

naries. Our method is essentially based on the emotion symbols which can be used to

express sentiments when commenting on social networks. Our corpus of comments

was collected from the Tunisian Facebook pages. Thus, we proposed to create initial

dictionaries from the comments having emotion symbols. Moreover, using the rest

of the comments, we proposed to enrich these dictionaries. Finally, we discussed the

experimental results. In future work, we propose to use automatic processing tools of

Tunisian dialect to improve obtained dictionaries, for example: manipulate the words

semantically similar but different in writing, like: “ta7founa, tahfouna (wonderful)”.

Furthermore, we aim to use the obtained dictionaries for classifying a longer text

carrier sentiment (comment).
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Multiple Ontology-Based Indexing
of Multimedia Documents on the World
Wide Web
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Aseel B. Kmail, Ahmad Ewais and Muath Sabha

Abstract In order to cope with the growing need to search multimedia documents
with precision on the Web, we propose a multimedia conceptual indexing frame-
work incorporating semantic relations between annotation words. To do this, we
utilize our DOM Tree-based Webpage segmentation algorithm to automatically
extract surrounding textual information of the multimedia documents in Webpages.
Next, we employ knowledge represented in multiple ontologies to discover the
latent semantic dimensions of the surrounding textual information. As a conse-
quence, indexes (represented as semantic networks) are constructed where nodes of
each network capture words that exist in the ontologies and edges represent the
semantic relations that hold between those words. To address the semantic
heterogeneity problem between the produced networks, we employ a multi-level
merging algorithm that combines heterogeneous networks into a more coherent
network. Additionally, we utilize concept-relatedness measures to address the issue
of unrecognized entities by the ontologies. We evaluate the techniques of the
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proposed framework using three different multimedia dataset types. Experimental
results indicate that the proposed techniques are effective and precise.

Keywords Multimedia indexing ⋅ Webpage segmentation ⋅ Ontology

1 Introduction

With the prevalence of digital imaging, video and audio devices and the increasing
usage of the Internet, more and more multimedia documents are now available on
the Web. The development of precision-based semantic indexing and search sys-
tems over these multimedia documents remains a pressing issue. Among the
existing solutions, one approach is to index multimedia documents based on their
low-level features such as color, texture, and shape. For querying, the user has to
submit a query document to describe his information needs. In this case, documents
that are similar with respect to their low-level features are retrieved without con-
sidering the semantic similarity of their visual content. In addition, since a large
collection of multimedia documents is available on the Web, automatically
extracting low-level features from the content of these documents demands high
computational costs. Another approach is to index multimedia documents based on
their surrounding textual information, a.k.a., surrounding contextual information
such as titles and textual content of Webpages. In this approach, keywords are
automatically extracted from the textual content that surrounds multimedia docu-
ments, and the retrieval process is carried out by matching keywords in the user’s
query to their correspondences from the contextual information. This approach has
proved to better facilitate user interaction and overcome the limitations of
Content-based Multimedia Retrieval models [1]. However, it ignores the latent
semantic dimensions of both the user’s query and the surrounding contextual
information of multimedia documents. To address this issue, ontologies (machine
readable resources that capture knowledge about different domains) have been
exploited for indexing purposes. Examples of such ontologies are WordNet,
OpenCyc and YAGO. Previous research works have utilized these ontologies
individually. Hence, the extracted concepts and their corresponding semantic
relations from the surrounding contextual information are limited to those that are
defined in the used ontology. Clearly, the precision of multimedia indexing systems
is highly dependent on the domain coverage of the used ontology. Starting from this
position, we propose using multiple ontologies to ensure having wider domain
coverage and thus providing a richer source of semantic information. Based on each
of the exploited ontologies, we derive concepts and semantic relations from the
surrounding contextual information of the multimedia documents and organize
them into semantic networks. Subsequently, all resulting semantic networks are
merged using ontology merging techniques into a single coherent network. As such,
the produced merged networks represent the initial semantic indexes for multimedia
documents. Albeit the potential increment in domain coverage, we acknowledge

52 M. Maree et al.



that it is possible to still be faced with missing concepts or semantic relations, even
when using multiple ontologies. For this reason, we utilize statistical techniques
based on the Normalized Retrieval Distance (NRD) function to tackle this issue.
Accordingly, we summarize the contributions of our work as follows:

• Employing knowledge represented in multiple ontologies to derive the latent
semantic dimensions of the multimedia documents on the WWW.

• Constricting semantic-based indexes using ontology merging techniques.

The rest of this paper is organized as follows: Sect. 2 provides an overview of
the related work. The overall architecture of the proposed conceptual indexing
framework is presented in Sect. 3. Section 4 shows how the semantic indexes can
be constructed and further enriched by combining semantic and statistical modules
of the proposed framework. The results of our experiments are presented in Sect. 5.
Finally, we discuss the conclusions and the future work in Sect. 6.

2 Related Work

Several systems have been proposed to index and retrieve multimedia documents
on the WWW. In the systems proposed by the authors of [2, 3], the retrieval process
is based on the combination of low-level features extracted from the content of
multimedia documents and keywords extracted from the surrounding textual con-
tent. However, both modules are integrated within a loosely-coupled indexing and
retrieval architecture, i.e. there is no clear mapping mechanism between the
extracted features and the surrounding textual information of the multimedia doc-
uments. Other systems such as [4, 5] apply Relevance Feedback (RF) techniques to
improve the retrieval accuracy. However, RF engages the user in a tedious task
involving several interaction loops. More recent approaches propose to exploit
ontologies to improve the retrieval performance by taking into account the semantic
dimension of the document contextual information. The authors of [6] propose a
prototype system for retrieving images by combining both Content-Based Image
Retrieval (CBIR) techniques and WordNet ontology. In this system, both query
formulation and ranking of the retrieved results are performed according to the
conceptual hierarchy of WordNet. The system proposed in [7] uses a manually
constructed ontology as the core component for semantic image annotation and
retrieval. The used ontological model provides the terminology and concepts for
characterizing the image metadata. The system exploits the semantic relations
defined between the concepts of the ontology to recommend other results that may
be of interest to the user. Wang et al. [8] exploit a multi-modality ontology for
image retrieval on the Web. The process of building the multi-modality ontology
consists of two main phases. In the first phase, a high-level textual ontology is
automatically constructed based on the Wikipedia encyclopedia. In the second
phase, visual words or concepts are built based on the low-level features of the
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images. Clearly, these approaches depend solely on the domain coverage of the
used ontology. This means that the effectiveness of such approaches is largely
based on the number of recognized entities (concept, and relations) by the used
ontologies. As such, they will fail in discovering the latent semantic dimensions of
the images’ contextual information because the domain coverage of their backbone
components (ontologies) is limited.

3 General Overview of the Proposed System’s
Architecture

As depicted in Fig. 1, we propose a conceptual indexing framework to index
multimedia documents on the Web by employing knowledge represented by
multiple ontologies. In this section, we present a high-level overview of the

      Ontology 1                            Ontology 2 . . . Ontology N

Multimedia Documents on the 
WWW 

Context Identification & 
Extraction

Text 
Tokenization

Enriched 
Index

Term1,…,Termn

Incremental Semantic Networks Construction 

Missing

NO 

YES Exploit Statistical Information 
about Missing Terms 

Enrichment of the 
Semantic Index

No networks 

NO 

Exploit Statistical Info. 
about Terms 

YES 

Merging 

Semantic Network1          Semantic Network2 . . .   Semantic Network M

Fig. 1 Architecture of the proposed conceptual indexing framework
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architecture of the proposed framework. The framework comprises the following
modules:

• Context identification and extraction—followed by a Natural Language
Pre-processing (NLP) module.

• Incremental semantic networks construction.
• Merging the initially proposed semantic indexes.
• Unrecognized entities handler.

As shown in Fig. 1, we start by identifying and extracting surrounding con-
textual information of the multimedia documents on the Web. This step is carried
out through utilizing our previously proposed Webpage segmentation algorithm [9].
Next, we refine the extracted information by employing several NLP steps such as
stop words removal, n-gram text tokenization, and part-of-speech (POS) tagging.
After this step, and based on the processed content, semantic networks are incre-
mentally constructed based on the used ontologies. These networks represent the
initially suggested semantic indexes for multimedia documents. To build these
networks, each n-gram token is submitted to each of the ontologies to find whether
it is defined in it or not. Recognized tokens by the ontologies are represented by
nodes in the semantic networks. An edge is inserted between two nodes if there is a
semantic relation between them according to their definition in the ontologies. In
this context, each ontology may produce zero, one, or more networks. Since we are
using multiple ontologies, there may be conceptual and terminological difference
between the produced networks. Therefore, we utilize the merging techniques
proposed in our previous work [10] to combine them into a single coherent net-
work. The merged semantic networks represent a semantic index that is built upon a
cooperative decision made by the exploited ontologies. On the other hand, the
unrecognized entities handler is employed to tackle cases of missing entities in all
of the exploited ontologies. To do this, we utilize the NRD function [11] to measure
the semantic relatedness between the missing entities and other entities that are
represented by the nodes of the merged semantic network. Based on the returned
result, we enrich the merged semantic index by attaching missing concepts that
have strong semantic relatedness measures. In the next section, we provide detailed
description of the methods and techniques that we employ in our proposed
framework.

4 Our Approach to Conceptual Multimedia Indexing

To automatically extract multimedia documents and their relevant surrounding
contextual information from the Web, we use the Document Object Model
(DOM) Tree-based Webpage segmentation algorithm proposed in [9]. As depicted
in Fig. 2, the segmentation process is based on the DOM Tree structure of
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Webpages. Using this algorithm, multimedia documents on the Web are classified
into three categories: Listed, Semi-listed, and Unlisted documents.

Regarding the traversal of the DOM trees, each tree structure is examined to
discover different DOM Tree patterns for each class of Web multimedia document.
In this context, Unlisted documents are standalone or random documents that
appear anywhere on a page, for example, profile photos in personal homepages,
company logos, advertisements etc. The corresponding DOM Tree for such mul-
timedia documents and their surrounding context is consistently a node with its
surrounding text as text node siblings, with a root HTML tag representing the
boundary of this document segment. Listed documents are two or more multimedia
documents that are systematically ordered within the webpage. Examples are list of
product images, news videos, etc. The associated DOM Trees for such document
segments are characteristically the document node with its surrounding text nodes
that are a sub-tree under a root HTML tag defining the segment boundary. Other
siblings under this root HTML tag share similar sub-tree structure. Semi-listed
multimedia documents are visually similar to listed documents. The difference is
characterized by their DOM tree. Their DOM tree is similar to a DOM Tree of an
unlisted documents in the sense the node with its surrounding text nodes are under a
root HTML tag that represents the segment boundary but along with those nodes,
there are other document nodes with their own surrounding texts nodes as well on
the same level. For every multimedia document extracted, the segmentation method

DOM tree-based Segmentation Algorithm

Fig. 2 Example of the output of the segmentation algorithm
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only searches the surrounding region making it more efficient and scalable for large
websites containing huge amount of multimedia documents. As we pointed out in
Sect. 3, the produced results of the context identification and extraction module are
further refined using several NLP steps such as: stop words removal, text tok-
enization, and part-of-speech tagging. The following example illustrates the details
of these NLP steps when applied on an extracted segment from Wikipedia Webpage
about the concept (java).

To process the segment in Table 1, the stop words removal function first
removes stop words based on a pre-defined list that includes stop words such as: a,
the, an,…etc. Then, the text tokenization algorithm tokenizes the input text into
n-gram tokens of lengths from 1 to 4. Examples of such tokens are: Java, Java
Indonesian, Java Indonesian Jawa, and Java Indonesian Jawa island. Clearly, we
can find that not all of the produced tokens have a significant contribution to the
meaning of the extracted segment. To address this issue, we refer to the used
ontologies (in this example, we use WordNet [12] and YAGO [13]) wherein the
algorithm attempts to produce only meaningful n-gram tokens (also referred to as
the set of correct tokens). For instance, the token “Dutch East Indies” is declared as
a meaningful token when submitted to WordNet. Next, by utilizing the POS tagger,
meaningful tokens are then classified into the grammatical category that they
belong to. Following to the NLP-based processing, the semantic networks con-
struction algorithm takes the set of correct tokens as input and starts producing
semantic networks by automatically identifying the semantic relations that may
hold between the tokens based on their definitions in the used ontologies. Such
networks are then suggested as the initial indexes for the multimedia documents. In
the context of our work, we refer to such networks as the Initial Semantic Indexes.
Formally, we define a semantic index as:

Definition 1: Initial Semantic Index: is a triad ζ := 〈T, R, A〉 where:

• T is the set of terms encoded in the nodes of ζ. These terms are extracted from
the surrounding contextual information of the multimedia documents and exist
at least in one of the exploited ontologies.

• R represents the relations that link elements of T. These are derived from the
ontologies and used in ζ.

• A is the set of axioms defined over (T and R).

As the resulting semantic networks are constructed based on multiple ontologies,
the probability that these networks are semantically heterogeneous is high.

Table 1 Context identification and extraction—sample segment

Segment Multimedia document

Java (Indonesian: Jawa) is an island of Indonesia and the site of its
capital city, Jakarta. Once the centre of powerful Hindu-Buddhist
kingdoms, Islamic sultanates, and the core of the colonial Dutch East
Indies, Java now plays a dominant role in the economic and political
life of Indonesia
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Therefore, to overcome this issue, we utilize the merging techniques proposed in
our previous work, namely in [10] to merge these networks into a single coherent
network. The merging algorithm takes pairs of semantic networks (ζ1 and ζ2) as
input, and finds all possible mapping elements between their nodes, producing a
single merged network ζmerged as output. We formally define the mapping function
as:

Definition 2: Mapping Element: Given two semantic networks ζ1 and ζ2, compute
the N1 × N2 mapping elements 〈Idij, n1i, n2j,R〉 where:

• Idij is a unique identifier of the mapping element
• n1i is a node in the first semantic network (n1i ∈ ζ1)
• n2j is a node in the second semantic network (n2i ∈ ζ1)
• R is a semantic relation such as Synonymy (≡ ), Disjointness (⊥), Hyponymy,

etc. that holds between the nodes n1i and n2j. These relations are derived from
the exploited ontologies.

• i, j (i = 1, …, N1), (j = 1, …, N2)

Despite the fact that using multiple ontologies guarantees covering a broader set
of entities in different domains, it is important to highlight that, in some cases; we
have found entities that are not recognized by any of the used ontologies. To address
such cases, we utilize concept-relatedness measures (in the context of our work, we
use the unrecognized entities handler) to find whether we can suggest those entities
for potential enrichment of the merged semantic network. To do this, we utilize the
concept-relatedness based enrichment algorithm—formally defined as:

Definition 3: Concept-relatedness based Enrichment: This algorithm takes a
given set of terms T = {t1, t2, t3, …, tn} that are not defined in ζmerged and produces
for each t ∈ in ζmerged a set of S(t) ⊆ T as output, where:

• S(t) is the set of suggested enrichment candidates for t.

The set S(t) can be obtained using the Normalized Retrieval Distance
(NRD) function proposed in [11] and based on a threshold value v using Eq. 1.

S t, vð Þ : = fw ∈ W jNRD t,wð Þ≤ vg ð1Þ

Based on the provided suggestions from the previous step, we attach the missing
entity(s) to the merged semantic network and update its hierarchy.

5 Experimental Results

This section describes the experiments carried out to evaluate the effectiveness of
the techniques of the proposed multimedia indexing framework. In these experi-
ments, we exploited two publically available ontologies, namely WordNet [12] and
YAGO [13]. We would like to point out that we implement all solutions in Java and
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experiments are performed on a PC with dual-core CPU (3000 GHz) and (4 GB
RAM). The operating system is OpenSuse 11.1.

5.1 Experiments Using One Against Multiple Ontologies

In order to validate our proposal of employing knowledge represented by multiple
ontologies to derive the semantic aspects of the surrounding contextual information
of multimedia documents on the Web, we have manually selected a collection of
300 Webpages that contain different types of multimedia documents (100 per
multimedia type). We would like to point out that the selected Webpages were
obtained randomly but under the condition that their content should include one of
the three multimedia document types (image, video, or audio). From a larger col-
lection of Webpages, we have retained only those (300 Webpages) who have a
proper structure that the DOM tree algorithm was able to process correctly. Then,
we employed the methods of the proposed framework to automatically index the
multimedia documents according to their surrounding contextual information using
one against using multiple ontologies. We evaluated the precision of the proposed
system (using the conventional Precision/Recall indicators reported in [14]) by
comparing our ground truth (i.e. manually-assigned relevance scores) to their
corresponding scores that were automatically produced by the system. Tables 2, 3,
and 4 are provided to demonstrate the effectiveness of the employed techniques
when dealing with Image, Audio, and Video datasets respectively. In the current
version of the system’s prototype we are using six queries per multimedia type.

As reported in the above tables, for the three different types of multimedia
documents, the precision of the indexing framework has improved when combining
multiple ontologies. It is important to point out that employing YAGO only has led
to better (i.e. more precise) results when compared to using WordNet only. This is
due to the fact that the coverage of WordNet is very limited compared to YAGO
ontology.

Table 2 Precision of the proposed indexing framework when using a single against multiple
ontologies—images dataset

Ouery_Id Single-WordNet Single-YAGO Multiple-YAGO
and WordNet

P (%) R (%) P (%) R (%) P (%) R (%)

1 25 50 33 50 40 100
2 33 50 33 50 40 100
3 0 0 66 100 66 100
4 66 50 66 50 66 100
5 33 50 100 100 66 100
6 33 50 25 50 40 100

Multiple Ontology-Based Indexing of Multimedia … 59



It is also important to highlight that for some results the precision and recall
values where very similar. This is because the used ontologies—despite of their
domain coverage—still suffer from semantic knowledge incompleteness problems.
To address this issue, we plan to extend the current experiments in the future work
by incorporating the missing background knowledge handle to validate its signif-
icance in improving the produced results by the proposed framework.

6 Conclusions and Future Work

In this research work, we have introduced a fully-automated framework for
indexing multimedia documents on the WWW through exploiting multiple
ontologies. In order to derive the latent semantic dimensions of the surrounding
information of multimedia document, we have employed two publically available
ontologies, namely WordNet and YAGO. Additionally, we have further expanded

Table 3 Precision of the proposed indexing framework when using a single against multiple
ontologies—audio dataset

Ouery_Id Single-WordNet Single-YAGO Multiple-YAGO
and WordNet

P (%) R (%) P (%) R (%) P (%) R (%)

1 25 50 33 50 40 100
2 0 0 100 100 100 100
3 100 50 100 50 100 100
4 66 50 66 50 80 100
5 50 33 66 66 75 100
6 50 33 50 33 33 33

Table 4 Precision of the proposed indexing framework when using a single against multiple
ontologies—video dataset

Ouery_Id Single-WordNet Single-YAGO Multiple-YAGO
and WordNet

P (%) R (%) P (%) R (%) P (%) R (%)

1 0 0 100 100 100 100
2 66 50 66 50 80 100
3 0 0 100 100 100 100
4 66 100 0 0 66 100
5 50 33 66 66 75 100
6 66 50 80 100 80 100
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the proposed semantic indexes of multimedia documents by utilizing concept-
relatedness enrichment techniques. We have empirically evaluated the effectiveness
of the proposed framework using three different multimedia datasets. The produced
results demonstrated that using multiple ontologies increased the precision of the
system by a remarkable percentage. Nevertheless, the conducted experiments have
also shown that, in some cases, using a single ontology produced comparable
results to using more than one ontology. This was due to the fact that the precision
of the system was highly dependent on the domain depth and coverage level of each
ontology. Also, we would like to highlight that our aim of the currently proposed
techniques was to explore the impact of using multiple semantic resources on the
precision/effectiveness of the system. However, we believe that the time complexity
is another important factor that we need to take into consideration. We will consider
this important factor and incorporate complexity experiments in the updated version
of the prototype.

In the future work, we plan to extend the current approach by incorporating
additional ontologies. We will investigate the impact of using domain-specific
against generic ontologies on the effectiveness of the proposed framework. Fur-
thermore, we will expand the current datasets by increasing the number of multi-
media documents as well as queries in each dataset. This will also open the door for
exploring how the performance (efficiency) of the indexing framework will be
affected when dealing with large-scale real-world multimedia datasets. An equally
important issue that we plan to investigate is the incorporation of HTML5-based
Webpages in the experiments. We will in investigate the impact of incorporating
such Webpages in our future experiments.
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Feature Selection Methods Based on Decision
Rule and Tree Models

Wiesław Paja

Abstract Feature selection methods, as a preprocessing step to machine learning,

is effective in reducing dimensionality, removing irrelevant data, increasing learning

accuracy, and improving result comprehensibility. However, the recent increase of

dimensionality of data poses a severe challenge to many existing feature selection

methods with respect to efficiency and effectiveness. In this work, a novel concepts

of relevant feature selection based on information gathered from decision rule and

decision tree models were introduced. A new measures DRQualityImp and DTLeve-
lImp were additionally defined. The first one is based on feature presence frequency

and rule quality, while the second is based on feature presence on different levels

inside decision tree. The efficiency and effectiveness of that method is demonstrated

through the exemplary use of five real-world datasets. Promising initial results of

classification efficiency could be gained together with substantial reduction of prob-

lem dimensionality.

Keywords Feature selection ⋅ Feature ranking ⋅ Decision rules ⋅ Dimensionality

reduction ⋅ Relevance and irrelevance

1 Introduction

In the era of the acquisition of vast amounts of data, different domain information

databases, efficient analysis and retrieval of regularity has become an extremely

important task. The issue of classification and object recognition is applied in many

fields of human activity. Data mining is fraught with many aspects which hinder it

like a very large number of observations, too many attributes, the insignificance of

the part of variables for the classification process, mutual interdependence of con-

ditional variables, the simultaneous presence of variables with different types, the
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presence of undefined values of variables, the presence of erroneous values of the

variables, uneven distribution of categories for the target variable. Thus, the devel-

opment of efficient methods for significant feature selection is valid.

This kind of methods are frequently used as a preprocessing steps to machine

learning experiments. It could be defined as a process of choosing a subset of original

features so that the feature space is optimally reduced according to a certain evalua-

tion criterion. Feature selection has been a fruitful field of research and development

since 1970s and proven to be effective in removing irrelevant features, increasing effi-

ciency in learning tasks, improving learning performance like predictive accuracy,

and enhancing comprehensibility of learned results [1].

The feature selection methods are typically presented in three classes based on

how they combine the selection algorithm and the model building: filter, wrapper

and embedded FS methods. Filter methods select features regardless of the model.

They are based only on general features like the correlation with the variable to pre-

dict. These methods select only the most interesting variables. Then selected subset

will be part of a classification model. Such methods are effective in computation

time and robust to overfitting [2]. But, some redundant, but relevant, features are not

recognized. In turn, wrapper methods evaluate subsets of features which allows to

detect the possible interactions between variables [1, 3, 4]. However, the increasing

overfitting risk when the number of observations is insufficient could be possible.

Additionally, the significant computation time when the number of variables is large

highly increase. The third type called embedded methods devotes to reduce the clas-

sification of learning. These methods try to combine the advantages of both previous

methods. Thus, the learning algorithm takes advantage of its own variable selection

algorithm. So, it needs to know initially what a good selection is, which limits their

exploitation [5].

Kohavi and John [1] observed that there are several definitions of relevance that

may be contradictory and misleading. They proposed that two degrees of relevance

(strong and weak) are required to encompass all notions that are usually associated

with this term. In their approach the relevance is defined in the absolute terms, with

the help of ideal Bayes classifier. In this context a feature X is strongly relevant when

removal of X alone from the data always results in deterioration of the prediction

accuracy of the ideal Bayes classifier. In turn, feature X is weakly relevant if it is not

strongly relevant and there exists a subset of features S, such that the performance

of ideal Bayes classifier on S is worse than the performance on S ∪ {X}. A feature is

irrelevant if it is neither strongly or weakly relevant.

Nilsson and co-workers [6] introduced the formal definition of two different fea-

ture selection problems Minimal Optimal Feature Selection (MOSF) and All Rele-
vant Feature Selection (ARFS). MOSF means identification of minimal set of fea-

tures to obtain optimum quality classification. In turn, ARFS devotes to find all

the variables that may, under certain conditions, improve the classification. There

are two important differences between these problems. The first one is detection of

attributes with low importance (ARFS) [7], which may be completely obscured by

other, more important attributes from the point of view of the classifier (MOFS). The

second difference is to find the boundary between the variables poorly, but realisti-
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cally related to the decision and those for whom such a relation is created as a result

of random fluctuations. The formal definition of the problem of all relevant feature

selection (ARFS) as a distinct problem from the classical minimal optimal feature

selection (MOFS), was proposed as recently as 2007 [6].

Here, two different wrapper methods of feature importance calculation are pre-

sented. The first one apply frequency of each feature occurrence inside rules, and the

second method comply decision tree structure during calculation. Similar methods

for selecting and evaluating most important rule features based on the rule accu-

racy, frequency of the elementary condition in the discovered rule set, and its influ-

ence for the quality of the whole set of generated rules was extensively analyzed in

[8]. Another approach [9] devotes to method for evaluating the importance of gene

ontology terms which compose multi-attribute rules. The obtained ranking is used to

generate a new set of rules that provide additional information about the biological

function of genes.

Additionally, in this research, to distinguish between relevant and irrelevant fea-

tures the contrast variable concept [7] were applied. It is a variable that does not

carry information on the decision variable by design that is added to the system in

order to discern relevant and irrelevant variables. Here, it is obtained from the real

variables by random permutation of values between objects. The use of contrast vari-

ables was for the first time proposed by Stoppiglia and co-workers [10] and then by

Tuv and co-workers [11].

2 Methods and Algorithms

During experiments the following general procedure was applied:

1. Step: Selection of dataset and features for investigation (10-folds)

∙ Addition of contrast features to original data
∙ Application of a set of ranking measures to calculate importance for each

feature
∙ Calculation of DRQualityImp (or DTLevelImp) importance parameter for

each feature
∙ Definition (selection) of the most important feature subset

2. Step: Application of different machine learning algorithms for classification of
unseen objects (the same 10-folds like in Step 1)

∙ Using all original features
∙ Using only selected, important features

3. Step: Comparison of gathered results using evaluation measures

In the first step, dataset and feature for investigation were defined. Different rank-

ing measures were applied to estimate importance of each feature. In order to check

specificity of the feature selection, the dataset was extended by adding contrast
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variables. It means that each original variable was duplicated and its values were

randomly permuted between all objects. Hence a set of non-informative by design

shadow variables was added to original variables. The variables that were selected as

important significantly than random, were examined further, using different test. To

define level of feature importance six well-known ranking measures were applied:

ReliefF, Information Gain, Gain Ratio, Gini Index, SVM weight and RandomFor-
est. Additionally, new measures based on decision rules and decision trees, called

DRQualityImp and DTLevelImp, were introduced. The first one is based on the fre-

quency of presence of the different feature in rule model that is generated from origi-

nal dataset and also takes into consideration the quality of rules in which this feature

occurs. Thus, the DRQualityImp of the ith attribute could be presented in the Eq. 1.

DRQualityImpAi
=

n∑

j=1
QRj

{Ai} (1)

where n is a number of rules inside the model, QRj
defines classification quality of the

rule Rj and Ai describe the presence of the ith attribute, usually 1 (feature occurred)

or 0 (feature didnt occur). In turn, quality of rule is defined in the Eq. 2.

QRj
=

Ecorr

Ecorr + Eincorr
(2)

where Ecorr depicts the number of correctly matched learning objects by the jth rule

and Eincorr depicts the number of incorrectly matched learning objects by this rule.

Moreover, second new measure, based on decision trees, called DTLevelImp were

defined. It is based on the presence of different feature in the decision tree nodes gen-

erated from original dataset and also takes into consideration the product of weight

Wj assigned to a given level j of the tree and the number of cases Inst(node) classified

in a given node at this level in which feature Ai occurs. Thus, the DTLevelImp of the

ith attribute could be presented in the Eq. 3.

DTLevelImpAi
=

l∑

j=1

x∑

node=1
Wj ∗ Inst(node) ∗ {Ai} (3)

where l is the number of levels inside the model, x is the number of nodes inside given

level and Ai describe the presence of the ith attribute, usually 1 (feature occurred) or

0 (feature didnt occur). In turn, weight W of level j is defined in the Eq. 4.

Wj =

{
1 j = 1, j ∈ N
Wj−1

2
1 < j ≤ l (4)

During the second step the test probing the importance of variables was performed

by analyzing the influence of variables used for model building on the prediction

quality.
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Table 1 Summary characteristic of benchmark datasets

Dataset # Instances # Features # Classes

Breast cancer 286 9 2

Heart disease 303 13 2

Lung cancer 32 56 3

Primary tumor 339 17 21

Skin cancer 548 13 4

Six different machine learning algorithms were applied to build different pre-

dictors for the original set of features and for selected features: Classification Tree
(CT), Random Forest (RF), CN2 decision rules algorithm (CN2), Naive Bayes (NB),
k Nearest Neighbors (kNN) and Support Vector Machine (SVM). During this step

the 10-fold cross validation paradigm were also applied using the same folds as it

was in the first step. Nine known evaluation measures were applied in each predictor:

Classification Accuracy (CA), Sensitivity, Specificity, Area Under ROC curve (AUC),
Information Score (IS), F1 score (F1), Precision, Brier measure and Matthew Coef-
ficient Correlation (MCC) [12]. Finally, two of them were summarized in Table 4.

3 Investigated Datasets

Initial investigations were focused on applying developed algorithms on several real-

world datasets. Five datasets have been used during experiments. Four of them are

gathered from UCI ML repository, and the fifth set have been developed earlier by

the author [13]. The summary of datasets is presented in Table 1. These datasets have

diverse number of objects, features and their types and also classes.

4 Results and Conclusions

To illustrate proposed methodology only results for Breast cancer datasets will be

presented in details. The first step of the experiment revealed three features, that

were recommended as important by all, or nearly all, ranking measures. In Table 2,

we can observe that deg-malig, node-caps, and irradiat features create stable and

core set of features which have the highest rank values using most of eight measures

of importance, particularly using DRQualityImp measure, introduced in this investi-

gation. In the same table, comparison with importance of contrast values (“contrast”
index) is also presented. The most important contrast feature is irradiat (contrast)
for which DRQualityImp measure is equal to 4.59. In this way, it is also treated as

a threshold that separates the core, relevant set of attributes from other less infor-
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Table 2 Ranking of features using eight different measures

Feature ReliefF Inf. gain Gain ratio Gini SVM RF DRQuality DTLevel

weight Imp Imp

deg-malig −0.02 0.08 0.05 0.02 0.07 2.03 8.06 235.46
node-caps 0.03 0.06 0.08 0.02 0.06 1.98 7.94 24.94

irradiat 0.01 0.03 0.03 0.01 0.02 0.69 5.64 3.78

irradiat (contrast) −0.05 0 0 0 0.05 0.12 4.59 5.21

inv-nodes 0.03 0.07 0.05 0.02 0.06 0.07 4.52 17.62

breast −0.08 0 0 0 0.02 0.33 3.66 3.44

menopause (contrast) −0.01 0.01 0.01 0 0.07 −0.01 3.44 9.82

menopause −0.06 0 0 0 0.03 0 3.21 8.85

node-caps (contrast) −0.02 0 0 0 0.03 0.07 2.78 21.01

inv-nodes (contrast) −0.05 0.02 0.01 0 0.17 −0.02 2.39 12.42

breast-quad (contrast) −0.12 0.01 0 0 0.06 −0.02 2.10 13.43

deg-malig (contrast) −0.07 0 0 0 0.01 0 1.89 3.71

age (contrast) −0.11 0.02 0.01 0 0.14 0.1 1.85 21.08

breast (contrast) −0.06 0 0 0 0.03 0.1 1.71 3.45

breast-quad −0.11 0.01 0.01 0 0.13 0.1 1.48 45.50
tumor-size −0.13 0.06 0.02 0.01 0.1 0.01 1.32 58.38
tumor-size (contrast) −0.16 0.03 0.01 0.01 0.11 −0.01 0.88 29.6
age −0.1 0.01 0.01 0 0.05 0.06 0 7.36

mative attributes. Most of the measures (except SVM weight) used in this approach

show that selected set of features has higher values of these parameters than gath-

ered threshold value (underlined values). These values are denoted in bold style in

Table 2. Hereby, we can observe that different measures give different threshold.

It should be stressed that using the DTLevelImp parameter the selected set of

features is different: deg-malig, breast-quad and tumor-size. This selected set of fea-

tures achieve results of classification similar to original one (see Table 4). Thus, some

redundant information could be recognized.

The second step of experiment devoted to evaluation of prediction quality of uti-

lized machine learning algorithms described in Sect. 2. During this step six different

algorithms were applied using 10-fold cross validation method. Average results for

the Breast cancer dataset are collected in Table 3. Three types of results is presented:

achieved using original dataset, achieved using the cuted set of features by applica-

tion of DRQualityImp and DTLevelImp indicator.

This procedure was applied to two specified sets:

∙ the original dataset containing all descriptive features,

∙ the dataset containing only selected features according to their importance calcu-

lated in the first step.

Finally, all average results for Breast cancer dataset are collected in Table 3.

Based on these results, it could stressed that set of selected features which contains

only 3 from 9 attributes has similar (even better) prediction quality (CA and AUC)
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Table 3 Average results of classification quality for the Breast cancer dataset

Model CA Sens Spec AUC IS F1 Prec Brier MCC

On original data

CT 0.68 0.57 0.57 0.57 0.00 0.59 0.58 0.49 0.14

CN2 0.74 0.61 0.61 0.71 0.06 0.61 0.72 0.37 0.30

SVM 0.75 0.61 0.61 0.68 0.04 0.65 0.76 0.37

RF 0.76 0.60 0.60 0.69 0.03 0.67 0.78 0.37

kNN 0.73 0.63 0.63 0.65 0.15 0.63 0.68 0.46 0.31

NB 0.74 0.67 0.67 0.69 0.12 0.67 0.69 0.43 0.36

On data selected using DRQualityImp
CT 0.74 0.61 0.61 0.69 0.08 0.65 0.69 0.37 0.29

CN2 0.75 0.64 0.64 0.70 0.08 0.67 0.74 0.36

SVM 0.76 0.62 0.62 0.66 0.06 0.65 0.78 0.38

RF 0.76 0.62 0.62 0.71 0.06 0.65 0.78 0.37

kNN 0.70 0.62 0.62 0.61 0.00 0.62 0.67 0.43 0.28

NB 0.75 0.66 0.66 0.72 0.11 0.66 0.73 0.37 0.38

On data selected using DTLevelImp
CT 0.73 0.63 0.63 0.63 0.02 0.63 0.67 0.41 0.30

CN2 0.68 0.53 0.53 0.66 −0.01 0.63 0.61 0.38

SVM 0.70 0.51 0.51 0.68 −0.04 0.80 0.69 0.39

RF 0.71 0.57 0.57 0.69 0.00 0.70 0.61 0.38

kNN 0.72 0.63 0.63 0.66 0.07 0.62 0.68 0.44 0.29

NB 0.72 0.63 0.63 0.66 0.03 0.66 0.64 0.40 0.26

Table 4 Summary results of feature selection and classification

Dataset Measure Original set DRQualityImpset DTLevelImp set

Breast cancer #Features 9 3 (33.3 %) 3 (33.3 %)

CA 0.73± 0.03 0.74± 0.02 0.71± 0.02

AUC 0.67± 0.05 0.68± 0.04 0.66± 0.04

Heart disease #Features 13 8 (61.5 %) 6 (46.2 %)

CA 0.80± 0.03 0.79± 0.03 0.80± 0.02

AUC 0.87± 0.05 0.86± 0.04 0.88± 0.04

Lung cancer #Features 56 3 (5.4 %) 4 (7.1 %)

CA 0.52± 0.09 0.52± 0.09 0.53± 0.07

AUC 0.70± 0.05 0.70± 0.05 0.73± 0.05

Skin cancer #Features 13 8 (61.5 %) 9 (69.2 %)

CA 0.82± 0.02 0.79± 0.01 0.79± 0.02

AUC 0.96± 0.02 0.95± 0.01 0.95± 0.01

Primary tumor #Features 17 13 (76.5 %) 12 (70.6 %)

CA 0.42± 0.04 0.42± 0.03 0.42± 0.04

AUC 0.83± 0.04 0.83± 0.04 0.83± 0.04
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as it was observed with all original attributes. Furthermore, all other measures in

Table 3 also increased a little. With the exception of Brier score, which decreased,

but the lower the Brier score is for a set of predictions, the better the predictions are

calibrated [14].

Similar results were obtained for other investigated datasets (see Table 4). All

number of features in selected sets are significantly less than in original one. It is

average about 45 % of original features selected. Using these selected sets promising

initial results of classification efficiency could be gained together with substantial

reduction of problem dimensionality.
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Automatic Categorization of Email into
Folders by Ant Colony Decision Tree
and Social Networks

Urszula Boryczka, Barbara Probierz and Jan Kozak

Abstract This paper presents a new approach to an automatic categorization of

email messages into mailbox folders. The aim of this paper is to create an algorithm

that would allow one to improve the classification of emails into folders by using

solutions that have been applied in Ant Colony Decision Tree (ACDT). Addition-

ally, elements of Social Network Analysis (SNA) were included in this algorithm.

The new algorithm that is proposed here was tested on the publicly available Enron

E-mail data set and all experiments were conducted on uncleaned data. For the pur-

pose of comparing the results, additional tests were carried out by using selected clas-

sifiers which were generally available. The obtained results confirm that the proposed

approach allows one to improve the accuracy with which new emails are assigned

to particular folders based on an analysis of previous correspondence, even when

uncleaned data sets are used.

Keywords Ant colony optimization ⋅ Social network analysis ⋅ Enron E-mail

1 Introduction

The history of email messages began almost half a century ago, i.e. when Louis

Pouzin, Glenda Schroeder and Pat Crisman sent an email from one user to another in

1965. Unfortunately, this email service only made it possible to leave such a message

for the other users of the same computer, whereas an email address had not been

invented yet.
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It was not until 1971 that the American engineer and computer programmer Ray-

mond S. Tomlinson came up with an idea that allowed one to send an email message

from one computer to another. In order to separate the user name from the com-

puter name, Raymond S. Tomlinson picked the @ symbol, which was only used

occasionally at that time. On this basis, members of the Internet Engineering Task

Force agreed on the standard syntax for email communication in 1973, i.e. “user-

name@hostname”, which is still used to this day.

The presented paper deals with research that is focused on creating decision tables

in accordance with the authors’ idea and testing classical algorithms by using these

tables. The aim of this paper is to create an algorithm that would allow one to improve

the classification of emails into folders (so. E-mail Foldering Problem) by using

solutions that have been applied in Ant Colony Decision Tree (ACDT). Addition-

ally, elements of Social Network Analysis (SNA) were included in this algorithm. A

comparison of the results that have been obtained allows one to even more precisely

determine the usefulness of the Ant Colony Optimization algorithm that is proposed

here. It is one of artificial inteligence methods used in data mining [9]. The authors

of the presented paper intend to show that emails can be classified into folders with

a satisfactory accuracy, even if uncleaned data sets are included.

This article is organized as follows. Section 1 comprises an introduction to the

subject of this article. In Sect. 2, characteristic of social networks is presented.

Section 3 describes Ant Colony Decision Tree algorithm. Section 4 focuses on the

presented, new version of the ACO approach based on ACDT algorithm and Social

Network Analysis. Additionally, it shows the visualization of a network of contacts

with objects. Section 5 presents the experimental study that has been conducted to

evaluate the performance of the proposed algorithm, taking into consideration Enron

e-mail dataset. Finally, we conclude with general remarks on this work and a few

directions for future research are pointed out.

2 Characteristic of Social Networks

Social Networks Analysis (SNA) plays an extremely important role in studies of data

sets containing email messages. Most of all, SNA provides a specific perspective

on an analysis because it does not focus on individual units or macrostructures but

studies the connections between particular units or groups.

SNA is a branch of sociology which deals with the quantitative assessment of the

individuals role in a group or community by analyzing the network of connections

between individuals. The first studies of social networks were conducted in 1923 by

Jacob L. Moreno, who is regarded as one of the founders of social network analysis.

Morenos 1934 book that is titled “Who Shall Survive?” presents the first graphical

representations of social networks as well as definitions of key terms that are used

in an analysis of social networks and sociometric networks [8].
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A social network is usually represented as a graph. According to the mathematical

definition, a graph is an ordered pair

G = (V ,E), (1)

where:

V denotes a finite set of a graphs vertices,

E denotes a finite set of all two-element subsets of set V that are called edges,

which link particular vertices such that:

E ⊆

{
{u, v} ∶ u, v ∈ V , u ≠ v

}
. (2)

Vertices represent objects in a graph whereas edges represent the relations between

these objects. Depending on whether this relation is symmetrical, a graph which is

used to describe a network can be directed or undirected.

The degree of a vertex (indegree and outdegree) denotes the number of head end-

points or tail endpoints adjacent to a given node. Degree centrality is useful in deter-

mining which nodes are critical as far as the dissemination of information or the

influence exerted on immediate neighbors is concerned. Centrality is often a mea-

sure of these nodes popularity or influence.

Social network analysis has a wide range of applications. It is primarily used in

large organizations and companies as a tool for supporting strategic human resource

management or knowledge management in an organization. SNA supports a compa-

nys innovativeness and an analysis of business processes as well as training needs.

Additionally, it is used in marketing research for creating a map of a social net-

work of customers. However, social network analysis primarily allows managers to

familiarize themselves with the informal structure of an organization and the flow of

information within a company.

Many studies that were carried out as part of SNA were aimed at finding correla-

tion between a networks social structure and efficiency [5]. At the beginning, social

network analysis was conducted based on questionnaires that were filled out by hand

by the participants [4]. However, research carried out by using email messages has

become popular over time [1]. Some of the studies found that research teams were

more creative if they had more social capital [6]. Social networks are also associ-

ated with discovering communication networks. The database which was used in the

experiments that are presented in this article can be used to analyze this problem.

G. C. Wilson and W. Banzhaf, among others, discussed such an approach, which

they described in their article [10].

3 Ant Colony Decision Tree

The Ant Colony Decision Tree algorithm (ACDT) is one of the most popular Ant

Colony Optimization algorithms that are used in data mining. This algorithm com-

bines the idea of Ant Colony Optimization algorithms with the idea of the CART
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algorithm and, as tests have shown, it produces very good quality classifiers for many

standard problems related to data mining [2]. The ACDT algorithm is based on using

Ant Colony Optimization algorithms in the process of optimizing the construction of

decision trees. The execution of the algorithm involves choosing a test for each node

based on two factors. The maximum value that is consistent with the splitting criteria

used in the CART algorithm is one of these factors, and the additional information

that is recorded in the form of the pheromone trail is the other factor [2, 7].

In the Ant Colony System a virtual ant decides on the next step based on a mod-

ified transition rule while being at a particular stage of problem—solving and at a

specific point in time. For this purpose, it generates a random number q, 0 ≤ q ≤ 1.

If q ≤ q0 (q0— the parameter of the algorithm that has been determined) then “the

best” available decision option is chosen (exploitation); otherwise, the ant makes a

random decision (exploration) by taking into account probabilities that are calculated

in accordance with Eq. (3) [7] (Table 1).

j =

{
argmax

r∈Jki
{[𝜏ir(t)]𝛼 ⋅ [𝜂ir]𝛽}, if q ≤ q0 (exploitation)

S, otherwise (exploration),

(3)

where:

𝜏ir—value of the reward, i.e. the degree of usefulness of the decision option that is

being considered (pheromone),

𝜂ir—value of the quality of a transition from state i to state r which was estimated

heuristically,

𝛼 i 𝛽—parameters describing the importance of values 𝜏ir(t) i 𝜂ir,

S—the next step (decision) which was randomly selected by using the probabilities:

pkij(t) =
⎧
⎪
⎨
⎪
⎩

𝜏ij(t)⋅[𝜂ij]𝛽
∑

r∈Jki

𝜏ir(t)⋅[𝜂ir]𝛽
, if j ∈ Jki

0, otherwise,

where:

Jki denotes the set of decisions that ant k can make while being in state i.
The value of the heuristic function is determined based on the splitting criteria

used in the CART algorithm, i.e. in accordance with the following Eq. (4).

argmax
aj≤aRj ,j=1,…,M

⎛
⎜
⎜
⎝

PlPr

4

[ K∑

k=1

|
|p(k|ml) − p(k|mr)||

]2⎞
⎟
⎟
⎠

, (4)

where:

p(k|ml)—probability of the occurrence of decision class k in node ml (in the left

subtree),

p(k|mr)—probability of the occurrence of decision class k in node mr (in the right

subtree),
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Pl—probability of object transition to node ml (in the left subtree),

Pr—probability of object transition to node mr (in the right subtree),

K—decision classes.

The pheromone trail is updated by increasing pheromone levels on the edges con-

necting each tree node with its parent node (excepting the root):

𝛥𝜏m,mL
(t + 1) = (1 − 𝛾) ⋅ 𝜏m,mL

(t) + Q(T), (5)

where:

Q(T) determines the evaluation function of the decision tree,

𝛾 is a parameter representing the evaporation rate, which is equal to 0.1.

4 Proposed Algorithm

The proposed method entails using a modified version of the ACDT algorithm

(which is described in Sect. 3) and transforming a data set of emails into a decision

table. For such a data set the proposed algorithm was prepared; it contains elements

of communication network analysis which entails analyzing the list of recipients.

The decision table that has been prepared consists of the following attributes:

∙ from—the sender;

∙ word1—the first word which is used in the subject of an email (with the excep-

tion of basic words and copulas); additionally, words which belong to the set of

decision classes are supported;

∙ word2—the second word which is established similarly to word1;

∙ word3—the third word which is established similarly to word1 and word2;

∙ cc—the Boolean value which indicates whether the person who has received an

email was added as a recipient of a copy of an email (if not then it means that the

person was the addressee of an email);

∙ length—number of characters of the mail (with white spaces);

∙ category—a decision class, i.e. a folder, to which an email message is assigned.

Conditional attributes were selected to define the most important information

about each message. They consist of the information from the sender field, the first

three words from the email subject, information as a Boolean value, conditional

attributes check also the length of the message and whether the person who received

the message was added to a courtesy copy (CC). If not, it implies that was the recip-

ient (To). In addition, from the email subject was omitted basic phrases and copula

verbs, and there was additionally supported words, which belonged to a set of deci-

sion classes.

Application of the ACDT algorithm (which is based on a modification of this

algorithm at the present stage) entails exploring the communication network between

people if an email was sent to a group of persons, i.e. cc = true. The list of all recip-

ients is analyzed, which has an influence on which decision class (email folder) a

classifier will choose.
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This decision is also influenced by the preferences of the group of users who

contact one another; therefore, if the users contacted one another with the same fre-

quency then the emails they received were classified in the same way. Because of

that the network of interactions has been analyzed using well-know methodology

(from the SNA field).

All of the mailboxes that have been selected contain uncleaned data, which is why

in the sets there might be folders without any messages or folders that were automat-

ically created by email programs. Uncleaned data sets may also contain unnecessary

email messages which were sent many times as well as emails that have not been

assigned to any folder. The number of decision classes depends on the case, which

is analyzed.

These data sets are very large - they are composed of a large number of decision

classes and have attributes with many values, mainly with continuous values. There-

fore, modified Ant Colony Decision Tree algorithm was used to analyze this data set

because they perform very well as far as such problems are concerned [2]. The way

in which such algorithm work is presented based on the example of Algorithm 1.

Algorithm 1: Pseudo code of the proposed algorithm

1 dataset = prepare_dataset_from_email(person);

2 ph = initialization_pheromone_trail(); // 𝜏m,mL
(t = 0) = log2(C)

∑|A|
att=1 |aatt|

3 best_constr._classifier = NULL;

4 for i=1 to number_of_iterations do
5 best_classifier = NULL;

6 for j=1 to number_of_ants do
7 new_classifier = build_prototype_classifier_EMAIL(ph, dataset);

8 new_classifier = check_contacts_SNA(new_classifier, dataset);

9 assessment_of_the_quality_classifier(new_classifier);

10 if new_classifier is_higher_quality_than best_classifier then
11 best_classifier = new_classifier;

12 endIf
13 endFor
14 update_pheromone_trail(best_classifier, ph);

15 if best_classifier is_higher_quality_than best_constr._classifier then
16 best_constr._classifier = best_classifier;

17 endIf
18 endFor
19 result = best_constr._classifier;

The proposed analysis of the network of contacts between individual employees

is used to determine the leaders in terms of the spread of information or to influence

the persons, who are in the immediate vicinity. Figure 1 shows a visualization of

the network of contacts with objects selected from the dataset of 150 objects. The

dataset was analyzed in terms of the frequency of sending e-mails. Additionally,

Table 1 shows parameters for each dataset.
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Fig. 1 Social networks for Enron dataset

5 Experiments

The proposed algorithm was implemented in C++. All computations were carried

out on a computer with an Intel Core i5 2.5 GHz processor, 2.9 GB RAM, running

on the Debian GNU/Linux operating system.
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Table 2 Comparison of all approaches in terms of classification accuracy on uncleaned data sets

Dataset Simple cart Naive Bayes Conjunctive

rule

PART Hyper

pipes

LBR Proposed

algorithm

germany-c 0.386 0.626 0.415 0.576 0.549 0.626 0.783
haedicke-m 0.297 0.622 0.297 0.297 0.595 0.622 0.623
mann-k 0.245 0.708 0.178 – 0.684 0.712 0.767
rogers-b 0.510 0.772 0.443 0.746 0.738 0.774 0.911
scott-s 0.662 0.826 0.615 0.723 0.864 0.836 0.936
shackleton-s 0.565 0.667 0.291 0.682 0.628 0.673 0.709
shapiro-r 0.091 0.421 0.125 – 0.392 0.428 0.605
steffes-j 0.649 0.755 0.548 0.639 0.769 0.755 0.841
symes-k 0.324 0.789 0.457 0.723 0.781 0.785 0.930
taylor-m 0.367 0.757 0.399 0.321 0.757 0.761 0.862

The experiments were repeated 30 times for each data set with the same standard

parameter settings which were related to Ant Colony Optimization algorithms. Given

the size of the data set, the number of generations of the Ant Colony Optimization

algorithm was initially restricted to 30 for a population of 5 ants. The run-time of

the proposed algorithm ranged, depending on the data set, between 7 and 400 s for

one run of the algorithm. This is, however, a time during which a classifier is created

whereas classification itself is carried out very quickly.

In order to check the proposed algorithms adaptability, experiments were carried

out so as to make it possible to compare the obtained results with the results that were

produced by other classifiers. The algorithms that had been chosen constructed clas-

sifiers by using the same data sets as the SNA Ant Colony Optimization Algorithm

that was proposed in [3]. Additionally, a larger number of data sets (email messages)

were used to test the algorithms.

The experiments that are described in this section were conducted in order to

check if the proposed method for classifying email messages into folders works cor-

rectly and also to verify whether the proposed method of creating decision tables

can be used for any classifiers, even if uncleaned data sets are included. Out of all

mailboxes obtained from the Enron E-mail data set a total of ten mailboxes were

selected. The mailbox sizes ranged from 10 to 42MB, which could indicate that they

contained a small number of emails and folders.

The proposed algorithm, which is described in Sect. 4, and selected algorithms

that had been implemented in the Weka system (Waikato Environment for Knowl-

edge Analysis) [11] were chosen for the purpose of carrying out the tests. All tests

were conducted on uncleaned data sets. The obtained results are presented in Table 2

and Fig. 2.

The proposed algorithm each time generated better results for all data sets that had

been created based on ten users. As for three data sets (mann-k, scott-s and steffes-j),

the accuracy with which a folder is assigned to an email improved by 5–7 % points in
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Fig. 2 The correctness of the proposed categorization method

relation to the best of the other methods that were compared. For three other data sets

(rogers-b, symes-k and taylor-m) there was a large, 10–14 % points improvement,

whereas for sets germany-c and shapiro-r there was a very large improvement, i.e. of

16–18 % points.

For the two remaining sets (haedicke-m and shackleton-s), all of the algorithms

achieved the same level of classification accuracy. The results concerning classi-

fication accuracy achieved by using the PART algorithm are not provided for sets

mann-k and shapiro-r because the run-time of this algorithm was too long.

Other elements that are related to analyzing algorithms also need to be compared,

i.e. those which could not be compared at this stage. Nonetheless, the classification

stage itself is very similar for all the methods; therefore, potential differences may

only result from the complex structure of the classifiers.

6 Conclusions

Based on the experiments that were carried out, it was confirmed that the accuracy of

classification, i.e. the correctness of an automatic categorization of email messages,

was considerably improved when Ant Colony Optimization algorithms and Social

Network Analysis were used. The aim of this article has been achieved.
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The proposed approach led to a significant improvement in the classification of

emails into folders. Creating a map of contacts in the form of social networks sug-

gests that method will not only reduce the time spent on reading and replying to

e-mails received, but above all is crucial to the process flow of information between

employees of the company.

It has been noticed that the proposed method of creating decision tables makes

it possible to use classical classifiers to categorize email messages. However, the

proposed algorithm produces even better results due to its adaptability and the use

of SNA elements.

In the future the authors of this article intend to adapt the social network mecha-

nism for this purpose to a larger extent and to improve the process of creating decision

tables. In future stages of the research, the incorporation of elements of text mining

in an analysis of email message content and the direct coupling of these elements

with the pheromone trail of the proposed algorithm should produce positive effects.

References

1. Aral, S., Van Alstyne, M.: Network structure & information advantage. In: Proceedings of the

Academy of Management Conference, vol. 3, Philadelphia, PA. Citeseer (2007)

2. Boryczka, U., Kozak, J.: Ant Colony Decision Trees—a new method for constructing decision

trees based on Ant Colony Optimization. In: Computational Collective Intelligence. Technolo-

gies and Applications, LNCS, vol. 6421, pp. 373–382. Springer (2010)

3. Boryczka, U., Probierz, B., Kozak, J.: An ant colony optimization algorithm for an automatic

categorization of emails. Computational Collective Intelligence. Technologies and Applica-

tions, LNCS, vol. 8733, pp. 583–592. Springer, Berlin (2014)

4. Cummings, J.N., Cross, R.: Structural properties of work groups and their consequences for

performance. Soc. Netw. 25(3), 197–210 (2003)

5. Gloor, P.A.: Swarm creativity: competitive advantage through collaborative innovation net-

works. Oxford University Press (2005)

6. Gloor, P.A., Grippa, F., Putzke, J., Lassenius, C., Fuehres, H., Fischbach, K., Schoder, D.:

Measuring social capital in creative teams through sociometric sensors. Int. J. Organ. Des.

Eng. 2(4), 380–401 (2012)

7. Kozak, J., Boryczka, U.: Enhancing the effectiveness of ant colony decision tree algorithms by

co-learning. Appl. Soft Comput. 30, 166–178 (2015)

8. Moreno, J.L.: Who shall survive? Foundations of Sociometry, Group Psychotherapy and Socio-

drama. Beacon House (1953)

9. Tkacz, M.: Artificial neural networks in incomplete data sets processing. In: Intelligent Infor-

mation Processing and Web Mining, pp. 577–583. Springer (2005)

10. Wilson, G., Banzhaf, W.: Discovery of email communication networks from the enron corpus

with a genetic algorithm using social network analysis. In: IEEE Congress on Evolutionary

Computation, 2009. CEC’09, pp. 3256–3263. IEEE (2009)

11. Witten, I.H., Frank, E., Hall, M.A.: Data Mining: Practical Machine Learning Tools and Tech-

niques, 3rd edn. Morgan Kaufmann Publishers Inc. (2011)



Using Dissimilarity Matrix for Eye
Movement Biometrics with a Jumping
Point Experiment

Pawel Kasprowski and Katarzyna Harezlak

Abstract The paper presents studies on the application of the dissimilarity matrix-

based method to the eye movement analysis. This method was utilized in the bio-

metric identification task. To assess its efficiency four different datasets based on

similar scenario (‘jumping point’ type) yet using different eye trackers, recording

frequencies and time intervals have been used. It allowed to build the common plat-

form for the research and to draw some interesting comparisons. The dissimilarity

matrix, which has never been used for identifying people on the basis of their eye

movements, was constructed with usage of different distance measures. Additionally,

there were different signal transforms and metrics checked and their performance on

various datasets was compared. It is worth mentioning that the paper presents the

algorithm that was used during the BioEye 2015 competition and ranked as one of

the top three methods.

Keywords Eye movement biometrics ⋅ Dissimilarity matrix ⋅ Fusion ⋅ Dynamic

time warping

1 Introduction

Eye movement biometrics has been investigated for over 10 years, however there

are still no commercial applications utilizing this modality. The main problem is

lack of established and well understood methods that can be used to distinguish eye

movement characteristics of different people.

Some effort has already been made to solve this problem. There are eye move-

ment datasets available to download, and there are biometric contest organized like

EMVIC 2012 [6], EMVIC 2014 [5] or BioEye 2015 [13]. But the methods used

by contest participants are not always published and therefore are sometimes not

reproducible. Moreover, because multiple submissions are possible during such a
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competition and typically some training data is available in advance, the methods

are optimized for the competition’s dataset and suffer from poor generalization on

other datasets. Such a generalization requires the application of elaborated methods

for datasets collected using different setups and for different users, which may help

to find out a solution serving well for many eye movements collections.

This was the one of the motivating factors to apply the new feature extraction

method—which was developed by authors for the BioEye 2015 competition and

ranked as one of the top three methods—to various eye movement datasets. This

method, based on dissimilarity matrix [2], has not yet been used for eye movement

biometrics. We checked its performance using various signals, transforms and divi-

sions of samples.

To overcome the lack of generalization, the usefulness of the solutions applied

was tested on four different datasets recorded using three different eye trackers.

It enabled us to draw some meaningful conclusions about efficiency of various

approaches combinations and experiment’s scenarios.

2 Eye Movement Biometrics Using a ‘Jumping Point’
Stimulus

All datasets which were used, were recorded using a jumping point—one of the most

popular stimuli. During such an experiment a subject is instructed to follow with eyes

a point displayed on a screen. The point’s position changes periodically—that is why

it is called a ‘jumping point’. The advantage of such a stimulus is that eye movements

are more or less predictable and comparable between trials. On the other hand such

a stimulus forces a specific behavior so it measures more physiological patterns of a

person than behavioral ones.

The first usage of such a kind of stimulus was reported in [7]. There were cepstral

coefficients used as features for a classifier. In the work [8] the idea was extended with

usage of Principal Component Analysis (PCA) to reduce the number of attributes.

Another notable work was [10]. Authors extracted saccades and used training sam-

ples to create an Oculomotor Plant Mathematical Models (OPMM) [12]. The idea

was extended in [11] where nine oculomotor plant characteristics (OPC) were empir-

ically chosen. The OPC biometrics calculated for different subjects were compared

using a voting version of Student t-test and the Hotelling T-square test. The results

were fused using logical AND or OR techniques.

In 2012 there was the first Eye Movement Verification and Identification Com-

petition (EMVIC) organized and it resulted in several publications [6]. There were

four datasets presented—all created using a ‘jumping point’ stimulus. According

to [6] the winner of the competition divided samples into parts and calculated 2D

histograms of speed and direction. The second place holder extracted velocity and

acceleration and compared their distributions using the multivariate Walf-Wolfowitz

test [14].
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In 2013 Holland and Komogortsev [3] compared results for different stimuli and

devices using the same set of 14 features (named CEM features). The results were

calculated for every feature and the fusion of all features.

Finally, in 2015 there was the BioEye competition announced with four datasets

[13]. Two of them were based on jumping point stimulus and were used in the pre-

sented research.

3 Feature Extraction and Classification

Before any feature extraction method was applied to eye movement signal, each sam-

ple from the dataset was divided into events. An event was a part of a sample for

which stimulus point’s position was in the same place. Every event was described

by a starting position—location of the point just before the event—and the ending

position—location of the point during the event. A direction of an event was defined

as a direction of a vector from its start position to end one.

3.1 Signals Extraction

On the basis of the raw eye positions, the first, second and third derivatives were

extracted for every event independently. There were velocity (v), acceleration (a) and

jerk (j) calculated as an absolute value and for both horizontal and vertical directions.

It resulted in 9 signals for every event (Table 1).

Table 1 Set of signals extracted from eye movement

Signal Formula Description

vx, vy Vx =
𝜕x
𝜕t
,Vy =

𝜕y
𝜕t

The first derivative of x and y
(i.e. vertical and horizontal

velocities)

vxy V =
√

V2
x + V2

y The first derivative for

absolute velocity

ax, ay V ′

x =
𝜕Vx

𝜕t
,V ′

y =
𝜕Vy

𝜕t
The second derivative of x and

y (i.e. vertical and horizontal

accelerations)

axy V ′ =
√

V ′2
x + V ′2

y The derivative of vxy

jx, jy V ′ ′

x = 𝜕V ′
x

𝜕t
,V ′ ′

y =
𝜕V ′

y

𝜕t
The third derivative of x and y
(jerk)

jxy V ′′ =
√

V ′′2
x + V ′′2

y The derivative of axy

where x, y—the raw coordinates



86 P. Kasprowski and K. Harezlak

3.2 Signal Transformation

The next phase was the calculation of different transforms from each of the nine

signals separately. There were four transformations used: Fourier transform (F) [8],

Cepstrum transform (C) [7] Daub Wavelet transform (W) and signal normalization

to 0–1 (N). Together with not transformed signal (S) it gave 5 different transforms

and altogether, there were 9 × 5 = 45 different signals extracted.

3.3 Features Preparation

Signals obtained in the previous pre-processing phase were subsequently used to

build feature sets with usage of the dissimilarity matrix-based method [2]. Simi-

lar method has already been used for behavioral biometrics [16], but using it for eye

movement signal is our original contribution. While preparing feature sets, at first the

eye movement dataset was divided by half into training and testing events. Because

each of datasets used to evaluate the proposed method was built from samples col-

lected during two sessions, there were always two samples for each subject. Events

from the first user’s sample were treated as training, while events from the second

sample as testing ones.

Then, for every training event, its distances to all other training events were cal-

culated. These distances formed a feature set, consisting of N features where N is the

number of training events. This feature set was used as an input to a classification

model building algorithm. The same procedure was used for testing events—at first

distances to all training events were calculated and formed a set of attributes and

then this set was used to classify the given event.

Given two signals Sa and Sb the distance between them may be calculated using

different measures. In this research three of them were taken into account—Dynamic

Time Warping (DTW) [1], Euclidean distance (EUC) and Earth Mover’s Distance

(EMD) [15]. As a result, a separate feature set for every combination of every signal

and distance measure was prepared (45 × 3 = 135 feature sets).

3.4 Classification

As it was stated above, every dataset used consisted of two sessions for each subject.

During the classification, events from the first session of the subject were always

used as training data and the events from the second session of the same subject as

testing data. The K Nearest Neighbors algorithm with value of K equal to 1 was used

as a classifier and every testing event was classified separately.
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The final result for each testing sample was determined using a simple score

fusion. The classification model, for every event e, returned a probability p(e, c) that

this event belongs to class c. For 1NN classifier this value was equal to 1 for one

class and 0 for all other classes. Score for class c in every sample s was calculated

as: score(s, c) =
∑E

e=1 p(e, c), where E means all events belonging to the sample s.
The final label for the sample was calculated as: label(s) = argmaxc(score(s, c)).

4 Datasets

The studies discussed in the paper were conducted using four datasets called JAZZ,

VOG, RAN30 and RAN1Y. As it was mentioned above all of them were based on

a jumping point stimulus, however the time of presentation and a number of point’s

positions displayed differed for given sets. Other differences regarded a type of an eye

tracker used to record eye movements, numbers of users taking part in experiments

and a time interval between sessions of an experiment. The detailed information for

each set is provided below.

VOGdataset—VOG dataset was obtained with usage of the self-developed VOG

head-mounted eye tracker with a single CMOS camera with USB 2.0 interface (Log-

itech QuickCam Express) possessing 352 × 288 sensor and lens with IR-Pass filter.

The camera was mounted on the arm attached to head and was pointing at the right

eye. The system generated 20–25 measurements of a center of a pupil per second.

The dataset consisted of recordings collected for 26 participants during two sessions

separated by three weeks interval. One recording of an eye movement referred to 30

points displayed on a screen, each for 3 seconds. There were 52 recordings in this

dataset each including 1400–1500 samples.

JAZZ dataset—The second dataset was obtained using head mounted Jazz-Novo

eye tracker (product by Ober-consulting) that records eye positions with frequency

1000 Hz. It uses direct Infra-Red Oculography (IROG) and utilizes pairs of IR emit-

ters and sensors. The optoelectronic transducers are located between the eyes. This

set included 48 recordings from two sessions related to 24 participants. A setup for a

between session interval, a number and time of stimuli displayed was the same like

for the VOG dataset. Each recording consisted of between 99000 to 100000 samples.

RAN30 and RAN1Y datasets—Both RAN30 and RAN1Y datasets were part of

the BioEye competition and were recorded using an EyeLink eye-tracker working at

1000 Hz. The raw eye movement signals were subsampled to 250 Hz with the usage

of an anti-aliasing filter.

RAN30 dataset was built on the basis of recordings of 153 subjects and was col-

lected during two sessions organized one by one in 30 min (all together 306 record-

ings). During each session user’s task was to follow with eyes 100 points, each of

which was shown for one second, which gave 25000 samples for one recording.
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RAN1Y dataset consisted of recordings of 37 subjects. The only difference

between RAN30 and RAN1Y experiments was the interval between sessions—it

was one year in the latter.

5 Comparison of Results

Results obtained from the classification process were studied in terms of an influence

of pre-processing phases on a final accuracy of a classification. For this analysis pur-

pose ANOVA test was used to check an existence of significant differences among

groups of the above described feature creating methods. In case, when such a differ-

ence was found, Tukey’s HSD test was applied to determine, which groups exactly

differ from each other. Comparing these outcomes with an accuracy of a classifica-

tion results allowed us to point out method yielding the best results.

In the first step of the analysis the transform type applied to each kind of sig-

nals was taken into account. In all four analyzed datasets results of the ANOVA test

rejected the null hypothesis, that all groups had identical means.

Deeper studies of differences with usage of Tukey HSD test and classification

results revealed that for all sets Wavelet and Cepstrum transforms gave significantly

worse results than three other types—normalization (N), Fourier (F) and original

signal (S). The latter group (S, N, F) provided better accuracy, however these results

turned to be not significant between each other, with one exception, the VOG set.

Subsequently, our attention was paid to measures used for calculating dissimilar-

ity matrix. As it was mentioned above, there were three different distance measures:

Dynamic Time Warping, Euclidean distance and Earth Mover Distance (denoted

during tests by D, E, M respectively) taken into account. The comparison of these

methods using the ANOVA test in conjunction with studies of the classification accu-

racy revealed that for all four datasets DTW provided the best classification results.

Fig. 1 Mean results of classification for all four sets and every distance (D—DTW distance,

E—Euclidean distance, M—EMD distance). Significant differences were marked with horizontal
lines
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The statistical significance was confirmed for RAN30 and RAN1Y, and in regard

to EMD method in VOG data set. Only in case of JAZZ set statistically significant

differences were not found. All these discussed results are collected in Fig. 1.

It can be seen that for video based eye trackers the results are correlated with

frequency sampling as the results for RAN30 and RAN1Y datasets are significantly

better than for VOG dataset recorded with much lower frequency. On the other hand,

the results of the same method for Jazz-Novo eye tracker—working differently—

are worse, despite of its very high recording frequency (1000 Hz). It shows that the

method presented in this paper is not sufficient for such kind of data.

6 Fusion of Feature Sets and Final Results

To check the real strength of that method to perform users’ identification it was

decided to combine feature sets results in a score level voting fusion. For every fea-

ture set at first a score for each sample s and class c was determined and then a score

for fusion was calculated as: scorefus(s, c) =
∑K

k=1 scorek(s, c) where K is the num-

ber of feature sets taken into account. The final label for a sample s was determined

based on equation labelfus(s) = argmaxc(scorefus(s, c)).
The aim of this analysis was to find a combination of features, which provides

the best classification results for all datasets. Because Wavelet and Cepstrum trans-

forms gave in most cases results significantly worse than the other transforms, and

Earth Mover Distance was the worst among distances—feature sets prepared using

these pre-processing methods were omitted in the subsequent analysis. Addition-

ally, because Dynamic Time Warping gave the best results for every dataset, it was

decided to use feature sets based on this metric in every analyzed combination. As

the result, only three transforms (S, N and F) and two distance measures (DTW and

EUC) were taken into account. There were different combinations of feature sets

checked with a number of feature sets ranging from 27 to 162. The results were also

compared with the combination of all feature sets (see Table 2).

The obtained results were examined in terms of an existence of Pearson corre-

lation between datasets. These studies confirmed it for RAN30 and RAN1Y results

(0.42) and for RAN1Y and VOG (0.43). The correlation between VOG and RAN30

results is lower but still visible (0.37). What is interesting, the results for JAZZ dataset

are negatively correlated with VOG (−0.49). The main reason of this fact is that,

contrary to VOG, JAZZ dataset gave quite good results for Fourier based transform.

The best combination of feature sets was SFN and D—three transforms:

(S) not transformed signal, (F) Fourier, (N) Normalization and: (D) DTW distance

measure—with 46.55 % accuracy on average for all datasets. However, it is visi-

ble that differences in classification accuracy among datasets are significant and the

results are reasonable only for RAN30 and RAN1Y datasets.

Additionally, false rejection and false acceptance rates for R number of tested

recordings and different acceptance thresholds th were calculated using Eqs. (1)

and (2).
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Table 2 Accuracies and Equal Error Rates obtained for different combinations of transforms and

distance functions

Transf./distance Accuracy EER

RAN30

(%)

RAN1Y

(%)

VOG

(%)

JAZZ

(%)

RAN30

(%)

RAN1Y

(%)

VOG

(%)

JAZZ

(%)

SFNCW/DEM 81.1 56.8 34.6 12.5 6.5 18.1 30.8 41.7

S/D 81.1 51.4 38.5 8.3 8.1 24.3 35.1 39.6

N/D 78.4 54.1 15.4 8.3 9.4 17.8 30.8 45.4

F/D 70.3 51.4 15.4 16.7 9.3 18.9 38.5 42.2

SN/D 83.8 54.1 34.6 8.3 6.4 19.8 33.2 38.7

SF/D 78.4 56.8 30.8 12.5 8.1 21.6 38.5 41.7

FN/D 78.4 59.5 23.1 12.5 8.1 16.8 36.4 41.9

SFN/D 81.1 62.2 34.6 8.3 6.1 19.6 35.6 42.8

S/DE 89.2 54.1 15.4 8.3 8.1 20.9 31.5 41.7

N/DE 73.0 54.1 19.2 12.5 9.8 16.2 33.5 41.7

F/DE 75.7 48.6 15.4 12.5 9.5 20.1 40.0 37.5
SN/DE 83.8 59.5 26.9 8.3 5.8 18.5 31.2 39.8

SF/DE 83.8 59.5 34.6 8.3 8.1 18.9 35.1 39.6

FN/DE 83.8 54.1 26.9 8.3 6.2 17.2 35.7 45.2

SFN/DE 89.2 59.5 26.9 8.3 5.4 18.2 33.4 40.7

S—not transformed signal, F—Fourier, N—Normalization, C—Cepstrum,

W—Wavelet, D—DTW distance, E—Euclidean distance, M—EMD distance

FRR(th) =
R −

∑R
s=1 as,c(s)
R

(1)

FAR(th) =
∑R

s=1
∑C

j=1,j≠c(s) as,j
(C − 1)R

(2)

where c(s) denotes the class identifier the sample s belongs to and as,j is given by

Eq. (3):

as,j(th) =
{
1 scorefus(s, j) > th
0 otherwise (3)

By changing the acceptance threshold, the Equal Error Rate (EER)—error value

for the threshold for which FAR and FRR are equal—was calculated for each set.

The results are presented in Table 2. The best combination is the same as for accu-

racy only for RAN30 dataset, there are differences in all other datasets. While accu-

racy measure deals only with one—the best—result, EER calculation takes into

account all results so it may be treated as a better description of model’s perfor-

mance. Results obtained for RAN30 and RAN1Y datasets are acceptable as for eye
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movement biometric—in fact EER equal to 5.4 % is one of the best results published

so far. However, the same method used for VOG and JAZZ datasets achieved signif-

icantly higher error rates.

7 Discussion

The primary aim of the experiments presented in this paper was to examine whether

usage of exactly the same method for various datasets of eye movements would

ensure the similar classification efficiency in all considered cases. It occurred that the

results obtained for each of the four datasets used differed substantially in accuracy,

however there were some common patterns visible, when comparing performance

of different transforms and distance measures. The detailed discussion of these out-

comes is provided below.

Analyzing results concerning distance measures it turns out that Dynamic Time

Warping method proved to be the best choice for every dataset while Earth Mover’s

Distance function was the worst one. Additionally the usage of Wavelet and Cep-

strum transforms did not offer any improvement to the results in any dataset.

The differences in the accuracy and EER for the same method and different

datasets show that every new method to be applied for eye movement based

identification—despite of achieving good results for some available dataset—should

always be checked against other data collections before any general conclusions

about its performance may be presented.

Another issue to explore was to check, which properties of datasets influenced the

results. All datasets used were built using a very similar scenario (a jumping point

stimulus). Therefore, it was possible to compare results directly. Two of the datasets

(RAN30 and RAN1Y) were collected with usage of the same equipment and the

correlation of results for these two datasets is visible. The results are also correlated

with the VOG dataset, which was created with a similar technique using infrared

camera (however with much lower frequency). Interestingly, it turned out that the

results for the last of the datasets (JAZZ) are completely different and the correlation

is even negative. As the latter dataset was gathered using a device utilizing a com-

pletely different technique (IROG) it may be supposed that a type of a device utilized

to record data has a significant influence on classification results.

The other interesting conclusion may be the finding, that a pool of participants

did not influence results significantly. There were different pools used for RAN30

and RAN1Y datasets and results were similar while almost the same pool of partic-

ipants was used for both VOG and JAZZ datasets—and the results were different in

this case.

Comparing RAN30 and RAN1Y datasets it is visible that, despite of similar distri-

bution of the results, the results for RAN30 dataset are significantly better. The only

reason for this may be a different time interval between sessions, which was 30 min

for RAN30 and 1 year for RAN1Y dataset. It shows that short term repeatability of
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eye movement caused by current attitude or mood of a person may significantly (and

artificially) improve classification results. It is in line with conclusions derived in

[4, 9].

8 Summary

The studies conducted in this research were inspired by the awareness that the assess-

ment of methods used for eye movement data processing and analysis should be done

by their comparison with other studies conducted in the same field.

Having different collections of data it is possible to explore an influence of some

data pre-processing methods on the final classification result, which was presented in

the paper. The research confirmed the existence of both some differences and some

patterns when various methods and results obtained for them are taken into account.

It allows to suppose that continuing such a type of studies will enable to reach some

general conclusions in field of eye movement data biometrics. Because the results

presented in this work are far from perfect it indicates that there is a lot of work to

be done to lower error rates.
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Epigenetically Inspired Modification
of Genetic Algorithm and His Efficiency
on Biological Sequence Alignment

Kornel Chromiński and Mariusz Boryczka

Abstract In this paper the modification of genetic algorithm inspired by the

epigenetic process is presented. The results of the efficiency of the proposed modi-

fied algorithm are compared with standard genetic algorithm and a tool which does

not use evolutionary processes.

Keywords Genetic algorithm ⋅ Epigenetics ⋅ Sequence alignment

1 Introduction

The article proposes an original modified genetic algorithm (GA) for comparison of

DNA, RNA and protein sequences. Comparison of sequences is of a key importance

in modern studies of life on Earth. Sequence comparison is used to determine the

common origin of sequences, their phylogenetic classification as well as studies on

the functions and structure of a given sequence.

Classification itself, can be also done in a different way, for example with other

computational intelligence method: artificial neural networks [5, 10, 11]. Finding

the best sequence alignment is not an easy task. The method proposed by the authors

was inspired by epigenetic processes occurring in all living organisms, and aims to

improve the quality of sequence alignment.
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2 Background: Genetic Algorithms

GAs are algorithms inspired by mechanisms occurring in inheritance and evolution

processes. Due to their specificity and aspiration to obtain the most well-adjusted

individuals, they are usually applied for optimisation purposes. A genetic algorithm

operates on a specific population of possible solutions with the use of operations

inspired by the evolution of living organisms, such as inheritance, mutation and

selection [4, 8].

When solving problems using GA, it is necessary first to design appropriately

those functions used for the evaluation of individuals. Individuals are subject to evo-

lution during operation of the algorithm, and an adaptation function is the measure to

evaluate the individuals adaptation. A group of individuals creates a so-called popu-

lation. Each individual of the population is one of possible solutions to the problem

with which the genetic algorithm is faced and should be created randomly. Stages of

operation of a genetic algorithm are as follows:

1. The operation begins choosing the method of creating the initial population.

2. The adaptation function is calculated for each individual.

3. The next step is selection, that is, to choose individuals that will take part in the

crossover operation.

4. The next step is the crossover, which involves exchanging the genotype between

individuals. The crossover leads to the creation of new individuals.

5. The next operation is the mutation. This means that a random change will occur

with some probability (usually, a relatively low one) in a part of an individuals

sequence from the population.

The steps 2–5 of the GAs operation are repeated until a stopping condition occurs.

A specific number of iterations or a specific value of the adaptation function may

serve as the stopping condition.

3 Motivation: Alignment of DNA, RNA and Protein
Sequences with the Use of Genetic Algorithms

Detecting similarities between sequences is an extremely complicated process. Com-

paring DNA, RNA and protein sequences is of a special importance for determining

biological processes for which a given sequence is responsible and, in the case of

proteins, also to determine processes in which they take part [2]. The basic assump-

tion is that biological sequences of a similar construction usually have similar func-

tions. The alignment of sequences is also frequently used in studies on the evolution

of living organisms. One of the tools used to find the best sequence alignment are

genetic algorithms. The most frequently used one is GAMSA (Genetic Algorithm for
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Fig. 1 Creating an individual in the initial population

Fig. 2 Horizontal a and vertical b crossing operation in GAMSA

Multiple Sequence Alignment) [6, 7]. When it comes to operating design, GAMSA

does not differ from a standard GA, but what is different, are its operations of popu-

lation creation, crossing and mutation.

The initial population is created on the basis of sequences to be compared: each

individual in the population has all sequences to be compared. In such a case, due

to the specificity of the problem solved, it is not possible to change the location

of nucleic or amino acids in the sequence as it would change the set-up sequence

into a completely different one. In order to make it possible to make genetic opera-

tions, encoding of specific individuals in the population is complemented by entering

spaces (blank spaces) in the sequence. A limitation concerning the number of spaces

entered is such that their number must not be bigger than the length of the sequence to

which they are entered. The remaining sequences are completed by spaces inserted

in random places in such a number that their length is the same as of the longest

sequence containing spaces. Figure 1 features an example of creating an individual

in the GAMSA algorithm on the basis of a set-point sequence.

In order to calculate the adaptation function of each individual in the GAMSA

algorithm, sequences are compared on the basis of the each for each rule, that is, two

sequences are compared at once. One of the methods of calculating the adaptation

function encountered in the literature is giving rewards and punishments in accor-

dance to the following rules [7, 9]: +1 for each alignment (the same amino or nucleic

acid is present in two sequences on the same position); −1 for non-compliance (there

are different amino or nucleic acids on the same position); −2 punishment (for space:

if there is an amino or nucleic acid in one of the sequences, and there is space in the

other one).

The crossover operation in GAMSA differs from a standard crossover operation

done in GA. In GAMSA, there are two methods of crossover and both of them occur

simultaneously during operation of the algorithm. The first method of individual

crossover is the horizontal approach. During this method of crossing, one entire

sequence is exchanged Fig. 2a.
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Fig. 3 Mutation operation

The second method of crossing is vertical crossing, which is more similar to the

standard crossing operation in a classic GA. This type of crossing involves cutting

individuals sequences in a specific place and exchanging the sequences fragments

between them, leading to the creation of two new individuals. The place of cut-

ting the first sequence is chosen randomly. The second sequence is cut in a place

directly after the last amino or nucleic acid, which corresponds to the fragment of

the first sequence. Any potential shortages or excesses in the lengths of new individ-

uals sequences, are eliminated by adding or removing finishing spaces, (see Fig. 2b).

Another operation, that in GAMSA algorithm is different than in a standard GA,

is mutation. The first important difference is the probability of mutation. In a classic

genetic algorithm mutations occur with a low probability of a very low percent, while

in case of GAMSA, the probability of mutation ranges from 50 % even up to 100 %.

Another important difference is that the mutation operation in the GAMSA algorithm

involves only random addition or deletion of spaces in a sequence (as a consequence

of the assumption of consistency of sequences to be compared). The diagram of

mutation is shown in Fig. 3.

4 Epigenetically Inspired Modification of the GAMSA

This section presents the modified GAMSA algorithm (named GAMSA_EPI) pro-

posed by us, and its application within a comparison of biological sequences. The

proposed modification of the algorithm involves extending the range of changes

occurring in individuals of the population in the process of evolution with a change

inspired by an epigenetic process. In this section, apart from a short introduction to

epigenetics, there is also a detailed description of the implemented modification.

4.1 Epigenetics: Basic Information

Epigenetics is the science that studies non-genetic-inheritance processes as well as

the influence of external factors on expression of genes. Expression of genes deter-

mines phenotype features of an individual, that is to say, the individuals adapta-

tion to the environment, way of behavior and appearance. For a long time, scientists

were wondering why there was a difference in the appearance and behavior of iden-

tical twins or why a clone, even though it had identical sequences of genes as
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the individual that had been cloned, had different colors. Some of those questions

were answered thanks to the discovery of mechanisms that are subject of epigenetic

studies.

The issue of epigenetics rose at the moment when it was discovered that some

changes in the genotype of living organisms are not directly related to the DNA

structure and its changes—that is, when scientists started to think about the cause of

such changes. Studies discovered numerous particles that influence the way in which

genetic code will be read, that is, how the phenotype of an individual will change. It

turned out that epigenetic processes play an important role in the diversification of

a population and its adaptation to new conditions.

Today we can say that the genotype of living organisms is a repository on which

the genetic information is stored and epigenetic processes are a kind of controller

responsible for activation of some information and for taking actions on its basis. Epi-

genetic processes include, e.g., [3] Prion inheritance, Cytosine methylation, Deac-

tivation of a single chromosomes participation in the process of reading a pair of

chromosomes. This article describes the modification of the algorithm that imitates

activity of prions.

4.2 GAMSA_EPI Algorithm

The proposed modification of the algorithm is based on the epigenetic process of

prion inheritance. Prions are protein particles occurring in every living organism.

In normal conditions, prions are inactive and they do not influence the inheritance

process; however, there may be an external impulse that will result in activation

of a prion (transmission from a neutral to an invasive state). Such a transmission

usually occurs in every (or in the majority) of representatives of a given population

that were subject to the same external factor. In their invasive state, prions may be

responsible for diseases (negative changes) or for evolutionary changes, which are

positive as they allow an organism to adapt to new conditions. Prions may also have

an influence on the process of gene expression and affect the genetic code of an

organism by embedding a prion sequence to the inherited sequence.

In the proposed modification, the prion inheritance process in a population subject

to one external factor was recreated. In the modified algorithm, GAMSA_EPI, apart

from standard processes such as crossing and mutation, there is another modifying

process: individuals from a given population are, with some probability, under the

risk of being exposed to an external factor. In short, the activation of this factor

will result in changes in the code of the individuals, the change will be constant

for all individuals and occur in the same sequence place for all individuals, what is

presented on Algorithm 1.
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Algorithm 4.1: The prion inheritance process in GAMSA_EPI algorithm

Data: population

Result: modified population;

Generate prion from the best individual;

while the certain percentage of the population are not infected by prion do
Get a individual;

if the individual is not best individual then
insert prion to individual genotype;

end
end

Fig. 4 Prion inheritance process

In GAMSA_EPI algorithm, 5–25 % of the entire code of an individual is subject

to epigenetic modification. The prion is extracted in random way and with random

length from the individual with the highest value of adaptation function. Prion is a

fragment of the sequence of the best individual, prion length comprise 5–25 % length

of the sequence of the best individual. Prion’s length from a such range, gives the best

value of adaptation function in GAMSA_EPI algorithm. This is in order to protect

the possibility of obtaining the best solution: the individual with the highest value of

the adaptation function is the strongest and will survive the changes in the environ-

ment. Figure 4 shows the prion inheritance process. The parameter that decides on

the quality of the algorithms operation is the parameter describing the probability of

the change resulting from activation of a virtual prion.

5 Experiments

This section discusses experiments results regarding selection of the optimal proba-

bility of occurrence of changes resulting from prion activation. The efficiency of the

modification, in comparison to the algorithm without the modification, was studied

and then compared with the results obtained using a standard sequence comparison

algorithm, that is, ClustalW.

A basic algorithm to which modifications were implemented and which was used

to compare the efficiency of the modification was GAMSA algorithm. The GAMSA

and GAMSA_EPI algorithms involved two methods of crossing individuals occur-

ring with a probability of 100 % and a mutation occurring with a probability of 80 %

[1, 6]. Both algorithms were implemented by authors in R language.
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Table 1 Sequences use in experiment

Group Sequence Length

(bp)

Description Organism

Group_1 Seq_1 70 The DNA sequence

responsible for coding a

MnSOD protein

Homo sapiens

Seq_2 23 Mus Musculus

Seq_3 52 Homo sapiens

Group_2 Seq_4 99 Fragment of protein

sequence FcRn

Homo sapiens

Seq_5 88 Bubalus bubalis

Seq_6 34 Homo sapiens

Group_3 Seq_7 66 The RNA sequence coding

protein S8 (A, B, C)

Bacilus stearothermpophilus

Seq_8 49

Seq_9 46

In the studies, three groups with three sequences (each taken from the databases

available on National Center for Biotechnology Information) were used. Descrip-

tions of the sequences are included in Table 1.

The initial population for all groups was created in the same way. The longest

sequence was completed by spaces in a random manner. The spaces corresponded

to 10 % of the entire length of the sequence and the remaining sequences were com-

pleted with the blank spaces (also in random places) so that their length was the same

as the length of the longest sequence.

5.1 Selection of the Optimal GAMSA_EPI Parameter

The results of GAs depend on their parameters; this is why the first experiment

was aimed at determination of the probability of epigenetic modification in the

GAMSA_EPI algorithm at which the modified algorithm will obtain the best results

(the best sequence alignment).

Table 2 shows values of the adaptation function for GAMSA_EPI in accordance

to the probability of occurrence of the modification as well as the number of the

algorithms launches (the number of generations modified with the algorithm). The

results for GAMSA_EPI were compared with results obtained using the GAMSA

algorithm. The values presented are an average value of the adaptation function for

100 launches of the algorithm. The higher the value of the adaptation function, the

better. The best average adaptation function value for the given number of genera-

tions in the algorithm are presented in italics.
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Table 2 Value of the adaptation function according to the number of generations and the proba-

bility of changes in the GAMSA_EPI algorithm

Group_1 GAMSA_Epi

Probability of epigenetic modification GAMSA

Iteration 5 % 10 % 20 % 50 % 70 % 100 %

5 −226.12 −225.06 −226.06 −227.60 −228.86 −227.86 −228.73
10 −213.14 −214.80 −211.53 −217.06 −220.40 −214.73 −214.80
15 −206.48 −206.60 −207.73 −208.46 −212.20 −207.53 −212.13
20 −204.32 −200.80 −203.86 −205.20 −206.06 −204.26 −209.13
30 −203.60 −203.06 −201.86 −201.66 −204.00 −204.20 −209.53
50 −203.00 −202, 66 −200, 93 −199.00 −201.20 −203.53 −211.66
100 −202.44 −201.53 −199.66 −196.80 −198.00 −202.53 −211.66
150 −202.03 −203.33 −199.20 −193.86 −194.60 −203.93 −212.20

On the basis of Table 2, it is possible to state that the optimal probability of occur-

rence of the proposed modification in GAMSA_EPI, in the case of a higher level of

iteration, is 50 %. At this probability, the algorithm usually obtains the best average

value of the adaptation function, which means better sequence alignment. In com-

parison to the basic GAMSA algorithm, in the majority of cases, the GAMSA_EPI

algorithm obtained a better value of the adaptation function. On the basis of Table 2

we can notice that the modification improved the efficiency of the GA. In the next

section, there is a comparison between the original GAMSA_EPI algorithm and the

results obtained using the standard GAMSA algorithm and the ClustalW tool.

5.2 Comparison of Sequences Using GAMSA,
GAMSA_EPI and ClustalW

A study regarding the efficiency of algorithms was conducted on three groups of

sequences presented in Table 1. The sequence groups were compared using the

GAMSA_EPI algorithm proposed in this article, the original GAMSA algorithm

and the ClustalW tool. In the case of ClustalW, the best sequence alignment was

evaluated by calculating the adaptation function for an alignment found by the tool

in the same way it was used in the case of GA. The results obtained by sequences in

Group_1, Group_2 and Group_3 are shown in Figs. 5, 6 and 7.

The Figs. 5, 6 and 7 show the average value of the adaptation function for 100

launches of the algorithms according to the number of iterations of the algorithm.

The diagrams also include the values of the adaptation functions for the ClustalW

tool.

On the basis of Fig. 5, it is possible to assert that even at thirteen iterations in

a genetic algorithm (number of populations in the algorithm), they obtain better

alignment of compared sequences than the ClustalW tool. In addition, the modified
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Fig. 5 Average value of the adaptation function for GAMSA_EPI, GAMSA, and ClustalW

Fig. 6 Values of the adaptation function for GASMA_EPI and GASMA genetic algorithms and

the ClustalW tool according to the population number in the algorithm

Fig. 7 Average value of the adaptation function of GA according to the iterations number and the

value of the adaptation function of the ClustalW tool

GAMSA_EPI algorithm proposed in the article obtained better results of the adap-

tation function than the basic GAMSA algorithm. Such an approach makes the

strongest individual in the population also subject to the mutation operation.

In the next step of the testing process, the efficiency of the GAMSA_EPI algo-

rithm applied to the sequence group from Group_2 was checked. The results of the

efficiency evaluation of the modified algorithm are shown in Fig. 6.
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On the basis of the value of the adaptation function for algorithms shown in

Fig. 6, it is possible to notice that the best alignment of sequences compared are

obtained when using the GAMSA_EPI algorithm. Just like in the case of the results

for Group_1, shown in Fig. 5, results for Group_2 obtained using genetic algorithms

(both the modified GAMSA_EPI and the basic GAMSA) show a better sequence

alignment than the ClustalW tool. In the case of GAMSA_EPI, the adaptation func-

tion has better values than the ClustalW tool even at 16 iterations (in the 16th

generation). The algorithm of the basic GAMSA needs as many as 57 iterations (gen-

erations) to obtain a better value of the adaptation function than that of the ClustalW

tool.

Just like in the case of the previous sequence groups, results obtained by algo-

rithms for the sequences from Group_3 were checked. The results obtained are show

in Fig. 7.

On the basis of Fig. 7, we can conclude that in the case of the sequence from

Group_3, the results obtained by GAMSA_EPI based on 90 iterations are compa-

rable to the results obtained using the ClustalW tool. The basic GAMSA algorithm

obtained slightly worse average adaptation values than the GAMSA_EPI algorithm

and the values obtained using the ClustalW tool.

The results presented in this section show that the GAMSA_EPI modification,

proposed by the authors, improves the operation of the genetic algorithm, allowing

for a better sequence alignment.

6 Conclusion

The modification presented was inspired by the epigenetic process of prion inheri-

tance. Evaluation of the efficiency in the implementation of such a modification was

carried out using methods of finding the best alignment of DNA, RNA and protein

sequences.

The results (average values of the adaptation function) obtained for the algorithm

extended with the epigenetic process (GAMSA_EPI) were compared to the average

values of the adaptation function obtained by the basic algorithm (GAMSA) and the

ClustalW tool. The results show that implementation of such a modification to a GA
may result in the improvement of the efficiency when comparing protein sequences,

and that by applying this approach the best sequence alignment can be obtained.

On the basis of the results presented, it may be concluded that genetic algorithms

(GAMSA and GAMSA_EPI) give better results of sequence comparison than a tool

not based on a genetic algorithm, such as ClustalW.

The presented modification may also increase the efficiency of genetic algorithms

in other applications, what will be the subject of future researches.
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Meta-Bayes Classifier with Markov
Model Applied to the Control
of Bioprosthetic Hand

Marek Kurzynski and Marcin Majak

Abstract The paper presents an advanced method of recognition of patient’s inten-

tion to move of multijoint hand prosthesis during the grasping of objects. In the con-

sidered decision problem we assume that each prosthesis operation can be divided

into sequence of elementary actions and the patient’s intention means his will to per-

form a specific elementary action. A characteristic feature of the explored sequential

decision problem is the dependence between its phases at particular instants which

should be taken into account in the recognition algorithm. The proposed classifica-

tion method is based on multiclassifier (MC) system working in sequential fashion,

dedicated to EMG and MMG biosignals and with dynamic combining mechanism

using the Bayes scheme and Markov model of dependences. The performance of

proposed MC system with 3 different types of base classifiers was experimentally

compared against 3 sequential classifiers for 1—and 2-instant backward dependence

using real data concerning the recognition of six types of grasping movements. The

results obtained indicate that use of MC system dedicated to the sequential scheme

of recognition process, essentially improves performance of patient’s intent classifi-

cation and that this improvement depends on the type of base classifiers and order

of dependence.

Keywords Bioprosthesis ⋅ EMG signal ⋅ MMG signal ⋅ Multiclassifier system ⋅
Sequential recognition ⋅ Probabilistic model

1 Introduction

The importance of hands in human life cannot be estimated. The loss of even a sin-

gle hand significantly reduces the human activity. The people who have lost their

hands are doomed to permanent care. Restoring to these people even a hand sub-
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stitute makes their life less onerous. The hand transplantations are still in a medical

experiment, mainly due to the necessity of immunosuppression [17]. An alternative

is to equip these people with cybernetics prostheses.

The activity of human organism is reflected in characteristic biosignals, which

can be measured and next can be applied to the control of the work of technical

devices. Electrical potentials accompanying skeleton muscles (called EMG signals)

are an example of such biosignals. Through the tensing of these muscles, the dis-

abled person may express his/her intentions as to the workings of the prosthesis [1,

2, 5, 15, 18, 22]. Nevertheless, reliable recognition of intended movement using

only the EMG signals analysis is a hard problem hence any attempt to obtain better

classification methods and algorithms is fully justified.

According to the author’s recent experience [11, 13, 18, 19], increasing the effi-

ciency of the recognition stage may be achieved through the following activities:

1. by introducing the concept of simultaneous analysis of two different types of

biosignals, which are the carrier of information about the performed hand

movement—the EMG and mechanomiographic (MMG) signals;

2. by using sequential classification scheme which is based on decomposition of

hand movement on a sequence of elementary actions with Markov model;

3. through the use of multiclassifier system with base classifiers dedicated to the

particular steps of sequential recognition procedure.

The bioprosthesis control system developed in this study includes the above men-

tioned ideas within a common concept in contrast to the earlier author’s works where

above suggestions were considered separately. Taking into account above ideas, the

paper aims to solve the problem of recognition of the patient’s intention to move the

multiarticulated prosthetic hand during grasping and manipulating objects in a skill-

ful manner, by measuring and analyzing multimodal signals coming from patient’s

body. The adopted solution takes into consideration the advantages given by the

fusion of the EMG and MMG signals in the original sequential MC system based on

the Bayes paradigm and Markov model of dependences among elementary actions.

In the proposed MC system new method of dynamic fusion of base classifiers

is developed. The method is dedicated to the sequential recognition scheme with

probabilistic model. This specificity of the MC system is visible through the pool

of base classifiers which are associated with the particular stages of classification

process and the trainable mechanism of fusion based on probabilistic properties of

base classifiers.

The paper arrangement is as follows. Chapter 2 includes the concept of prosthe-

sis control system based on the recognition of patient’s intention in the sequential

scheme and provides an insight into steps of the whole decision control procedure.

Chapter 3 presents the key sequential recognition algorithm based on the multiclas-

sifier system with Markov model of trainable combining algorithm. The experiments

conducted and the results with discussion are presented in Chap. 4. The paper is con-

cluded in Chap. 5.

http://dx.doi.org/10.1007/978-3-319-39627-9_2
http://dx.doi.org/10.1007/978-3-319-39627-9_3
http://dx.doi.org/10.1007/978-3-319-39627-9_4
http://dx.doi.org/10.1007/978-3-319-39627-9_5
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2 Bioprosthetic Hand Control System

As mentioned above, the bioprosthesis control is performed by recognizing its

intended movement on the base of classification of EMG and MMG signals from

user arm stump. This requires the development of three stages: (1) acquisition of

signals; (2) reduction of dimensionality of their representation; (3) classification of

biosignals (recognition of patient’s intention).

Biosignal acquisition and analysis processes influence essentially on the reliabil-

ity of recognition of prosthesis motion control decisions. The acquisition process

should take into account the nature of the measured signals and their measurement

conditions [3]. For the needs of experimental research presented in Chap. 4 the spe-

cial EMG/MMG biosignals measuring system was constructed. The system fully

meets the above requirement, mainly due to the use of differential amplifiers, which

eliminate interferences in EMG signals and special casing, which isolate the micro-

phone from the external sound sources for MMG signals [14].

After the acquisition stage, the recorded signals have the form of strings of dis-

crete samples. Their size is the product of measurement time and sampling frequency.

For a typical motion action, that gives a record of size between 5 and 7 thousand

of samples per channel (time of the order of 5–7 s, and 1 kHz sampling). This pri-

mary representation of the signals hinders the effective classification and requires the

reduction of dimensionality. This reduction leads to a representation in the form of

a signal feature vector. In this study, the sequence of autoregressive (AR) model and

principal component analysis (PCA) is proposed as a feature extraction and reduc-

tion methods, respectively. Former experimental research showed, that both AR and

PCA algorithms are effective methods in respect of the recognition error and the

calculation costs in the biosignal analysis [7, 11].

In the considered control concept we assume that each prosthesis operation con-

sists of specific sequence of elementary actions, and the patient’s intention means

his will to perform a specific elementary action [18]. Thus, prosthesis control is a

discrete process where at the nth stage (n = 1, 2,… ,N) occurs successively:

1. the measurement of EMG and MMG signal parameters (results of AR and PC

analysis) xn (xn ∈  ⊆ d
), that represents patient’s will jn (jn ∈  =

{1, 2,… ,M}) (the intention to take a particular action);

2. the recognition of this intention (the result of recognition at the nth stage will be

denoted by in ∈ );

3. the realization of an elementary action an ∈ , uniquely defined as a recog-

nized intention. This means that there is M number of elementary actions  =
{a(1), a(2),… , a(M)}—an exemplary meaning of elementary actions in relation to

a dexterous hand prosthesis is defined in Sect. 4.

The assumed character of control decisions (performing an elementary action)

means that the task of bioprosthesis control is reduced to the recognition of the

patient’s intent in successive stages on the basis of the available measurement infor-

mation. Since the patient’s current intention depends on history, the specificity of

the investigated classification task reveals in the form of input data, which are not

http://dx.doi.org/10.1007/978-3-319-39627-9_4
http://dx.doi.org/10.1007/978-3-319-39627-9_4
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associated only with the direct EMG and MMG signals parameters that manifest the

current intention, but comprise up to an extend the historic information that regards

the preceding course of control process. In the general case, we suppose that the

decision algorithm at the nth instant takes into account the K-instant-backwards-

dependence (K < n). It means, that decision at the nth instant is made on the base of

vector of features

x̄(K)n = (xn−K , xn−K+1,… , xn−1, xn). (1)

In consequence, the classification algorithm at the nth instant is of the following

form:

Ψn(x̄(K)n ) = in, in ∈ . (2)

Figure 1 shows the block diagram for the complete dynamic process of bio-

prosthesis control in the explored sequential decision problem. In this study, mul-

ticlassifier systems will be applied as classifiers (2) for the particular instances of

sequential recognition. In the proposed MC systems, both the pool of base classi-

fiers and the combining mechanism will be constructed using the supervised learn-

ing procedure, what leads to the assumption that a learning set  and a validation

set  are available [8]. In the considered sequential decision problem, the learning

set  consists of m training sequences:

 = {1,2,… ,m}, (3)

where a single sequence

k = ((x1,k, j1,k), (x2,k, j2,k),… , (xN,k, jN,k)) (4)

denotes a single-patient sequence of prosthesis activity that comprises N EMG and

MMG signals observation instants, and the patient’s intentions.

Fig. 1 System of bioprosthesis control via sequential recognition of patient’s intentions
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Similarly, the validation set V consists of r validation sequences  = {1,

2,… ,r} and a single sequence k has the same form as in (4). The next section,

describes the procedure of determining the original MC systems (2) using learning

set  and validation set  , in detail.

3 Multiclassifier System

3.1 Preliminaries

The proposed multiclassifier system is built as a combination of the two following

probabilistic paradigms:

MarkovModel. We will treat the sequential recognition task as a discrete dynamical

process, in which the patient’s intents in successive stages j1, j2,… , jN are observed

values of sequence of random variables J1, J2,… , JN modeled by first-order Markov

chain. The probabilistic formalism for such a dependence is given by the initial prob-

abilities

pj1 = P(J1 = j1) (5)

and by the transition probabilities

pjn,jn−1 = P(Jn = jn|Jn−1 = jn−1). (6)

Meta Bayes Classifier. In the concept of Meta Bayes Classifier (MBC), which origi-

nally was introduced in [12] we suppose that a base classifier 𝜓 is given, which maps

feature space into a set of class numbers, viz.

𝜓 ∶  ⟶ . (7)

The MBC𝜓

MBC
constitutes the specific probabilistic generalization of base classifier

(7) which has the form of the Bayes scheme built over the classifier 𝜓 . This means,

that𝜓
MBC

takes the decision according to the maximum a posteriori probability rule:

𝜓

MBC(𝜓(x) = k) = i ⟷ P(i|𝜓 = k) = max
l∈

P(l|𝜓 = k). (8)

3.2 Fusion of Base Classifiers

Suppose first, that we have the set of N trained base classifiers:

𝜓1(x1), 𝜓2(x2),… , 𝜓N(xN), (9)

which classify the patient’s intents at the 1st, 2nd, . . . , Nth instant, respectively.
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The MC system (2) for nth instant is defined as the MBC classifier (8) constructed

over the set of base classifiers (9) for nth, (n − 1)th, . . . , (n − K)th instants, namely:

Ψn(x̄(K)n ) = 𝜓

MBC(𝜓n−K(xn−K) = i′n−K ,… , 𝜓n−1(xn−1) = i′n−1, 𝜓n(xn) = i′n). (10)

The MC system (10) produces the decision about the patient’s intent at the nth instant

according to the generalized rule (8):

Ψn(x̄(K)n ) = in ⟷ P(in|𝜓n−K(xn−K) = i′n−K ,… , 𝜓n(xn) = i′n) =

= max
l∈

P(l|𝜓n−K(xn−K) = i′n−K ,… , 𝜓n(xn) = i′n), (11)

where:

P(in|𝜓n−K = i′n−K ,… , 𝜓n = i′n) =
P(in, 𝜓n−K = i′N−k,… , 𝜓n = i′n)
P(𝜓n−K = i′N−k,… , 𝜓n = i′n)

. (12)

Since denominator in (12) has no influence on the classification result of algorithm

(11), classifying function of (11) reduces to the nominator, which—assuming that

base classifiers (9) are conditionally independent—after simple calculations has the

following form:

P(in, 𝜓n−K = i′n−K ,… , 𝜓n = i′n) = P(𝜓n = i′n|in)×

×
∑

jn−1

P(𝜓n−1 = i′n−1|jn−1)pinjn−1 ×⋯ ×
∑

jn−K

P(𝜓n−K = i′n−K|jn−K)p(jn−K). (13)

The key element in the algorithm (13) presented above is the calculation of prob-

abilities P(𝜓n = in|jn), i.e. class-dependent probabilities of correct classification and

misclassification for base classifiers (9).

The proposed method of evaluation of these probabilities is based on the original

concept of a hypothetical classifier called Randomized Reference Classifier (RRC)

[20]. The RRC is a stochastic classifier defined by a probability distribution which

is chosen in such a way, that RRC acts, on average, as an modeled base classifier.

It means, that RRC can be considered equivalent to the modeled base classifier, and

therefore it is justified to use the class-dependent probabilities of correct classifica-

tion (misclassification) of RRC as appropriate probabilities for the evaluated base

classifier. In the computational procedure, first these probabilities are calculated for

validation points and then they are generalized on the whole feature space. Details of

the method can be found in [20]. Similarly, initial (5) and transition (6) probabilities

in (13) are estimated using validation set  .
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4 Experiments

4.1 Experimental Setup

Performance of the MC system developed was evaluated in experiments using real

data. The experiments were conducted in the Matlab environment using PRTools 4.1

and Signal Processing Toolbox.

In the control process the grasping of 6 types of objects (a pen, a credit card

(standing in a container), a computer mouse, a cell phone (laying on the table), a

kettle and a tube (standing on the table)) were considered. Our choice is deliber-

ate one and results from the fact that the control functions of simple bioprosthesis

are hand closing/opening and wrist pronation/supination, however for the dexterous

hand these functions differ depending on grasped object [2].

In the considered examples, seven steps (elementary actions) can be distinguished

in the process of grasping with a hand [18]: a0—rest position; a1—grasp prepara-

tion; a2—grasp closing; a3—grabbing; a4—maintaining the grasp; a5—releasing the

grasp; a6—transition to the rest position.

The experiments were carried out on healthy persons. Biosignals were registered

using 8 integrated sensors (containing EMG electrode and MMG microphone in

one casing) located on a forearm (vide Fig. 2). EMG and MMG signals were regis-

tered in specially designed 16-channel biosignals measuring circuit with sampling

frequency 1 kHz. On the base of anatomical analysis of forearm muscles [1], for fur-

(a) (b)

Fig. 2 The layout of the integrated sensors (EMG electrodes and MMG microphones) on the

underside a and top side b of the forearm. Examples of EMG and MMG signals from the

channel 2
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ther processing the following channels (sensors) were selected: channel 1, channel

2, channel 3, channel 5 and channel 8.

The dataset set used to test of proposed classification method consisted of 2940

measurements, i.e. pairs EMG and MMG signals and segment/movement class form-

ing 420 sequences (4). Each sequence lasted 6 s and was preceded with a 10 s break.

The coefficients of AR function for different order of AR model (p = 20, 30, 50, 80
per signal and per channel) were considered as primary feature vector. Next, primary

features were subjected to the PCA feature extraction procedure with the number of

PC’s determined by the 95 % of the total variation rule.

The training and testing sets were extracted from each dataset using two-fold

cross-validation. For combining the MC system, a two-fold stacked generalization

method [21] was used. In this way, the class-dependent probabilities of correct clas-

sification/misclassification for base classifiers and initial/transition probabilities of

Markov chain are calculated for all objects in the original training set, but the data

used for the calculation are unseen during the classifier training.

The experiments were conducted using three different recognition algorithms as

base classifiers (4): (LC) Linear classifier based on normal distribution with the same

covariance matrix for each class; (k-NN) k-nearest neighbors classifier (k after trials

was set to 3); (ANN) feed-forward back-propagation neural network with 1 hidden

layer.

The performace of the proposed MC system for K = 1 (MCS-1) and K = 2
(MCS-2) in the sequential scheme was compared against the following six sequential

classifiers:

∙ the probabilistic algorithm based on the first (second) order Markov dependence

(Markov-1, Markov-2) [10];

∙ the fuzzy algorithm based on the Mamdani inference scheme with 1- (2-)instant-

backward-dependence (Mamdani-1, Mamdani-2) [18];

∙ the fuzzy algorithm based on the fuzzy relation with 1- (2-)instant-backward-

dependence (FRealtion-1, FRelation-2) [9].

4.2 Results and Discussion

Classification accuracies (i.e. the percentage of correctly classified objects) for meth-

ods tested are listed in Table 1. The accuracies are average values obtained over 10

runs (5 replications of two-fold cross validation). Statistical differences between the

performances of the MC systems and the six sequential classification methods were

evaluated using 5 × 2 cv F test [4]. The level of p < 0.05 was considered statistically

significant. In Table 1, statistically significant differences are given under the classifi-

cation accuracies as indices of the method evaluated, e.g. for the dataset with p = 20,

MCS-1(LC) system produced statistically better classification accuracies from the

Mamdani-1, FRelation-1 and FRelation-2 methods.
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Table 1 Classification accuracies of classifiers compared in the experiment

The order of AR model/mean accuracy (%)

No Classifier p = 20 p = 30 p = 50 p = 80 Mean

1 MCS-1(LC) 89.1 89.7 92.5 93.4 91.2

9, 11, 12 11, 12 9, 11, 12 9, 11, 12

2 MCS-1(3NN) 89.7 90.8 92.9 93.7 91.8

9, 10, 11, 12 9, 10, 11, 12 9, 11, 12 9, 11, 12

3 MCS-1(ANN) 92.1 92.7 94.8 95.2 93.7

9, 10, 11, 12 9,10,11,12 9, 10, 11, 12 7, 9, 10, 11, 12

4 MCS-2(LC) 90.7 91.5 93.0 93.9 92.3

9, 10, 11, 12 9,10,11,12 9, 11, 12 9, 11, 12

5 MCS-2(3NN) 91.3 92.1 93.2 94.6 92.8

9, 10, 11, 12 9, 10, 11, 12 9, 11, 12 9, 10, 11, 12

6 MCS-2(ANN) 92.5 92.8 94.9 95.8 94.0

9, 10, 11, 12 9, 10, 11, 12 9, 10, 11, 12 9, 10, 11, 12

7 Markov-1 90.8 92.6 93.5 94.2 92.8

8 Markov-2 91.6 93.2 94.1 94.8 93.4

9 Mamdani-1 85.9 87.3 89.4 90.2 88.2

10 Mamdani-2 87.1 88.8 90.6 91.1 89.4

11 FRelation-1 78.8 80.3 81.6 82.8 80.9

12 FRelation-2 79.7 80.9 82.6 83.6 81.7

The best score for each dataset is highlighted (p denotes the order of AR model)

These results imply the following conclusions: (1) The MC systems produced sta-

tistically significant higher scores in 87 out of 144 cases (4 datasets × 6 classifiers

compared × 6 MCS’s); (2) The MCS-2 system with ANN base classifiers achieved

the highest overall classification accuracy averaged over all datasets it outperformed

the Markov-1, Markov-2, Mamdani-1, Mamdani-2, FRelation-1, FRelation-2 sys-

tems by 1.2, 0.6, 5.8, 4.6, 13.1, 12.3 %, respectively. This results confirm the effec-

tiveness of the use the multiclassifier system in the recognition of patient’s intent; (3)

There occurs a common effect within each classifier (MC system) type: 1-instant-

backwards-dependence is always worse than 2-instant-backwards-dependence. This

confirms the effectiveness of the decomposition of decision procedure into sequence

of simpler classification tasks; (4) When the order of AR model increases then the

accuracy of all methods investigated also increases.

5 Conclusion

The classic methods of analysis of biosignals in the bioprostheses control systems

are widely discussed in the literature [6, 7, 12, 16]. However, the classification stage

still poses a challenge for researching new solutions enabling the reliable recognition
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of human intention. In this study a novel method for recognition of sequence of

elementary actions of grasping movements is proposed. The method, combining the

meta-Bayes concept and Markov model into multiclassifier system and taking into

account theK-instant-backwards-dependence among elementary actions, brings new

possibilities to biosignal analysis. Results obtained in experimental investigations

imply that it is worth trying solution that improves recognition efficiency.

The introduced approach constitutes the general concept of the human-machine

interface, that can be applied for the control of a dexterous hand and an agile wheel-

chair as well as other types of prostheses, exoskeletons, etc. This, however, requires

a further study, mainly in the experimental phase, which would allow to assess and

verify the effectiveness of the adopted concept.
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Contextual Modelling Collaborative
Recommender System—Real Environment
Deployment Results

Urszula Kużelewska

Abstract Nowadays, recommender systems are widely used in many areas as a solu-

tion to deal with information overload. There are some popular and effective meth-

ods to build a good recommendation system: collaborative filtering, content-based,

knowledge-based and hybrid. Another approach, which made a significant progress

over the last several years, are context-aware recommenders. There are many addi-

tional information related to the context or application area of recommender systems,

which can be useful to generate accurate propositions, e.g. user localisation, items

categories or attributes, a day of a week or time of a day, weather. Another issue is

recommenders evaluation. Usually, they are only assessed with respect to their pre-

diction accuracy (RMSE, MAE). This is good solution, due to possibility of off-line

calculation. However, in real environment recommendation lists are finally evaluated

by users who take into consideration many various factors, like novelty or diversity

of items. In this article a multi-module collaborative filtering recommender system

with consideration of context information is presented. The context is included both

in post-filtering module as well as in a similarity measure. Evaluation was made

off-line with respect to prediction accuracy and on-line, on real shopping platform.

Keywords Collaborative filtering ⋅ Contextual recommender systems ⋅ Recom-

mender system evaluation

1 Introduction

The amount of information appeared on the Internet increases rapidly. There are

many new services, web pages of companies, blogs, shops, music, video, etc. The

unconstrained next step to cope with searching them is to use new technologies that

can assist us to find resources of interest among the overwhelming available items.

One of such tools are recommender systems (RS), which are electronic applications

U. Kużelewska (✉)

Bialystok University of Technology, Wiejska 45a, 15-351 Białystok, Poland

e-mail: u.kuzelewska@pb.edu.pl

© Springer International Publishing Switzerland 2016

I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2016,

Smart Innovation, Systems and Technologies 57,

DOI 10.1007/978-3-319-39627-9_11

119



120 U. Kużelewska

with the aim to generate for a user a limited list of items from a large items set. In case

of personalised RS the list is constructed basing on the active user’s and other users’

past behaviour. People interact with recommender systems by visiting web sites,

listening to the music, rating the items, doing shopping, reading items’ description,

selecting links from search results. This behaviour is registered as access log files

from web servers, or values in databases: direct ratings for items, the numbers of

song plays, content of shopping basket, etc. After each action users can see different,

adapted to them, recommendation lists depending on their tastes [5, 10, 13].

Context information is additional valuable data, which is worthy to include in

recommendation process. To propose a restaurant for a customer the nearest places

should be recommended. In shops, before Christmas, the best suggestion are the

items, which could be gifts.

In [3] the importance of the contextual information in recommender systems has

been mentioned. The authors define it as information, which is known a priori and

characterised by additional related to the domain factors having a known hierarchical

structure that does not change significantly over time. Due to great attention on this

issue and many articles, that have appeared recently [1, 6, 7, 9, 11], finally, the

Context-Aware Recommender System (CARS) field has been formed.

The methods, which belong to CARS can be divided into pre-filtering,

post-filtering and contextual modelling methods [12]. Pre-filtering algorithms apply

contextual knowledge e.g. to remove irrelevant data before recommendations calcu-

lation, which is then performed with standard methods. Post-filtering approach uses

common algorithms to generate recommendations, as well, then the contextual infor-

mation is used to adjust recommendation lists. The last type, contextual modelling,

use this background data in the process of recommendation generation.

One of the first pre-filtering solutions is exact pre-filtering [8], in which the ratings

not related to the specific context of interest are removed before recommendation cal-

culation. Another example is item splitting and microprofiling proposed by Baltrunas

and Ricci [4]. They split user profiles into set of overlapping subprofiles representing

the given user in a particular context. An example of contextual modelling is RPMF

proposed by [14]. The backgound information is encoded in or reflected by the user-

specific and item-specific latent factors. Based on this, tree based random partition is

applied to split the user-item-rating matrix by grouping users and items with similar

contexts, and then apply matrix factorization to the generated sub-matrices. Finally,

a framework for building context-aware recommender system was proposed by Hus-

sein et al. in [9].

This paper contains results of experiments on collaborative filtering recommender

system what2buy with context information included. There were tested both post-

filtering and contextual modelling methods. The post-filtering approach is based on

collaborative filtering item-based and user-based techniques with standard similar-

ity metrics, whereas the contextual modelling solution involves relationship among

item’s categories in similarity measure which is used in item-based collaborative fil-

tering module, as well. Quality of prediction (RMSE) and real effectiveness (items

from recommendations, which were bought in real environment) was examined in

the experiments.
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2 Architecture and Description of What2buy
Recommender System

The architecture of the system and its individual parts were strictly designed for

this particular selling platform. It was created and implemented in re.com.sys Ltd.

company. There are over 50 000 products and nearly 1000 categories. There were

the following aims to achieve: increase conversion rate, increase average number of

items in baskets and propose for loyal customers the items, which are particularly

interesting for them.

The conversion rate is an index of users, who bought something during the same

visit to the number of users, who were only visiting items. To increase it, new vis-

itors should see interesting products without time-consuming searching. The only

information gathered from them were: the visited product pages and the categories

the products belong to. It was observed, that the time spent in the store was very

short: the visited only several pages from one or two categories.

Relatively high number of items in basket is efficient for both: seller and customer.

It reduces the influence of shipping cost. Customers eager to increase the content of

their carts, but only if they see an interesting offer.

Last aim is related to increase loyalty of regular customers. The have a great his-

tory of transactions, which is a good source of profiles of their preferences. They have

favourite products and categories, they know the rules of navigation in the service.

For them the related other products from different categories should be proposed.

Taking into considerations the above challenges and objectives, there was pro-

posed a hybrid collaborative filtering system with 2 source of data and 2 types of

recommenders. The data were gathered from transactions (transSData) and from

user pre-transactional behaviour—visits and operations on basket (visSData). Trans-

actions data was used as input to user-based collaborative filtering module (UBR)

which is designed to generate recommendations for regular customers. The data

visSData is a source to item-based collaborative filtering module (IBR) to gener-

ate propositions for new customers as well as users, who only wander among the

pages. The architecture of the described system with new and regilar users paths is

presented in Fig. 1.

It should be noticed importance of contextual information (category of items) in

every of the mentioned objectives: in IBR the proposed items ought to belong to the

same category as the items registered in users’ path, whereas in UBR it is desirable

to recommend items new and surprising from different from well known by user

categories. To achieve it there were proposed two approaches: context pre-filtering

module or a new similarity measure which process the context information during

similarity calculation.

The new measure, simEuclCtx, was proposed on Bialystok University of Technol-

ogy and tested in what2buy system. It is based on Euclidean similarity, due to the

best results of this standard measure with respect to predictive ability. The pro-

posed index takes into consideration relationship among the items as well as among
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Fig. 1 Components of what2buy recommender system

the categories. In both parts the input data is behavioural information from users.

Equation 1 describes the measure.

The final similarity value depends on similarity between items: xi and xj and

between the categories they belong to: ca, cb. High values of this index require strong

matching in part of items as well as categories.

simEuclCtx(xi, xj) =
simEucl(xi, xj) + simEucl(ca(xi), cb(xj))

2
(1)

However, in case of cold start, when new items are introduced to the store’s offer

(simEucl(xi, xj) = 0), it is allows to determine similarity basing on the relationship

among the categories.
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3 Experiments

The set transSData contains data from 13 months (see Table 1), whereas the set

visSData consists data from eight months (see Table 2). There were saved all trans-

actions data, whereas the in the second set, only successful data (items from paths

from the same category and from users who finally added at least one item to the

basket).

First of all, it was examined effectiveness of the recommender modules on the

source data with respect to RMSE error. There were examined for both modules the

following similarity indices: Pearson Correlation (Pearson), LogLikehood Similar-

ity (LogLikehood), Cosine-based Coefficient (Cosine), Euclidean Distance

Similarity (Euclidean), CityBlock Measure (CityBlock) and Euclidean Context-

based Similarity (EuclideanContext). The results are presented in Table 3 for both

transSData and visSData datasets.

The lowest value of RMSE error was the case with Euclidean Distance Similarity

in both modules, however the measure based on context data and Euclidean distance

was the following one, slightly only worse: the difference was 2–3 %. It must be

mentioned, that for EuclideanContext measure on transSData, but with the context

information taken from visSData, the value of RMSE was equal 0.38. It was the

lowest error value in all cases.

Table 1 Description of transactions data transSData
Total number of users Number of users versus transaction length (L)

154382 L = {1, 2} 98350

L = [3, 10] 39511

L ≥ 11 16520

Total number of items Number of items versus transaction length (L)

34255 L = {1,2} 12094

L = [3,10] 10661

L ≥ 11 11499

Table 2 Description of transactions data visSData
Total number of users Number of users versus path length (L)

41664 L = {1, 2} 22725

L = [3, 10] 15338

L ≥ 11 3600

Total number of items Number of items versus path length (L)

20635 L = {1, 2} 7663

L = [3, 10] 8045

L ≥ 11 4926
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Table 3 RMSE values for both modules of recommender system: UBR and IBR with different

similarity measures

Pearson LogLikehood Cosine Euclidean CityBlock EuclideanContext
UBR module on transSData data

0.68 0.44 0.45 0.40 0.44 0.41

IBR module on visSData data

0.86 0.57 0.56 0.50 0.59 0.52

Very important measure in recommender systems evaluation is coverage. This

index measures filling a recommendation list with required length. This is particu-

larly important in real environment. The recommender modules with all mentioned

above similarity measures were examined with respect to coverage recommendation

lists of different length. For this experiment only input data of users who had 2 items

in their history was taken, because they are the most common in the both datasets.

The results are presented in Tables 4 and 5 for both transSData and visSData datasets

respectively.

Table 4 Coverage values [%] forUBRmodule of the examined recommender system with different

similarity measures

Pearson
(%)

LogLikehood (%) Cosine
(%)

Euclidean
(%)

CityBlock
(%)

EuclideanContext
(%)

Required recommendation list length = 10

82 98 98 98 100 100

Required recommendation list length = 20

78 98 98 98 100 100

Required recommendation list length = 30

76 98 98 97 100 100

Table 5 Coverage values [%] for IBR module of the examined recommender system with different

similarity measures

Pearson
(%)

LogLikehood (%) Cosine
(%)

Euclidean
(%)

CityBlock
(%)

EuclideanContext
(%)

Required recommendation list length = 10

35 89 89 89 99 99

Required recommendation list length = 20

28 84 84 84 98 98

Required recommendation list length = 30

17 78 78 78 96 96
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Table 6 A level of customers interest [%] of presented recommendations with respect to different

similarity measures

Pearson
(%)

LogLikehood (%) Cosine
(%)

Euclidean
(%)

CityBlock
(%)

EuclideanContext
(%)

UBR module on transSData data

0.61 1.5 0.88 0.62 0.61 0.69

IBR module on visSData data

7.15 17.31 4.63 5.45 5.31 8.86

The measures CityBlock and proposed in this article EuclideanContext generate

the longest recommendation lists. The index based on Euclidean distance, which gen-

erated the highest quality recommendations in the previous experiment, had worse

coverage about 10–20%.

As it was mentioned before, the system is working in real environment on selling

platform. It was possible to compare its factual effectiveness evaluated by real cus-

tomers. It was measured a ratio of the bought items, which were recommended and

presented to the customer before, to the total number of items, which were bought

that day. The results are presented in Table 6.

It can be seen, that customers the most often select items, which were recom-

mended basing on their path in the service. Surprisingly, the recommendations,

which were the most interesting for the customers, were generated by the module

IBR with LogLikehood similarity measure, which was not the best one in off-line

evaluation. The following best results were generated by the system with the context

similarity based on Euclidean distance.

4 Conclusions

Internet customers are people, who appreciate their time, convenience and access to

wide assortment of products. On the other hand, Internet shops are places, where the

customer support can be delivered personally. One of the personalization tools are

recommended systems, which identify customer tastes analysing their behaviour on

the selling platform.

There are many approaches to personalization in recommender systems: content-

based recommenders, collaborative filtering systems, knowledge-based technique.

Real environment recommendation services are the most often complex hybrid sys-

tems composed of many different method modules. Designing an architecture of such

network requires deep analysis of the domain specificity: customers behaviour, fre-

quency of shopping, attachment to favourites products, etc. Often, a very important

factor is context information, e.g. categories and dependence among them. Finally, to

select and adjust the most optimal approach, it also involves performing and repeat-

ing a series of experiments to evaluate overall effectiveness.
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In this article a recommender system in real environment was presented. There

was described the way of designing and evaluation of its components with taking

into account context information, that is dependence among categories of products.

A new similarity measure based on Euclidean distance was proposed and evaluated.

The final similarity value takes into account users interaction on products as well

as on categories the products belong to. Finally, the overall effectiveness of the rec-

ommender system, which generates proposition using this measure, was better: cus-

tomers more often selected the propositions, although in the experiments its RMSE

value was not the lowest.
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Decision Trees on the Foreign
Exchange Market

Juszczuk Przemyslaw, Kozak Jan and Trynda Katarzyna

Abstract In this article we present a novel approach to generate a data set directly

from real-world forex market data. The data are transformed into a decision table.

Every single object in such a table consists of conditional attributes—in this case

values of technical analysis indicators as well as of the decision class (BUY, SELL

or WAIT). Our second goal was to test the quality of the classification based on

two well-known algorithms used for decision tree construction: the CART algorithm

and the C4.5 algorithm. All experiments were conducted on three different currency

pairs—with 3 data sets for each pair.

Keywords Forex market ⋅ Decision tree ⋅ CART ⋅ C4.5 algorithm

1 Introduction

The forex (foreign exchange market) is a global, decentralised market on which the

main instruments are the currencies. It is often described as the most liquid market

in the world, and its turnovers reach over billions of dollars every day. On the for-

eign exchange market, every single instrument is described as a pair of currencies in

which two elements can be indicated: the first element is the base currency and the

second element is the quote currency. The exchange rate of the currency pair changes

dynamically over time and there are many crucial factors that have a high impact on

it. In general, every currency pair is the resultant value of demand and supply. The
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whole market consists of four overlapping sessions located at different time zones

(below are the hours given on the basis of GMT+1 time):

∙ London—(European session)—8 a.m.–16 p.m.;

∙ New York—1 p.m., 9 p.m.;

∙ Sydney—10 p.m., 6 a.m.;

∙ Tokio—midnight–8 a.m.

One of the most important mechanisms applied to the market is leverage. As

opposed to regular markets (such as the stock exchange), there is no need on the

foreign market to have a considerable amount of money. In its simplest definition,

leverage allows to open positions on any currency pair having only partial capital

protection. Such an approach is a considerable facilitation for persons with small

capital. Moreover, it is also one of the most important features of this market that

attracts small, private investors. More details on the forex market can be found, e.g.

in [22].

Stock data (including foreign market data) are often considered to be chaotic data

without a visible point attractor. In other words, there can be no expectation, that

in the longer time horizon some currency pairs’ values will converge into a single

value (constant price). In general, there are three different attractors: the constant

point attractor, the cycle attractor and the chaotic attractor. There have been many

articles which indicated that in the first two attractors there is a high possibility to

predict future values. As oppose to those, in the chaotic data there is often a need to

deal with a large error [8]. On the other hand, there is a large group of mathematical

methods known as technical analysis. Such methods can be very helpful in deter-

mining the price direction movement as well as the range of such a move. One of the

most popular tools based on the mathematical and statistical approach is the moving

average. It is a value calculated on the basis of n last price values. High efficiency of

such tools was shown for example in [9].

The whole concept of technical analysis is based on three rules: the market dis-

counts everything, prices move on the basis of trends, and history repeats itself.

Those assumptions were described in Dow theory, which is often considered as a

preliminary to technical analysis. Dow theory existed already at the end of the 19th

century but was described in details in the 20th century. Rhea [17] is considered to

be one of the most important works on Dow theory. At the end of the 20th century

there was still growing interest in technical analysis. In 1992 in [20] one of the first

formal studies was presented on the effectiveness of technical analysis. A similar

study was proposed once again in [19].

In this article we propose a novel approach to transform forex data into a deci-

sion table. We assume that in every time step there are three possibilities: Buy

signal—which allows to open a buy position; sell signal—which allows to open a

sell position, and wait—which is basically idle. This article may be considered as

a preliminary study on the effectiveness of such a classification approach in which

there is a visible inequality in the number of elements belonging to the decision

classes. Such research will be conducted on the basis of well-known decision tree

algorithms. The article is organised as follows: first we provide the background for
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the problem, then we propose a novel concept of acquiring financial data and trans-

forming the data into decision tables. We also give a brief description of decision

tree algorithms. Finally, we present the preliminary experiments and end with some

conclusions.

2 Related Works

Automated forex systems hav attracted much attention in the over past few years.

The high popularity of such systems is the result of continued growing interest in

technical analysis. Besides fundamental analysis, it is one of the major components

of modern trading systems. However, the effectiveness of technical analysis is still

unclear. In article [6] the authors investigated over 90 different articles correlated

with technical analysis, and only 56 of them had positive conclusions. In 20 articles,

technical analysis did not generate satisfactory results.

The concept of building an automated forex system based on computer science

algorithms is very popular. One of the most often used approaches involves the use

of artificial neural networks. The effectiveness of this type of algorithm was recently

proven in multiple articles, such as in [21], thus it is natural to use this concept in

economy. One of the first articles involving a neural network as a tool for generating

trading signals was [5]. The popularity of such an approach has grown with time

and many similar concepts have been introduced, e.g. in [14] the authors proposed

a web-decision support system based on neural networks. One of the newest articles

on the application of neural networks on the forex market is [7].

The second subject of interest in the foreign market is the data prediction prob-

lem. One of the most interesting articles dealing with this problem is [10]. In this

article the authors propose a transformation of the financial time series into fuzzy

grain particle sequences. The main goal of this approach is to use a support vector

machine to calculate the upper and lower bounds of those particles. There are also

very complex systems based on classical fuzzy time series analysis, e.g. [1]. In this

approach the authors propose an algorithm consisting of elements such as voting,

statistical analysis and emotional decision-making agents.

Besides the above articles, there are a few approaches involving evolutionary

computation, e.g. [3], in which the evolutionary programming mechanism is devel-

oped. Genetic algorithms were a point of interest in [12]. The authors tested their

approach on the French stock market and the overall results were compared with one

of the most well-known strategies: “buy and hold”. A method based on the recogni-

tion of patterns was proposed in [4]. An interesting fact is that Japanese candlesticks,

which are one of the most frequently used elements of technical analysis, have not

been a very popular subject in research articles. Modern financial data visualisations,

such as Renko or Kagi charts, still remain beyond mainstream research interest.
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3 Data Preparation

The data acquisition process is one of the most important elements of the proposed

approach. Currently, there are many different concepts that allow to open a position

on the forex market. These involve using advanced charts (e.g. Renko or Kagi), pre-

defined sets of technical indicators and even fundamental analysis. The emerging

question is as follows: How does one precisely define the price direction on the basis

of technical analysis indicator values. In other words, the problem is to define an ele-

ment of the decision table with a set of attributes, i.e. values of different indicators

at some period of time. Such an element should also have a properly assigned value

from the 3-element set: buy, sell and wait. We assume that the buy decision may be

described as a situation in which the price of a given instrument will rise by some

predefined value. The sell decision is a situation in which the price of the instrument

drops by some predefined value. Of course, all remaining situations are classified as

the wait position. An example fragment of the data set creation process is presented

in Fig. 1.

As can be observed, every situation on the market is described by a number of

parameters. The decision to buy or sell is set only if significant price movement is

observed on the chart. In other cases the value of the decision is set to default. Such

an approach ensures that the signal to open the order is generated only on the basis of

the price movement and technical analysis indicators, thus the Commodity Channel

Index or the Relative Strength Index do not have an affect on the decision. Unfortu-

nately, due to the lack of space we will omit detailed information on the technical

analysis indicators used in this paper. More information on technical analysis can be

found, e.g. in [11]. The proposed approach points to a significant problem related to

the number of objects in every one of the three decision classes. It is understandable

that the number of elements belonging to the wait class will be much larger than

the size of the two remaining classes. Such a situation raises the question whether

Fig. 1 Data set creation process
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classification of objects in such a data set may be effective. We will look closer at

this problem in the “Experiments” section.

4 Decision Trees

Readers who want to learn more about decision trees we refer to [18]. Below we give

just some brief information and the most important features that will be crucial in the

context of using decision trees in financial data. Decision trees have a very simple and

intuitive construction and may be described as an acyclic, directed graph in which

all vertices are called nodes, the edges are branches, nodes without descendants are

leaves, and, finally, the root of the decision tree is a node without a parent. All nodes

contain tests on the conditional attributes which are created on the basis of some

predefined splitting rule. This splitting rule allows to divide the data according to

the values of those attributes. Moreover, every result is represented by branches.

A decision tree is constructed from a training set which consists of objects. Each

object is completely described by a set of attributes and a class label. In our problem

the set of attributes comprises values of technical analysis indicators and the class

label is one of the decisions: “sell”, “buy” and “wait”. All internal nodes contain

splits which test the value of an expression of the attributes. Arcs from an internal

node t to its children are labeled with distinct outcomes of the test at t. Finally each

leaf node has one class label.

One of the important advantages of using decision trees is the possibility to per-

form a fast analysis (significantly faster as compared to the classical methods). More-

over, decision trees can easily be stored as decision rules. This feature allows to use

them in systems directly correlated with the decision rules. Such an advantage of

this structure promotes future development of this technique. In addition, the so-

called groups of classifiers presented as decision forests seems especially useful

when building decision trees with stochastic methods. In general, the construction of

a single decision tree is based on the “divide and conquer” rule, which is recursive

data division. Such an approach leads to dividing one single problem into smaller

problems.

The task of constructing a tree from the training set has been called either: tree

induction, tree building or tree growing. Most tree induction systems use the greedy

approach, i.e. trees are induced top-down, where the first attribute (possibily the best)

becomes the root of the tree. The child nodes perform division according to the same

rule. Mostly, just after decision tree creation, the process of pruning is carried out.

Such an approach is used to prevent classificator overtraining. In the literature we

can find multiple algorithms used for decision tree construction. Some of the most

popular state-of-art algorithms are CART and C4.5. A detailed brief of other similar

algorithms can be found in [15].
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4.1 The CART Algorithm

The CART method addresses the classification and regression problem by building

a binary decision tree according to some splitting rule. Each split is based on a single

variable; some variables may be used several times while others may not be used at

all. Each sub-leaf is then split further based on independent rules.

Decision trees constructed by the CART algorithm are mostly generated on the

Gini split criterium:

Dt =
∑

i≠j
⋅p(i|t) ⋅ p(j|t) = 1 −

∑

i
p(i|t)2 (1)

where: p(i|t) is the probability of decision class i in node t. The Gini splitting rule is

based on the Gini index a measure of the random variable concentration. The main

goal in this case is uniform division in the child nodes. The procedure is finished

when there is no more admissible splitting. In general, the final tree overfits the

available data and the prediction error. The main goal is to minimise that prediction

error. To achieve this, construction of such a tree involves the pruning procedure.

Such methods try to produce a subtree whose expected prediction error is lower than

the error value before the pruning procedure.

4.2 The C4.5 Algorithm

The C4.5 algorithm was proposed by Qunlan [16] and is an improvement of his

earlier ID3 algorithm. The main improvements concern the splitting criterium so

that it is possible to limit the classification error and missing attributes values are

no longer a problem. The C4.5 uses the so-called rule of relative profit which is

calculated for every node (the node with the highest value is selected):

Gain(S,A) = Entropy(S) − I(S,A) = Entropy(S) −
∑

i
⋅
Si
S
⋅ Entropy(Si) (2)

where S is a set of examples and i is the number of subsets. Moreover, the pruning

method is also used in the C4.5 algorithm. During the learning process it is possible

to work with objects with some missing attributes. This algorithm is also prepared

to work with continuous attributes.

In our experiments we used two of the algorithms as described above. The CART

algorithm is very often considered a state-of-art algorithm. It may also be used to

point out the weak elements of the proposed approach. The second choice was C4.5,

which is best known and (probably) the most widely used learning algorithm.
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5 Experiments

Our goal was to test experimentally if it is possible to present forex market data

in the form of rules and to use them in the classification problem. The structure

of real-world data was adjusted to the WEKA system. It was used to generate the

results of the experiments. All of the results and their analysis are presented below.

All experiments were conducted for three algorithms (with default settings): CART

algorithm, C4.5 algorithm and Random Tree.

5.1 Data Sets

We prepared 9 real-world data sets which included three currency pairs: EURUSD
was chosen because it is the most fluent instrument on the currency market. The

GBPUSD pair is often considered to be one of the most variable pairs. Finally

USDJPY was chosen as a pair mostly correlated with the technical analysis. For

every instrument we prepared 3 sets which depended on the number of pips (1 pips is

a 0.0001 change in the price of the instrument). The numbers were equal to 30, 45 and

60, e.g. 45 means that at least 45 pips movements should be observable to describe

such a set-up for the BUY or SELL class. It is also worth noting that every data set

consists of three decision classess: SELL, BUY and WAIT . Due to the specifics of

these data, a vast majority of the elements belonged to the WAIT class. Detailed

parameters of the data sets are presented in Table 1.

The data sets were randomly divided (sampling without replacement) into two

sets: a training set (9000 objects) and a test set (2998 objects). Every data set con-

sisted of 8 conditional attributes (numeric) and one decision attribute (nominal)).

Conditional attributes were selected on the basis of the most often used technical

analysis indicators and are given as follows: Alligator, Bulls strength, Bears strength,

CCI (Commodity Channel Index), Demarker, RSI (Relative Strength Index), Sto-

chastic Oscillator, and Williams indicator. All indicators where used with their stan-

dard parameters.

5.2 Results of Experiments

As can be observed in Table 1, the proposed data sets are very difficult to analyse.

The vast majority of elements (86–98 %) in the training set belongs to the WAIT
class. The same situation is given in the test set, where 86–99 % of the elements are

in theWAIT class. An even more serious problem is that the random division in many

cases leads to a different ratio of objects (in the same class) in the training and testing

sets. In many cases that difference is equal to even 50 %, e.g. in EURUSD 30p with

6.7 % of objects in the SELL class there are only 2.9 % objects with the same class

in the training set.
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Different measures were used due to the difficulty of the data sets. All prelimi-

nary results are presented in Tables 2, 3 and 4. All results should be analysed due to

different measures as well as the parameters given in Table 1.

An analysis of the results given in Table 2 (which is the accuracy of the classifica-

tion and the size of the decision tree) suggests that it is possible to use algorithms for

decision tree construction as a tool for financial data prediction. However, it should

be pointed out that in some cases the best results (the best according to the accuracy

measure) are given by the CART algorithm. This is connected with decision trees

with a height equal to 1. As may be expected, such trees classify objects by assigning

all of them to the most numerous WAIT class.

For a more effective analysis, average values of the remaining measures are given.

The set of measures contains: recall, precision, F-measure and ROC area. The results

for those measures (Table 3) point out that observation related to the predominance

of a single class is correct. Of course, in some examples other objects are properly

classified as well. Especially interesting are the results for the Random Tree algo-

rithm in which the ROC area value is frequently better than in the case of either the

CART or C4.5 algorithms.

This article is a preliminary study in which we dealt with the possibility of using

decision trees as a tool for developing an effective transaction system. Thus the con-

fusion matrix is one of the crucial elements of our experiments. The results for the

selected currency pairs and algorithms were presented in Table 4. These are exam-

ple matrices which are the most frequent in the analysed experiments. The values of

these matrices point to the problem related with the WAIT class the vast majority of

objects is assigned to this class. It is very important to point out that in real-world

problems such a situation from the viewpoint of the transaction system is far better

than the option of assigning the wrong object to the class of BUY or SELL. Such

an approach coincides with the transaction systems used on the forex market where

the most frequent and safest option is to stay out of the market and to not open the

Table 2 Comparative study—accuracy rate

Data set CART C4.5 Random tree

acc size acc size acc size

EURUSD 30 0.9473 13 0.9426 191 0.8726 3041

EURUSD 45 0.9803 10 0.9793 93 0.9426 1609

EURUSD 60 0.9703 13 0.9650 67 0.9503 809

GPBUSD 30 0.8609 25 0.8572 309 0.7748 3315

GPBUSD 45 0.9410 5 0.9383 113 0.9030 1685

GPBUSD 60 0.9710 9 0.9720 19 0.9500 915

USDJPY 30 0.9250 5 0.9246 1 0.8482 2785

USDJPY 45 0.9740 1 0.9730 21 0.9293 1457

USDJPY 60 0.9897 1 0.9877 29 0.9656 721

Abbrev. acc—accuracy rate; size—size of the tree
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Table 4 Confusion matrix for selected pairs

Classified as

SELL BUY WAIT

EURUSD H1 30 pipsow—CART SELL—87; BUY—83; WAIT—2828

SELL 9 2 76

BUY 1 12 70

WAIT 7 2 2819
GPBUSD H1 30 pipsow—CARTSELL—205; BUY—225; WAIT—2568

SELL 21 2 182

BUY 1 19 205

WAIT 8 19 2541
GBPUSD H1 60 pipsow—RT SELL—18; BUY—13; WAIT—2967

SELL 1 0 17

BUY 0 3 10

WAIT 46 30 2891
USDJPY H1 60 pipsow—C4.5SELL—18; BUY—13; WAIT—2967

SELL 0 0 18

BUY 0 1 12

WAIT 7 0 2960

order if the situation is not clear. It is worth noting that in some cases the selected

algorithms do surprisingly well even for the two remaining decision classes.

6 Conclusions

Ahe analysis presented in the article confirms that there is a possibility to effectively

transform forex financial data into a decision table which may be used to gener-

ate decision trees and to perform satisfactory classification. The results given in the

“Experiments” section allow to determine that in the future it will be possible to use

such algorithms in the process of building forex systems. It should be pointed out

that there are different classification measures, because only a general view allows

to properly react to such results.

It is worth noting that even in this preliminary study the algorithms did surpris-

ingly well with rash decisions, although it would be beneficial to improve the quality

of the classifications, especially for the two remaining classes. The results analysis

shows that in such a type of problem, approximate algorithms should be far more

effective than the classical approaches. Algorithms in which there is the possibility

of optimisation for exact classification measures, such as [13] or ensemble methods

[2] should be checked in the near future.
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On Granular Rough Computing: Covering
by Joint and Disjoint Granules in Epsilon
Concept Dependent Granulation

Piotr Artiemjew and Jacek Szypulski

Abstract In this work we present the optimization methods of epsilon concept-

dependent granulation. We consider two cases of parallel covering and granulation,

based on joint and disjoint granules. Additionally we check two variants of majority

voting, the first one based on descriptors, which are epsilon-indiscernible with the

centers of granules, and the second variant uses all descriptors of respective gran-

ules. We verify the effectiveness of our methods on the real data sets from UCI

Repository using the SVM classifier. It turned out that disjoint granules versus joint

give almost identical results of classification with a significant acceleration of the

granulation process. Additionally, the majority voting, based on the epsilon indis-

cernible descriptors, stabilised the process of granulation in terms of the accuracy

of classification. This is a significant result, which lets us to accelerate the process

of classification for many popular classifiers at least for k-NN, Naive Bayes, many

rough set methods and the SVM classifier, which is supported by our recent works.

Keywords Rough sets ⋅ Decision systems ⋅ SVM ⋅ Granular rough computing ⋅
Epsilon concept-dependent granulation ⋅ Majority voting

1 Introduction

In recent years the granular computing approach has gained great interest among

researchers. The popularity of the approach can be explained by the analogy to nat-

ural thinking; it is obvious that we group objects using some similarity measures,

by some joint features. We use the granulation of knowledge to resolve problems in

ordinary life.
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The granular rough computing paradigm was initiated by Professor Lotfi Zadeh in

1979. The paradigm is connected with the Rough Set Theory proposed by Professor

Zdzisław Pawlak in 1982. In the rough set theory the granules are defined as indis-

cernibility classes, where as similarity measures we use rough inclusions. In terms

of rough inclusions, an interesting way of granulation of knowledge was proposed

by Polkowski in [5, 6]. These methods turned out to be effective in many contexts.

Interesting results can be found in the [7, 8]. In this scope of methods, the standard

granulation is the basic one—see [5, 6]—this method was extended in joint works of

Polkowski and Artiemjew into other variants, among others into granulation in the

range of decision classes, and with epsilon variant, considering the indiscernibility

ratio of descriptors epsilon (𝜀)—see [1, 2].

In this paper we have examined a few methods of optimization of the mentioned

epsilon concept-dependent granulation. We propose the methods which let us com-

pute the granules and covering of the universe of objects in the parallel way. In the

covering process, we use two types of granules, the joint and disjoint one—see the

Sects. 2.1 and 2.2. In the process of granular reflection creation, we use two vari-

ants of majority voting, with either use of all descriptors in the granules, or only

the epsilon indiscernible to centers of granules—see Sect. 2.3. In order to compare

mentioned methods we have designed an experimental session on the data from UCI

Repository and with the use of the SVM classifier [4].

The rest of the paper is as follows. In Sects. 1.1, 1.2, and 1.3, we have described

the methodology, the theoretical introduction to granulation in rough mereology,

and the basic information about the used classifier, respectively. In Sect. 2. we have a

description of our modifications of epsilon concept-dependent granulation. In Sect. 3

we have an experimental session with the results. In Sect. 4 we have conclusions and

future work.

Let us start with a brief description of the methodology.

1.1 Methodology

We use the SVM classifier with RBF kernel as a reference classifier. The motivation

to use it arises from our recent experiments [9], which show the effectiveness of this

classifier in the context of epsilon concept-dependent granulation. Our modification

of the granulation consists of the modification of covering process, which is parallel

with the granulation. We have two variants. In the first, the granules are created from

redundant indiscernibility classes, and in the second from disjoint indiscernibility

classes. In both methods we consider only the central objects, which are new for the

covering set. For verification of results we compute the accuracy of classification

with the use of the five times Cross Validation 5 method [10].

In the next subsection we show the background information of our methods.
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1.2 Granulation in Rough Mereology

Rough mereology is a theory of the predicate 𝜇(x, y, r) read: “x is a part of y to a

degree r”, called a rough inclusion, see [7].

We recall that an information system (a data table) is represented as a pair (U,A)
where U is a finite set of things and A is a finite set of attributes; each attribute

a ∶ U → V maps the set U into the value set V . For an attribute a and a thing v, a(v)
is the value of a on v.

We apply a particular form of a rough inclusion defined as follows.

For an attribute a, we let amax, amin, the maximal, resp. the minimal value of the

attribute a on objects in the decision system, and then span(a) = amax − amin is the

span of a.

Given a parameter 𝜀, defined as the fraction x × span(a) for x = 0, 1, 2,… , 100
percent, we fix a granulation radius r.

We call two values a(u), a(v) of the attribute a 𝜀–similar if the inequality
|a(u)−a(v)|
span(a)

≤ 𝜀 holds, in symbol sim
𝜀

(a(u), a(v)). For a given object u, we define the granule
about u and of the radius r, g

𝜀

(u, r) as the set,

g
𝜀

(u, r) = {v ∶ |{a ∈ A ∶ sim
𝜀

(a(u), a(v))}| ≥ r}, (1)

where |.| denotes the size of a set.

Having granules defined, we continue with the granulation procedure. We apply

the sequential covering method by selecting an object, building a granule around it,

removing the granule from the universe of objects, and repeating until all objects are

covered. Each of the obtained granules in the covering is factorized by selecting for

each attribute the representative value for the granule by majority voting with random

tie resolution. By this process, each granule is replaced with a vector of attribute

values. The obtained reflection of the original decision system is then subject to

classification by means of C–SVC, with the radial basis kernel RBF, see [3, 4].

1.3 The Classifier in a Nutshell

As a reference classifier we use the Support Vector Machine classifier with RBF

kernel [3, 4], which turns out to be effective in the context of classification of the

granular reflections of data [9]. The training and test data are normalized into the

interval [−1, 1], and then the classifier is used on granulated training parts of data

sets.

The granulation methods used in the work are as follows.
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2 Optimisation of Epsilon Concept Dependent Granulation

2.1 Epsilon Concept Dependent Granulation with Disjoint
Granules

This method is the modification of [1, 2]. In this variant we fix the epsilon

parameter—the descriptors discernibility ratio—and we compute the indiscernibility

classes from the universe of objects. We choose only classes whose central objects

are not yet in the covering, and the granules cannot contain any objects from the

covering.

The detailed procedure for covering is the following,

(i) from the original decision system (U,A, d), we form the training decision sys-

tem (TRN) and test decision system (TST),

(ii) Ucover = ∅,

iii we set the granulation radius rgran and the indiscernibility ratio of attributes 𝜀,

(iv) for given TRN = {u1, u2, ..., u|TRN|}, we form the TRNtemp = TRN − Ucover, we

get in a random way the object u ∈ TRNtemp, and form the granule

g𝜀,cdrgran
(u) = {v ∈ TRNtemp;

|IND
𝜀

(u, v)|
|A|

≥ rgran and d(u) = d(v)}

IND
𝜀

(u, v) = {a ∈ A ∶ |a(u) − a(v)|
span(a)

≤ 𝜀}

(v) Ucover ← g𝜀,cdrgran
(u),

(vi) if the Ucover is equal TRN, we go to (vii), otherwise to (iv),

(vii) we form the granular reflections of the original TRN system based on the gran-

ules fromUcover with the use of selected majority voting strategy—see Sect. 2.3.

2.2 Epsilon Concept Dependent Granulation with Joint
Granules

This is the modification of the previous method, where during the covering process

we use indiscernibility classes computed in the entire TRN set. The central objects

of new granules are still on the outside of Ucover. The procedure is analogous to the

previous one with the exception of the granule definition, which is as follows.

g𝜀,cdrgran
(u) = {v ∈ TRN;

|IND
𝜀

(u, v)|
|A|

≥ rgran and d(u) = d(v)}
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2.3 Majority Voting with Consideration of 𝜺-indiscernible
Descriptors

In the paper we consider two variants of granular reflections. We form the gran-

ular reflections from granules of covering, based on the descriptors, which are 𝜖-

indiscernible from the central objects of granules. The covering of the universe U is

as follows.

Cov(U) = {g𝜀,cdrgran
(xi) ∶

⋃k
i=1 g

𝜀,cd
rgran

(xi) = U}.

If |g𝜀,cdrgran
(xi)| = n then,

g𝜀,cdrgran
(xi) =

⎛
⎜
⎜
⎜
⎝

a1(x1) a2(x1) ... am(x1)
a1(x2) a2(x2) ... am(x2)
... ... ... ...

a1(xn) a2(xn) ... am(xn)

⎞
⎟
⎟
⎟
⎠

Considering the central object of the granule,

a1(x)a2(x)...am(x)

we have to perform the following procedure of MVtype2.

MVtype2(a1(g𝜀,cdrgran
(xi))) = Avg{a1(xj) ∶ ||a1(x) − a1(xj)|| ≤ 𝜀 and xj ∈ g𝜀,cdrgran

(xi)}

||a1(x) − a1(xj)|| ≤ 𝜀 if
|a1(x) − a1(xj)|

span(a1)
≤ 𝜀

And the granular reflection of g𝜀,cdrgran
(xi) looks as follows:

MVtype2(a1(g𝜀,cdrgran
(xi))),MVtype2(a2(g𝜀,cdrgran

(xi))),… ,MVtype2(am(g𝜀,cdrgran
(xi)))

The MVtype1 is just the averaging of all of the descriptors in the granule from the

covering.

MVtype1(a1(g𝜀,cdrgran
(xi))) = Avg{a1(xj); xj ∈ g𝜀,cdrgran

(xi)}

3 Experimental Session

For the experimental session we use the covering with hierarchical choice and the

same split of data sets for a better comparison of methods. As a reference clas-

sifier we use SVM with the multiple Cross Validation method. The training sys-

tem of each split was granulated by the respective method. In the experiments we



144 P. Artiemjew and J. Szypulski

use selected data from UCI Repository, among others, Wisconsin Diagnostic Breast
Cancer, Breast Cancer Wisconsin, Wisconsin Prognostic Breast Cancer, Fertility,

and Parkinsons.
On the charts, we have the Average accuracy of classification—this is the average

accuracy from 5 times CV-5 test. There is the parameter Radius (rgran) the granula-

tion radius and Epsilon (𝜀) the indiscernibility ratio of descriptors. These parameters

are useful in the process of approximation. The average size of the training set (gran-

ular decision system) is the percentage size of the training decision system after the

approximation process. These parameters, compared with the accuracy of classifi-

cation, show us the level of acceleration of the classification process.

3.1 Results of Experiments

Due to lack of space we show the result only for the exemplary data set, but the

conclusion of our work is consistent with all of our results.

The results for the chosen Wisconsin Diagnostic Breast Cancer data set are as fol-

lows. In Fig. 1, we have the accuracy of classification for joint granules and majority

voting based on the epsilon indiscernible descriptors. In Fig. 2 we have the analogous

result for majority voting with the use of all descriptors of granules. Furthermore,

in Figs. 3, and 4, we have the respective results for the disjoint granules. Finally, in

Fig. 5 we have the average size of the granulated data set, which lets us see the possi-

ble acceleration of classification. We can see the spectra of parameters, which allows

us to preserve knowledge from the original training data set.

Fig. 1 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from redundant indiscernibility classes; the averaging of values in majority

voting with considering descriptors, which are epsilon indiscernible with central objects of granules
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Fig. 2 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from redundant indiscernibility classes; the averaging of values in majority

voting with considering all descriptors

Fig. 3 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from disjoint indiscernibility classes; the averaging of values in majority voting

with considering descriptors, which are epsilon indiscernible with central objects of granules

The results of the experiments show the advantage of the method based on the

disjoint granules. For both cases of majority voting, the result is comparable with the

result for joint granules, but in the first method we have significant acceleration of

granulation. Comparing the majority voting strategies, the one based on the epsilon

indiscernible descriptors stabilises the classification process.
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Fig. 4 5xCV5—classification result for WDBC data set for epsilon concept-dependent granulation

and granules created from disjoint indiscernibility classes; the averaging of values in majority voting

with considering all descriptors

Fig. 5 The average size of granular decision systems for concept-dependent granulation variants

with WDBC data set

The best results here are the ones with good enough accuracy and high lowering

of the training data set size. In those cases the approximation of the training data set

yield significant maintenance of knowledge from the original training data set. This

was proven in many previous works, for example: [8, 9].

On the question ‘why does the method of granulation based on the disjoint gran-

ules work in most cases faster than the one based on the joint granules?’ one can

answer that indiscernibility classes overlap in many cases (for many parameters), at
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least for the best parameters, which leads to high approximation of TRN data with

quite high effectiveness of classification. Using joint granules we use such overlap-

ping indiscernibility classes one by one during the covering of the universe, and we

have to perform redundant operations. Thus using disjoint granules, we use indis-

cernibility classes with disjoint centers during covering. The process of covering

speeds up because convergence occurs more quickly. This is the main source of accel-

eration, but one can see that the level of acceleration depends on the internal logic

of the data sets, and could depend on the density of the data.

4 Conclusions

The basic result of this work is the acceleration of the granulation process by comput-

ing disjoint granules in comparison with the joint variant. The result of classification

for these methods is almost identical.

Additionally, we have investigated two methods of majority voting for granular

reflections creation. The results of the experiments lead us to the conclusion that the

majority voting with consideration of only the 𝜀 indiscernible descriptors stabilises

the granulation in the sense of accuracy of classification. The disadvantage of this

method is the need for selection of the mentioned indiscernible descriptors during

the granulation process, but the majority voting procedure is accelerated.

An accelerated process of granulation gives us the acceleration of classification

for any classifier based on the approximated data set. In particular, in this work we

can see the acceleration of the SVM classifier.

In future work we would like to check the other variants of majority voting, espe-

cially the voting on decision based on the weights determined by 𝜀 indiscernible

descriptors.
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On Approaches to Discretization of Datasets
Used for Evaluation of Decision Systems

Grzegorz Baron and Katarzyna Harężlak

Abstract The paper describes research on ways of datasets discretization, when test

datasets are used for evaluation of a classifier. Three different approaches of process-

ing for training and test datasets are presented: “independent”—where discretization

is performed separately for both sets assuming that the same algorithm parameters

are used; “glued”—where both sets are concatenated, discretized, and resulting set

is separated to obtain training and test sets, and finally “test on learn”—where test

dataset is discretized using ranges obtained from learning data. All methods have

been investigated and tested in authorship attribution domain using Naive Bayes

classifier.

Keywords Discretization ⋅ Decision system ⋅ Classification ⋅ Naive Bayes

classifier ⋅ Authorship attribution

1 Introduction

In the area of text analysis and processing very often research focuses on input data

preparation methods to improve classification results. A scoring function can be used

to evaluate quality of features affecting classification performance [10], a feature

scaling method using Naive Bayes classifier can be applied [13], or a feature weight-

ing method and text normalization can be attempted [5]. The paper addresses the

issue of the influence of discretization methods applied to datasets used in evalua-

tion of decision systems.

Considering the nature of numerical data, theoretically it can be infinitely dense.

In many cases reduction of data density is beneficial or even necessary, and it can be

obtained by discretization. Mainly it allows to convert continuous form of data into

G. Baron ⋅ K. Harężlak (✉)

Silesian University of Technology, Akademicka 16, 44-100 Gliwice, Poland

e-mail: katarzyna.harezlak@polsl.pl

G. Baron

e-mail: grzegorz.baron@polsl.pl

© Springer International Publishing Switzerland 2016

I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2016,

Smart Innovation, Systems and Technologies 57,

DOI 10.1007/978-3-319-39627-9_14

149



150 G. Baron and K. Harȩżlak

discrete domain, but it can also change the volume of data, delivering the smaller

number of continuous values. The former approach is employed when a classifier

chosen for further analysis cannot operate on continuous numbers. In other cases

such data preprocessing is facultative and can be analyzed in respect to possible ben-

efits, for example improvement of classification performance [1], or more succinct

way of expressing knowledge learned from input data.

When evaluation of a classifier performance is executed by using test datasets, the

question arises how these sets should be discretized in relation to learning datasets.

Three approaches can be employed. The first one relies on independent processing

of learning and test datasets. In the second approach test data values are assigned to

the bins based on the bins boundaries calculated during the discretization of learning

datasets. And thirdly, data from training and test sets can be concatenated together,

discretization process performed for such set, and then the resulting dataset splitted

back to obtain learning and test sets.

The paper focuses on an analysis of different discretization methods in conjunc-

tion with the way of input sets discretization, taking into consideration some most

popular discretization algorithms. To determine the influence of data discretization

approach on classification quality, the Naive Bayes classifier has been chosen. It is

a simple but very useful tool used in various domains, including text analysis. The

presented experiments were conducted in an attempt to answer if it is possible to for-

mulate any rules supporting the process of choosing the most suitable discretization

method for a specific task.

The task considered as the application domain for described algorithms and pro-

cedures is authorship attribution from stylometric analysis of text. It deals with

recognition of authorship based on style, in order to determine an author of some

anonymous or disputed text, detect plagiarism etc. Statistics or machine learning

techniques are mainly used for performing such tasks [7, 11].

The paper is organized as follows. Section 2 presents the theoretical background

and methods employed in the research. Section 3 introduces the experimental setup,

datasets used and techniques employed. The test results and their discussion are given

in Sect. 4, whereas Sect. 5 contains conclusions.

2 Theoretical Background

The background of the presented research includes discretization algorithms,

approaches to discretization of test datasets, and Naive Bayes classifiers.

2.1 Discretization

Many machine learning applications operate only on discrete data, whereas the

nature of information in real life is often continuous. On the other hand, a number of
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methods work well with continuous features but perform better in discrete domain.

Discretization converts wide spectrum of continuous values into datasets of discrete

attributes, constituted by finite sets of intervals. It can be considered as a data reduc-

tion method which simplifies information as well as reduces possible information

noise. But it is important to notice that in the discretized data always some loss of

information occurs, therefore the process must be applied with caution.

Discretization algorithms can be fundamentally divided into two categories:

supervised which utilize class information, and unsupervised which omit such infor-

mation during discretization process. Generally discretization can be considered as

four-step process: sorting all values, determining cut-points for splitting (or intervals

for merging), performing splitting or merging according to an algorithm criterion,

and evaluating the stopping condition of the process. Attribute values from the input

set are assigned to one of the evaluated intervals.

Discretization Algorithms. The two most popular unsupervised discretization meth-

ods are so-called equal width and equal frequency binning. The former method seeks

the minimum and maximum values of an attribute and then divides the whole range

into the desired number of discrete intervals of equal width. There is a modification

of the algorithm that relies on leave-one-out estimation of entropy [4]. The result-

ing number of bins is optimized and depends on the nature of input data. The equal

frequency algorithm sorts all attribute values in ascending order, evaluates the min-

imum and maximum values for the discretized attribute, and then divides the range

into some required number of intervals so that each part contains the same number

of discrete values [8].

For the purpose of the presented research two supervised discretization meth-

ods were selected. Both of them utilize the Minimum Description Length principle

(MDL). The first one is based on research of Fayyad and Irani [3], whereas the sec-

ond one uses Kononenko’s MDL criterion [6]. Supervised methods are considered

as more efficient and delivering better results [2, 8].

Test Datasets Discretization. Application of test datasets is one of the ways of eval-

uating classifiers. The aim of such approach is to use for that purpose data which

was not utilized during the training stage of a decision system building process. In

cases of discretized data, it is obvious that learning datasets are discretized applying

some parameters like a type of algorithm, number of bins, width of bin, frequency of

instances in the bin, class, etc. Similar parameters should be applied for test datasets,

but results would be different depending on the type of algorithm, other required

parameters, and relationship between discretization processes of training and test

datasets, whether they are dependent on each other or not.

2.2 Bayes Classifiers

Bayes classifiers are relatively simple but powerful, often used as a reference model

for other classification research. The basic Naive Bayes for authorship attribution can
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be utilized in two versions, depending on the nature of input data. If the features set

consists of binary variables that inform only if a word (from the previously selected

list) exists in the analyzed text, then the multivariate Naive Bayes classifier can be

used. If the information about word occurrences is extracted, the multinomial Naive

Bayes algorithm is suitable for problem solving. For big sizes of the vocabulary the

second approach is considered better [9].

Bayes classifier is based on Bayes’ rule of conditional probability:

p(cj ∣ d) =
p(d ∣ cj)p(cj)

p(d)
, (1)

where: p(cj ∣ d)—a’posteriori probability of instance d being in class cj, p(d ∣ cj)—
probability of generating instance d given class cj, p(cj)—a’priori probability of

occurrence of class cj, p(d)—probability of instance d occurring, and

p(d ∣ cj) = p(d1 ∣ cj)p(d2 ∣ cj)… p(dm ∣ cj) . (2)

The MAP (maximum a’posteriori) decision rule is applied to get the result of clas-

sification process NBC(d1,… , dn):

NBC(d1,… , dn) = argmax
c

p(C = c)
n∏

i=1
p(Di = di ∣ C = c) . (3)

It is commonly assumed that values of numeric attributes are normally distrib-

uted, so the probability density function for Gaussian (normal) distribution is uti-

lized. For specific purposes other distributions could be more suitable.

3 Experimental Setup

Processing of datasets during experiments required execution of steps, as follows:

1. preparation of input data,

2. discretization of input data (unsupervised and supervised) using various

approaches to learning and test instances,

3. classification using Naive Bayes classifier,

4. classifier evaluation during the test stage.

The following subsections present the main conditions of the performed experi-

ments, the characterization of input datasets, and descriptions of discretization and

classification techniques employed.
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3.1 Input Datasets

The main condition while creating sets of characteristic features for authorship attri-

bution is that they should uniquely describe all texts of a given author, and at the

same time they need to enable distinction from other authors. In the research linguis-

tic descriptors from lexical and syntactic groups were chosen, reflecting frequencies

of usage for selected function words and punctuation marks [12]. It is assumed that

lexical elements characterize literary style of authors, whereas the style of sentences

building is described by syntactic features.

As the base for all experiments texts of two pairs of authors were chosen, male

and female [12]. For each author several works were studied. To obtain input data

source texts were splitted into blocks of comparable size, and frequencies for selected

descriptors were calculated. Each dataset consisted of attributes belonging to one of

two classes, corresponding to two recognized authors, and performed classification

was binary.

The validation of classification results was performed using test sets. It was impor-

tant to prepare training and test datasets basing on the disjunctive works of writers.

Such approach allows to get objective results. As the result separate training and test

datasets were obtained, with balanced classes in each set.

3.2 Approaches to Discretization of Test Datasets

When a quality of a decision system is evaluated by using test sets, and input data

needs to be discretized, the relation between discretization procedures for learning

and test sets can be considered in three ways:

∙ “independent” (Id)—training and test datasets are discretized separately,

∙ “glued” (Gd)—training and test datasets are concatenated, the resulting set is dis-

cretized applying required parameters, and finally data is divided back into learn-

ing and test set,

∙ “test on learn” (TLd)—firstly training dataset is discretized using chosen parame-

ters, and then test set is processed using bin’s range values calculated for training

data.

“Independent” way is the easiest to apply, but intuitively it can be considered as

not good, because the way how test set is discretized can be very different from results

obtained for training dataset. Since training and test sets are analyzed separately, it

is very likely that the bin ranges in both sets are different, and the numbers of bins in

both sets may vary. This can possibly lead to the situation, where the same attribute

value is assigned to different bins in training and test sets. That seems to be a problem

which can degrade the system performance.

“Glued” approach allows to discretize all data in more consistent way. However,

test data should be totally independent from training and vice versa, and this assump-

tion is not entirely true because of common processing of both sets. For example
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minimum and maximum values in test set can be significantly different than in train-

ing set. Resulting discretized learning set will be definitely different when compared

to the one obtained for data without test set appended.

Discretizing in the “test on learn” manner seems to be more natural and potentially

better than previous two, as the ranges of bins found for training dataset are applied

for test data. But in this case the possible influence of training information onto the

test data exists, which violates the assumption about independence of information

used for evaluation of the decision system.

As can be seen all three approaches have possible advantages and disadvantages

and deeper experimental investigation is necessary to assess considered solutions.

For all three ways of processing several discretization algorithms were employed:

unsupervised—equal width, optimized equal width, and equal frequency, and

supervised—Fayyad & Irani MDL, and Kononenko MDL.

Some of the properties and relationships described above are illustrated by exam-

ples shown in Table 1. For presentation purposes only few instances of bigger

datasets being processed are presented. The equal width algorithm was used with

number of bins parameter set to 3. Notation used for describing bins reflects the

Table 1 Exemplary results of discretization of input datasets applying equal width algorithm

using: “independent” (Id), “glued” (Gd), and “test on learn” (TLd) approach

(a) Bin ranges calculated for training data

Training bin ranges (Id/TLd): (-inf–0.008105], (0.008105–0.009427], (0.009427-inf)

Training bin ranges (Gd): (-inf–0.007057], (0.007057–0.008903], (0.008903-inf)

(b) Input and discretized training data

Training data Discrete Id Discrete TLd Discrete Gd
0.006783 (-inf–0.008105] (-inf–0.008105] (-inf–0.007057]

0.006915 (-inf–0.008105] (-inf–0.008105] (-inf–0.007057]

0.010151 (0.009427-inf) (0.009427-inf) (0.008903-inf)

0.009330 (0.008105–

0.009427]

(0.008105–

0.009427]

(0.008903-inf)

(c) Bin ranges calculated for test data

Test bin ranges (Id): (-inf–0.006909], (0.006909–0.008608], (0.008608-inf)

Test bin ranges (TLd): the same as training bin ranges (Id/TLd)

Test bin ranges (Gd): the same as training bin ranges (Gd)

(d) Input and discretized test data

Test data Discrete Id Discrete TLd Discrete Gd
0.009475 (0.008608-inf) (0.009427-inf) (0.008903-inf)

0.010135 (0.008608-inf) (0.009427-inf) (0.008903-inf)

0.007278 (0.006909–

0.008608]

(-inf–0.008105] (0.007057–

0.008903]

0.007493 (0.006909–

0.008608]

(-inf–0.008105] (0.007057–

0.008903]



On Approaches to Discretization of Datasets Used for Evaluation of Decision Systems 155

lower and upper boundaries of respective bin (inf—infinity used for formal descrip-

tion of first and last intervals). Subtables (a) and (c) show bin ranges calculated for

training and test data respectively. Subtable (b) contains input data and outcomes

obtained for training data whereas part (d) presents results of test sets discretization.

For unsupervised equal width and equal frequency discretizations the only para-

meter required was the number of bins. For optimized equal width algorithm the

obtained numbers of bins were lower or equal to the parameter value. For both equal

width versions the number of bin parameter ranged from 2 to 10 with step 1, and from

10 to 1000 with step 10. For equal frequency the maximum value of this parameter

is equal to the number of instances in a discretized dataset. Because of discretizing

training and test sets together somehow the maximum value of parameter had to be

fitted to lower cardinality of processed datasets. The supervised discretization was

applied without any parameters and resulting number of bins depended on nature of

data.

It is important to point out that for “independent” discretization of test dataset

the resulting number of bins in training and test sets could be different. Such effect

caused problems during the classifier evaluation stage, where the numbers of bins in

both sets were expected to be equal. To overcome this problem the names of ranges

(obtained as strings) were converted to their ordinal numbers, and numerical data

type for each attribute was declared. So from a classifier perspective it operated

on numerical data, but transformed during discretization. The same conversion was

applied to dataset discretized using other methods to unify the experiments.

Naive Bayes classifier can deal with different types of attributes, in particular

numeric and nominal ones. During the experiments it operated on numerical data

thanks to conversion mentioned above. The normal distribution was used for numeric

attributes.

Discretization and classification were performed separately for data based on

male and female texts, both groups of results were averaged, and as such were the

subject of further analysis. There were also experiments performed for datasets with-

out discretization, to obtain some reference values for comparison.

4 Results and Discussion

To obtain a reference point for discussion, classification for datasets without dis-

cretization was performed. For the Naive Bayes classifier the predictive accuracy

was 86.94 % (calculated as mean of results obtained for male and female authors

separately). This value is indicated in all figures presenting experimental results.

Figure 1 gives results for unsupervised methods.

The range of parameters variation for equal width and equal frequency algorithms

was initially very wide. Experiments showed that for all ways of discretization the

most promising classification results were obtained for relatively small values of a

given parameter, typically below 10. For higher values performance was decreasing

rapidly. Therefore diagrams presented in Fig. 1 were prepared for number of bins

up to 10.
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Fig. 1 Classifier performance for: a equal width, b optimized equal width, c equal frequency dis-

cretization, with training and test sets discretized using methods: “independent” (Id), “glued” (Gd),

“test on learn” (TLd). Ref represents reference value obtained for non-discretized data

For equal width discretization (Fig. 1a) all three approaches to test set discretiza-

tion delivered results better than reference for some values of a number of bins. But

only “glued” approach performed well or almost well in the entire analyzed range.

The similar observations could be made for optimized equal width discretization

algorithm (Fig. 1b), except for the fact that all three discretization procedures deliv-

ered more stable results, when compared to that obtained for simple equal width

algorithm. The best overall result (considering unsupervised methods) of correctly

classified instances was obtained exactly for this algorithm using “independent”
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Table 2 Results of Naive Bayes classification for experiments performed using three test datasets

discretization approaches for supervised algorithms

Discretization algorithm Test dataset discretization approach

“independent” (%) “glued” (%) “test on learn” (%)

Fayyad & Irani 95.56 93.33 91.11

Kononenko 83.33 94.44 91.11

discretization. Also equal frequency binning (Fig. 1c) gave better results for small

parameter values. Especially “independent” discretization delivered good results,

comparable to the best.

Table 2 presents results obtained for supervised discretization algorithms. Almost

all algorithms applied for different approaches perform very well, exceeding the ref-

erence level. Only Kononenko MDL in combination with “independent” test datasets

discretization delivered worse results.

As aforementioned, the most interesting range of discretization parameters lies

below 10. Results changed there dynamically, therefore it was interesting to investi-

gate that area more deeply. The idea was to observe only the range where classifier

performance seems to be better than reference. Therefore average value of classifier

efficiency for three analyzed ways of discretization in respect to values of algorithm

parameters was calculated. Two of three algorithms performed better than reference

for parameter equal or lower than 6. A set of boxplot diagrams presenting classifica-

tion results is presented in Fig. 2, for discretization parameters limited up to 6 (value

represents required number of bins).

The main aim of performed research was to find relations between classifica-

tion accuracy, assessed during the classifier evaluation process, and a method of test

datasets discretization. Intuitive analysis could lead to a conclusion that discretiza-

tion of test sets performed in some reference to training dataset should deliver better
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Fig. 2 Selected results of classifier evaluation for: a equal width, b optimized equal width, c equal

frequency algorithms, with training set discretized using methods: “independent” (Id), “glued”

(Gd), “test on learn” (TLd). Diagrams are based on results obtained for bin number ranged from 2

to 6. Reference level of 86.94 % is indicated
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results. One of the reasons was that “independent” discretization outcomes for spe-

cific algorithms could have different number of bins in training and test datasets.

Yet results presented in Fig. 2 show that a firm hierarchy between tested approaches

does not exist. For both equal width algorithms “test on learn” method gives results

better than others, whereas it is the worst approach for equal frequency binning. On

the other hand, “independent” method, considered as a poor one, performs surpris-

ingly well with this algorithm. It is important to point out that the best results during

experiments were obtained for “independent” method for unsupervised as well as

supervised algorithms.

Presented research results allow to state that there is no unequivocal rule allowing

to select the best approach to test sets discretization. Depending on nature of data and

chosen discretization algorithm all analyzed ways can be taken into consideration.

5 Conclusions

The paper presents research on the influence of way of test datasets discretization on

results of classifier evaluation. For the executed tests the Naive Bayes was selected

and all outcomes were analyzed in comparison with the reference value obtained

for non-discretized datasets, using the same classifier. The experiments were binary

classification tasks performed in authorship attribution domain.

Study results showed that good quality of decision system was obtained for rel-

atively small number of bins in discretized data. But facts which must be taken

into consideration to keep this conclusion valid are as follows: nature of analyzed

data—stylometric datasets prepared as aforedescribed; system performing binary

classification. Observation of discretized outcomes of supervised algorithms sup-

ports prove of such conclusion. Number of bins delivered by these methods, which

analyze entropy of data along with its class attribution, were also small what means

that such conversion of data (given relatively small number of bins) did not cause sig-

nificant loss of information. Furthermore, discretization can have positive influence

on efficiency of data exploration.

The research delivered results which allow to state that it is not possible to for-

mulate one universal rule supporting process of selecting training and test sets dis-

cretization method. Depending on used discretization algorithm different approaches

can be taken into consideration. Especially the “independent” approach, where train-

ing and test data are discretized separately delivered the best overall results. There-

fore such way of discretization can be suggested as entry, preliminary approach in

many applications.
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A Bayesian Approach to Classify
the Music Scores on the Basis of the Music
Style

Michele Della Ventura

Abstract This article presents a new version of the algorithm proposed by Della
Ventura (12th TELE-INFO International Conference on Recent Researches in
Telecommunications, and Informatics, 2013, [1]) to classify the musical scores.
Score classification means an automatic process of assignment of the specific score
to a certain class or category: baroque, romantic or contemporary music. The
algorithm is based on a Bayesian probabilistic model that extends the Naive Bayes
classifier by adding a variable tied to the value of the information contained within
the. The score is not seen as a single entity, but as a set of subtopics, every single
one of which identifies and represents a standard feature of music writing. The
classification of the score is done on the basis of its subtopics: an intermediate level
of classification is thus introduced, which induces a hierarchical classification. The
new algorithm performs equally well on the old dataset, but gives much better
results on the new larger and more diverse dataset.

Keywords Categorization ⋅ Document classification ⋅ Information ⋅ Music
score ⋅ Naive Bayes

1 Introduction

Given the rapid growth of the amount of information available online, information
retrieval (IR) is a crucial task for search engines to be able to meet the users’
requests. To this end, the classification of the text presents itself as a way to cope
with this issue by classifying documents in a fixed and predefined number of
categories.

Many classification algorithms were created and used in order to classify SMS
[2], newsgroup articles and web pages [3], to understand the users’ interests [4], to
organize the electronic mail, to find information of interest on the web [5, 6] and to
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guide the user’s research through the web [7, 8]. As of now, few researches have
been performed so as to integrate the search algorithms with IR functions for text
music files, i.e. for musical scores: most of the studies refer to audio music files.
With respect to scores, various researches have been taken on to classify scores on
the basis of the musical genre [9]: classic, pop, rock, jazz. Other studies aim mainly
at the segmentation of the symbolic level of the score in order to identify a melody
(or a motif), a rhythmic structure or specific features, being essentially based on the
musical grammar rules [10, 11] and on the similarity concept [12–15]. Yet, the
same segmentation is performed in different ways depending on the musical style of
the composition: tonal or atonal music. For instance, in tonal music, unlike atonal
music, the segmentation may take into account elements such as the harmonic
structure and/or the harmonic functions besides the melodic or rhythmic similarity
concept. The very same concept of similarity to compare two musical objects
(melodies or motifs) must be applied in different ways [1], based on whether it is
tonal or atonal music that is under analysis. It can therefore be inferred that having
the possibility to classify the scores would make the operations of segmentation and
indexing of a piece of music more rapid and more precise: i.e. the most adequate
tools for the specific operation would be used right away.

This article presents a model of analysis of the score that allows the identification
of its tonal or atonal style, based on Bayes’ Theorem that extends the Naive Bayes
classifier by adding a variable tied to the information value (entropy) contained
within the score [1]. The Naive Bayes classifier is one of the most used methods for
text classification: in spite of its simplicity, in many cases it manages to reach
performance levels that are even better than the most known classification
algorithms.

This paper is structured as follows. We start by reviewing background and
related work in Sect. 2. The Naive Bayesian Classification is described in Sect. 3.
The analysis of the musical message is described in Sect. 4. Experiments results are
shown in Sect. 5. Finally, Sect. 6 concludes this paper and points out future works.

2 Background and Related Work

In the musical field, the classification concept is rarely, yet interestingly confirmed
in the analysis of music files examined on the symbolic level (scores).

Pérez-Sancho et al. [16] investigated whether stochastic language models of
harmony including naive Bayes classifiers and 2-, 3- and 4-grams could be used for
automatic genre classification on both symbolic and audio data. They reported
better classification results when using a richer vocabulary (i.e. including seventh
chords), reaching 3-genre classification accuracies on symbolic data of 86 % with
naive Bayes models and 87 % using bi-grams [17]. To deal with audio data gen-
erated from MIDI they used a chord transcription algorithm and obtain accuracies
of 75 % with naive Bayes [17] and 89 % when using bi-grams [18].
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Dor and Reich [19] proposed an approach that considers the music scores and
classifies composers of classical music based on certain low-level characteristics of
their compositions. The proposed composition characteristics are descriptive fea-
tures derived from the time-ordered sequence of pitches in a composition.

Another interesting entry is the work of Della Ventura [1]. The classification of a
score in three different stylistic areas, baroque, romantic and contemporary music, is
performed by calculating the entropy value carried by the score (according to
Weaver and Shannon’s theory). Each stylistic area is identified by a minimum value
and a maximum value of entropy, obtained respectively by analyzing many scores
of different composers of different historical periods.

This article presents the MSC (Music Scores Classifier) algorithm that, inspired
by the above mentioned articles, has the aim of classifying a score in two distinct
areas, tonal music and atonal music, using the Naive Bayes classifier and the value
of the information obtained through the entropy. Whit this method classification
mistake are no possible, that means a score belonging to the tonal period could
classified in a atonal period and vice versa.

3 The Naive Bayesian Classification

The Bayesian classification is a statistic technique by means of which one can
determine the probability for an element to belong to a certain class. The theorem
describes how the opinions while observing A are enhanced by having observed
event B and it describes the relationship existing between the conditional proba-
bility of event A given B and the reverse conditional probability of event B given
A. The theorem may be generalized by taking into account several events, p(Ai|B).
In effect, taking into consideration the space of the events A1, A2, …, An (called
partition of the event space) formula 3.1 is modified as follows:

pðAjBÞ= pðBjAiÞ pðAiÞ
pðBÞ =

pðBjAiÞ pðAiÞ
∑n

j=1 pðBjAjÞ pðAjÞ ð3:1Þ

A classifier, in statistic analysis (cluster analysis), solves the problem by iden-
tifying subpopulations of individuals having certain features within a larger set,
with the potential use of a subset of a priori discriminated individuals (training set).
Bayesian classifiers are based on the application of Bayes’ Theorem. The principle
that governs this type of classifiers is based on the fact that some individuals belong
to an interest class with a given probability on the basis of certain observations [20,
21]. This probability is calculated assuming that the features observed may be
interdependent or independent; in the latter case the Bayesian classifier is called
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Naive because it ingenuously assumes that the presence or absence of a certain
feature within a given class of interest is not correlated with the presence or absence
of other features, significantly simplifying the calculation [22]. With this type of
decider, the naive Bayesian classifier acquires the following:

argmaxC pðCÞ ∐
n

i=1
pðFijCÞ ð3:2Þ

4 Analysis of the Musical Message and Training Set

The application of the naive Bayesian classifier demands the use of a collection of
experimental observations the class of which must be known. This data set is called
a training set and the class of every observation is called target. The target is the
learning objective: it is what shall be learned. The classes used to achieve the
training set for MSC are derived from an analytic analysis of the music text,
excluding a priori those univocal features having a specific compositional style
[23]: features belonging only to the tonal period or only to the atonal period. The
following have been, therefore, excluded:

• the analysis of the harmonic structure (typical of the tonal style): it is the study
of the overlapping of sounds in certain intervals (chords) and their relationships
with tonality;

• the analysis of rhythmic accents (typical of the atonal style) Rhythm is defined
as a succession of accents [24], where accent means the highest variation of
intensity that some sounds have compared to others within the frame of a song
or of a musical phrase. Rhythmic accent refers to the division of the piece of
music into strong or weak accents organized within the rhythmic cell which is
the bar (Fig. 1) [25].

In atonal music, the accent structure as shown in Fig. 1 and typical of the tonal
music, is absent, creating a play of effects that often changes within the same piece
of music. The features of music composition that may be found in both composi-
tional styles were taken into consideration when creating the training set, i.e.: key
signatures, intervallic structure, polyrhythm, information value of the piece of
music (entropy).

f d mf d

Fig. 1 Representation of the
accents, strong/forte (f),
weak/debole (d) and
half-strong/mezzo-forte (mf)
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4.1 Key Signatures

Key signatures are alterations shown at the beginning of every stave (Fig. 2), right
after the clef, that refer to the tonality of the musical composition, and that are,
therefore, typical of the tonal system and missing from the atonal system.

This, which might represent a “false discriminant” in the construction of the
training set, actually represents an important class. In effect, in the tonal system
there are two tonalities, that of C major and that of A minor, which do not have any
key signature. At the same time, it is possible to find scores of the atonal period
(albeit in a small number) with key signatures.

4.2 Intervallic Structure

From a macroscopic analysis of the music text of compositions belonging to dif-
ferent historical periods and different composers, there emerges a progressive
increase of the interval variety among the various sounds that make up the melody
[26]. There is a gradual passage from the exclusive use of consonant intervals
(intervals of a third, of a fourth, of a fifth and of a sixth), typical of the Baroque
period (Fig. 3a), to the use of dissonant intervals (intervals of a second, of a seventh
and all the augmented and diminished intervals), which characterize the Romantic
period (Fig. 3b) and the Contemporary music (Fig. 3c). Consonant and dissonant
are two music terms that indicate the pleasant or unpleasant quality of an interval
and are the subjective evaluation of a sensation. In the training set, the interval is
classified as consonant (c), dissonant (d) and dissonant extending beyond the octave
(d+): this last interval aims at taking into consideration an aspect that evolved from
the Romantic period to the contemporary period and was, therefore, used both in
the tonal music and in the atonal music, without it actually being a specific feature
of a certain period.

4.3 Polyrhythm

It consists in using different rhythmic combinations within one musical composi-
tion. In music one can distinguish between simple irregular rhythmic groups (such
as the triplet and the sextuplet) and complex irregular rhythmic groups (such as the
quintuplet, the septuplet, the nontuplet, …). In the training set, the absence of

Fig. 2 Representation of the
key signatures
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irregular groups (No) (Fig. 4a) was distinguished from the presence of simple
irregular groups (Easy) (Fig. 4b) or of simple and complex irregular groups in
general (Complex) (Fig. 4c).

4.4 Information Value of the Piece of Music (Entropy)

The analysis based on the information theory considers music to be a linear process
supported by its own syntax [27]. However it is not a syntax formulated on the basis
of grammar rules, rather on the basis of the occurrence probabilities of every
element of the musical message with respect to the preceding element [28]. The fact
that the 9events of a composition are organized modularly presents the opportunity
to calculate using a formula, or to express by means of an “index”, the total
information transmitted by a certain musical segment [27]. In a communication
occurring through a given alphabet of symbols, the information is associated to
every single transmitted symbol. Information may, therefore, be defined as the
reduction of uncertainty that might have been present a priori as far as the trans-
mitted symbol is concerned [29]. The wider the message range that the source can

Fig. 3 Examples of melodies belonging to the time periods

Fig. 4 Examples of different rhythmic structures. a Absence of irregular groups. b Simple
irregular groups. c Complex irregular groups
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transmit (and the bigger the uncertainty of the receiver with respect to the possible
message), the larger the quantity of transmitted information and with it its size: the
entropy. Shannon [30] produced a definition of the entropy of such a set, identifying
it as the information content that the choice of one of the messages will transmit. If
every message has the probability pi to be transmitted, the entropy is obtained as the
sum on the whole set of functions pi log2 pi, every function being related to a
message, i.e.:

HðXÞ=E IðxiÞ½ �= ∑n
i=1 IðxiÞ ∙ pðxiÞ= ∑n

i=1 pðxiÞ ∙ log2
1

pðxiÞ ð4:1Þ

To calculate the entropy and, therefore to quantify the information, it is neces-
sary to refer to a specific alphabet: in the case of music language the classification
of the various melodic intervals as symbols of the alphabet was considered [1, 11].

The classification of an interval consists in the denomination (generic indication)
and in the qualification (specific indication) [31]. The denomination corresponds to
the number of degrees that the interval contains, calculated from the grave
(low-pitched) to the acute (high-pitched); it may be of a 2nd, of a 3rd, a 4th, a 5th,
etc.; the qualification is deduced from the number of tones and semitones that the
interval contains; it may be: just(G), major (M), minor (m), augmented (A),
diminished (d), more-than-augmented (A+), more-than-diminished (d+), exceeding
(E), deficient (df).

This class was introduced in the Training Set as a discriminant in order to
reinforce the solidity of the Naive Bayesian classifier. In effect, in the preceding
algorithm [1], the music scores were classified in three distinct historical periods,
Baroque, Romantic and Contemporary, based on their respective entropy values.
This had allowed the identification, with a certain approximation, of indexes
(minimum and maximum) of reference for each period. However, some scores,
because of their writing features, were classified erroneously: scores of the
Classic-Romantic period classified as belonging to the Contemporary period and
conversely, scores of the contemporary period classified as belonging to the
Romantic period.

5 The Obtained Results

The proposed analysis model was verified by realizing an algorithm (MSC, Music
Scores Classifier), the structure of which takes into account every single one of the
aspects described above. The objective of the algorithm was to classify the scores
considered on a symbolic level, in two distinct periods, the one of tonal music and
the one of atonal music, trying to improve the precision of the preceding algorithm
[1], based on the quantification of the information of every score (by calculating the
entropy). This latter system had highlighted a certain imprecision (even if very
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reduced) in the classification of certain scores belonging to a precise historical
period, yet having writing features typical of another period.

The new algorithm is based on a Bayesian probabilistic model that extends the
Naive Bayes classifier by adding a variable tied to the value of the information
contained within the score (theory of Shannon and Weaver). The set of data used to
construct the training classifier (Table 1) was extracted from a set of 200 labeled
scores (belonging to different authors): 100 scores of the tonal period and 100
scores of the atonal period. To perform a first assessment of the performance of the
new classifying system a series of experiments was carried out on a set of scores,
considering the Naive Bayesian classifier without the data related to entropy but
considering only the data presented in paragraph 4: key signatures, intervallic
structure and polyrhythm (Table 1a). This data allows the classification of a score in
the tonal or atonal period based on indexes (minimum and maximum) identified by
the preceding algorithm. A second evaluation of the performance of the new
classifying system was performed considering the extended classifier, which also
include the “Entropy” class (Table 1b).

Table 1 Datasets used in the
experiment

a) Training set

Score Key signatures Intervals Polyrhythm Tonal?

1 No c Easy Yes

2 No d Complex No

3 No c No Yes

4 No c Easy Yes

5 No d Easy No

6 Yes d+ Complex Yes

7 Yes c Easy Yes

8 Yes d+ No No

9 Yes d No Yes

10 No c No No

b) Extended training set

Score Key
signatures

Intervals Polyrhythm Entropy Tonal?

1 No c Easy a Yes

2 No d Complex a No

3 No c No t Yes

4 No c Easy t Yes

5 No d Easy a No

6 Yes d+ Complex t Yes

7 Yes c Easy t Yes

8 Yes d+ No a No

9 Yes d No a Yes

10 No c No t No
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In both cases the results were positive: the scores under analysis were classified
correctly. Below are illustrated the results of the analysis of two compositions:

• the Great Fugue op. 133 of Beethoven, where the composer tries to surpass the
concept of Tonality using, therefore, intervals which are typical to the con-
temporary period, the instance of which to consider for classification is
<Key signatures = Yes, Intervals = d+, Polyrhythm = Easy, Entropy = a>

• first movement of the sonatina for pianoforte by Franco Margola, a composition
which presents typical features of the tonal period, the instance of which to
consider for classification is
<Key signatures = No, Intervals = d, Polyrhythm = no, Entropy = t>

Table 2 illustrates the results of the calculation of the probabilities according to
Bayes’ theorem, for both scores, distinguishing the values based on the fact that the
Training set (without the entropy value) was considered or the Training set (with
the entropy value) was considered. The objective was to give an answer to the
question: “is the score tonal?”

As it can be easily seen, the answers to the question (“is the score tonal?”) for
every score were the same both for the Training Set and for the Extended Training
Set. In this latter case, the value related to the difference between the answers (Δ
Yes/No) is significantly reduced, but still confirming the correctness of the analysis:
in Margola’s case that it is an atonal score (Answer ‘‘No’’) and in Beethoven’s case
that it is a tonal score (answer ‘‘Yes’’).

Figure 5 shows the data of Table 2, graphically, so as to render its interpretation
easy: the upper quadrant refers to the answer ‘‘Yes’’ and the lower one to the
answer ‘‘No’’. The figure also represents the difference between the two answers,
so as to render the identification of the answer proposed by the algorithm more
immediate.

In case the probabilities related to the answers “Yes” and “No” are equal, there is
a case of “uncertainty” that does not allow the algorithm to associate the score to a
style more than to another style: in such case the classification identified by means
of entropy is considered and the algorithm shall ask the user to verify the specific
score.

Table 2 Test results

Answer F. Margola L. van Beethoven
Training set Extended training set Training set Extended training set

Yes 0.0167 0.0111 0.025 0.0083
No 0.075 0.0188 0.0063 0.0047
Δ Yes/No 0.0583 0.0077 0.0187 0.0036
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6 Conclusions

The algorithm proposed for the classification of the scores simultaneously considers
the probabilistic theories of Thomas Bayes and the information theory of Warren
Weaver and Claude Elwood Shannon. The scores are only classified in two classes,
tonal and atonal music, so as to accelerate its analysis and indexation stages by
choosing the most adequate tools. The unification of the two different theories
allowed the improvement of the precision of the preceding algorithm, eliminating
the imprecisions deriving from the musical writing. We have shown in the above
preliminary experiment that the proposed algorithm can achieve good performance
in diverse musical textures in terms of identifying the historical time period. The
increasing amount of documents of a musical nature on the web demands major
care in their management (analysis and indexation) in order for the user to obtain
more satisfaction. The high degree of complexity of musical phenomena imposes
certain forms of achievement that must be adequate and that, for completeness’
sake, must cope with the problems under a sufficiently large number of angles.
Thus, even from a theoretical—musical point of view, the possibility to integrate
different approaches appears as a precursory way of interesting developments. And
it is really thanks to the new techniques of artificial intelligence that such forms of
integration and verification of the results become achievable.

This method will help students and musicians to find in a very quick way the
right scores they need.

Extending this methodology to the harmonic analysis of a musical piece might
help us classify scores in different periods: baroque, classic, romantic,
post-romantic, contemporary.

Fig. 5 Graphic representation of the results of Table 2
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A Framework for Extracting Reliable
Information from Unstructured
Uncertain Big Data

Sanjay Kumar Singh, Neel Mani and Bharat Singh

Abstract Big Data is still in its initial stages and has prompted various basic issues
and difficulties to rise, for example, the pace of exchange, information develop-
ment, and assorted qualities of information and security issues. For example,
overseeing and abusing immense measures of information make it more valuable
and important has turned into a test driving basic learning for choice making and in
picking up an understanding into the general circumstance. Huge information has
gotten phenomenal consideration from open and private sectors and in addition
from the educated community around the world. In advertising, enormous infor-
mation is utilized to comprehend the practices and actives of clients. In the
experimental fields, huge information can be misused by aiding and taking care of
the issues confronting the investigative fields extending from nanotechnology to
climatology to geophysics. In the field of law requirement, social administrations
and country security, enormous information has exhibited its handiness for gov-
ernment organizations to bolster in their choice making.
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1 Introduction

Big Data’ is a term used to portray the ascent in the volume of information that are
hard to handle, oversee, dissect, catch and store by utilizing customary database
instruments [1]. In the course of recent years, it has been assessed that 90 % of the
world information has been made and this implies 2.5 quintillion bytes of infor-
mation are being made day by day [2]. Huge information originates from numerous
sources, for example, exchange records, advanced pictures and recordings, posts on
online networking locales, wireless GPS signs and sensors that are utilized to
accumulate atmosphere data and these are just to give some examples [3].

Big Data is recognized from conventional database through components, for
example, volume which alludes to the measure of information, the speed that speaks
to the rate of transmission information through the systems, the assortment that
speaks to the heterogeneity of information sorts, and the veracity in the level of
dependability connected with the specific sorts of information [4]. This shows there
are different sorts of huge information, the information can be ordered into orga-
nized, semi-organized and unstructured information [5]. As a rule, 80 % of all
accessible information today, are unstructured and semi-structured information and
the quickest developing information sort [6].

Unstructured data is partitioned into printed and non-literary. Email messages,
Power-Point presentations, Word archives, joint effort programming and texts
allude to literary unstructured information. JPEG pictures, streak video records and
MP3 sound documents allude to non-literary unstructured information [7]. Propels
in data and correspondence advancements have empowered associations to gather
and process an assortment of phenomenal measure of information than before in
areas, for example, medicinal services, industry, managing an account exchanges,
satellite imaging, and online networking [8]. For instance, HP (Hewlett-Packard)
creates around 1 trillion occasions for every day [9].

This article presents a framework for extracting reliable information from
unstructured uncertain big data. This paper is structured as follows. We start by
literature review in Sect. 2. Research objective is described in Sect. 3. Research
methodology is described with framework in Sect. 4. Finally, Sect. 5 concludes this
paper and points out of future works.

2 Literature Review

It is normal that associations, for example, these will deliver more than 2.5 Exabyte
information for each day which is assessed to grow 44-surge by 2020 [10]. This
regularly expanding information has introduced a time of huge information, which
is thought to be an impetus for advancement, increment in rivalry and efficiency
[11]. For instance, as per [12], because of expansions in proficiency, the retail and
assembling commercial enterprises are relied upon to increment $325 billion in
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their GDP, while the medicinal services and taxpayer driven organizations might
acquire than $285 billion by 2020. McKinsey states that enormous information
might deliver more than $300 billion for the USA government in the field of
medicinal services and $250 billion in the organization part for EU [13].

It is assessed that more than 80 % of the information in the organization is
unstructured data. There are a wide range of types of unstructured data: video,
sound, pictures. Be that as it may, by a long shot the most intriguing and helpful
unstructured information is literary data. Literary data is discovered all over the
place in the company. Content is found in contracts, email, reports, update, and
human asset assessments, et cetera. In a word, literary data makes up the fabric of
corporate life, and that is valid for each organization. Unstructured data can be
broken into two noteworthy classifications—tedious unstructured information and
non-monotonous unstructured information. Figure 1 demonstrates the classes that
depict all corporate information.

For an assortment of reasons, by far most of corporate choices are made in view
of structured data. There are a few explanations behind this. The essential reason is
that organized data is anything but difficult to computerize. Organized information
fits actually and ordinarily on standard database innovation. Furthermore, once on
database innovation, the information can without much of a stretch be dissected
inside the enterprise. It is anything but difficult to peruse and investigations 100,000
records of organized data. There are a lot of systematic apparatuses that can deal
with the examination of standard database records.

Figure 1 demonstrates that most corporate choices are made taking into account
organized information. Notwithstanding the way that most corporate choices are
made on the premise of organized data, there is an abundance of undiscovered
potential in the unstructured data of the partnership. The test then is opening that
potential.

Figure 2 demonstrates that there is an alternate business esteem recommendation
for the diverse sorts of unstructured information. Dull unstructured information has
business esteem. Be that as it may, the business esteem in redundant unstructured
information is elusive and difficult to open. What’s more, as a rule, there just is no
business esteem at all in tedious unstructured information.

Fig. 1 Big Data type classification
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It is in non-redundant unstructured information, in any case, where there is
gigantic business esteem. There are numerous, numerous situations where the
business esteem in non-dull unstructured information is high. A percentage of the
more clear situations where there is business esteem in non-tedious unstructured
information include:

• Messages, where clients express their conclusions
• Call focus data, where clients have an immediate line to the enterprise
• Corporate contracts, where corporate commitments are uncovered Warranty

claims, where the producer can discover where the feeble purposes of the
assembling procedure are

• Protection claims, where the insurance agency can evaluate where beneficial
business lies

• Showcasing examination organizations, where direct client input can be
investigated

Fig. 2 Unstructured Big Data analysis
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‘Big data’ has gotten remarkable consideration around the world. There are a
wide assortment of employments for enormous information, for example, money
related exchange, log documents and system movement investigation to distinguish
unpredictable and suspicious exercises and these differed utilizes have been
beforehand investigated as a part of a number examination [14].

The advantage of utilizing huge information has been augmented well past the
business field, for example, in protection administrations, legislative issues, social
insurance, guard, sciences, building and numerous different fields. For instance,
enormous information has made an upheaval in the investigative exploration [15].
In the natural sciences, now there are numerous useful headway arranges, which
expects to store investigative information into an open archive, and make open
databases available by different researchers. In Bioinformatics science, there is a
need to expand information set for examination information such Next Generation
Sequencing information. In the human services field, the treatment of extensive
variety of infections and the avoidance of others could be found by enormous
information [16].

Big data is described by the accompanying properties:

• Volume: alludes to the information set size of enormous information, as pre-
viously stated, it is the primary normal for huge information that is illustrated in
Fig. 3. Enormous information originates from various sources that might
incorporate exchanges, undertaking data, auto produced information, and social
information [25]. Because of every one of these assets, the information is
gathered and expanded rapidly.

• Variety: alludes to the information sorts of huge information, Illustrated in
Fig. 4. Given that the differing qualities of information is created in parts, for
example, interpersonal organization, monetary move, area information (cell
phone information and geospatial information), and pictures (satellite and
observation), and so on, enormous information are characterized into three
principle classifications. They are structure information, unstructured informa-
tion and semi-structure information.

• Velocity: alludes to the pace of creation, transmission, handling and ingesting of
huge information [19], shows as Fig. 5. For instance, the IBM association
delineates the speed of huge information by examining 5 million exchange

Fig. 3 Volume of Unstructured Big Data
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occasions produced every day to distinguish potential extortion, and breaking
down 500 million day by day call subtle element records progressively to
anticipate client outline quicker [20].

• Veracity: depicts the validity of information source and the suitability of
information for the intended interest group [21]. As the huge information
gathered from various assets are from outside control, this implies the outcomes
got raises the worry with respect to the precision and culmination of enormous
information [22].

Albeit big data has huge potential in different application spaces, it is additionally
raises numerous difficulties. For instance, the blend of enormous information attri-
butes (i.e. Volume, assortment, veracity, speed) essentially adds to make challenges
[24]. The intricacy of enormous information made the procedure of using so as to
extricate profitable data the customary information administration, preparing appa-
ratuses and innovations alone costly [25]. Accordingly, these difficulties have pro-
duced an expected to reconsider and grow the conventional models that make new
devices and advancements, and to oversee and handle enormous information

Fig. 4 Variety of Unstructured Big Data

Fig. 5 Velocity of Unstructured Big Data
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proficiently. These new apparatuses and advances expect to extricate critical data
from enormous information, with ease and short handling time. Enormous infor-
mation challenges likewise emerge from exercises, for example, looking, sharing,
breaking down, information catching and representation [26]. CPU-substantial
however I/O-poor is the current test in PC engineering for a very long while [27].
This irregularity is as yet limiting the improvement of the disclosure of Big Data
[18].

As indicated by Moore’s Law the execution of CPU and circle drive are multi-
plying every year and a half [19]. In any case, in the course of the most recent decade
the rotational velocity of plates has marginally enhanced [20]. Also, the change of
data handling techniques is still moderate contrasted and the concurrent expanding
rate of data [21]. Huge information applications, for example, Hadoop requires a
considerable measure of information development amid its execution [19]. Be that as
it may, if the transfer speed interest is not advertisement dressed legitimately, it can
influence the rate, unwavering quality and inactivity of the system [23].

3 Research Objective

This study makes a critical commitment in permitting solid choices to be taken in
view of unstructured uncertain big data. This paper will research and build up a
methodology that will empower endeavors to concentrate esteem from unstructured
indeterminate huge information to bolster better business choice making in associ-
ations. The proposition will research and create calculations with an abnormal state
of unwavering quality to help leaders to take choices for business sector examina-
tion, future expectations etc. Additionally, this proposition will build up another
structure that gives dependable and solid in-developmental learning from unstruc-
tured indeterminate huge information. The particular commitments of this paper are:

• Developing new models for extracting trustworthy and reliable information
from unstructured and uncertain big data for supporting decision making.

• Improving reliability of extracted information from unstructured uncertain big
data.

4 Research Methodology

Numerous arrangements have been created to address the difficulties postured by
enormous information. For instance, Google offered a circulated registering system
called MapReduce to address vast scale information adequately [18], and it likewise
introduced Big-Table for putting away organized information on a large number of
machines [13]. Additionally, the memory stockpiling that has been produced in such
a way can offer the huge stockpiling unit to offer it some assistance with storing these
information. Notwithstanding, the greater part of the huge information applications,
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methods and advances can’t in a perfect world take care of genuine issues (partic-
ularly the constant investigation) [14]. Along these lines, as of recently, we don’t
totally have fitting instruments to misuse enormous information [15].

As indicated by the report of [16], it can be reasoned that the difficulties
emerging while utilizing huge information are:

• Handling unstructured data, and
• Exploiting big data in a timely and cost—effective fashion.

A wide assortment of approaches that incorporate demonstrating, formal model
(i.e., hypothetical), exploratory and reenactment have been utilized as a part of
software engineering. In this paper, we will utilize both formal demonstrating and
exploratory investigation as the examination methodology. A formal model with
scientific verification systems, for the calculation outline and investigation is
foremost for the way of the exploration being attempted. To handle instability, the
examiners need to make connection around the information [17].

There are two approaches to handle this issue [24]. The principal way is utilizing
an information combination approach, which joins various less dependable sources
to make more helpful, and air conditioning minister information focuses; [25] and
the second path is through cutting edge science, for example, fuzzy logic, soft set
approaches and robust optimization techniques (Fig. 6).

1. Selection of Unstructured Big Data source
2. Filtering unnecessary data and Pruning Techniques
3. Model for extracting trustworthy and reliable information
4. Make decision based on extracted information

We will execute and check the calculations created on the Hadoop stage to
completely use the registering force and capacity limit of distributed computing.
Hadoop is a structure that takes into consideration the appropriated preparing of
extensive information sets crosswise over bunches of PCs utilizing straightforward
programming models [18].

Fig. 6 Extracting reliable information from Unstructured Big Data

182 S.K. Singh et al.



We will directed our investigations on five datasets which have distinctive
system topologies: PolBooks, Jazz Musician Network, Scale-Free, Random and
Small-World. For the trials with genuine datasets, we utilized PolBooks and Jazz
Musician Network [23]:

• PolBooks Dataset: This is a system of books about US governmental issues sold
by an online store. Edges between books speak to their incessant buy by the
same purchasers.

• Jazz Musician Network Dataset: A system of jazz performers who work together
in various groups. The vertices speak to the band and edges speak to the per-
formers in like manner.

• Scale-Free Dataset: This is an engineered system which depends on Barabasi’s
model. This information have a force law vertex degree conveyance which is
one of the key legitimate ties showed by interpersonal organizations.

• Random Graph Dataset: This is a manufactured irregular system in view of
Er-dos-Renyi system model. The vertices in this net-work are arbitrarily asso-
ciated taking into account likelihood p.

• Small World Graph Dataset: A little world chart is a kind of diagram in which
most vertices can be come to from each other vertex by a little number of jumps.
We create little world charts utilizing the same model as a part of.

5 Conclusion

Unstructured uncertain big data is a testing situation confronting the procedure of
choice making. In the accompanying paper will examine the writing audit which
incorporates a survey of the accompanying: audit of huge information examination,
survey of separating dependable and solid data from unstructured and questionable
enormous information. Information vulnerability influences the quality and unwa-
vering quality of the ideal choices. Accordingly, unstructured indeterminate enor-
mous information is an extremely basic issue that should be taken a gander at with a
specific end goal to touch base to ideal and right choices. Information quality is
significant in ensuring a dependable knowledge into the enormous datasets as future
work. Along these lines, the assortment and size of instabilities in enormous
information requires the advancement of models and techniques, which can eval-
uate vulnerabilities for a lot of information. Additionally, measuring the effect of
instabilities in huge datasets are another test.
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Visual Builder of Rules for Spacecraft
Onboard Real-Time Knowledge Base

Andrey Tyugashev

Abstract Fault tolerance of spacecraft remains one of the most complex problems
in space missions. There are several ways to implement the “onboard intelligence
allowing the recovery of a spacecraft in case of abnormal situations caused by
hardware or software failures. The most common but inflexible way is “to disperse”
the recovery logic in the source code of the flight control software. Our approach
implies using onboard real-time knowledge base. The rules of the knowledge base
could be added or refined from Earth over the radio channel on a timely basis.
Currently, the rules of an onboard knowledge base should be specified in a table
form, which entails some misunderstandings in the mission team and consequently
leads to errors. The improved approach presented in the paper provides special
tools–the visualizer and the visual builder of rules. The approach allows space
mission operation engineers without special mathematical or programming back-
ground to define, visualize and refine knowledge base rules in a very easy manner.
Tools prototypes are currently introduced at JSC Information Satellite Systems,
Russia.

Keywords Real-Time onboard knowledge base ⋅ Visual builder ⋅ Spacecraft
control system ⋅ Spacecraft’s fault tolerance feature ⋅ Autonomous control

1 Introduction and Background

1.1 Spacecraft Fault Tolerance

The problem of dependability remains one of the most complex problems in
modern space missions. A modern spacecraft has a lot of different onboard systems
and equipment (motion control system, power supply system, telemetry system,
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thermal control system, etc.). Each system, in turn, consists of dozens of devices,
sensors, and aggregates. It is well known that, as a rule, a more complex system is
less reliable (except in cases where complexity is specially designed for providing
dependability). Thus, it is no wonder that there are many faults and failures during
space mission operations. The faults and failures may have a different nature,
different levels of damage and methods of recovery. Abnormal situations related to
such a complex “system of the systems” can be very tricky and require really smart
decision support (in many cases we need reasoning with taking causation rela-
tionships into account) to be compensated.

The success of a space mission depends on the possibility to recover the
spacecraft in case of hardware or software failures. The recovery of conventional
machines exploited on the ground usually involves processes of diagnosis and
repair accomplished by a human. If there are cosmonauts onboard, they can use
their intellect in an abnormal situation to change or fix the failed equipment. The
dramatic history of Apollo 13 is well known as opposed to Salyut 7 rescue expe-
dition [1].

In case of an unmanned mission, the situation is more complicated. To ensure
the overall success of space missions, it is necessary to ensure the “fault tolerance”
feature of a spacecraft. Fault tolerance is one of the most important components of
dependability meaning that even in case of failures a spacecraft remains operational
(possibly with some losses in quality). The standard level of the fault tolerance of a
spacecraft means parrying of the failure of a single device while fully saving the
operational mode [2–5].

Actually, we have a lot of impressing examples of the successful usage of the
fault tolerance feature of a spacecraft for the recovery of the operational mode of a
spacecraft. How can this feature be implemented?

First, it is reasonable to apply the power of human brain. The computers running
intelligent software can assist in this. Probably, we can state that technical diag-
nostics is one of the conventional domains for the application of knowledge bases
and expert systems [6–8]. Spacecraft control processes are implemented by the
ground flight control together with the onboard control system [2, 9, 10]. The
intelligent decision making support systems are widely used both on Earth and
onboard [4]. The only way to utilize the human intelligence to “recover” an
unmanned spacecraft is the remote control (there was an exception—the repair of
the Hubble telescope [11], but this is just an exception). The remote control mode
from the ground control center requires the following. The personnel are engaged in
the processes of the analysis of the state of a spacecraft, decision making, trans-
mitting of the required commands onboard. All the operations should be undertaken
in real-time mode. It is necessary to ensure the continuous work of the ground
complex including telemetry receiving stations, radio command channels, and the
infrastructure of a flight control center. Of course, it involves the work of
well-prepared personnel who have the excellent knowledge of the operational
instructions and are ready to make fast and right decisions. The special methods of
learning can be required for training these people [12, 13].
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But in many practical cases remote control appears to be fully impossible or too
late in time. We mean situations when the radio connection with the ground per-
sonnel is impossible due to spacecraft orbits (e.g. low-earth-orbit satellites with a
short interval of visibility from each of the ground control points, or probes with a
long time of radio signal transmission) [2, 14]. If we face with rapid progress of the
abnormal situation onboard, the remote control is useless.

The alternative way for unmanned missions is the use of “onboard intelligence”
for autonomous control. The term “onboard intelligence” is enclosed in quotes, and
this has a reason behind it. The ways of the implementation of “onboard intelli-
gence” are quite different [15].

Fault tolerance should be envisioned at the initial stage of spacecraft design.
De-signers and onboard system engineers make a lot of efforts to support the
reliability of the spacecraft equipment. The special measures include the intro-
duction of redundancies. Structural redundancy means duplication (some important
units could be doubled or tripled). Functional redundancy means that a system
remains operational even if a failure happens (with the downshifted quality, i.e.
with less precision, etc.). Spacecraft control logic should be specified in the cor-
responding obligatory documentation both for normal operations and for abnormal
situations. The documents include a list of considered failures with the specification
of the level of importance, state diagrams and cyclograms representing the needed
reaction [3, 4, 14]. If the failure has been diagnosed, the compensating reaction has
to be executed. The reaction implies the reconfiguration of the equipment using
“hot” or “cold” reserve or the transition of the spacecraft into one of special modes
providing safety (these modes exclude catastrophic consequences).

Then it is necessary to implement the control logic for the considered abnormal
situations in spacecraft hardware and software. Nowadays, hardware implementa-
tion of onboard control is more a historical issue [9, 16]. The only case when
hardware fault tolerance makes sense is the compensation of very fast crashing
processes (microseconds or less). In other cases, the common approach is using
software [2, 14, 17].

In fact, it is impossible to imagine a space mission without application of
computers. Computers are used from the design stage through lifting to Space,
operations and support till the end of the lifetime of a spacecraft. Currently, all
spacecraft, including micro- and nano-satellites, are equipped with onboard control
computer systems which combine several onboard computers integrated into net-
work. The control functions are executed by a special sort of software—onboard
software (which can also be called “mission-critical flight control software”).
Onboard software consists of hundreds of concurrently running programs [2, 14,
18]. Thus, flight control logic both for normal and abnormal functioning of modern
space missions is hidden in the onboard software.
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1.2 Ways of the Implementation of the Onboard Intelligence

There are several approaches to introducing control logic into software. The most
common but inflexible way is to implement it in the program source code (C, Java,
an assembler, etc.). In such a case, any change in control logic should entail a very
complex, time-consuming and many-staged process of software re-design, coding
and testing (including unit testing, integrity testing, system testing, etc.). When we
evaluate labor and time consumption and total costs, the typical proportion between
hardware and software of the onboard control system can be characterized as 1:10
[5, 16, 19]. Thus, the total cost of the onboard software lifecycle dramatically grows
because of required software maintenance efforts [20]. In aerospace projects (as it
was noticed decades ago [10, 16]), the processes of design, development and
verification of onboard software became a “critical path” of network scheduling,
embracing all works connected with designing and manufacturing of a rocket/space
system as a whole [16, 19].

There are a lot of examples of successful implementation of software changes
and re-uploading them onboard, even when the distance between the Earth and a
deep space probe amounts to millions of kilometers [21–23]. The author knows
impressing similar examples in Russian space missions, but they are not published
enough in English (for example, the recovery of an Earth observation satellite with
the serious change of onboard algorithms and software for operations using another
onboard system) [3]. The uploading of onboard software becomes a “routine
operation” which has already been performed hundreds of times. Let us consider an
example. Jim Erickson, Chief Project Manager of Mars Science Laboratory, states
that Curiosity is much more reprogrammable than previous missions. He even
called it a “software-defined spacecraft” [21]. The flexibility of the software of
Curiosity has sometimes been a problem, because it increases the complexity of the
mission. Let us cite Erickson’s statement: “The more complicated the software, the
more likely you’ll not get everything perfect. You’ll get surprises. Both in devel-
opment, test and in operations”. But this is a situation where flexibility will help,
allowing to redesign the way the rover works in response to a potentially
mission-ending hazard that was never anticipated.

A very important issue is that software testing even in theory cannot guarantee a
total absence of errors. Moreover, onboard software cannot be fully tested for all
possible situations related to the real-time mode of functioning and concurrency [3,
4]. This imperfection reduces the overall effectiveness of space missions.

The dominant trend in modern unmanned space missions is the increase of the
planned active lifetime (till 10–15 years) [4, 14]. It is known that onboard electronics
faces a growing number of faults caused by the long exposure to cosmic hard
radiation. In this case, an abnormal situation emerges, and normal spacecraft oper-
ations could be impossible. New kinds of abnormal situations can appear caused by
unpredictable flight history and history of failures. They cannot be considered at the
stage of designing a spacecraft. The changes in control logic related to these situ-
ations should be formulated and implemented at the operational stage.
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In summary, there is a need in the tools of prompt correction of spacecraft
control logic without the necessity of software re-development and upload. The
technologies of such re-engineering of space operations in real time entail issues
related to the necessity of a timely reaction to an abnormal situation, providing the
safety of a spacecraft, and returning a spacecraft to the operational mode without
direct access of human personnel [3, 4].

A much more flexible and promising approach than the implementation of
control logic in the source code of a program involves the use of some sort of
“intelligent software”. It can provide flexibility and reduction of labor and total
costs.

Intelligent computer software is a term related to a wide spectrum of applica-
tions. The known and well-developed approaches include genetic algorithms, fuzzy
logic, neural networks, knowledge bases, and reasoning systems [24–27]. The very
impressive results in real-time control, presented in public accessed papers, relate to
neural networks [28, 29]. But the use of neural networks requires the process of
network training. Training process involves the repeated input of patterns to the
network (in some cases hundreds or thousands patterns). Unfortunately, there is a
non-zero possibility that the network will never become trained enough.

If we consider the problem domain of space mission control, we should take into
account the following factors. This is a typical “mission critical” application, with
the commercial and/or military customers. In this case, a principle of
“trial-and-error” training is inappropriate. Errors at the stage of operation are not
permissible. In practice, only pre-flight training of a neural network can be con-
sidered. But in this case we still have the insufficient level of confidence because of
the lack of well-defined and documented procedure of decision making. This
problem is related to the “dispersion” of decision making rules in the network,
which leads to the impersonality in responsibility. However, the issue of personal
responsibility is of paramount importance in space missions.

Actually, the principles of neural network training do not fully correspond to the
problem domain because of the following circumstance. The number of patterns we
can use in the training process is limited. But the typical expected lifetime of a
modern spacecraft, as it was stated before, is 10–15 years. Thus, there is a non-zero
possibility of the emergence of an abnormal situation which was not used as a
pattern. In this case, a neural network can make a serious mistake [14, 30, 31].
Probably, this is a reason why, despite the fact that several companies, including AI
Solutions, Interface and Control Systems, and Allied Signal Technical Services,
started attempts to introduce intelligence into onboard software in the end of 1980s,
the manufacturers of spacecraft are skeptical about this idea.

Meanwhile, during designing and manufacturing of a spacecraft, a team of
specialists possesses a sum of certain knowledge about a spacecraft as a controlled
object. This theoretically gives an opportunity to formulate unambiguous rules for
the compensation of each abnormal situation. Thus, rule-based systems such as
knowledge bases and reasoning systems look more suitable than fuzzy logic, neural
network and genetic algorithms. A very interesting rule-based approach is
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“situational control”, which has been developed in the USSR since the end of 1960s
by D. Pospelov, Yu. Klykov, L.S. Zagadskaya, and others [32].

We can state that today the main efforts in the problem domain of intelligent
autonomous control of spacecraft should be aimed at the creation of tools allowing
knowledge acquisition. These tools must utilize the knowledge of spacecraft
designers and system engineers and represent it as well-defined rules, provide
means for checking a set of rules for completeness and consistency, allow onboard
execution of rules in real-time mode. We need a means that would allow the
refinement of onboard control rules during the flight. The specified problem is not
simple. Today, the information about rules is usually represented in verbal form.
These descriptions have a fragmentary nature, lack causation and structural rela-
tionships, and conditions for activation. Some fragments of the knowledge remain
in a specialist’s brain. Formalization, structurization and checking of these rules are
very urgent problems.

2 Framework

This work was performed under the contract with JSC Information Satellite Sys-
tems, Krasnoyarsk region, Russia. Consequently, one of the required features is that
the methods should support “seamless” incorporation into the customer’s existing
onboard software lifecycle processes. All data formats must be compatible with the
customer’s existing programming tools and databases.

To date, such advanced and flexible methodology of autonomous intelligent
con-trol has been already implemented at customer site. A special onboard real-time
interpreter of rules is used for autonomous integrated control of a spacecraft. The
interpreter is periodically started by the dispatcher of the onboard operating system
at fixed time intervals. The rules are incorporated in the so-called “DKD program”

(DKD is the acronym for “Duty Control and Diagnosis” in Russian) [33]. The main
functions of DKD autonomous control program are the detection of abnormal
situations and the execution of the corresponding set of actions needed to eliminate
a failure. Abnormal situations are associated with the patterns of spacecraft state
vectors. A state vector consists of elementary conditions reflecting the current
onboard situation. We can consider a “general” state vector combining the
parameters of all onboard systems (not used in practice), and particular vectors
checked at fixed time intervals (for example, a particular state vector can include
parameters important in the current spacecraft operation mode).

The presence of particular state vectors allows the implementation of a certain
kind of “reasoning”. It means that we go from one proposition (predicate, etc.) to
another. An additional important feature is that during the processing of one par-
ticular state vector we can “activate” checking of another one, if it is necessary.

The DKD program is organized as a set of rules. Each rule combines a state
vector and the required actions. Each recognizable abnormal situation is associated
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with the pattern of a particular state vector of a satellite. First, we should diagnose
the presence of a certain abnormal situation.

Let A = {ASq }, q = 1..S is a set of recognized Abnormal Situations.
Let L = {αi}, i = 1..M is a set of conditions reflecting current onboard situation.
For example, α101 can mean “main gyrodynes are in the operational mode”,

α254—“the second solar panel is not fully opened”, etc.
The full set of conditions forms a “general” satellite state vector. As it was stated

above, in practice a more effective way is to use a set SV of particular state vectors
(subsets of the general state vector).

Then SV → A will be a mapping between patterns of state vectors (in other
words, complex conditions like α101 ^¬α254 ^α120) and Abnormal Situations.

Secondly, a diagnostic program should execute the required set of actions
(sup-ported both by onboard equipment and software modules). Suppose F = K U
P = {fj}, j = 1..N is a set of actions, which can be executed onboard. F unites set
K of commands executed by onboard equipment and the set P of onboard programs.

Similarly, A → 2F will be a mapping between Abnormal Situations and the
powerset of Actions (a set of all possible subsets).

But this model is not fully adequate. More precisely, we often need not a single
action or just a straight step-by-step consequence of actions, but a “cyclogram”

(commonly used term in the aerospace domain), containing pairs (fj, tj) where tj is a
time of fj execution. In other words, a cyclogram represents coordinated synchro-
nized operations.

The specially designed domain-specific language (DSL) is currently used to
specify the rules. The language is specially designed to be easily understood by
non-programmers and differs significantly from C, Fortran or Java. The rule
building is an interactive process supported by a special “REAL” programming
system presented in Fig. 1.

Actually, a designer of the control logic fills up the fields of the tables in a
special database. The tables are logically connected to represent a structure of the
rules. There are a table of onboard parameters, a table of abnormal situations, and a
table of available onboard actions. The designer chooses a specific action to fill up
the table of “recommendations” associated with the specified abnormal situation.

First, all the parameters checked in the conditions contained in state vectors
should be specified, as well as the base of executing actions. Then the user forms a
particular state vector and associates a set of actions with it. Then the special
programming tool converts the database and rules into compact onboard structures.

The verification of rules is performed using a special testing complex. The main
part of this complex is the software for the simulation of functioning of all onboard
systems (both for normal modes and for predicted failures) and the physical
parameters of the flight of a spacecraft. This testing complex is also used for system
testing of all onboard software and for training of spacecraft personnel. The
checked rules are saved into the memory of the onboard control system during
spacecraft manufacturing. The most important feature is that these data can also be
transmitted onboard on a timely basis. Thus, it is possible to change the control
logic without the necessity of full re-development of the software. We can see that
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the onboard rule interpreter is a kind of real-time knowledge base. By the moment
of the launch of a spacecraft several hundred rules are usually specified. At the
operational stage, this number usually increases by 20–30 % [14]. The opportunity
of the specification and updating of rules by non-programmers makes intelligent
autonomous control programs the main and most effective tool for spacecraft “re-
mote repair” during its lifetime.

Onboard DKD interpreter supports real-time logical inference (reasoning) about
the required actions in forward direction—from the signature of an abnormal sit-
uation (the pattern of a particular state vector) to the conclusion about the truth-
fulness of the hypothesis. Activation of inference is performed in cycle with the
individual period for each particular vector, or from one the set of actions activated
by one state vector to another. The result of the interactive construction of the
autonomous control program is a set of tables printed in a dedicated program
document (see Fig. 2).

Despite the fact that the table form of information representation is understood
better than a plain text, it is not the best form ensuring clear and fast understanding.

Fig. 1 Screenshot of “REAL” Programming System
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3 Methods

3.1 Advantages of Visual Form of Information
Representation

The main idea of the proposed approach is to combine the flexibility of autonomous
satellite control, based on the use of the real-time onboard rule interpreter, and the
advantages of the visual form of representation.

There are many reasons for the choice of the visual form of representation of
information. Visual form provides simultaneous perception as opposed to textual
representation limited by the successive impression. The graphical form of repre-
sentation is applied to ensure the better reaction time and accuracy of operations of
railroad station dispatchers, atomic power station personnel, pilots (the head-up
indicator is a good example). The form of information representation is important
not only for human-computer interaction, but for human-human interaction, too. In
the area of knowledge representation, convenience and clearness for a human is of
prime importance. A real-time onboard knowledge base is an example of mission
critical systems where the cost of any error or inaccuracy is unacceptably high. The
set of rules should be complete, consistent and well structured. The used language
makes a “footprint” on the results of thinking. The language should contribute to
clear, correct and fast reasoning; the language can be considered as a tool for
knowledge [34, 35].

Fig. 2 Fragment of DKD Autonomous Control Program specified by existing DSL
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It is a well-known fact that one of the most serious problems of knowledge bases
is knowledge acquisition [15, 36–39]. Frequently, a specialist possessing the
knowledge is not a mathematician or IT professional. Consequently, he or she faces
the problem of the formal representation of the knowledge required by the computer
system. A knowledge engineer could help in such a situation, but we cannot fully
exclude the “broken phone” effect. There is misunderstanding between the partic-
ipants of the process. A number of approaches have been proposed for eliminating
this problem, for example, the use of a restricted subset of natural language [32, 35].
Another way is an interactive mode of introducing rules. An expert system provides
an opportunity to ask clarifying questions. But even in this case we cannot guar-
antee the absence of inaccuracies and errors. With regard to knowledge, it is rea-
sonable to pay attention to the graphical form of representation.

One can say that the human culture is visually oriented. When we want fast,
clear and unambiguous representation, we use graphical form—charts, diagrams,
drawing [34]. The best (or even the only) way of representing an enormous amount
of knowledge is visual communication. Time tables, bargraphs, maps, even pic-
torial icons figure prominently in our routine activities [40]. Additionally, the nature
of control programs (analysis of logical conditions → detection of the situa-
tion → actions) quite corresponds to the graphical form of representation (as
opposed to computational programs). Of course, considering the autonomous
control domain, we need a means to describe not just descriptive knowledge but
also procedural knowledge with “active nature” [15]. The graphics matches the
requirements of specification and design stages.

In practice, as a rule, the requirements to the logic of spacecraft functioning are
represented in the textual form (or, at best—using tables). Consequently, there are
some ambiguities and inconsistencies in the corresponding documents.

Thus, a visual notation and tools for the visual building of onboard real-time
knowledge base rules have been proposed.

3.2 Notation

There are a lot of studies devoted to the problem of visual knowledge representation
[41–46]. But the performed analysis has shown that any known approach should be
very seriously customized if we plan to use it within space missions [35].

The Visual languages for various purposes are being actively developed and
used in Russian Aerospace Industry. The examples known to author include Mars
Design Bureau, Moscow, Arsenal Design Bureau, Saint Petersburg, Progress
Rocket and Space Center, Samara. Unfortunately, the results are practically not
published because of many reasons (including security and other issues, see [47].
The very advanced methodology “GRAFIT-FLOKS” with the considering of fun-
damentals in Human understanding and impression issues was developed and
successfully used for years at Academician Pilyugin Center, Moscow [48]. The
Visual Notation presented in the paper, substantially based on Parondzhanov ideas.
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The notation is not the same, but in some aspects is similar to notation developed at
Academician Pilyugin Center. Visual language consists of the following elements:

• Graphical primitives and lines;
• Text labels located inside or outside of graphical primitives.

Actually, the visual notation is based on commonly-used standard flowcharts. The
actions are represented by rectangles; the primitives for logical conditions also are
intuitively recognizable. But the structure of the flowchart is optimized from the
prospective of ergonomics, clear and precise understanding by a human in accor-
dance with the ideas of Parondzhanov [34]. For example, line-crossing is strictly
prohibited. The control flow is directed only from top to bottom and from left to
right. Straight bottom line from the conditional primitive always corresponds to the
“true” branch. These features made the language more concise and thus more
intuitive and understandable in comparison with conventional flowcharts.

Some updates have been made in relation to the notation designed by Par-
ondzhanov. First, a flowchart represents one particular state vector (mapping 1:1).
A flow-chart consists of several vertical branches which are executed concurrently.
The branches correspond to abnormal situations (or it can be said that one branch is
one visual rule). Each branch contains exactly one logical condition (complex
condition, as a rule), and a set of executed actions. “False” parts are empty. Simple
actions are represented by “regular” rectangles. Actions corresponding to satellite
control commands with the complex internal structure have the code name dis-
played in dedicated field, and the comment in other field. Special “KT” block is
used to represent a fragment of a “cyclogram” where special fields for specifying of
the time of actions are added (the examples can be found in Fig. 3). Delays are

Fig. 3 Screenshot of the Rule’s visualization tool
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represented by the sequence of two rectangles: first marked as “ПAУЗA” (“Delay”
in Russian), and the following rectangle displays the time interval.

4 Practical Results, Discussion and Future Work

One of the causes of errors in mission critical software is the complexity of the
development process itself. Misunderstanding between onboard system specialists,
de-signers of the satellite control logic, programmers and testers leads to the bugs.
In fact, proposed method allows excluding programmers from the development
process. This makes it possible to eliminate one type of errors. In practice, we use
“programming without programmers” [49]. But other errors caused by the inac-
curacies and incompleteness of the rules still preserve and can influence the success
of a space mission. Visual verification method [50] is widely used for checking and
technical diagnostic of machines and equipment. The structure of the used rules can
be visually checked by all the participants of the space mission project. The method
of visual rule checking was successfully introduced at the customer site. The
developed tools allow:

• Visualization and analysis of previously designed Rules
• Visual building of newly introducing rules.

The screenshot of the Visualization tool is presented in Fig. 3.
As the logical dependencies are allowed between the rules (allowing

step-by-step ‘reasoning’), the special feature of the visualizer has been added. We
can see and check these dependencies in graphical form as well (see Fig. 4).

Fig. 4 The screenshot displays the graph of logical dependencies between the rules
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The DKD program is represented by the graph; the nodes correspond to rules (state
vectors), while the edges display the logical dependencies appearing when during
the implementation of one set of actions we find the action that assumes checking of
another particular state vector.

Since the designers of the satellite control logic took part in design and dis-
cussion of the notation of the visual domain specific language, they enjoy oppor-
tunities given by it.

The graphical construction tool supports the creation of an autonomous diag-
nosis program “from scratch”. Initially, the “blank pre-form” of a rule appeared.
The user needs to specify the parameters which should be checked in a particular
state vector. Then the user can introduce a new abnormal situation and a corre-
sponding set of actions in graphical manner.

As of today, the prototypes of visualization and graphical construction tools
have been successfully accepted by the customer. All the tests both at university site
and at customer site were executed using real “DKD” programs developed for real
satellites which are in use now.

These tools were implemented using C++ programming languages and
Graphviz library.

The method and the toolset were documented in accordance with strict industrial
level standards applicable to the development of real-time embedded software
including DO178B. The presented tools can be classified, by some attributes, as the
real-time knowledge base or procedural oriented expert system. Of course, a
fully-functional expert system requires additional features to be introduced. It is
necessary to support the hierarchy of the rules and introduce more automation into
the process of rules verification [14, 51–54].

The presented methods and prototypes of the visualization and graphical con-
struction tools are just first steps in the planned development. The scope of the
contract with the JSC Information Satellite Systems covers both the improvement of
the developed prototypes and the development of other tools. The planned
improvement includes visual language and visual tools for other kinds of autono-
mous control programs (not diagnostic). Another important aspect is to introduce a
feature which will support the detection of incompleteness in the rules of the DKD
diagnostic.

The following additional tools are under development now:

• Verification Tool for Satellite Autonomous Integrated Control Programs;
• Documentation Generation Tool providing an automated template-based gen-

eration and version control system with a guarantee of the strict correspondence
between versions of the program and documentation;

• Networked Integrated Development Environment providing unified access point
for designers of Satellite Autonomous Control Programs with saving of user
workspaces.

All tools together should form “SIPR MP” (Russian acronym for “System for
Intellectual Support for Design and Verification of Integrated Control Programs”).
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The “SIPR MP” is intended to be used as a complex software engineering toolset.
A special stage of the development of “SIPR MP” is dedicated to the collection of
notes and comments from users during the introduction of the system at the cus-
tomer’s site. The found errors should be removed, and the requested improvement
of methods and the software engineering toolset should be provided.

5 Conclusions

The paper presents a flexible approach to the fault tolerance control of satellites
based on an onboard knowledge base and a real-time interpreter of rules. The
architecture of the onboard knowledge base supports the possibility of changing the
rules from Earth on a timely basis over a radio channel. The domain specific visual
language was introduced for knowledge representation. The visual rule builder
provides a clear, user-friendly and unambiguous notation, developed by the
designers of the satellite control logic. The process of satellite control is simplified
by excluding the necessity of coding the control logic in programming languages
and the associated long-term and labor-consuming multi-stage redevelopment cycle
of the software. The prototypes of the developed tools were successfully accepted
by the customer—JSC Information Satellite Systems, Krasnoyarsk region, Russia
(the manufacturer of two-thirds of Russian spacecraft). In future, it is planned to
implement additional tools including a verification tool, an automated documen-
tation generation tool, and integrated development environment.
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A Generic Document Retrieval Framework
Based on UMLS Similarity for Biomedical
Question Answering System

Mourad Sarrouti and Said Ouatik El Alaoui

Abstract Biomedical document retrieval systems play a vital role in biomedical

question answering systems. The performance of the latter depends directly on the

performance of its biomedical document retrieval section. Indeed, the main goal of

biomedical document retrieval is to find a set of citations that have high probability

to contain the answers. In this paper, we propose a biomedical document retrieval

framework to retrieve the relevant documents for the biomedical questions (queries)

from the users. In our framework, we first use GoPubMed search engine to find the

top-K results. Then, we re-rank the top-K results by computing the semantic simi-

larity between questions and the title of each document using UMLS similarity. Our

proposed framework is evaluated on the BioASQ 2014 task datasets. The experimen-

tal results show that our proposed framework has the best performance (MAP@100)

compared to the existing state-of-the-art related document retrieval systems.

Keywords Information retrieval ⋅ Biomedical question answering system ⋅
Gopubmed ⋅ Unified modeling language system ⋅ Semantic similarity

1 Introduction

By the rapidly increasing of knowledge in the biomedical domain, it becomes very

difficult even for experts to absorb all the relevant information in their field of inter-

est. Information Retrieval (IR) systems present a list of document that might have the

associated information, but the majority of them leave it to the user to find and extract

the required information [8]. For example, the biomedical question “Is the PTPN22

gene a biomarker for Rheumatoid Arthritis?” from BioAsk training datasets, should

get back the response “Yes”, but instead the user is presented with a large number of
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documents that are potentially relevant to explore in the quest of an accurate answer.

Unlike IR systems, Question Answering (QA) systems aim to provide inquirers with

direct and precise answers to their questions, by employing Information Extraction

(IE) and Natural Language Processing (NLP) methods [3]. In other words, QA sys-

tems allow to quickly get precise answers to user’s questions with the least amount

of reading required.

Typically an automated QA system consists of three main elements, which

independently can be studied and developed, [3, 9, 11, 14]: Questions Process-

ing, Documents Processing and Answers Processing. Figure 1 illustrates the generic

architecture of a biomedical QA system. For a given biomedical question written in

natural language, the Question Processing phase aims to analyze the question and

create IR query, identifying the type of question as well [16] . Indeed, the first task is

called Query Reformation and the second is called Question Classification [11, 16].

The document Processing phase allows to process the returned documents by an IR

system and provides candidate passages which could probably contain the answer.

Finally, the type of question identified in the question processing and the candidates

answers generated in the document processing are used in the Answer Processing

phase in order to extract the final answer.

Answer
Yes

Phase 1
Questions Processing

Query
Formulation

Question
Analysis & 

Classification

Phase 2
Documents Processing

Database 
(e.g. Medline) 

Documents and
Passages Retrieval

Candidate 
Answers

Phase 3 
Answers Processing

Query

Question Type

Expected Answer Type

Documents

Question
Is CHEK2 involved in 
cell cycle control?

User

Semantic
Search EngineQA Processing Phases

User
Interface

Fig. 1 Generic architecture of questions answering system
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Previously, we have addressed the problem of biomedical question classification

[16] and in this paper we are interested on biomedical document retrieval, which is an

important component of biomedical QA systems. As we mentioned earlier, the task

of biomedical document retrieval is to find a list of relevant documents that are likely

to contain the answer. In other words, if a list of relevant documents is determined

correctly, it can be useful for finding the location of the answer. Therefore, the task

of document retrieval has a significant impact on the overall performance of the

biomedical QA system.

In light of this, GoPubMed [7] is considered one of the information retrieval

tools most widely used in biomedical QA systems to access the MEDLINE database.

MEDLINE is a major biomedical literature database repository, which is supported

by the U.S. National Library of Medicine (NLM). In other words, the goal of GoP-

ubMed, like all other search engines, is to retrieve documents considered relevant to

a user query. Researches have done great effort to optimize retrieval result rankings,

hoping to place the most relevant ones at the top of the ranking list. Nevertheless, no

ranking solution is perfect, due to the inherent complexity of ranking search results.

For instance, in [13], GoPubMed has been used as biomedical document retrieval.

The query reformulation component includes sentence splitting, tokenization, part-

of-speech tagging and chunking using the Stanford CoreNLP. They have also kept

the top 100 documents returned by GoPubMed.

In this paper, we propose a novel biomedical document retrieval framework. Com-

paring with the previous works, our proposed method has the following contribu-

tions:

1. The novel framework is based on GoPubMed semantic search engine and our

query reformulation method.

2. In our knowledge, this is for the first time that UMLS similarity has been used

for re-ranking the top-K citations and keep the top-k ones which have high prob-

ability to contain the answers.

The remainder of the paper is organized as follows. Section 2 introduces related

work and discussion about the main biomedical QA approaches. Section 3 describes

the overall architecture of the proposed framework. Section 4 presents our experi-

ments on a benchmark dataset and the results of our biomedical document retrieval

framework. Finally, conclusion and future work are made in Sect. 5.

2 Related Work

Although research on QA systems has boomed in recent years, document retrieval

has been a large part in the research community of text mining after the introduc-

tion of QA Track in the Text REtrieval Conference (TREC
1
) in 1999 as well as the

presentation of biomedical QA in the BioASK
2

[18].

1
http://trec.nist.gov/.

2
http://bioasq.org/.

http://trec.nist.gov/
http://bioasq.org/


210 M. Sarrouti and S.O. El Alaoui

However, QA system has been a well studied research area [15]. Biomedical QA

system has its own challenges such as the presence of complex technical terms,

compound words, domain specific semantic ontologies, domain-specific format and

typology of questions [3].

MedQA [10] is a biomedical QA system which generates paragraph-level answers

from the MEDLINE collection. The system consists of information retrieval, extrac-

tion, and summarization techniques to automatically generate paragraph-level

answers for definitional questions. For query formulation and document retrieval,

the system use a shallow syntactic parser and a standard IR engine.

Abacha and Zweigenbaum [1] have described their implemented medical QA sys-

tem called MEANS. The system consists of three main steps: corpora annotation,

question analysis, and answer search. The authors have exploited natural language

processing techniques as well as biomedical and semantic resources (e.g. UMLS) to

build RDF annotations of the source documents and SPARQL queries representing

the users questions.

In [6], SNUMedinfo team has leased 2014 MEDLINE/PubMed Journal Citations

and used Indri search engine [17]. In fact, they have experimented with semantic

concept-enriched dependence model and sequential dependence model. They have

also shown that the semantic concept enriched dependence model showed significant

improvement over baseline.

In [19], Weissenborn et al. have presented a biomedical QA system which is

composed of three subsystems: question analysis, document retrieval, and answer

extraction. They have used GoPubMed search engine in order to find the relevant

documents to the question. in addition, the authors have completely depended on

GoPubMed ranking of documents.

Continuing, Neves [13] has presented a biomedical document retrieval system.

The latter includes sentence splitting, tokenization, part-of-speech tagging

and chunking using the Stanford CoreNLP package for query reformulation. The

approach is based on GoPubMed search engine. Neves has also completely depended

on GoPubMed ranking of documents.

To our knowledge, all the above methods have not taken into account the semantic

similarity between question and each title of document returned by a search engine

in order to re-rank these documents again. In this paper, in order to improve the

performance of document retrieval of biomedical QA systems, we propose a generic

biomedical document framework based on UMLS similarity.

3 Proposed Method

In this section, we describe in detail our proposed document retrieval for biomedical

QA system. Indeed, the main goal of this method is to find the high informative

documents for a given biomedical question from PubMed articles.
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Query Reformulation
UMLS 
MetaMap

GoPubMed Search Engine

Documents Re-Ranking
UMLS Similarity 

Medline Database

Top 
200 

documents

Top 
100 

documents

Question Query

Fig. 2 Flowchart of our biomedical documents retrieval framework

Table 1 Example of mapping question to UMLS concepts

Question UMLS concepts CUI

Which are the Cardiac C0018787

Cardiac manifestation of Manifestation of C1280464

Marfan syndrome Marfan syndrome C0024796

CUI indicates Concept Unique Identifier

In order to achieve this goal, we construct a biomedical document retrieval frame-

work to solve the semantic search by reformulating the query and using UMLS Sim-

ilarity [12] to rank the returned biomedical documents. Moreover, we have proposed

two algorithms. The first one allows to reformulate the query and search the top

200 documents using GoPubmed
3

web service [7]. The second one aims to re-rank

the top 200 documents and keep only a set of 100 PubMed documents which have

high probability to contain the answer. The flowchart of our biomedical document

retrieval framework is presented in Fig. 2 and below are the various steps described

in details.

1. Query Reformulation: in this step, we process the biomedical question, written

in natural language, to make it efficient and optimized for searching. Indeed, We

have used MetaMap [2] for mapping terms in questions to Unified Medical Lan-

guage System (UMLS) in order to extract the Biomedical Entity Names (BENs)

and connect them with the “AND” operator. The UMLS [5] is a repository devel-

oped by the US National Library of Medicine, integrating over 2 million names

for some 900 000 concepts from more than 60 families of biomedical vocabular-

ies as well as 12 million relations among these. Table 1 illustrates an example of

mapping question to UMLS using Metamap. Besides, based on the above defin-

ition, the query reformulation method is defined in the proposed Algorithm 1.

3
http://gopubmed.org/web/gopubmedbeta/bioasq/pubmedmedline.

http://gopubmed.org/web/gopubmedbeta/bioasq/pubmedmedline
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Algorithm 1 Query Reformulation and List of Top Documents

1: Input ← Question
2: Output ← List_of_Top_Documents(200)
3: function SEARCHDOCUMENTS(Question)

4: Query ← QUERYREFORMULATION(Question)
5: List_of_Top_Documents[200] ← GoPubMed_Web_Service(Query)
6: return List_of_Top_Documents
7: end function
8: function QUERYREFORMULATION(Question)

9: Biomedical_Entity_Names[N] ← Mapping_Qestion_to_UMLS(Question)
10: do
11: Query ← Query + "AND" + Biomedical_Entity_Names[i]
12: i ← i + 1
13: while i < N

14: return Query
15: end function

2. Pubmed Document Retrieval Using GoPubMed: As it was shown in Algo-

rithm 1, the query generated in the query reformulation phase will be fired to

GoPubMed semantic search engine [7] in order to find the top 200 documents.

3. Biomedical Document Re-Ranking: the document re-ranking is the main and

important step in the proposed framework. Indeed, we do not completely depend

on GoPubMed ranking of documents. So we re-rank the obtained 200 documents

again by computing the similarity between a given question and the title of each

document. We have used UMLS similarity package
4

[12] to obtain similarity

between biomedical concepts of a question and the concepts of document title. In

fact, we have used path length as similarity measure where the similarity score is

inversely proportional to the number of nodes along the shortest path between the

concepts. Moreover, our proposed biomedical document Re-Ranking is presented

in Algorithm 2.

4 Experimental Results and Discussion

In this section, we conduct our experiments on benchmark dataset to show the per-

formance of our biomedical document retrieval framework. We first describe the

dataset, then we present the experimental results, and finally discuss the results.

4.1 Datasets

To demonstrate the efficiency of the proposed framework, we perform experiments

on benchmark dataset provided by biomedical experts. Actually, The experimen-

tal dataset comes from the official dataset of biomedical semantic QA Taskb phase

4
http://maraca.d.umn.edu/cgi-bin/umls_similarity.cgi.

http://maraca.d.umn.edu/cgi-bin/umls_similarity.cgi
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Algorithm 2 Biomedical Document Re-Ranking

1: Input ← Question, List_of_Top_Documents(200)
2: Output ← Top_Documents(100)
3: Q ← Question
4: relDocs ← List_of_Top_Documents(200)
5: function RANKDOCUMENTS(Q, relDocs)

6: scores ← {}
7: do
8: T[i] ← relDocs[i].title
9: scores[i] ← COMPUTESIMILARITY(Q, T[i])

10: i ← i + 1
11: while i < N

12: scores, TopDocument[100] ← SortScores(scores, relDocs)
13: return TopDocument[100]
14: end function
15: function COMPUTESIMILARITY(Q, docTitle)

16: question_concepts_CUI[N] ← Mapping_Question_to_UMLS(Question)
17: docTitle_concepts_CUI[M] ← Mapping_Title_to_UMLS(docTitle)
18: similarity ← 0
19: sumSimilarity ← 0
20: do
21: QCUI ← Question_Concepts_CUI[i]
22: do
23: TCUI ← docTitle_Concepts_CUI[j]
24: similarity ← UMLS ∶∶ Similarity(QCUI, TCUI)
25: if similarity ≠ −1 then
26: sumSimilarity ← sumSimilarity + similarity
27: end if
28: j ← j + 1
29: while j < M

30: i ← i + 1
31: while i < N

32: return sumSimilarity
33: end function

A [18]. In the dataset, there are five batches of questions in the testing set where

includes 100 questions in each batch.

4.2 Evaluation Metrics

The typical evaluation measures used in IR are: mean precision, mean recall, mean

F-measure and mean average precision (MAP) [18]. In fact, MAP is our main eval-

uation measure. For the test in 2014, the first 100 documents from the resulting list

are permitted to be submitted.
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Table 2 TOP 10 MAP@100 results of document retrieval systems [4] on batch 1 of BIOASQ

2014 and the results of our proposed framework

System Mean precision Mean recall Mean F-measure MAP

SNUMedinfo1 0.0457 0.5958 0.0826 0.2612

SNUMedinfo3 0.0457 0.5947 0.0826 0.2587

SNUMedinfo2 0.0451 0.5862 0.0815 0.2547

SNUMedinfo4 0.0457 0.5941 0.0826 0.2493

SNUMedinfo5 0.0459 0.5947 0.0829 0.2410

Top 100 baseline 0.2274 0.4342 0.2280 0.1911

Top 50 baseline 0.2290 0.3998 0.2296 0.1888

Main system 0.0413 0.2625 0.0678 0.1168

Biomedical text

ming

0.2279 0.2068 0.1665 0.1101

Wishart-S2 0.1040 0.1210 0.0793 0.0591

Our system 0.2331 0.3644 0.2253 0.2758

4.3 Results and Discussion

To conduct the experiments, we have used the batch 1 of testing datasets (Benchmark

dataset) of BioASQ 2014 task [18]. We first have applied MetaMap [2] to extract the

Biomedical Entity Names of a given biomedical question and connect them with

the “AND” operator in order to construct the query. Then, the latter will be fired to

GoPubmed
5

semantic search engine [7] in order to find the top 200 documents (see

Algorithm 1). After that, as we have not depended on GoPubMed ranking of docu-

ments, the proposed Algorithm 2 has been used in order to re-rank the 200 documents

and keep only the top 100 documents. Table 2 presents the comparison between our

results and the top 10 results on batch 1 of testing datasets in BioASQ 2014.

Overall, from Table 2, it can be seen clearly that the results of our proposed frame-

work have an absolute competitiveness with the top 10 results in term of MAP.

Indeed, the performance of our system was 0.2758 of MAP. Moreover, Our pro-

posed framework significantly outperforms the baseline system (Top 100 Baseline)

by a wide margin in term of mean average precision (0.0847 MAP).

In addition, Table 3 shows the results obtained by GoPubMed document ranking

and our proposed algorithm (see Algorithm 2) for biomedical document re-ranking.

We can see that when using GoPubMed document ranking, the mean average preci-

sion was 0.1439. While Algorithm 2 increased the performance to 0.2758 of MAP

and the improvement is statistically significant. Hence, the proposed algorithm for

document re-ranking plays a vital role on the overall performance of our framework.

Studies have shown that the biomedical document retrieval systems can improve

the performance of biomedical QA systems, because the answers extraction is

5
http://gopubmed.org/web/gopubmedbeta/bioasq/pubmedmedline.

http://gopubmed.org/web/gopubmedbeta/bioasq/pubmedmedline
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Table 3 Results obtained by GoPubMed document ranking and our proposed algorithm 2 on batch

1 of BIOASQ 2014

System Mean precision Mean recall Mean F-measure MAP

Our query reformula-

tion and GuPubMed

document ranking

0.2253 0.3111 0.1913 0.1439

Proposed frame-
work

0.2331 0.3644 0.2253 0.2758

based on the documents returned by document retrieval systems which have high

probability to contain answers. Therefore, our proposed biomedical document

retrieval framework can be used in order to find relevant documents to the biomedical

question with high mean average precision. Moreover, the importance of our results

using the proposed framework thus lies both in their generality and their relative ease

of application to biomedical QA systems.

5 Conclusion and Future Work

In this paper, we have tackled an original biomedical document retrieval framework.

First, we have used Metamap to extract biomedical named entities and connect them

in order to generate queries. Then, the top 200 relevant documents are retrieved by

GoPubMed search engine. Next, we have kept only the top 100 documents after

re-ranking the top 200 documents by computing the semantic similarity between

question and documents title. Finally, the experiments on the BioASQ 2014/2015

document retrieval task have demonstrated that our proposed framework is proved to

be effective and competitive for biomedical documents retrieval compared to several

state-of-the-art systems.

In our future work, we will focus on integrating our biomedical document retrieval

framework in a biomedical QA system.
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An IoA Cloud-Based Farmer Support
System “AgriMieru”

Alireza Ahrary, Masayoshi Inada and Yoshitaka Yamashita

Abstract In recent years, the aging of agricultural workers has progressed rapidly,
successor problem is becoming more serious. Under such circumstances are coming
out also new farmers that will beginner to agriculture. However, the establishment
of farming technology has become a major management challenge for new farmers.
In this study, we focus our efforts to solve the management issues of the farming
acquisition of technology and to develop an Internet of Agriculture (IoA) cloud-
based designed farmer support system, called “AgriMieru”. In details, we will
describe the water management system and Machine to Machine (M2M) system,
cloud system design and interface, those are fundamental keystones of this newly
proposed system.

Keywords Internet of Agriculture (IoA) ⋅ M2M ⋅ Soil moisture ⋅ pF
measurement

1 Introduction

In recent years, there is a rapid reduction and aging of the Japanese agriculture
workers, and there are no clear solutions for their replacement in the short term.
According to the Ministry of Agriculture, Forestry and Fisheries in 1960 the total
agriculture worker’s population was approximately 14.54 million people. Mean-
while in the 2013 statistics, the total population of agriculture workers is 2.39
million people, where 1.478 million people are 65 years old or older, which rep-
resents the 60 %. This leads to the conclusion that the situation has been getting
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worse in a fast manner [1–3]. Under such circumstances, we observed that around
50,000 people enter as new agriculture workers during the year 2013.

However, according to the survey results related to farming situation of new
farmers done by the National Agricultural Chamber of the National new farming
consultation center, securing farmland for new farmers, securing funds, and the
acquisition of farming technology is a major management issue. In particular, for
the acquisition of farming technology, it is pointed out that 55.5 % of people who
answered the questionnaire experienced a hard time doing this process.

For the farming technology, important factors related to the healthy growth of
the crop are: temperature management, and water management, this study is
focused in the water and moisture management issues. Documents related to irri-
gation information or reference materials published by the Ministry of Agriculture,
Forestry and Fisheries were not updated regularly and were not related to the
different soil conditions presented in lands around the different Japanese prefectures
or their related water characteristics. Having information related to the soil moisture
is relevant for the farmer since it is vital for the healthy crop growth. Therefore, it is
important the development of such system and the related apparatus to grasp the
different moisture levels in the soil [4, 5].

In this study, we focus our efforts to solve the management issues of the farming
acquisition of technology and to develop an Internet of Agriculture
(IoA) cloud-based designed farmer support system, called “AgriMieru”. In details,
we will describe the water management system and Machine to Machine (M2M)
system, cloud system design and interface, those are fundamental keystones of this
newly proposed system.

2 IoA Cloud-Based System Construction

We designed a system to collect the various information of the farming manage-
ment in the real environment trough Machine to Machine (M2M) interface auto-
matically. M2M interface is a microcomputer with various I/O to transmit the
measured data to cloud system through the 3G network. Some related technologies
in order to provide the better solutions in this field are described in follow.

i. Sensor networks
The use of different specific-application designed sensor in a network array
connected to a high-speed network, allow information exchange among dif-
ferent business partners. This sensor network is the core of multiple applica-
tion layers that will be built over the information provided.

ii. Cloud computing
Many current applications, from storage to Software as a Service (ASA) are
using this common affordable platform in order to reduce their hardware
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expenses. The information retrieved from the sensor networks could be pro-
cessed or stored in the cloud for future purposes.

iii. Control Area Network (CAN)
The data generated by the different agriculture machines, e.g. yield of pesti-
cides, production, etc., can be stored in the cloud as well.

The structure of the M2M interface for “AgriMieru” is illustrated as shown in
Fig. 1. The information from measuring sensors are collected in main board and
transfer through the specially designed 3G shield to the cloud database.

The specification of specially designed M2M interface is shown in Table 1. The
analog or digital signals can be transformed by M2M interface. And these signals
will be transformed into the cloud database by 3G network.

Fig. 1 System construction of “AgriMieru”

Table 1 Specification of
specially designed M2M
interface

Item Specification

Microcontroller ATmega2560
Operating voltage 5 V
Input voltage 7–12 V
Digital I/O 54
Analog I/O 16
Flash memory 256 KB
Network 3G
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3 User Interface

A system for visualizing the various information managements was developed. This
system visualizes the data requested to the server, which is dedicated to obtain the
information related to the sensor characteristics of the farm in real time. The
information is requested and visualize in real time. Moreover, the system is design
in order to correctly visualize the requested data in a legible design. The main
HTML page is the client one, it is possible to access the M2M interface from
integrated HTML pages. It is important to mention that coding pages contain the
information to perform the sensor measurement requests, the sensor information is
presented through the cloud website, and the measurements are accumulated using
cloud services.

The farmer access to the main page after logged from top page. The main page
consists of sign up for new farm, work registration, GPS information of farm, work
history, graph and online display parts.

Example of the user interface is shown in Fig. 2, and the diagram of specially
designed website is illustrated in Fig. 3.

Fig. 2 User interface
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4 pF Measurement Methods

Moisture is strongly related to the different characteristics of the soil and its various
forces. In the sand and clay, the water-holding capacity is different as well as the
soli farming capabilities. Rather than show the amount of water presented in the soil
in percentage (%), the different devices that shows the moisture amount are directly
related to the force needed to extract water from the soil. Therefore, the
water-content meter readings were correlated significantly with tensiometer pF
values is widely used.

The moisture tension represents the degree of strength to extract water from the
soil. It is also representing the wetness of the soil, generally used as a unit of
pressure. A full pF value indicates a low amount of water presented in the soil, as it
is shown when roots extract the moisture of the soil. The different pF Measurement
Methods are presented in Table 2, depending on the measurement range interest. In
this study, using a tensiometer in order to get the pF value due to a low cost
consideration.

Figure 4 shows the measurement instrument used in this study. The instrument
is a tensiometer which its principle is to measure the pressure force required to
extract moisture from the porous cap presented in the soil. If the soil is drying, will
contain the water in the bolus cup, therefore the pF value is low.

In details, a Grove Moisture Sensor was used in this study. The sensor has an
analog output directly related to the soil resistance change due to the water content.
The principle resides in the change of the resistance value due to the water content
of the soil between the transistor-based circuits shown in Fig. 5 related to the
change of the base current. The base current change is amplified and the output
signal is emitted to R2 as a voltage change.

Fig. 3 Diagram of specially designed website
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Table 2 pF measurement methods

Method Description pF

Sand pillars
method

How to balance the water by changing the water level
when a sample was placed on fine sand

Less than 1.0

Pressurization
method

How in a pressure vessel is pressurized to thereby
dehydrate the equilibrium moisture content of the sample

1.0–4.2

Vapor pressure
method

How to balance the various solutions and samples of
known vapor pressure in a desiccator

4.2–7.0

Cyclo-meter
method

A method of determining the total potential from the
equilibrium relative humidity

More than
3.2

Tensiometer
method

The bisque cup filled with water was buried in the soil
and measure the water negative pressure is sucked into
the soil

Around 2.8

Ceramic moisture
meter method

The closer the electrodes to the ceramic pieces having a
constant pore diameter are buried in the soil
Pore diameter per pF moisture below the current on, the
above measures to be turned off

1.0–3.0

Piezometer
method

A pipe takes out the pressure of the water and measuring
the water column height

Positive
pressure
range

Fig. 4 Tensiometer
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5 Experimental Results

This experiment is to obtain data of the soil moisture conditions in the soil moisture
measurement system, in order to have clear values of the measured moisture, the
system needs to be calibrated.

Moreover, to calculate the soil moisture measurement for the pF value that could
not be measured by a tension meter that was used this time, an approximate
expression is obtained based on the calibration result. The calibration process
carried out is to adjust the measured value based on the measured value acquired by
the measurement instrument used as a reference.

Using the soil moisture measurement system for soil for the experiment that was
used in previous session, and acquires the data of the soil moisture conditions. At
the same we set up a tensiometer in the same sample soil in order to get the
reference value (Fig. 6).

Fig. 5 The electronic
schematic of tensiometer

Fig. 6 Tensiometer used for
experiment
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pF value that can be measured with a tensiometer were divided in nine as, pF1.0,
pF1.5, pF1.7, pF1.8, pF1.9, pF2.0, pF2.1, pF2.2, and pF2.3. Each reference value
was adjusted with its correspondent. Furthermore, to obtain the approximate
expression to calculate the soil moisture measurement that can not be measured by a
tensiometer to calculate the approximate value of the soil moisture measurement
value based on the calibration result. The result of obtaining the approximate
expression based on the calibration results and the results from the tensiometer are
described in Fig. 7.

First, to get 30 samples for each pF value and visualize them in order to proceed
to calibration. By graphing the data, it is possible to grasp the comparisons and
trends value instantly.

Fig. 7 Soil moisture measurements for different pF values
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In this experiment, a soil moisture measurement system was implemented.
Experiments of soil moisture measurement system were accord to the soil moisture
condition and proper state of the plant to be the experimental subjects.

6 Conclusions

Due to social factors like the reduction of the agriculture worker’s population and
the reduce number of new workers it is necessary the development of automated
systems to cover simple but intrinsically important functions related to the healthy
crops growth. In this study, we focus our efforts to solve the management issues of
the farming acquisition of technology and to develop an Internet of Agriculture
(IoA) cloud-based designed farmer support system, called “AgriMieru”.

One main factor related to the healthy crops growth is the presence/absence of
moisture or amount of water present in the soil. Moisture is measured based on the
strength necessary to obtain water from any given soil. This process could be
expensive. For this study purposes it is necessary to develop an affordable system
that could perform real time moisture measures in real time. The solution relies in
the use of a Grove moisture sensor which is output signal is transmitted to a main
board which process it and relies the data to a cloud server. At the same time the
measured data will be stored in a cloud service for future or further.

The system needs to be calibrated in order to provide accurate measures to the
client, therefore, a sample data is taken in controlled environment and the system is
calibrated accordingly. The calibration process is indispensable and important for
the purposes of the system but at the same time its efficiency relies in the well
known measures of the type of soil to be used.
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Review Paper: Paraconsistent Process
Order Control

Kazumi Nakamatsu, Jair Minoro Abe and Seiki Akama

Abstract Wehave already proposed the paraconsistent process order controlmethod

based on an annotated logic program bf-EVALPSN. Bf-EVALPSN can deal with

before-after relations between two processes (time intervals) in its annotations, and

its reasoning system consists of two kinds of inference rules called the basic bf-

inference rule and the transitive bf-inference rule. In this paper, we review how

bf-EVALPSN can be applied to process order control with a simple example.

Keywords Paraconsistent annotated logic program ⋅Bf-EVALPSN ⋅ Process order
control

1 Introduction

We have already proposed the paraconsistent process order control method based

on an annotated logic program bf-EVALPSN [4–6]. Bf-EVALPSN can deal with

before-after relations between two processes(time intervals) in its annotations, and its

reasoning system consists of two kinds of inference rules called the basic bf-inference

rule and the transitive bf-inference rule. In this paper, we review how bf-EVALPSN

can be applied to process order control with a simple example.
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2 Annotated Logic Program bf-EVALPSN

In this section a special version of EVALPSN, bf-EVALPSN [4, 5] that can deal

with before-after relation between two processes are reviewed briefly. The details of

EVALPSN can be found in [3, 4].

In bf-EVALPSN, a special annotated literal R(pm, pn, t)∶[(i, j), 𝜇] called bf-literal
whose non-negative integer vector annotation (i, j) represents the before-after rela-
tion between processes Prm and Prn at time t is introduced. The integer components

i and j of the vector annotation (i, j) represent the after and before degrees between

processes Prm(pm) and Prn(pn), respectively, and before-after relations are repre-

sented paraconsistently in vector annotations.

Definition 1 An extended vector annotated literal, R(pi, pj, t)∶[(i, j), 𝜇] is called a

bf-EVALP literal or a bf-literal for short, where (i, j) is a vector annotation and

𝜇 ∈ {𝛼, 𝛽, 𝛾}. If an EVALPSN clause contains bf-EVALP literals, it is called a

bf-EVALPSN clause or just a bf-EVALP clause if it contains no strong negation.

A bf-EVALPSN is a finite set of bf-EVALPSN clauses.

We provide a paraconsistent before-after interpretation for vector annotations

representing bf-relations in bf-EVALPSN, and such a vector annotation is called

a bf-annotation. Exactly speaking, there are fifteen kinds of bf-relation according to
before-after order between four start/finish times of two processes.

Before (be)/After (af) are defined according to the bf-relation between each start

time of two processes. If one process has started before/after another one starts, then

the bf-relations between them are defined as “before/after”, which are represented as

the left figure in Fig. 1.

Other kinds of bf-relations are shown as follows.

Disjoint Before (db)/After (da) are defined as there is a time lag between the earlier

process finish time and the later one start time, which are described as the right figure

in Fig. 1.

Immediate Before (mb)/After (ma) are defined as there is no time lag between the

earlier process finish time and the later one start time, which are described as the left

figure in Fig. 2.

xs

xs ys

Pri

Priys Prj Prjxf yf

Fig. 1 Before (be)/After (af) and Disjoint Before (db)/After (da)

Fig. 2 Immediate Before

(mb)/After (ma) and Joint

Before (jb)/After (ja)
Pri ys

xfxs

Prj
yf

xs Pri xf

ys Prj yf
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xs xfPri xs xfPri

ys yfPrj ys yfPrj

Fig. 3 S-included Before (sb)/After (sa) and Included Before (ib)/After (ia)

xs xfPri

ys yfPrj

xs xfPri

ys yfPrj

Fig. 4 F-included Before (fb)/After (fa) and Paraconsistent Before-after (pba)

Joint Before (jb)/After (ja) are defined as two processes overlap and the earlier

process had finished before the later one finished, which are described as the right

figure in Fig. 2.

S-included Before (sb), S-included After (sa) are defined as one process had

started before another one started and they have finished at the same time, which

are described as the left figure in Fig. 3.

Included Before (ib)/After (ia) are defined as one process had started/finished

before/after another one started/finished, which are described as the right figure in

Fig. 3.

F-included Before (fb)/After (fa) are defined as the two processes have started at
the same time and one process had finished before another one finished, which are

described as the left figure in Fig. 4.

Paraconsistent Before-after (pba) is defined as two processes have started at the

same time and also finished at the same time, which is described as the right figure

in Fig. 4.

The epistemic negation over bf-annotations, be, af, db, da, mb, ma, jb, ja,
ib, ia, sb, sa, fb, fa, pba is defined and the complete lattice of bf-annotations

is shown in Fig. 5.

Definition 2 The epistemic negation ¬1 over the bf-annotations is obviously defined

as the following mappings:

¬1(𝚊𝚏) = 𝚋𝚎, ¬1(𝚋𝚎) = 𝚊𝚏, ¬1(𝚍𝚊) = 𝚍𝚋, ¬1(𝚍𝚋) = 𝚍𝚊, ¬1(𝚖𝚊) = 𝚖𝚋,
¬1(𝚖𝚋) = 𝚖𝚊, ¬1(𝚓𝚊) = 𝚓𝚋, ¬1(𝚓𝚋) = 𝚓𝚊, ¬1(𝚜𝚊) = 𝚜𝚋, ¬1(𝚜𝚋) = 𝚜𝚊,
¬1(𝚒𝚊) = 𝚒𝚋, ¬1(𝚒𝚋) = 𝚒𝚊, ¬1(𝚏𝚊) = 𝚏𝚋, ¬1(𝚏𝚋) = 𝚏𝚊, ¬1(𝚙𝚋𝚊) = 𝚙𝚋𝚊.
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Fig. 5 The complete lattice
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3 Reasoning Systems in bf-EVALPSN

In order to represent the basic bf-inference rule two literals are introduced: st(pi, t):
“process Pri starts at time t”, and fi(pi, t): “process Pri finishes at time t”. Those
literals are used for expressing process start/finish information and may have one of

the vector annotations, {⊥(0, 0), 𝚝(1, 0), 𝚏(0, 1), ⊤(1, 1)}.
A group of basic bf-inference rules named (0, 0)-rules to be applied at the initial

stage (time t0) are introduced.

(0, 0)-rules Suppose that no process has started yet and the vector annotation of

bf-literal R(pi, pj, t) is (0, 0), which shows that there is no knowledge in terms of the

bf-relation between processes Pri and Prj, then the following two basic bf-inference
rules are applied at the initial stage.

(0, 0)-rule-1 If process Pri started before process Prj starts, then the vector anno-

tation (0, 0) of bf-literal R(pi, pj, t) should turn to 𝚋𝚎(0, 8), which is

the greatest lower bound of {𝚍𝚋(0, 12), 𝚖𝚋(1, 11), 𝚓𝚋(2, 10), 𝚜𝚋(3, 9),
𝚒𝚋(4, 8)}.

(0, 0)-rule-2 If both processes Pri and Prj have started at the same time, then it is

reasonably anticipated that the bf-relation between processes Pri and
Prj will be one of the bf-annotations, {𝚏𝚋(5, 7), 𝚙𝚋𝚊(6, 6), 𝚏𝚊(7, 5)}
whose greatest lower bound is (5, 5) (refer to Fig. 5). Therefore, the

vector annotation (0, 0) of bf-literal R(pi, pj, t) should turn to (5, 5).
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(0, 0)-rule-1 and (0, 0)-rule-2 are translated into the bf-EVALPSN,

R(pi, pj, t)∶[(0, 0), 𝛼] ∧ st(pi, t)∶[𝚝, 𝛼]∧ ∼ st(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(0, 8), 𝛼]
R(pi, pj, t)∶[(0, 0), 𝛼] ∧ st(pi, t)∶[𝚝, 𝛼] ∧ st(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(5, 5), 𝛼]

Suppose that (0, 0)-rule-1 or 2 has been applied, then the vector annotation of

bf-literal R(pi, pj, t) should be one of (0, 8) or (5, 5). Therefore, we need to consider

two groups of basic bf-inference rules to be applied for following (0, 0)-rule-1 and

2, which are named (0, 8)-rules and (5, 5)-rules, respectively.

(0, 8)-rules Suppose that process Pri has started before process Prj, then the vec-
tor annotation of bf-literal R(pi, pj, t) should be (0, 8). We obtain the following infer-

ence rules to be applied for (0, 0)-rule-1.

(0, 8)-rule-1 If process Pri has finished before process Prj starts, and process Prj
starts immediately after processPri finished, then the vector annotation
(0, 8) of bf-literal R(pi, pj, t) should turn to 𝚖𝚋(1, 11).

(0, 8)-rule-2 If process Pri has finished before process Prj starts, and process Prj
has not started immediately after process Pri finished, then the vector

annotation (0, 8) of bf-literal R(pi, pj, t) should turn to 𝚍𝚋(0, 12).
(0, 8)-rule-3 If process Prj starts before process Pri finishes, then the vector annota-

tion (0, 8) of bf-literal R(pi, pj, t) should turn to (2, 8) that is the greatest
lower bound of the set, {𝚓𝚋(2, 10), 𝚜𝚋(3, 9), 𝚒𝚋(4, 8)}.

(0, 8)-rule-1, 2 and 3 are translated into the bf-EVALPSN,

R(pi, pj, t)∶[(0, 8), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼] ∧ st(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(1, 11), 𝛼]
R(pi, pj, t)∶[(0, 8), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼]∧ ∼ st(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(0, 12), 𝛼]
R(pi, pj, t)∶[(0, 8), 𝛼]∧ ∼ fi(pi, t)∶[𝚝, 𝛼] ∧ st(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(2, 8), 𝛼]

(5, 5)-rules Suppose that both processes Pri and Prj have already started at the

same time, then the vector annotation of bf-literal R(pi, pj, t) should be (5, 5). We

have the following inference rules to be applied for following (0, 0)-rule-2.

(5, 5)-rule-1 If process Pri has finished before process Prj finishes, then the vector

annotation (5, 5) of bf-literal R(pi, pj, t) should turn to 𝚜𝚋(5, 7).
(5, 5)-rule-2 If both processes Pri and Prj have finished at the same time, then the

vector annotation (5, 5) of bf-literal R(pi, pj, t) should turn to 𝚙𝚋𝚊(6, 6).
(5, 5)-rule-3 If process Prj has finished before process Pri finishes, then the vector

annotation (5, 5) of bf-literal R(pi, pj, t) should turn to 𝚜𝚊(7, 5).

Basic bf-inference rules (5, 5)-rule-1, 2 and 3 are translated into the following

bf-EVALPSN,
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R(pi, pj, t)∶[(5, 5), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼]∧ ∼ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(5, 7), 𝛼]
R(pi, pj, t)∶[(5, 5), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼] ∧ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(6, 6), 𝛼]
R(pi, pj, t)∶[(5, 5), 𝛼]∧ ∼ fi(pi, t)∶[𝚝, 𝛼] ∧ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(7, 5), 𝛼]

If one of (0, 8)-rule-1, 2, (5, 5)-rule-1, 2 and 3 has been applied, a final bf-

annotation such as 𝚓𝚋(2, 10) between two processes should be derived. However,

even if (0, 8)-rule-3 has been applied, no bf-annotation could be derived. Therefore,
a group of basic bf-inference rules named (2, 8)-rules should be considered for fol-

lowing (0, 8)-rule-3.

(2, 8)-rules Suppose that process Pri has started before process Prj starts and
process Prj has started before process Pri finishes, then the vector annotation of bf-

literal R(pi, pj, t) should be (2, 8) and the following three rules should be considered.

(2, 8)-rule-1 If processPri finished before processPrj finishes, then the vector anno-
tation (2, 8) of bf-literal R(pi, pj, t) should turn to 𝚓𝚋(2, 10).

(2, 8)-rule-2 If both processes Pri and Prj have finished at the same time, then the

vector annotation (2, 8) of bf-literal R(pi, pj, t) should turn to 𝚏𝚋(3, 9).
(2, 8)-rule-3 If process Prj has finished before Pri finishes, then the vector annota-

tion (2, 8) of bf-literal R(pi, pj, t) should turn to 𝚒𝚋(4, 8).

Basic bf-inference rules (2, 8)-rule-1, 2 and 3 are translated into the bf-EVALPSN,

R(pi, pj, t)∶[(2, 8), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼]∧ ∼ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(2, 10), 𝛼]
R(pi, pj, t)∶[(2, 8), 𝛼] ∧ fi(pi, t)∶[𝚝, 𝛼] ∧ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(3, 9), 𝛼]
R(pi, pj, t)∶[(2, 8), 𝛼]∧ ∼ fi(pi, t)∶[𝚝, 𝛼] ∧ fi(pj, t)∶[𝚝, 𝛼] → R(pi, pj, t)∶[(4, 8), 𝛼]

The application orders of all basic bf-inference rules are summarized in Table 1.

Suppose that there are three processes Pri,Prj and Prk starting sequentially, then

we consider to derive the vector annotation of bf-literal R(pi, pk, t) from those of

Table 1 Application orders of basic Bf-inference rules

Vector

annotation

Rule Vector

annotation

Rule Vector

annotation

Rule Vector

annotation

(0, 0) rule-1 (0, 8) rule-1 (0, 12)
rule-2 (1, 11)
rule-3 (2, 8) rule-1 (2, 10)

rule-2 (3, 9)
rule-3 (4, 8)

rule-2 (5, 5) rule-1 (5, 7)
rule-2 (6, 6)
rule-3 (7, 5)
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bf-literals R(pi, pj, t) and R(pj, pk, t) transitively. We describe the rules by vector

annotations.

Transitive Bf-inference Rules
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4 Process Order Control in Bf-EVALPSN

In this section, a simple example of the process order control is shown. The process

order control method has the following steps: step 1, translate the safety properties

of the process order control system into bf-EVALPSN; step 2, verify if permission

for starting the process can be derived from the bf-EVALPSN in step1 by the basic

bf-inference rule and the transitive bf-inference rule or not.

We assume a pipeline system consists of two pipelines, PIPELINE-1 and 2, which

deal with pipeline processes Pr0, Pr1, Pr2 and Pr3. The process schedule of those

processes are shown in Fig. 6. Moreover, we assume that the pipeline system has four

safety properties SPR − i(i = 0, 1, 2, 3).

SPR−0 process Pr0 must start before any other processes, and process Pr0 must

finish before process Pr2 finishes,
SPR−1 process Pr1 must start after process Pr0 starts,
SPR−2 process Pr2 must start immediately after process Pr1 finishes,
SPR−3 process Pr3 must start immediately after processes Pr0 and Pr2 finish.

Step 1. All safety properties SPR − i(i = 0, 1, 2, 3) can be translated into the follow-
ing bf-EVALPSN clauses.

SPR − 1
∼ R(p0, p1, t)∶[(0, 8), 𝛼] → st(p1, t)∶[𝚏, 𝛽], (1)

∼ R(p0, p2, t)∶[(0, 8), 𝛼] → st(p2, t)∶[𝚏, 𝛽], (2)

∼ R(p0, p3, t)∶[(0, 8), 𝛼] → st(p3, t)∶[𝚏, 𝛽], (3)

st(p1, t)∶[𝚏, 𝛽] ∧ st(p2, t)∶[𝚏, 𝛽] ∧ st(p3, t)∶[𝚏, 𝛽] → st(p0, t)∶[𝚏, 𝛾], (4)

∼ fi(p0, t)∶[𝚏, 𝛽] → fi(p0, t)∶[𝚏, 𝛾]. (5)

SPR − 1
∼ st(p1, t)∶[𝚏, 𝛽] → st(p1, t)∶[𝚏, 𝛾], (6)

∼ fi(p1, t)∶[𝚏, 𝛽] → fi(p1, t)∶[𝚏, 𝛾]. (7)

SPR − 2
∼ R(p2, p1, t)∶[(11, 0), 𝛼] → st(p2, t)∶[𝚏, 𝛽], (8)

∼ st(p2, t)∶[𝚏, 𝛽] → st(p2, t)∶[𝚏, 𝛾], (9)

∼ R(p2, p0, t)∶[(10, 2), 𝛼] → fi(p2, t)∶[𝚏, 𝛽], (10)

∼ fi(p2, t)∶[𝚏, 𝛽] → fi(p2, t)∶[𝚏, 𝛾]. (11)

Fig. 6 Pipeline process

schedule PIPELINE-1

PIPELINE-2
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SPR − 3
∼ R(p3, p0, t)∶[(11, 0), 𝛼] → st(p3, t)∶[𝚏, 𝛽], (12)

∼ R(p3, p1, t)∶[(11, 0), 𝛼] → st(p3, t)∶[𝚏, 𝛽], (13)

∼ R(p3, p2, t)∶[(11, 0), 𝛼] → st(p3, t)∶[𝚏, 𝛽], (14)

∼ st(p3, t)∶[𝚏, 𝛽] → st(p3, t)∶[𝚏, 𝛾], (15)

∼ fi(p3, t)∶[𝚏, 𝛽] → fi(p3, t)∶[𝚏, 𝛾]. (16)

Step 2. Here, we show how the bf-EVALPSN process order safety verification is

carried out at five time points, t0, t1, t2 and t3 in the process schedule (Fig. 6). We

consider five bf-relations between processes Pr0, Pr1, Pr2 and Pr3 represented by

the vector annotations of bf-literals,

R(p0, p1, t), R(p0, p2, t), R(p0, p3, t), R(p1, p2, t), R(p2, p3, t)

which should be verified based on safety properties SPR − 0, 1, 2 and 3 in real-time.

Initial Stage (at time t0) no process has started at time t0, thus, the bf-EVALP

clauses,

R(pi, pj, t0)∶[(0, 0), 𝛼], where i = 0, 1, 2, j = 1, 2, 3 (17)

are obtained by transitive bf-inference rule TR0; then, bf-EVALP clauses (17) sat-

isfy each body of bf-EVALPSN clauses (1), (2) and (3), respectively, therefore, the

forbiddance,

st(p1, t0)∶[𝚏, 𝛽], (18)

from starting each process Pri(i = 1, 2, 3) is derived; moreover, since bf-EVALP

clauses (18) satisfy the body of bf-EVALPSN clause (4), the permission for start-

ing process Pr0, st(p0, t0)∶[𝚏, 𝛾] is derived; therefore, process Pr0 is permitted for

starting at time t0.

2nd Stage (at time t1) process Pr0 has already started but all other processes

Pri(i = 1, 2, 3) have not started yet; then the bf-EVALP clauses,

R(p0, p1, t1)∶[(0, 8), 𝛼], (19)

are obtained, where the bf-EVALP clause (19) is derived by basic bf-inference rule

(0, 0)-rule-1; moreover, the bf-EVALP clauses,

R(p0, p2, t1)∶[(0, 8), 𝛼], R(p0, p3, t1)∶[(0, 8), 𝛼] (20)

are obtained by transitive bf-inference rule TR1; as bf-EVALP clause (19) does not

satisfy the body of bf-EVALPSN clause (1), the forbiddance from starting process

Pr1, st(p1, t1)∶[𝚏, 𝛽] cannot be derived; then, since there does not exist the for-

biddance, the body of bf-EVALPSN clause (6) is satisfied, and the permission for
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starting process Pr1, st(p1, t1)∶[𝚏, 𝛾] is derived; on the other hand, since bf-EVALP
clauses (20) satisfy the body of bf-EVALPSN clauses (8) and (12) respectively, the

forbiddance from starting both processes Pr2 and Pr3,

st(p2, t1)∶[𝚏, 𝛽], st(p3, t1)∶[𝚏, 𝛽] (21)

are derived; therefore, process Pr1 is permitted for starting at time t1.

3rd Stage (at time t2) process Pr1 has just finished and process Pr0 has not fin-
ished yet; then, the bf-EVALP clauses,

R(p0, p1, t2)∶[(4, 8), 𝛼], R(p1, p2, t2)∶[(1, 11), 𝛼], R(p2, p3, t2)∶[(0, 8), 𝛼] (22)

are derived by basic bf-inference rules (2, 8)-rule-3, (0, 8)-rule-2 and (0, 0)-rule-1,
respectively; moreover, the bf-EVALP clauses,

R(p0, p2, t2)∶[(2, 8), 𝛼], R(p0, p3, t2)∶[(0, 12), 𝛼] (23)

are obtained by transitive bf-inference rules TR1-4-6 and TR1-2, respectively; then,
since bf-EVALP clause (22) does not satisfy the body of bf-EVALPSN clause (8),

the forbiddance from starting process Pr2, st(p2, t2)∶[𝚏, 𝛽] cannot be derived; since
there does not exist the forbiddance, the body of bf-EVALPSN clause (9) is satisfied,

and the permission for starting process Pr2, st(p2, t2)∶[𝚏, 𝛾] is derived; on the other
hand, since bf-EVALP clauses (23) satisfy the body of bf-EVALPSN clause (12), the

forbiddance from starting process Pr3, st(p3, t2)∶[𝚏, 𝛽] is derived; therefore, process
Pr2 is permitted for starting, however process Pr3 is still forbidden from starting at

time t2.

4th Stage (at the t3) process Pr0 has finished, process Pr2 has not finished yet,

and process Pr3 has not started yet; then, the bf-EVALP clauses,

R(p0, p1, t3)∶[(4, 8), 𝛼], R(p1, p2, t3)∶[(1, 11), 𝛼], R(p2, p3, t3)∶[(0, 8), 𝛼]

have been already reasoned at the previous stage; moreover, the bf-EVALP clauses,

R(p0, p2, t3)∶[(2, 10), 𝛼], R(p0, p3, t3)∶[(0, 12), 𝛼] (24)

are obtained by basic bf-inference rule (2, 8)-rule-1; then, bf-EVALP clause (24) sat-

isfies the body of bf-EVALP clause (14), and the forbiddance from starting process

Pr3, S(p3, t3)∶[𝚏, 𝛽] is derived; therefore, process Pr3 is still forbidden to start

because process Pr2 has not finished yet at time t3.
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5 Concluding Remarks

In this paper, we have reviewed the process order control method based on a para-

consistent annotated logic program bf-EVALPSN, which can deal with before-after

relation between processes with a small process order safety verification example.
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Modeling and Forecasting of Well-Being
Using Fuzzy Cognitive Maps

Tatiana Penkova and Wojciech Froelich

Abstract In this paper we address the problem of modeling and forecasting of well-

being. First, we apply a graph-based model of a Fuzzy cognitive map to discover

cause-and-effect relationships among indicators of well-being. Second, the discov-

ered model is applied to forecast the future state of well-being. The model is con-

structed using historical multivariate time series containing six consolidated indexes

that represent well-being on the considered territory. Experiments with real-world

data provided evidence for the usefulness of the proposed approach. Moreover, the

interpretation of the obtained FCM graph led to the discovery of unknown depen-

dencies within the data. The analysis of the unknown dependencies requires further

research.

1 Introduction

Estimation of well-being is an important problem and a key factor supporting

decision-making processes in territory management. The estimation of well-being

has raised the active interest of several researchers [3–5, 7, 14, 27, 28]. The estima-

tion of a synthetic well-being index was proposed in [21] where the weighting of the

partial indicators was used. The creation of the territory well-being standard includes

the following: identification of hierarchy of indicators (i.e., the set of primary indi-

cators and levels of their aggregation), identification of significance coefficients of

indicators and identification of normative values of indicators in form of range. This

process is performed by experts using historical data based on territory character-

istics and specifications [27]. The method of estimation of the territory well-being

level is an improvement on the approach to estimation of complex socio-economic
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objects [4]. The theory and estimation of individual and social welfare measures

was proposed in [3]. The social context of well-being was investigated in [14]. The

constriction of well-being indexes has also been investigated in [5, 7].

The approach for the modeling and forecasting of well-being proposed in this

paper is based on the application of the soft-computing model of Fuzzy cognitive

maps. A Fuzzy cognitive map is a knowledge representation tool inheriting different

aspects of fuzzy sets and neural networks [8, 18]. FCMs model knowledge through

fuzzy concepts represented as nodes and relationships between them represented

as weighted arcs. The causal relationships among concepts are either determined

by experts knowledge or by learning when historical data are available. There is a

growing interest in FCMs, especially in the fields of control [30], medicine [29],

computer science [20], time series forecasting [10, 11, 15, 23, 24], decision support

[31], and machine learning [17]. A review of FCM research is given in [26].

In this paper we address the problem of modeling and forecasting of well-being.

The well-being indexes are changing over time and constitute the considered time

series. First, we apply a Fuzzy cognitive map to discover cause-and-effect relation-

ships among indicators of well-being. Second, the discovered model is applied to

forecast the future course of well-being. The forecasted multivariate time series con-

tain six comprehensive indexes representing well-being in the considered territory.

Experiments with real-world data provide evidence for the usefulness of the pro-

posed approach. Moreover, the interpretation of the obtained FCM graph led to the

discovery of unknown dependencies within the data.

The rest of this paper is organized as follows. In Sect. 2 the theoretical background

on the estimation of well-being is presented. Theoretical background related to Fuzzy

cognitive maps is given in Sect. 3. The contribution of this study, i.e., the applica-

tion of FCM to the modeling and forecasting of well-being, is presented in Sect. 4.

Experiments using real-world data are described in Sect. 5. Section 6 concludes the

paper.

2 Estimation of Well-Being

Let us assume that Pk ∈ ℜ, k = 1, 2,… , n denotes real valued indicators related to

well-being (e.g., ‘Alcoholism’, ‘Drug addiction’, etc.) where is the number of all con-

sidered indicators. The estimation of well-being is based on the values of indicators

and consists of the following two steps:

1. Estimation of primary indicators by the calculation of individual well-being

indexes ik. The value of an individual index demonstrates significant improve-

ment if ik > 1. If ik < 1, then it demonstrates significant degradation of the indi-

cator.

2. Estimation of comprehensive indicators by the calculation of consolidated well-

being indexes I applying previously calculated individual indexes. The value of
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the consolidated index is I > 1 or I < 1, which demonstrates an improvement in

or the degradation of the well-being level, respectively.

Every individual index of the kth indicator is calculated by Formula (1):

ik = 1 + 𝛥Pk ⋅ Sk, (1)

where: 𝛥Pk is the compliance coefficient of actual values of the kth indicator with

standard; Sk = ±1 is the coefficient which characterizes the ‘polarity’ of kth indi-

cator, where: Sk = 1, when the change of indicator is proportional to the index and

Sk = −1, when the change of indicator is inversely proportional to the index. The

compliance coefficient 𝛥Pk is calculated using Formula (2):

𝛥Pk =
⎧
⎪
⎨
⎪
⎩

0, for: Pk ∈ [Nk,Zk],
Pk−Zk
Zk−Nk

, for: Pk > Zk,
Pk−Nk

Zk−Nk
, for: Pk < Nk,

(2)

where:Pk is actual value of the kth indicator; [Nk,Zk] is the range of normative values

of kth indicator, Nk is the lower limit of the range, and Zk is the upper limit of the

range. In cases where the value of the indicator Pk falls within the range of normative

values, i.e., Pk ∈ [Nk,Zk], the compliance coefficient 𝛥Pk = 0. In cases where actual

value of indicator is above the upper limit of range, the compliance coefficient has a

positive value 𝛥Pk > 0. In cases where the actual value of the indicator is below the

lower limit of range, the compliance coefficient has a negative value 𝛥Pk < 0.

After the calculation of all individual indexes ik, the consolidated well-being

index I is calculated by Formula (3):

I =
n∑

k=1
uk ⋅ ik, (3)

where: uk > 0 is a significance coefficient of kth indicator, where it is assumed that
∑

uk = 1, and n is the number of all individual indicators.

To illustrate the described calculation procedure, we provide a numerical exam-

ple. Table 1 presents individual indicators used to calculate the comprehensive indi-

cator of ‘psycho-emotional tension’.

Table 1 Individual indexes for the consolidated index ‘Psycho-emotional tension’

k Indicator Pk Nk Zk 𝛥Pk ik uk Sk
1 Children’s drug

addiction

7.16 4.20 7.20 0 1.00 0.21 −1

2 Teenage drug

addiction

180.56 120.00 150.00 1.02 −0.02 0.20 −1

3 Drug addiction 265.38 200.00 250.00 0.31 0.69 0.15 −1

4 Alcoholism 1333.63 1100.00 1300.00 0.17 0.83 0.15 −1
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First, according to Formula (2), for all primary indicators Pk, we calculate com-

pliance coefficients 𝛥Pk. For example, as can be noted in Table 1, the actual value

of ‘Children’s drug addiction’ falls within the normative range, therefore the coeffi-

cient of compliance is identified as: 𝛥P = 0. The actual values of other indicators fall

above the upper limit of the range; therefore, the compliance coefficient is calculated

according to the second condition in Formula (2).

Second, we calculate the individual well-being indexes ik according to Formula

(1). Taking into account the negative polarity Sk for ‘Teenage drug addiction’, the

corresponding individual index is calculated as: i2 = 1 + 1.02 ⋅ (−1) = −0.02.

In the last column of Table 1 we placed significance indexes corresponding to the

individual indexes. Using the values of individual indexes and applying Formula 3,

we calculate the consolidated well-being index. (I) for ‘Psycho-emotional tension’

as I = 0.21 ⋅ 1.00 + 0.20 ⋅ (−0.02) + 0.17 + 0.15 ⋅ 0.69 + 0.15 ⋅ 0.83 = 0.23426.

This method provides the estimation of well-being by assessing the changes in

the indicators values relative to their normative values.

3 Introduction to Fuzzy Cognitive Maps

Let us assume we observe real-valued variables v1, v2,… , vn ∈ V , where: V is the set

of the considered well-being indicators. LetC denotes a set of fuzzy sets, where every

set c ∈ C is a node of the FCM. At time step t ∈ [0, 1,… , te], te ∈ ℵ, the value of

vi(t) is mapped by the fuzzification function to the state of the corresponding concept

ci(t) = 𝜇i(vi(t)). The value of ci(t) is the degree in which vi(t) belongs to the fuzzy set

ci. The fuzzification is usually simplified as a normalization: ci(t) =
vi(t)−min(vi)

max(vi)−min(vi)
.

The FCM is defined as an ordered pair < C,W >, where C is the set of con-

cepts and W is the connection matrix that stores the weights wij ∈ [−1, 1] assigned

to the pairs of concepts. The value wij = 1 expresses full positive and wij = −1 full

negative impact of the ith causal concept on the jth effect concept respectively. The

intermediate values of weights refer to partial causality [8].

The FCM model can be exploited for the prediction of a concept’s states c′i(t) and,

after their defuzzification, the corresponding values of varibles v′i(t). The prediction

is carried out using Eq. (4):

c′j(t) = f (
n∑

i=1,i≠j
wijci(t − 1)), (4)

where n = card(C) is the cardinality of setC, f (x) is the transformation function. The

transformation function restricts the weighted sum of concepts states into the interval

[0, 1]. For the purpose of this study, we use the logistic transformation: f (x) = 1
1+e−gx

,

where g > 0 is the parameter that determines the gain of the transformation.
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After performing the prediction of the concepts state, to obtain the predicted val-

ues of variables v′j(t), denormalization is performed by using the formula: v′j(t) =
c′j(t)(max(vj) − min(vj)) + min(vj).

For the purpose of this paper we decided to apply Mean Absolute Error (MAE),

the simplest approach to the calculation of forecasting errors, which is given by the

following formula:

e = 1
n ⋅ card(T)

card(T)∑

t

n∑

j=1
|v′j(t) − vj(t)|, (5)

where T denotes the considered (learning or testing) period in which the errors were

accumulated, card(T) is the length of the considered period of time calculated in

time steps, and n is the number of variables. v′j(t), vj(t) denotes the predicted and

actual values of the time series, respectively.

The set of concepts C is provided by an expert, and only the matrix W is learned,

using historical data. There are two known approaches to learning FCMs: adaptive

and population-based. Adaptive algorithms are based on the idea of Hebbian learning

borrowed from the theory of artificial neural networks. The adaptive learning meth-

ods involve: DHL [19], BDA [16], AHL [22] and other algorithms. The population-

based approaches for learning FCMs are: RCGA (real coded genetic algorithm) [32],

PSO-based algorithm (applies particle swarm optimization method) [25], simulated

annealing optimization-based algorithm [12], and differential evolution-based algo-

rithm [17].

As reported in the literature [9], the RCGA is one of the most competitive among

the population-based. For that reason, it has been selected to be used in this study.

4 An FCM-Based Model of Well-Being

The first goal of this study is to create an FCM model representing the dependencies

among consolidated indexes of well-being. The resulting FCM model is applied as

a decision support tool for policy makers but also as a predictive model allowing

the forecasting of well-being. To accomplish the aforementioned objective we map

the considered consolidated indexes to the concepts of Fuzzy cognitive maps. The

mapping is shown in Table 2.

Table 2 Mapping between

consolidated indexes and the

concepts of FCM

Index Concept

Population structure c1
Labour market c2
Housing facilities c3
Standard of living c4
Psycho-emotional tension c5
Medical provision c6
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As stated in Sect. 2, all consolidated indexes assume values in the range [0, 1];

therefore, the normalization of the original and denormalization of the forecasted

time series are not required.

For the purpose of this paper, the evolutionary approach based on the RCGA is

applied. The RCGA creates the population of genotypes; each of them is a vector

of weights of a candidate FCM. The goal of the evolutionary algorithm is to opti-

mize the matrix W with respect to the predictive capability of the FCM. The applied

RCGA algorithm relies on the template of a genetic algorithm (Algorithm 1).

Algorithm 1: Genetic Learning of FCM.

Input: Multivariate time series {V(1),V(2),… ,V(te)}.

Output: Optimized matrix: W.

Initialize randomly the first population Pk, k = 1 of genotypes;

While (stopping-criterion is not satisfied) {

Evaluation(Pk);
Pk+1 ← Selection(Pk);
Mutation(Pk+1);
Crossover(Pk+1);
k ← k + 1;

}

return pbest ∈ Pk - the genotype with the highest fitness value;

Index k denotes the number of generations. The constituents of the algorithm are

the following:

∙ Genotype. Every genotype p ∈ P includes the vector of numbers coming from the

matrix W of the candidate FCM. Subsequent rows of W are placed linearly one

after the other into the vector of genotype. The elements on the diagonal of the

matrix W are omitted, as they do not take part in reasoning.

∙ Evaluation of Genotypes. To use the RCGA for learning FCMs, we defined the

fitness function as fitness(FCM) = −e, where e is the accumulated forecasting

error calculated for the learning period.

∙ Selection. During the selection process, a new population Pk+1 of genotypes is

produced. The newly created population is later supplemented using the opera-

tors of mutation and crossover. For the purpose of this paper the elite selection is

applied [13].

∙ Mutation and crossover. To supplement the population, the offspring of the

elite genotypes are produced using standard probabilistic mutation and one-point

crossover. The probabilities of mutation and crossover are the parameters of the

evolution.

∙ Stopping-criteria. The algorithm stops when at least one of the following condi-

tions holds:
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1. no improvement in the best fitness value has been recognized after krun consecu-

tive generations, krun is the parameter,

2. the maximum number of generations kmax has been reached, kmax is the parameter.

5 Experiments

For the validation of the proposed approach, we use real-world data gathered for

an industrial city in Siberia (Novokuznetsk, Russia). The data, given in Table 3, are

publicly available [1, 2, 6]. For the purpose of our experiments the data has been

divided into learning and testing parts. The learning part contained data from five

years (2005–2010). Testing was performed for three years (2011–2013).

For the learning FCM we used the RCGA algorithm with the following para-

meters: cardinality of the population = 100, maximal number of iterations kmax =
500, number of iterations without the change of fitness krun = 10, probability of

mutation = 0.1, and probability of crossover = 0.8. After numerous trials we set

up the gain of the transformation function as g = 0.5, and the cardinality of the elite

population to 20 %. In Table 4 we present the obtained values of FCM weights.

As can be noted in Table 4, high bidirectional dependency has been found for

the concepts c1 − c2, c1 − c3, c1 − c4. This means that the population structure is

highly positively related to the labor market, housing facilities and standard of liv-

ing. On the other hand, fairly high negative weights have been recognized for the

dependencies related to the concept of psycho-emotional tension. Increased stan-

dard of living may lead to decreased psycho-emotional tension. w45: ‘Standard

of living’ (c4) − > ‘Psycho-emotional tension’ (c5). Moreover, decreased psycho-

emotional tension improve the indicator related to the population structure. w51:

‘Psycho-emotional tension’ (c5) − > ‘Population structure’ (c1).

Further analysis of the obtained dependecies is a challenge for future research

and should be made by the domain specialists. To present the obtained FCM to the

domain experts we illustrate it in Fig. 1. We show only the weights wij ≥ 0.8 and

wij < −0.2

Table 3 Well-being indexes of the comprehensive indicators (Novokuznetsk, 2005–2013)

Indicator 2005 2006 2007 2008 2009 2010 2011 2012 2013

Population structure 0.58 0.78 0.84 0.95 0.85 0.75 0.85 0.8 0.82

Labour market 0.8 0.84 0.82 0.8 0.73 0.25 0.6 0.74 0.76

Housing facilities 0.75 0.81 0.81 0.75 0.74 0.7 0.85 0.87 0.8

Standard of living 0.67 0.71 0.74 0.82 0.76 0.68 0.74 0.75 0.73

Psycho-emotional

tension

0.6 0.54 0.32 0.56 0.46 0.46 0.64 0.74 0.76

Medical provision 0.67 0.8 0.87 0.95 0.91 0.7 0.85 0.87 0.86
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Table 4 Causal dependencies among comprehensive indicators

Concept c1 c2 c3 c4 c5 c6
Population structure c1 – 0.90 0.96 0.82 0.57 0.87

Labour market c2 0.84 – 0.66 0.29 0.58 −0.03

Housing facilities c3 0.87 0.67 – 0.59 −0.03 −0.06

Standard of living c4 0.80 0.87 0.15 – −0.27 0.30

Psycho-emotional tension c5 −0.28 0.06 0.03 0.07 – −0.05

Medical provision c6 −0.07 0.14 −0.04 0.9 0.04 –

Fig. 1 FCM model of

well-being

Table 5 Mean absolute errors

2011 2012 2013

0.0389 0.0510 0.0382

The obtained model has been applied to forecasting future state of well-being. The

forecasting accuracies calculated as MAPE for every year within the testing period

are given in Table 5.

Taking into account that the obtained errors are accumulated over six variables

of the multivariate time series, they can be evaluated as very low. They are also

satisfactory from the considered domain of application. This provides evidence that

the applied FCM model can be effectively used for modeling and forecasting of well-

being.

6 Conclusions

In this study we proposed a new FCM-based model of well-being. The model has

been constructed using real-world data. The discovered model graphically illustrates

the dependencies between the consolidated well-being indexes and as such can be
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a valuable decision support tool for policy makers. Moreover, the obtained model

has been applied to the forecasting of the future course of well-being. The obtained

results are very encouraging and thus motivate our further research in the considered

domain. The limitation of the demonstrated approach is a small amount of available

data. In spite of that, the paper proposes a general approach that can be easily scaled

up in the future.
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Abstract This paper presents the application of certain intelligent techniques to
control an industrial mixer. Control design is based on Hebbian modification of
Fuzzy Cognitive Maps learning. This research study develops a Dynamic Fuzzy
Cognitive Map (DFCM) based on Hebbian Learning algorithms. It was used Fuzzy
Classic Controller to help validate simulation results of an industrial mixer of
DFCM. Experimental analysis of simulations in this control problem was con-
ducted. Additionally, the results were embedded using efficient algorithms into the
Arduino platform in order to acknowledge the performance of the codes reported in
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1 Introduction

Developments in optimal control theory, robust control and adaptive control have
expanded significantly the automation concept and the feasibility of automatic
control in practice. However, these techniques rely on mathematical models for the
plant and controllers.

On the other hand, intelligent control techniques try to control actions without
resorting to complete or partial mathematical models. Otherwise, the ability of a
human to find solutions to a particular problem is known as human intelligence.
In short, human beings are able to deal with complicated processes based on
inaccurate and/or approximate information. The strategy adopted by them is also of
imprecise nature and usually capable of being expressed in linguistic terms.
Thus, by means of Fuzzy Logic concepts, it is possible to model this type of
information [1].

Artificial Intelligence (AI) has applications in various areas of knowledge, such
as mathematical biology, neuroscience, computer science and others. The research
area of intelligent computational systems aims to develop methods that try to mimic
or approach the capabilities of humans to solve problems. These new methods seek
to emulate human’s abilities to cope with very complex processes, based on
inaccurate and/or approximated information.

In general, Fuzzy Cognitive Map (FCM) is a tool for modeling the human
knowledge. It can be obtained through linguistic terms, inherent to Fuzzy Systems,
but with a structure similar to the Artificial Neural Networks (ANN), which
facilitates data processing, and has capabilities for training and adaptation. FCM is a
technique based on the knowledge that inherits characteristics of Cognitive Maps
and Artificial Neural Networks [2–4], with applications in different areas of
knowledge and applications [5–10]. Besides the advantages and characteristics
inherited from these primary techniques, FCM was originally proposed as a tool to
build models or cognitive maps in various fields of knowledge. It makes the tool
easier to abstract the information necessary for modeling complex systems, which
are similar in the construction to the human reasoning. Dynamic Fuzzy Cognitive
Maps (DFCM), need to be developed to model and manage behaviors of non-linear
time-dependent system and often in real time. Examples of different DFCMs can be
found in the recent literature, e.g., [10–14].

This paper has two objectives. First objective is the development of two con-
trollers using an acyclic DFCM with same knowledge as this of Fuzzy Controller,
and with similar heuristic, thus producing comparable simulated results. Second
aim is to show an embedded DFCM in the low cost and processing microcontroller
Arduino.

To succeed the goals, we initially use the similar DFCM proposed in [11] to
control an industrial mixing tank. In contrary to [11], we use a Hebbian algorithm to
dynamically adapt the DFCM weights. In order to validate our DFCM controller,
we compared its performance with a Fuzzy Logic Controller. This comparison is
carried out with simulated data.
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2 Development

To demonstrate the evolution of the proposed technique (DFCM) we will use a case
study well known in the literature as seen in [3, 15, 16] and others. This case was
selected to illustrate the need for refinement of a model based on FCM built
exclusively with knowledge. The process shown in Fig. 1 consists of a tank with
two inlet valves for different liquids, a mixer, and an outlet valve for removal of
liquid produced by mixing and specific gravity meter that measures the specific
gravity of the produced liquid. In this research, to illustrate and exemplify the
operation of the industrial mixer, the liquids are water with specific gravity 1 and
soybean oil with a specific gravity of about 0.9.

Valves (V1) and (V2) insert two different liquids (specific gravities) in the tank.
During the reaction of the two liquids, a new liquid characterized by it’s a new
specific gravity value is produced. At this time the valve (V3) empties the tank in
accordance with a campaign output flow, but the liquid mixture should be in the
specified levels of the volume and specific gravity.

Although relatively simple, this process is a TITO (Two Inputs Two Outputs)
type with coupled variables. To establish the quality of the control system of the
produced fluid, a weighting machine placed in the tank measures the (specific
gravity) produced liquid.

When the value of the measured variable G (liquid mass) reaches the range of
values between the maximum and minimum [Gmin, Gmax] specified, the desired
mixed liquid is ready. The removal of liquid is only possible when the volume
(V) is in a specified range between the values [Vmin and Vmax]. The control consists
to keep these two variables in their operating ranges, as:

Vmin < V < Vmax ð1Þ

Gmin < G < Gmax. ð2Þ

In this study was tried to limit these values from approximately the range of
800–850 mg for the mass and approximately the range of 850–900 ml for the
volume. The initial values for mass and volume are 800 mg and 850 ml respec-
tively. According to Papageorgiou et al. [18], through the observation and analysis
of operation of the process is possible for experts to define a list of key concepts
related to physical quantities involved. The concepts and cognitive model are:

Fig. 1 Mixer Tank (Source
adapted from [17])
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• Concept 1—State of the valve 1 (closed, open or partially open).
• Concept 2—State of the valve 2 (closed, open or partially open).
• Concept 3—State of the valve 3 (closed, open or partially open).
• Concept 4—quantity of mixture (volume) in the tank, which depends on the

operational state of the valves V1, V2 and V3.
• Concept 5—value measured by the G sensor for the specific gravity of the

liquid.

Considering the initial proposed evolution for FCM we use a DFCM to control
the mixer which should maintain levels of volume and mass within specified limits.

The process model uses the mass conservation principle to derive a set of
differential equations representing the process used to test the DFCM controller. As
a result the tank volume is the volume over the initial input flow of the intake valves
V1 and V2 minus the outflow valve V3, this valve V3 and the output campaign was
introduced in this work for increase the complexity original process [17]. Similarly,
the mass of the tank follows the same principle as shown below. The values used
for me1 and me2 were 1.0 and 0.9, respectively.

Vtank =Vi +V1 +V2 −V3 ð3Þ

Weighttank =Mi + ðV1me1Þ+ V2me2ð Þ−Mout ð4Þ

3 Fuzzy Controller Development

To establish a correlation and a future comparison between techniques, a Fuzzy
Controller was also developed. The Fuzzy rule base uses the same heuristic control
strategy and conditions.

Fuzzy Control is a technique used for decades, especially in process control [1].
It is a motivation for DFCM validation, and this study uses a same knowledge for
two controllers, with two different formalisms. It isn’t scope discuss the develop-
ment of the Fuzzy Controller. But, some details of structure are pertinent functions
are triangles and trapezoidal and 6 rules are considered in its base. The surface of
this controller is showed in Fig. 2. Moreover, the rules are symmetric and similar by

Fig. 2 Fuzzy controller surfaces, V1 and V2
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two output valves; in this specific case the surface of valve 2 are same as in valve 1.
The base rules are:

1. If (Level is low) or (Valve Out is high) then (V1 is high) and (V2 is high)
2. If (Level is medium) or (Valve Out is medium) then (V1 is medium) and (V2 is

medium)
3. If (Level is high) or (Valve Out is low) then (V1 is low) and (V2 is low)
4. If (Weight is low) or (Valve Out is high) then (V1 is high) and (V2 is high)
5. If (Weight is medium) or (Valve Out is medium) then (V1 is medium) and (V2 is

medium)
6. If (Weight is high) or (Valve Out is low) then (V1 is low) and (V2 is low)

4 DFCM Development

The structure of the DFCM controllers is similar to the developed Fuzzy Con-
trollers, using same heuristics, e.g., in case the output valve (V3, in accordance to
Fig. 1) increases, the inputs valves (V1 and V2) increase too. In other hand, in case
volume and weights of the mixture increase, the input valves decrease. For
example, the relationships W54 and W53, in the DFCM, are similar in effects or
control actions of the Fuzzy Controller’s base rules.

The development of the DFCM is made through three distinct stages. First, the
DFCM is developed as structure, concepts and causal relationships, similar to a
classic FCM, where concepts and causal relationships are identified through sensors
and actuators of the process. The concepts can be variables and/or control actions,
as already mentioned. The output valve is defined by a positive relationship, i.e.,
when the campaign increases, the output (V3) flow also increases, similarly, the
input valves increase too. Moreover, when Volume Mixture and Weight Mixture
increase, V1 and V2 decrease. In both cases the flow of the valves increases or
decreases proportionally. The second development stage is the benchmark well-
known Genetic Algorithm [19]. The Fig. 3 shows the schematic graph of a DFCM
controller.

Fig. 3 DFCM controller
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In this research, details of the G.A. are: the initial values of causal relationships
are determined through genetic algorithms. The genetic algorithm used is a con-
ventional one, with a population of 20 individuals, simple crossing and approxi-
mately 1 % of mutation. The chromosomes were generated by real numbers with all
the DFCM weights, individuals were random and the initial method of classification
was the tournament method with 3 individuals. Finally, the fitness function for
simplicity considers the overall error of the two desired outputs.

Figure 4 shows an evolution; with 60 generations of the Genetic Algorithm
proposed, it stabilizes and reaches the initial solution for the opening of the valves,
approximately 42 %. It was obtained different generation values as the results, e.g.,
45, 57, and 60 (which was the chosen value in this work); due G.A. being a classic
random search method, used in this work. Table 1 shows initial values of the
DFCM weighs. Different proposals and variations of this method applied in tuning
FCM can be found [13].

The third stage of the DFCM development concerns the-line tuning or refine-
ment of the model for dynamic response of the controller. In this case, when a
change of output set-point in the campaign occurs, the weights of the causal rela-
tionships are dynamically tuned. To perform this function a new kind of concept
and relation was included in the cognitive model.

In order to dynamically adapt the DFCM weights we used the Hebbian Learning
algorithm for FCM that is an adaptation of the classic Hebbian method [2]. Dif-
ferent proposals and variations of this method applied in tuning or in learning for

Fig. 4 Evolution of the weights in the genetic algorithm

Table 1 Initials casual
relationship weights

W23 W24 W13 W14 W53 W54

−0.23 −0.26 −0.26 −0.26 0.23 0.15
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FCM are known in the literature [12]. In this paper, the method is used to update the
intensity of causal relationships in a deterministic way according to the variation or
error in the intensity of the concept or input variable. Specifically, the application of
Hebb learning provides control actions as follows: if the weight or volume of the
liquid mix increases, the intake valves have a causal relationship negatively
intensified and tend to close more quickly. Conversely, if the volume or weight
mixture decreases, the intake valves have a causal relationship positively intensi-
fied. The mathematical equation is presented in (5).

WiðkÞ=Wij k− 1ð Þ± γΔAi ð5Þ

where: ΔAi is the concept variation resulting from causal relationship, and it is
given by ΔAi = Ai(k) − Ai(k − 1), γ is the learning rate at iteration k.

This version of the Hebbian algorithm is an evolution of the two proposals of
Matsumoto et al. [20].

Causal relationships that have negative causality has negative sign and similarly
to positive causal relationships. The equations applied in this work are adapted of
the original version.

Wi kð Þ= kp * ðWij k− 1ð Þ− γ *ΔAiÞ ð6Þ

where: γ = 1 for all, and kp is different for every weights pairs. It is had their
assigned values empirically by observing the dynamics of process performance,
recursive method, kp = 40 for (W14; W23), kp = 18 for (W13; W24) and kp = 2.5
for (W53; W54), with normalized values.

The DFCM inference is similar to Classic FCM [2], and the inference equations
are shown below (Eqs. 7 and 8).

Ai =
Z

∑
n

j=1
j≠ i

Aj ×Wji
� �

0
BBBB@

1
CCCCA+Aprevious

i ð7Þ

f xð Þ= 1
1+ e− λx ð8Þ

Figure 5 shows the results of Hebbian Learning Algorithm for FCM considering
the variations ΔAi of the concepts concerning volume, weight and outlet valve,
while in the is displayed the weights of the causal relationship in the process. This
figure also shows the evolution of the weights of the causal relationships during the
process into a range FCM definition [−1, 1].
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5 Simulated Experimental Results

The results of DFCM are shown in Fig. 6, which show the behavior of the con-
trolled variables within the predetermined range for the volume and the weight of
the mixture. It is noteworthy that the controller keeps the variables in the control
range and pursues a trajectory according to a campaign, where the output flow is
also predetermined. In this initial experiment, a campaign with a sequence of values
ranging from 7, 5 and 11 ml/min can be seen as a set-point output flow (outlet
valve). Similarly, the results of the Fuzzy Controller are shown in Fig. 7.

Table 2 shows that the simulated numeric results of the DFCM controller had a
similar performance compared to the conventional Fuzzy Logic Controller, and

Fig. 5 Evolution of the weights in the Hebbian Learning

Fig. 6 Valves and results of the DFCM controller
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DFCM embedded in Arduino with low difference in same conditions, with noise
and with disturb (instant locked valve).

In order to extend the applicability of this work, the developed DFCM controller
is embedded into an Arduino platform which ensures the portability of the FCM
generated code. Arduino is an open-source electronics prototyping platform which
uses ATMega® series microcontrollers.

The equations for level and weight are calculated by Matlab simulating the
process. Through a serial communication established with Arduino, Matlab sends
the current values of Volume, weight and output valve to Arduino that receives
these data, calculates the values of the concept 1 (valve 1) and concept 2 (valve 2)
and then returns these data to Matlab. After this, new values of Volume and Weight
are recalculated. Details on how this technique can be used are presented in Matlab
Tutorial and Arduino codes, by accessing the link [21]. The cycle of communi-
cation between Arduino to Matlab can be checked in [20].

Figure 8 shows the results obtained with the Arduino platform providing data of
the actuators, Valve 1 and Valve 2, with Matlab performing data acquisition. The
algorithm switches the sets of causal relations that operate similarly to a DFCM
simulated with noise and disturb in the valve 1. The noise in Fig. 8 is the sum of the

Fig. 7 Valves and results of the fuzzy controller

Table 2 Quantitative results

DFCM DFCM-Arduino Fuzzy logic
Max-Min Max-Min Max-Min

Volume mix (ml) 13.6 16.9 31.2
Weight mix (mg) 17.1 14.1 27.5

Max value Max value Max value
Volume mix (ml) 873.2 864.4 894.2
Weight mix (mg) 829.7 816.7 840
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real noise, observed in data transference between Arduino and Matlab, plus a
simulated white noise. Equation (9) shows the composition of the experiment noise.

NoiseExperiment =NoiseSimulated +NoiseArduino−Matlab ð9Þ

6 Conclusions

The contribution of this study focuses on the introduction of Fuzzy Cognitive Maps
in the embedded control area. In simulated data, the results are similar for the two
controllers, with small advantage for DFCM with or without Arduino, observed that
DFCM Controller is adaptive. From the data obtained from Arduino Microcon-
troller, based on the variations of the DFCM embedded in the platform, it is
observed that the controlled variables were in well-behaved ranges, which suggests
that the DFCM codes have low computational complexity due to the simplicity of
its inference mathematical processing. Thus, we can emphasize the portability and
the possibility of developing DFCM controllers on low cost platforms. In short, this
work showed that DFCM can be embedded.

Future studies will address more simulations with different campaigns, for a
more general conclusion. Other methods of dynamic adaptation can be used for
comparison ground, e.g., Reinforcement Learning for DFCM.
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Analyzing Cloud Business Services
with Choquet Fuzzy Integrals
and Support Vector Machines

Jose L. Salmeron and Pedro Palos

Abstract Cloud computing poses both opportunities and challenges for companies

and IT professionals. Some of these are technical challenges that can be solved over

time, while others are related to uncertainties arising from the commitment to a

recent innovation. The objective of this research is to identify some of the uncertain-

ties that IT professionals may have and can discourage them from adopting cloud

computing. In fact, this paper is focused on predicting the perceived easy-of-use of

cloud business services. For that purpose, we use Choquet Fuzzy Integral and Sup-

port Vector Machines.

Keywords Cloud services ⋅ Choquet fuzzy integrals ⋅ Support vector machines

1 Introduction

Cloud computing poses both opportunities and challenges for companies and IT pro-

fessionals. Some of these are technical challenges that can be solved over time, while

others are related to uncertainties arising from the commitment to a recent innova-

tion. The objective of this research is to identify some of the uncertainties that IT

professionals may have and can discourage them from adopting cloud computing.

An innovation is an idea, practice or object that is perceived as new [17]. Although

the newness of cloud computing is certainly debatable, there is no doubt that its intro-

duction challenges our conventional understanding of the location and management

of IT infrastructure, the nature of products and services, business processes and prac-

tice of its services (both for IT professionals and consumers).

The factors which are potentially affecting the intention of IT professionals in the

use of cloud computing to deliver products and services to their customers are taken

mainly from the theory of diffusion of innovation [17].
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The theory identifies five variables that have a profound influence on the rate

of adoption of innovation including: perceived attributes of innovation, the type of

decision in innovation, communication channels, the nature of the social system, and

changing the promotional efforts of agents. The perceived attributes of innovation

are an important predictor of intent in adopting innovations [17].

There are many benefits in taking the services offered by a cloud provider. Its

application will depend on the nature, size and needs of the company. The decision

to choose the option that best meets customer needs is a complex task due to the

appearance of different suppliers.

Each provider has its own pricing policy, a degree of flexibility in offering services

and a technical support appropriate to the service that he thinks he should supply. The

offer revolves around these three important pillars. Many companies like Amazon,

Google, Microsoft and Salesforce have become cloud computing providers.

The open source community is also present as a provider within the business

model that offers, looking very active in the area of cloud computing with numerous

contributions, especially in virtualization technologies [15].

Virtualization is a key technology for the cloud which allows a more efficient

and flexible use of resources. Virtualization is a key element of the cloud for its

advantages such as flexibility, isolation and utilization rate of resources. Building a

cloud environment often initially involves choosing a management solution for the

cloud. Often, this decision is difficult, because each solution has its specific

characteristics [6].

2 Theoretical Background

There are many variables that can influence the adoption of cloud computing.

Research in this field is still scarce due to its recent emergence and adoption by busi-

nesses. Often, technological literature focuses on addressing issues and challenges

related to adoption, such as service availability, performance, lack of interoperability

standards and difficulty of integration and customization [7, 8, 10].

Moreover it is possible to find several studies that emphasize the importance

of confidence, both in the adoption of cloud technology, as in the privacy in data

storage. This paper focuses on the importance of various especially significant

aspects in the literature of adoption of technological innovations, like Cooperation,

Complexity Technology, Training, Top Management Support and Communication

[16, 21].

∙ Cooperation, either in its internal or external aspects, provides synergies, it reas-

sures users and helps achieve expectations. Internal cooperation is the exerted

between the different functional areas of a company [12, 13]. Furthermore, exter-

nal cooperation refers to the links that the organization maintains with the cloud

provider.
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∙ Top Management Support. It is defined as the active involvement of those respon-

sible for the management in the successful implementation of technology [2]. This

active participation materializes mainly through leadership and continuous con-

tact with those who are directly linked to the IT planning [19]. Through these

measures, users tend to assimilate the expectations of management, in addition

to perceive that those responsible for an organization support its implementation.

This increases the employees’ favourable attitudes regarding IT.

∙ Training. Training is described as the degree to which a company instructs its

employees in the use of a tool in terms of quality and quantity. In a complex infor-

mation system such as cloud computing, the organization needs to train employ-

ees and develop skills for effective use in the future [9]. This reduces the potential

stress of staff and provides greater motivation and a better understanding of the

benefits of the cloud.

∙ Communication. Quality communication occurs when members employ a certain

amount of time exchanging information and views, either formally or informally

[11]. This type of communication increases the distribution of ideas and improves

knowledge transfer, especially when the information transmitted is credible and

from reliable sources.

∙ Technological complexity. It is defined as the degree by which an innovation is

perceived as relatively difficult to understand and use. In the case of cloud com-

puting, the aspects related to the complexity could be the time needed for the

development of tasks, application integration with cloud infrastructure, interface

design or efficiency in data transfer, etc. [9]. In short, the technological complexity

can influence the adoption of a cloud solution.

3 Methodological Framework

3.1 Choquet Fuzzy Integral

Non-additive measures are known in literature as fuzzy measures, monotonic mea-

sures and capacities between others. Some additive operators such as simple weighted

average, ordered weighted average, quasi arithmetic means, weighted min and

weighted max are usually used for aggregation purpose. These operators assume that

the attributes are always independent between them. This assumption is not correct

in scenarios where in many cases, the attributes are strongly interrelated. Accord-

ing to this, aggregation should not be always carried out using common additive

operators instead, Fuzzy Choquet Integrals are useful to aggregate with interrelated

attributes [5].

Let’s define a fuzzy measure 𝜇 on a finite set N = {1, 2,… , n} as a function 𝜇 ∶
P(N) → [0, 1] (where P(N) is the power set of N) satisfying the following conditions:

𝜇(𝜙) = 0 (1)
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𝜇(N) = 1 (2)

A ⊆ B implies that 𝜇(A) ≤ 𝜇(B) (3)

The third condition allows measures that do not satisfy the strong condition of

additivity. For our purposes, this means that we can model systems where the high

value of an attribute of the system in itself does not indicate deviations unless a set

of other attributes show deviations from their usual values at the same time [14].

Fuzzy Choquet Integral is one of the most general formulations when using

monotone measures as the basis of aggregation [18]. To formulate the definition,

we assume n attributes measures (c1,… , cn) that it generate the corresponding

(s1,… , sn) values after an evaluation performed.

The basic properties of the operator are determined by the monotone measure,

such as symmetry, additivity and linearity. A discrete Fuzzy Choquet Integral with

respect to a monotone measure 𝜇 is defined as

C
𝜇

(s1,… , sn) =
n∑

i=1
(s(i) − s(i−1))𝜇(C(i)) (4)

where s(i) denotes a permutation of the si values such that s(1) ≤ s(2) ≤ … ≤ s(n) and

C(i) = {c(i), c(i+1),… , c(n)}.

3.2 Support Vector Machines

Let us start from a binary classification

{xi, yi}, i = 1, ..., n, yi ∈ {−1, 1}, xi ∈ Rn
(5)

where xi are data points, and yi are labels. The data points are separated with a hyper-

plane given by wTx + b = 0, where w is a n-dimensional coefficient vector that is

normal to the hyperplane, and b is the offset from the origin (Fig. 1).

The linear SVM obtains an optimal separating margin by solving an optimization

problem [20] as follows

min(w, 𝜉) = 1
2
||𝐰||2 + C

∑n
i=1 𝜉i

s.t. yi(𝐰T𝐱i + b) ≥ 1 − 𝜉i, 𝜉i ≥ 0
(6)

where 𝜉i = max(0, 1 − yi(w ⋅ xi + b)) if and only if 𝜉i is the smallest non-negative

value satisfying yi(w ⋅ xi + b) ≥ 1 − 𝜉i.

Figure 2 shows an example of a linear SVM, where the solid line h in the figure

is the final SVM solution.
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Fig. 1 A linear support vector machine for binary classification

Fig. 2 From raw data to higher dimensional with kernels

Usually, the classification cannot be done linearly. In order for the linear classifi-

cation to work well in non-linear data, kernels are introduced [20]. The original input

space can be mapped into some higher-dimensional feature space where the training

set is linearly separable [4]. With this kind of mapping, the decision function can be

expressed as

g(𝐱) = sgn

( n∑

i=1
𝛼i ⋅ yi ⋅ K(𝐱i, 𝐱) + b

)

(7)
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Table 1 Kernel types and functions

Kernels Functions

Linear kernel K(x, xi) = (xT xi)
Polynomial kernel K(x, xi) =

(
(xT xi) + 1

)n

Radial Based Kernel (RBF) K(x, xi) = exp(−𝛾||x − xi||
2)

Sigmoid kernel K(x, xi) =
e2⋅(xT xi)+b − 1
e2⋅(xT xi)+b + 1

where the kernel function is K(𝐱i, 𝐱) = 𝜙(𝐱i)T𝜙(𝐱j), (𝐱i)T𝐱 in the input space is rep-

resented as the form 𝜙(𝐱i)T𝜙(𝐱j) in the feature space. It is not needed to know the

functional form of the mapping 𝜙(𝐱i) since it is implicitly defined by one selected

kernel (Table 1) [1].

4 Experimental Results

To evaluate our proposed theoretical approach we performed a survey with data from

128 respondents. All of them are CIO from companies located in Spain.

This paper is going to predict the perceived easy-of-use in cloud business services.

For that purpose, the items used for measuring the Perceived easy-of-use construct

are the following [2, 3]:

∙ Interaction with the cloud computing services is clear and friendly

∙ Working with the cloud services do not demand a mental effort

∙ Cloud services are simple to use

∙ It is straightforward to find some stuff in the cloud service

The construct Top management support is measured by the following items:

∙ Top management is interested in cloud services

∙ Top management understands the importance of cloud services

∙ Top management sponsors cloud services

∙ Top management understands the opportunities of cloud services

The items used for measuring the Technological complexity construct are the

following:

∙ It is hard to understand what cloud services is doing

∙ Working with cloud services takes too long

∙ Working with cloud services needs a hard training

∙ In general terms, working with cloud services is so hard

The construct Communication is measured by the following items:

∙ Communication about the cloud services is fluid

∙ There is not constraints about cloud services’ communication

∙ The information about cloud services is correct
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Table 2 Error measurement

Measures Results

MSE 0.08317709

RMSE 0.28840439

SMAPE 1.83722632

After run the proposal hybrid methodology we checked the results with three

common error measures. The first one is the Mean Squared Error (MSE). It measures

the average of the squares of the errors and is computed as follows

MSE = 1
n
⋅

n∑

i=1
(x̂i − xi)2 (8)

where n is the number of experiments, xi is the real value and x̂i is the estimated

one. The second error measure computed is the Root-Mean-Square Error (RMSE). It

measures the differences between the estimated values and the real observed values.

It is computed as follows

RMSE =

√
√
√
√1

n
⋅

n∑

i=1
(x̂i − xi)2 (9)

The third error measures is the Symmetric Mean Absolute Percentage Error

(SMAPE) is based on relative errors. It is usually defined as follows

SMAPE = 1
n
⋅

n∑

i=1

|x̂i − xi|
(
|x̂i| + |xi|

)
∕2

⋅ 100 (10)

The results are detailed in Table 2.

We consider that the results confirm that our proposal is a worthy endeavour.

5 Conclusions

Cloud computing is challenging for companies and IT professionals. The research

proposes a hybrid machine learning methodology for predicting the perceived easy-

of-use of cloud business services.

For that purpose, we use Choquet Fuzzy Integral and Support Vector Machines.

The results confirm that this proposal is a worthy endeavour.
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Time-Preserving Visual Attention Maps

Michael Burch

Abstract Exploring the visual attention paid to a static scene can be done by visual

analysis in form of attention maps also referred to as heat maps. Such maps can be

computed by aggregating eye movement data to a density field which is later color

coded to support the rapid identification of hot spots. Although many attempts have

been made to enhance such visual attention maps, they typically do not integrate

the time-varying visual attention in the static map. In this paper we investigate the

problem of incorporating the dynamics of the visual attention paid to a static scene

in a corresponding attention map. To reach this goal we first compute time-weighted

Voronoi-based density fields for each eye-tracked person which are aggregated or

averaged for a group of those people. These density values are then smoothed by a

box reconstruction filter to generate aesthetically pleasing diagrams. To achieve bet-

ter readability of the similar color values in the maps we enrich them by interactively

adaptable isolines indicating the borders of hot spot regions of different density val-

ues. We illustrate the usefulness of our time-preserving visual attention maps in an

application example investigating the analysis of visual attention in a formerly con-

ducted eye tracking study for solving route finding tasks in public transport maps.

1 Introduction

The analysis and visualization of eye movement data is important in marketing, psy-

chology, human-computer interaction, but also in visualization where visual stimuli

are presented and a task is given to be solved by paying visual attention to the stim-

ulus [12]. Not only the recording of the data is a challenging issue, but also the

extraction of useful insights from the vast amount of recorded spatio-temporal eye

movements of a large number of study participants.

Many metrics can be recorded in eye movement studies such as completion times,

error rates, fixation durations, saccade lengths, pupil dilations and the like [11] but
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we found the participants’ scanpaths very crucial to derive meaningful patterns about

their visual task solution strategies. Although a visual analysis of these scanpaths

based on line-based diagrams is useful we found that visual scalability is a challeng-

ing issue, in particular when it comes to a visualization with gaze plots [15]. The

many line crossings are responsible for a high degree of visual clutter [14], “a state

in which excess items or their disorganization lead to a degradation of performance

at some task”. Consequently, we would like to design a visual representation of the

eye movement data based on visual attention maps that do not suffer from visual

clutter problems but strongly aggregate the data. Neither individual participants nor

time-varying information can be extracted from such a standard visual attention map

(without the explicit use of interaction techniques).

But, fortunately, those maps give a great overview about visual attention paid to

a static scene or stimulus in a user study which can be a starting point for further

explorations with additional sophisticated visualization and analysis methods. Typ-

ically, visual attention maps do not encode the information about the order of visits

in a stimulus which we will focus on in this research paper.

To reach this goal, we first map the scanpath of each study participant to a

sequence of fixations to the 2D stimulus. We use these fixation points as the cen-

troids of Voronoi cells spanning the entire stimulus which are attached by weight

values proportional to the occurrence index in the sequence. Doing this for all par-

ticipants (i.e., for all scanpaths), aggregating or averaging those values, interpret-

ing them as density fields, applying partially randomized reconstruction filters, and

finally, color coding them and augmenting them by isolines gives the desired results

of time-preserving visual attention maps. Our technique supports several interaction

techniques like switching to a standard visual attention map, selecting and highlight-

ing Areas of Interest (AOIs), adapting color coding, or using circles of varying radii

(with Euclidian distances) instead of Voronoi-based space subdivision for the gen-

eration of the density fields.

We illustrate the usefulness of our approach by applying it to scanpath data from

a formerly conducted eye tracking study investigating a route finding task in public

transport maps [5, 10], i.e., people were told start and destination stations and they

had to follow a suitable path with their eyes. There are two scenarios, with explicitly

highlighted stations and without highlights meaning people had to perform a search

task first before doing the route finding task.

2 Related Work

Eye tracking has become an emerging strategy in the fields of information visualiza-

tion, visual analytics, and human-computer interaction focusing on the evaluation of

time-varying visual attention paid by people to a displayed static or dynamic stim-

ulus [1, 12]. Although it got quite easy to reliably track people’s eye movements

when they are solving a task by inspecting a visual stimulus, we can observe a trend
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towards more and more challenging becoming analysis requirements for such vast

amounts of spatio-temporal data [3].

One reason for that is the complex structure of the data of a large number of

participants who apply different visual task solution strategies to find the answer of

the given task which is investigated by [5, 9] using stimuli from public transportation

maps, from node-link tree diagrams [6, 7], and from trajectory representations [13].

Visualization techniques are generally a good strategy to explore eye movement data

of which plenty have been developed, implemented, and designed in the past which

is surveyed by [2].

However, many of the techniques do not allow to visually explore the time-varying

visual attention of a large group of study participants. The attention map [4, 16], for

example, aggregates the data of all participants over time in one static color coded

density field which only allows to have a look at the hot spots of visual attention

paid to a stimulus. Neither time nor individual participants can be observed by this

static map. A gaze plot [15] on the other side can be used to display time-varying eye

movements for each individual participant by overplotting color coded polylines, but

on the negative side, long fixation sequences and many people make such a display

suffer from visual clutter [14].

Burch et al. [8] designed the AOI rivers technique which shows time-varying eye

gaze frequencies of many study participants but the spatial information of the stim-

ulus cannot be derived that easily due to the fact that the rivers are mapped to a

horizontal time axis pointing from left to right. Space is given by applying categori-

cal color coding to the individual rivers which represent Areas of Interest (AOIs) in

the static stimulus. Our approach does not explicitly define AOIs but works more on

fixations-to-points data which lets visually see all of the possible AOIs that might

later by selected for further analysis.

Consequently, we do not argue that this approach solves the challenges that tradi-

tional visual attention maps have, but it gives support to analysts that would like to

get a hint about time-varying visual attention paid to a static stimulus to get a starting

point for further explorations.

3 Data and Visual Design

To compute a time-preserving visual attention map, the eye movement trajectories

(scanpaths) must first be transformed into time-weighted areas of visual attention

by taking into account the sequence of those fixations. The weighted areas are then

aggregated and averaged resulting in a scalar two-dimensional density field which is

then used as input for the visualization approach. The area computation can be based

on either Voronoi cells spanning the complete 2D stimulus (see Fig. 1) or on circular

regions with a user-defined radius. Both options can be selected interactively and are

illustrated in Algorithm 1.
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Fig. 1 A scanpath consisting of 5 fixations and 4 saccades where the fixations build the centroids

of Voronoi cells. The circle sizes proportionally indicate the fixation durations that accumulate to

the completion time for answering a given task. The progressing time or the sequential order of the

fixations is used for computing density values

Algorithm 1 Generation of a Time-Preserving Visual Attention Map

TPVAM(S ∶= {S1,… , Sn}, r, c):

S; // n scanpaths of different lengths

r; // Rendering radius (if Voronoi cell size has to be reduced)

c; // User-defined color scale

w; // 2D array for storing the time-preserving weights

A; // 2D array for storing current density field values

for i ∶= 1 to n do
Si ∶= (pi,1,… , pi,mi

);
for j ∶= 1 to mi do
wi,j ∶=

j
mi

;

end for
Compute Voronoi cells from points of Si;
Add density values wi,j up to distance r from centroid to array A;

end for
Divide array values in A by n;

Smoothing step by applying reconstruction filter to array A;

Compute isolines in array A;

Apply color coding to the density values in array A;

3.1 Data Model and Transformations

Eye movements can be modeled as a set of individual scanpaths (Fig. 1)

S ∶= {S1,… , Sn}
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which are sequences of fixations, i.e., each

Si ∶= (pi,1,… , pi,mi
), 1 ≤ i ≤ n.

Each fixation to a point pi,j, 1 ≤ j ≤ mi is attached by a duration td(i, j) which is the

time span between the point in time the eye enters fixation point pi,j and the point in

time it leaves it again. The movement of the eye from one fixation point to the next

one in the sequence is called a saccade, i.e., a rapid eye movement where no visual

attention is paid.

We map a time-based real-valued weight wi,j from the interval [0, 1] to each of

the fixations. This weight represents either the occurrence time or number of the

corresponding fixation in the sequence. If the number of the sequence is used for

computing the weight it is just given by wi,j ∶=
j
mi

.

Due to the fact that each fixation pi,j builds the centroid of a Voronoi region, all

positions in a two-dimensional plane are mapped to the same weight as their cor-

responding centroid value wi,j (see Fig. 1). Instead of using the sequential order of

the fixations in the sequence also the time can be used as a mapping to a weighted

Voronoi model which demands to adapt the weight function wi,j to the time-based

scenario. Both concepts can be treated similarly for the visual design of the time-

preserving visual attention maps. This procedure is done for each of the scanpaths

giving a weight-aggregated but average time-preserving Voronoi-based scanpath

visualization. The resulting two-dimensional density array is the input data struc-

ture for our visualization approach.

As an extension to the pure Voronoi-based model, a radius r can be used to reduce

the size of the resulting Voronoi regions. This concept does not give undesirably too

much attention to the borders of the stimulus, but as a negative consequence, not all

points in the stimulus are equally covered as in the Voronoi model. This bounding

circle avoids longish Voronoi cells and does not take stimulus positions into account

which are far away from a centroid.

To get rid of the many hard line intersections which make the resulting diagrams

hard to analyze we apply a smoothing step in form of a reconstruction filter. The

resulting curved and aesthetically appealing shapes still reflect the data in the visu-

alization, i.e., they do not introduce a lie factor in the diagrams as described by

Tufte [17]. Algorithm 1 explains how the data-to-visualization mapping works in

detail.

3.2 Time-Varying Density Fields and Isoline Enhancement

Isolines can be computed by taking into account the formerly computed density value

differences. The number of isolines is dependent on the number of value categoriza-

tion also referred to as classing, i.e., the more value categories the more isolines will

be visible in the final diagram. The isolines help to indicate where the hot spots are

located and how the density values vary. This is in particular useful for neighbored
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regions in scenarios where the color codings are difficult to perceptually separate

due to limitations of the human’s perceptual abilities [18].

Finally, the user has to select a color coding which maps real-valued numbers

between 0 and 1 from the computed density field A to color values from a predefined

color palette (parameter c in Algorithm 1). This results in a time-varying density

field for the temporal visual attention paid to a visual stimulus by a certain number

(or all) eye tracked participants.

3.3 Interaction Techniques

Apart from having a look at the static visual attention maps we integrated several

interaction techniques to navigate in the data and to get details-on-demand infor-

mation which cannot be directly observed from the visualization. For example, by

hovering over a color coded region all involved study participants’ fixations are dis-

played in a textual form. The number of isolines can be adapted to a user-defined

scenario. Also the selected color palette can be exchanged on user’s demand while

also logarithmic color coding might be an option to better distinguish high values

from low ones.

We use Voronoi subdivisions into cells but also circle based subdivisions of space

can be selected which typically do not cover the complete display space, i.e., differ-

ent visual representations are the result. Apart from only aggregating over all partic-

ipants and computing the average time in the scanpaths the user can also decide to

visually encode only the maximum or minimum value in time, i.e., the first or last

visit. Many more additional time-varying metrics such as fixation duration, absolute

time, or order of fixation sequence can be displayed.

The user can also decide interactively to switch to a standard visual attention map.

This can support him to compare time-based visual attention to a more frequency-

based visual attention. Moreover, the visual stimulus can be inspected without any

overlay of color coded density fields which is important to understand the semantics

of the displayed scene for deriving visual task solution strategies of one or more

study participants.

4 Application Example

We illustrate our approach with data from a metro map study. 40 participants were

asked to find a route from a start to a destination station in several metro map scenar-

ios, i.e., either with explicit station highlighting or not [5, 9]. The data was recorded

by a Tobii T60 eye tracking device. 24 metro maps were displayed to the study partic-

ipants showing public transport systems from all over the world. Before running the

experiment we asked all of our participants about prior knowledge about the metro

systems. Nobody indicated that he has ever used the metro system in Barcelona (see

Fig. 2).
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Fig. 2 The metro map of Barcelona shown as 2D static stimulus in the user study as it was designed

by Communicarta Ltd. In the eye tracking study we had different scenarios (independent variables),

i.e., with explicit station highlights and without. This may result in a longer search task prior to the

route finding task [5]

In the scenarios in Fig. 3a, b we showed the metro map of Barcelona (same stimu-

lus) and two different route finding tasks to show the differently applied time-varying

strategies depending on the independent variable settings. We used a partially ran-

domized box filter to achieve aesthetically pleasing visual attention maps. The maps

are visually augmented by isolines. The topographic color palette is selected which

maps earlier visited regions to white and grayish colors, later ones to reddish, and

finally, yellow color codings (see color legend).

4.1 Scenario 1: Stations Highlighted

In this specific scenario, the study participants were told to find a route from the

airport in Barcelona to the station Badalona Pompeu Fabra. Both stations are far

apart from each other, i.e., the airport is located at the left hand side of the map and

the destination station at the right hand side (nearly vertically centered). Metro lines

had to be changed at least once to reach the destination when starting at the airport.

In scenario 1 both stations were highlighted by clearly visible visual features that
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Fig. 3 Scenario 1 The metro map of Barcelona overlaid with a time-preserving visual attention

map (start and destination stations clearly indicated by visual features) (a). Scenario 2 The same

metro map resulting in different map scanning strategies (start and destination stations were only

told but not highlighted) (b)

can be detected preattentively, i.e., no search task is required to find a solution, only

a route finding task.

From the data analysis of the previous eye tracking study we know that there are

several stages in which the route finding task can be subdivided. People followed

the metro lines with their eyes and solved the route finding task partially by first

finding possible candidates for interchange points. This means the complete route

is subdivided into subroutes, each located between the start station, the interchange

points, and the destination station. Some people also solved the route finding task

vice versa, i.e., starting from the destination station going back to the start station.

This phenomenon is also reflected in Fig. 3a by the large gray colored regions

located to the left and to the right. These indicate that most of the participants started

somewhere there. The small gray colored region at the bottom right reflects that many

of the participants first had a look at the provided map legend. For map readers this is

important although we already gave the participants detailed instructions about how

to read the map before running the eye tracking study. This was done in a test exper-

iment phase which is important to check if the participants are all able to understand

the task and read the stimuli reliably.

From Fig. 3a we can also see the intermediate fixation areas and also where most

of the people finished the route finding task. The orange/yellow regions indicate that

those were fixated close to the end, meaning people typically do not finish the task at

the start or destination stations but much more often at the interchange points. This

is a natural phenomenon and is inline with our previous results where people found

the route but crosschecked the solution by combining the interchange points and the

subroutes to the complete route.
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4.2 Scenario 2: Stations Not Highlighted

Figure 3b shows a different scenario where people were asked the same task, i.e.,

finding a route from the airport in Barcelona to the station Badalona Pompeu Fabra.

To avoid learning effects we used a between-subjects study design while we also

permutated and randomized the shown stimuli in the study to avoid those learning

and fatigue effects.

The difference to the scenario 1 is that the start and destination stations were not

highlighted at all. This means people had to find both stations first before finding

a route between them. Consequently, the main task was split into a search task and

a route finding task meaning that the time-varying visual attention is much more

distributed over the stimulus than in scenario 1. This insight can also be detected in

the corresponding time-preserving visual attention map displayed in Fig. 3b. Here,

we cannot see any gray colored regions, a phenomenon for which the formerly solved

search task is to blame.

A possible explanation for the fact that the airport is fixated at later times may be a

result of finding the airport first due to the additional airport sign or the prior knowl-

edge of the study participants about the airport location. Then people tend to look

much longer for finding the destination station. Once they found the destination sta-

tion, they start solving the task backwards, i.e., beginning with the destination station

and going back to the airport step-by-step taking into account possible interchange

points.

In Fig. 4 we can see the application of the isoline interaction feature. The user

interactively decides to explore the density values on a more fine-granular basis. This

has the benefit that smaller differences between the values are visible but negatively,

also many more isolines are introduced meaning much more overdraw of the visual

attention map. Since we are not able to decide this algorithmically we leave this

decision for the user.

Fig. 4 Isoline interaction
The isoline number is

increased to have a look at

more fine-granular density

value differences (other task

than in Fig. 3a, b)
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5 Conclusion and Future Work

In this paper we illustrated an approach which is capable of incorporating the time-

varying information of eye movements into a visual attention map. We used a

Voronoi-based separation of the stimulus into subregions which are aggregated over

all study participants and averaged. To achieve more aesthetically appealing results

we used a smoothing step by applying reconstruction filters and finally, augment the

maps by isolines. We illustrated our idea by means of a small application example

where route finding tasks had to be solved by 40 participants in a formerly conducted

eye tracking study. Interaction techniques are useful to further explore the data while

the static time-preserving visual attention map served as a good starting point. For

future work we plan to explore different stimuli and study tasks meaning the seman-

tics can be a deciding factor for the visual appearance of the diagrams. Based on this

we plan to evaluate the usefulness of our technique for certain parameter settings.

Acknowledgments I would like to thank Robin Woods from Communicarta Ldt to provide some

metro maps for showing them in our eye tracking studies. Without those maps this work would not

have been possible.
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Eye Movements in Reading the Texts
of Different Functional Styles: Evidence
from Russian

Tatiana Petrova

Abstract This study is one of the first eye-tracking experiment on Russian lan-
guage material, checking out if the functional text style is among the readability
categories and if it influences the effect of reading perspective. In Experiment
participants (30 native speakers of Russian) read three texts on different topics each
written in a different functional style. Questionnaires and retelling the texts were
additionally used to collect data on text comprehension and accessibility. We
suggest that the following eye-tracking data can be informative when we need to
evaluate text readability: amplitude of saccades, number of regressions, fixation
duration while searching for an answer in the text. The results indicate that the text
on the same topic is easier read if it is written in a publicistic style than in a
scientific style. There were no significant differences in eye-tracking data between
texts written in publicistic style and colloquial style.

Keywords Text ⋅ Functional style ⋅ Readability ⋅ Eye-tracking ⋅ Process of
comprehension

1 Introduction

Mechanisms of understanding of a text, which are the basis of text processing while
reading, are among the main problems of modern psycholinguistics. Large number
of experiments has shown that the understanding of the text (written or oral) is a
complicated and multi-step process. Thus, understanding of a written text includes a
plurality of additional variables, such as, recognition of letters, drawings and
structural components. In modern linguistics, the question of an influence of a text
type on text perception and comprehension has been studied extensively [1–6].
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M-A.Laane identifies the following variables affecting the “readability” of the text:
content (abstracts, organization, coordination), style (semantic and syntactic ele-
ments), the format (design, layout, illustrations), organization (paragraphs, struc-
ture, headings) [3]. William H. DuBay notes that the text style can be
experimentally verified. According to his opinion in the study of different texts
there are following indicators of readability: the average length of sentences (in
words), the percentage of “simple” words, the number of different “complicated”
words, the number of pronouns (1, 2 and 3 person), the minimum length of a
sentence (in syllables), the maximum length of a sentence (in syllables), the average
sentence length (in syllables), the percentage of monosyllabic words, the percentage
of polysyllabic words [4].

Mortimer Adler in his work “How to Read Books” made a very important
conclusion, saying that reading is an active process [7]. At first glance, you may
divide all speech activity on two processes—active and passive. In such opposition
it is quite obvious, that speech production (writing and speaking) is an active
process, and reception (reading and listening) is a passive process. But it is
impossible to assert that while processing a text (written or oral) the communicant is
passive and doesn’t act. Communicant makes a number of actions while reading or
listening a text: receives information, decodes it, interprets and comprehends it in a
particular way. Reading it is not an easy task, as we naively believe. It consists of
different stages, on each of these stages you can improve and hone your skills [7].
Thus, reading it is an active verbal and cogitative process consisting of several
stages. The text is a complex and multifaceted object of perception, “it can be more
or less understood holistically, from a minimum of assimilation to the full disclo-
sure of the author’s intention.” The degree of integrity of text comprehension,
respectively, depends on the degree of activity and involvement of a reader in the
reading process. However, the type of a text will also affect the level of reading
comprehension. There are two types of reading: “for information” and “for
understanding” as M. Adler suggests. While reading for information we look for the
facts in the text, get some knowledge and accept it. While reading for understanding
we look for the meanings, concepts and implications and try to combine them with
our own worldview. Reading for information is a necessary stage of studying at the
starter levels, when demonstration of language units and their functioning is a
subject of training and is a main goal of using of the text. However, when, skills are
developed and the language material is acquired, the teacher should pay more
attention to motivation of students to understand the text, but not just to extract the
information from it. Thus, differentiating process of reading on two types, we can
also speak about two types of the texts: that don’t demand long processing and
efforts for understanding and which main content lies on a surface, and also that
which are acquired not at once and demand more time for perception and com-
prehension [7].
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2 Research

2.1 Hypothesis

Detection the features of processing and understanding of texts of different func-
tional styles in reading process was the purpose of the experiment described in this
article. The hypothesis is based on the assumption that the processes of perception,
including reading, processing and reproduction, in texts of different functional
styles are different.

2.2 Material

For a pilot study three functional styles were chosen: scientific, publicistic and
colloquial, as representing the greatest interest as a material at the lessons of
Russian language and Russian for foreigners. Thus, in order that ease or complexity
of the text wasn’t caused by thematic features, and also to output some average
result on functional style, but not on concrete unit, 9 texts on three different topics
were taken, and each topic was presented by three texts of different functional
styles. The choice of a subject was caused by existence of texts of these topics in all
selected functional styles, and also by a potential possibility of using these texts at
lessons of Russian and Russian as a foreign language. 3 topics connected with daily
human life were chosen: thunder-storm, relations of children and parents, cars.
Thus, the material of the research contained 9 texts:

• 3 texts about a thunder-storm (scientific, publicistic and colloquial);
• 3 texts about the relations between parents and children (scientific, publicistic

and colloquial);
• 3 texts about cars (scientific, publicistic and colloquial).

The functional styles of these texts were defined by experts (Table 1). Seven
respondents (4 women, 3 men)—teachers of Russian language and literature—were

Table 1 Results of an expert evaluation of a functional style of the texts

Text expert Text 1a Text 2 Text 3 Text 4 Text 5 Text 6 Text 7 Text 8 Text 9

1 scient publ publ scient publ publ publ publ coll
2 scient publ coll scient publ coll scient publ coll
3 scient publ coll scient publ coll scient publ coll
4 scient publ coll scient publ coll scient publ coll
5 scient publ coll scient publ publ scient publ coll
6 scient publ coll scient publ coll scient publ coll
7 scienti publ coll scient publ publ scient publ coll
aExperimental texts can be found in the Appendix 1
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asked to define to which of the functional styles (scientific/publicistic/colloquial)
this or that text belonged.

There was a unanimous expert decision in determining a functional style for six
of nine texts. The greatest interest is the results in an assessment of text 6. Two
experts defined this text as belonging to a publicistic style, four of seven—to
scientific, one of experts dropped a hint of doubt, choosing between these two
styles, but as a result stopped on the publicistic. This text represents an article from
the encyclopedic dictionary, respectively, if to judge on a resource, the text is
scientific.

For the further analysis of the texts Text Internet project was used [http://ru.
readability.io]. This allowed us to calculate a number of indicators of the texts (are
presented in Table 2, from the line “number of signs”), and also on their basis to
calculate indexes of readability for each text (on the formulas adapted for Russian).

It is possible to notice that indicators in each group (scientific, publicistic and
colloquial) are different. The texts considerably differ from each other according to
quantitative characteristics.

The analysis of readability parameters of the texts revealed that scientific texts
are allocated against texts of publicistic and colloquial style from the formal point
of view. Their peculiarities are the following:

• contain bigger number of the “compound words” demanding bigger amount of
time for text processing;

• contain less number of sentences at an equal number of words in the text, that
indicates the complexity of syntax used in scientific texts;

• are focused on more adult (from the point of view of education) audience—
students, whereas texts of two other styles can be apprehended by children.

However, it should be noted that these indicators of “readability” are especially
formal and consider only quantitative characteristics, ignoring the qualitative.

The main objective of the research was a checkout if the functional text style is
among the readability categories and if it influences the effect of reading per-
spective. This technique gives an opportunity to see the processes of thinking and
language behavior of the person in their interaction and is the most exact for
research of reading processes as it allows not only to identify difficulties when
reading, but also to find when and where specifically these difficulties arise and are
resolved by the reader [8]. Today it is one of the main methods of the simultaneous
analysis of a large number of dependent variables for language handling research.

2.3 Subjects

30 native speakers of Russian aged from 17 to 30 years participated in eye-tracking
experiment. All subjects had the higher or incomplete higher education.
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2.4 Procedure

After the calibration procedure each subject received the following instruction:
“Hello, dear participant! Thanks for readiness to take part in experiment. Please,
attentively study the text for further retelling”. Then the record of experiment
began. Participants of experiment weren’t limited in time and could study each text
as much as they wanted for adequate perception of the text with its further repro-
duction. Eye movements were monitored with an SR Eyelink 1000 plus eye tracker
(SR Research Ltd., Kanata, Ontario, Canada) sampling at 250 Hz. The system was
configured in ‘desktop mode’ and equipped with a chin rest. While subjects read
binocularly, only one eye (the right eye by default) was tracked. Viewing distance
was approximately 60 cm. Approximately 2.4 characters were encompassed by 1°
of visual angle. We used a 22’ LCD monitor (HP Compaq LA2205 wg) with a
refresh rate of 60 Hz (screen resolution 1680 × 1050). When the subject reported
about end of this stage of experiment, he (or she) was asked to retell the text. All the
retellings were recorded on a dictophone. After each retelling the subject was asked
to answer 7 questions checking the degree of text comprehension. Each subject read
three texts, according to the number of texts in the protocol (Appendix 2). Each
protocol contained three different texts of three different styles. So, if the subject
read a text “Car” written in scientific style, on the second step the same subject read
text “Children” written in colloquial style, and the third step—the text “Storm” in
publicistic style. The texts were randomised among the subjects. We used drift
correction each time next text was presented. And we recalibrated in case we saw
that it was necessary. It took about 20 min for each subject to participate in the
experiment.

3 Results and Discussion

As a result of experiment 90 records of eye movements during reading the texts
were made. The averaged values for each text type are in Appendix 3.

In the analysis of the results the following indicators in each text were consid-
ered: an average duration of fixations, an average amplitude of saccades, a number
of fixations, a quantity of saccades, a reading time, a percentage of regressions
(returns to the earlier read fragment) to the total number of saccades.

For statistical data processing Mann-Whitney’s U-criterion was used from SPSS
Statistics. Statistically significant difference between indicators of reading of the
text was revealed for texts “Storm” and “Children”, namely: reading time, number
of saccades and fixations was significantly higher in the texts of scientific style than
in texts of colloquial and publicistic styles; and also in reading scientific text about
the Storm the percentage of regressions was higher than in colloquial and pub-
licistic texts (See Tables 3, 4 and 5). Bold print in the tables indicates statistically
significant differences. We connect the lack of a significant difference in indicators
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Table 3 Results of comparison of eye-movement indicators while reading the texts of different
functional styles on the topic “Car” (p-level)

Colloquial ⇔
Scientific

Scientific ⇔
Publicistic

Colloquial ⇔
Publicistic

Duration of fixations 0.436 0.28 0.739
Amplitude of saccades 0.631 0.353 0.912
Reading time 0.123 0.853 0.19
Number of fixations 0.165 0.971 0.218
Quantity of saccades 0.165 0.971 0.218
Percentage of regressions to the total
number of saccades

0.684 0.353 0.075

Table 4 Results of comparison of eye-movement indicators while reading the texts of different
functional styles on the topic “Storm” (p-level)

Colloquial ⇔
Scientific

Scientific ⇔
Publicistic

Colloquial ⇔
Publicistic

Duration of fixations 0.971 0.971 0.912
Amplitude of saccades 0.393 0.912 0.481
Reading time 0.043 0.011 0.353
Number of fixations 0.043 0.019 0.436
Quantity of saccades 0.043 0.019 0.436
Percentage of regressions to the total
number of saccades

0.003 0.05 0.579

Table 5 Results of comparison of eye-movement indicators while reading the texts of different
functional styles on the topic “Children” (p-level)

Colloquial ⇔
Scientific

Scientific ⇔
Publicistic

Colloquial ⇔
Publicistic

Duration of fixations 0.315 0.971 0.739
Amplitude of saccades 0.853 0.796 0.796
Reading time 0.002 0.002 0.971
Number of fixations 0.004 0.001 0.912
Quantity of saccades 0.004 0.001 0.912
Percentage of regressions to the total
number of saccades

0.853 0.28 0.218
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of reading the text about cars with features of Text 6 which is intermediate (see an
expert assessment of the text style).

The analysis revealed that the process of reading the texts of scientific style
opposes the process of reading the publicistic and colloquial texts. There were
significant differences in the processing of publicistic and colloquial texts.

The analysis of answers to the questions after each text allowed to conclude that
subjects are capable to apprehend the main ideas of the texts of different functional
styles, but the degree of understanding is different.

Texts of scientific style were more difficult for comprehension. There were
significantly more mistakes in the answers after scientific text reading in compar-
ison with the answers after publicistic or colloquial texts. Texts of scientific style
demand more time for comprehension and we suppose that degree of their com-
prehension directly depends on the volume of working memory of a subject.
Whereas texts of publicistic and colloquial style stimulate the reader to create his
own text and to identify himself with the author of the text [9].

The mistakes made in answers to the questions on comprehension of such texts
are connected first of all with a replacement of the read information by an actual
information from the reader’s background (Table 6).

The analysis of retellings confirms the conclusions drawn above (Table 7).
Texts of colloquial and publicistic style are reproduced easier: subjects make less

mistakes at a statement of the main content of a text, they generalize the received
information a little, draw conclusions on its basis and transform, “personalize” the
text.

Some retellings contained subject’s comments such as: “as I understand”, “to
my mind”, “I think so”, “It seems to me” etc. (Table 8).

Table 6 Percentage of
correct answers after the text
questions

Storm (%) Children (%) Car (%)

Scientific 81 89 73
Publicistic 83 90 87
Colloqiual 89 79 83

Table 7 Percentage of
retellings that contain factual
mistakes in comparison with
the original text

Storm (%) Children (%) Car (%)

Scientific 37.5 20 67
Publicistic 37.5 0 20
Colloqiual 30 12.5 0

Table 8 Percentage of
retellings containing subject’s
comments

Storm (%) Children (%) Car (%)

Scientific 75 40 67
Publicistic 37.5 17 30
Colloqiual 0 25 44
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4 Conclusion

Generalizing all received results, it is possible to conclude that strategies of reading
texts of different functional styles are different.

We suggest that the following eye-tracking data can be informative when we
need to evaluate text readability: amplitude of saccades, number of regressions,
fixation duration while searching for an answer in the text. The readability level of
the text influences the effect of reading perspective. The results of checking the
texts by readability formulas (Table 2) are correlated with eye tracking data and
retellings.

The results indicate that the text on the same topic is easier read if it is written in
a publicistic style than in a scientific style. There were no significant differences in
eye-tracking data between texts written in publicistic style and colloquial style. But
the publicistic text is read, processed and reproduced better, than scientific.

These conclusions are important from the point of view of methodology of
teaching languages (at least Russian). Scientific text is more difficult for reading and
understanding. So, if the teacher selects it for studying in a classroom more pre-text
work will be needed. It’s not recommended to take scientific texts for demonstrating
grammar or syntactic constructions as it will require much time for understanding
the meaning of the phrase or the text, while in colloquial and publicistic texts it’s
easier to concentrate on studying grammar.

There are the following perspectives for further research:

• how do foreign students learning Russian language read texts of different
functional styles, are there the same trends as in reading texts by native
speakers;

• how does the instruction affect the reading and comprehension of a text;
• is there any difference in reading texts with pre-text work and without it;
• what types of pre-text work are better for text reading and comprehension.

Acknowledgments The research was supported by grant No 14-04-00586 “An experimental
study of context-related factors influencing different stages of written and oral speech perception
and comprehension” from Russian Foundation for Humanities.

Appendix

1. Texts (in Russian)

Text 1 (scientific)
Groza ́ - atmosfernoye yavleniye, pri kotorom vnutri oblakov ili mezhdu obla-

kom i zemnoy poverkhnost’yu voznikayut elektricheskiye razryady — molnii,
soprovozhdayemyye gromom. Kak pravilo, groza obrazuyetsya v moshchnykh
kuchevo-dozhdevykh oblakakh i svyazana s livnevym dozhdem, gradom i
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shkval’nym usileniyem vetra. Po usloviyam razvitiya grozy razdelyayutsya na
vnutrimassovyye i frontal’nyye. Vnutrimassovyye grozy nad materikom voznikayut
v rezul’tate mestnogo progrevaniya vozdukha ot zemnoy poverkhnosti, chto pri-
vodit k razvitiyu v nèm voskhodyashchikh tokov mestnoy konvektsii i k obrazo-
vaniyu moshchnykh kuchevo-dozhdevykh oblakov. Poetomu vnutrimassovyye
grozy nad sushey razvivayutsya preimushchestvenno v poslepoludennyye chasy.
Nad morem grozy voznikayut vsledstviye razvitiya konvektsii v kholodnykh voz-
dushnykh massakh, kotoryye dvizhutsya v nizkiye shiroty nad tèploy vodnoy
poverkhnost’yu, poetomu v dannom sluchaye nekotoryy maksimum v sutochnom
khode imeyet mesto v nochnyye chasy. Pri groze sostoyaniye atmosfery neustoy-
chivo, poetomu mozhno ozhidat’ poyavleniya effektivnykh metodov upravleniya
grozami, osnovannykh na regulirovanii toy ili inoy gruppy protsessov, for-
miruyushchikh grozy (Tables 9 and 10).

Text 2 (publicistic)
Detki rastut ochen’ bystro. I vot uzhe laskovaya devochka-printsessa, obni-
mavshaya
mamu po 20 raz v den’, nachinayet khamit’, krichat’ i stanovitsya skrytnoy. Ne vse
mamy byvayut gotovy k takomu rezkomu izmeneniyu v lyubimykh detyakh. V ot-
nosheniyakh mezhdu nimi voznikayet khaos, negativ i neponimaniye. Vozmozhno li
sokhranit’ khoroshiye otnosheniya s rebenkom-podrostkom? Osnovnoye, chto stoit
ponyat’ i prinyat’ mame: podrostkovyy period — eto otrezok vremeni, kogda

Table 9 Distribution of texts according to the protocols

Style Topic
Protocol 1 Protocol 2 Protocol 3

Scientific Storm Car Children
Publicistic Children Storm Car
Colloquial Car Children Storm

Table 10 Eye movement averaged values of the texts

Text
style

Topic Duration
of
fixations

Amplitude
of saccade

Reading
time
(ms)

Number
of
fixations

Percentage
of
regressions

Scient Car 242.954 4.993 121650 427 30.3
Storm 230.005 5.004 174641 615 33.8
Children 225.616 5.07 211772 752 28

Publ Car 224.324 4.834 119419 415 27.4
Storm 230.613 4.835 92871 337 27.1
Children 225.665 5.163 86702 300 32

Coll Car 228.636 4.88 82688 293 32.8
Storm 233.21 4.67 108284 375 25.7
Children 233.711 4.86 87617 319 27.8
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rebenok nachinayet vzroslet’, no vzroslym yeshche ne yavlyayetsya. I, kak lyuboy
drugoy promezhutok vremeni, on zakonchitsya i proydet bezvozvratno. V po-
drostkovyy period yest’ svoi polozhitel’nyye momenty. Eto vremya, kogda mozhno
nauchit’ svoikh detey byt’ vzroslymi: v povedenii, myshlenii, vospriyatii okruz-
hayushchey deystvitel’nosti. Da, oni soprotivlyayutsya nravoucheniyam, no zato
khorosho berut primer so svoikh roditeley. Kak nikogda, dlya vzroslykh stanovitsya
aktual’nym sovet: « Ne vospityvayte detey, vospityvayte sebya. Vse ravno oni
budut pokhozhimi na vas » . Samokontrol’ i samodistsiplina — vot o chem, v
pervuyu ochered’, dolzhna pozabotit’sya mama.

Text 3 (colloquial)
Avtomobil’ - eto chlen sem’i. Yego nuzhno kormit’, poit’, obuvat’, odevat’, myt’,
ukhazhivat’, lechit’, sledit’, okhranyat’ i t.d., i t.p. A on, kak lyubimoye domash-
neye zhivotnoye, budet sluzhit’ vam veroy i pravdoy, poka vy yego ne prodadite ili
ne razob’yete. Funtsionala u avto tozhe massa: i tebe vnedorozhnik, legkovushka
bol’shaya i malen’kaya, moshchnaya i ne ochen’, sportivnyye i dazhe raketa
“zemlya-vozdukh”. YA inogda assotsiiruyu raznyye avtomobili s porodami sobak.
Tak vot, inogda mashina i byvayet skoreye dvornyagoy, no ona gotova otklikat’sya
na lyuboy tvoy impul’s nastol’ko, naskol’ko mozhno ot neè etogo ozhidat’. A by-
vayet, chto samyy dorogoy i « porodistyy » chetyrekhkolesyy drug sdykhayet na
pervoy yame. YA v silu vozrasta i temperamenta vybral Opel’ Astra OPS, dlya
goroda - vpolne. Vizhu yeye i nikak naradovat’sya ne mogu, kak rebenok na
lyubimuyu igrushku. A dlya derevni - u otchima Patriot, svoyu zhalko po etim
dorogam dolbit’.

Text 4 (colloquial)
Ya rodila syna, kogda mne bylo 24 goda. Ya schitayu, chto toropit’sya ne stoit,
mozhno pozhit’ dlya sebya, razvlekat’sya, letom otdykhat’ na more - yesli poz-
volyayut finansy. Za neskol’ko let mozhno nakopit’ opredelennuyu summu na
prilichnoye pridannoye rebenku, vozmozhno, platnyye rody i platnoye nablyu-
deniye rebenka do goda - ne nado begat’ v polikliniku i stoyat’ v ocheredyakh,
vrach sam priyedet na dom: polovinu infektsiy, v tom chisle i takuyu., chto my
chut’ ne popali v bol’nitsu, poluchili v poliklinike. Chto kasayetsya ucheby, ya by
vnachale zakonchila institut, zachem sozdavat’ sebe problemy - a vdrug gestoz ili
yeshche kakiye-to problemy, i kak uchit’sya? Da i kogda roditsya rebenok, problem
men’she ne budet. A tak, zakonchite institut, ustroites’ na rabotu, porabotayete, a
tam mozhno i v dekret ukhodit’. Vazhny yeshche i otnosheniya s Vashim drugom,
ya vnachale by raspisalas’, a uzhe potom beremenela, zachem potom nuzhny
problemy.

Text 5 (publicistic)
Prezhde chem otpravit’sya na progulku za gorod, uznayte prognoz pogody. Yesli,
soglasno etomu prognozu, ozhidayetsya groza, voz’mite s soboy zont ili plashch iz
nepromokayemogo materiala. Dukhota— eto vernyy priznak priblizhayushcheysya
grozy. Samoye opasnoye v grozu — nakhodit’sya ryadom s metallicheskimi
ogradami, na smotrovykh bashnyakh i okhotnich’ikh vyshkakh. Vo vremya grozy
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ni v koyem sluchaye ne prikasaytes’ k lyubym metallicheskim predmetam i ne
lozhites’ na zemlyu! Pri pervykh priznakakh nachinayushcheysya grozy post-
araytes’ spryatat’sya v mashine ili v lyubom ukrytii: palatke, shalashe, izbe, zdanii s
molniyeotvodom. Yesli takoy vozmozhnosti u vas net, i vy vynuzhdeny ostavat’sya
na otkrytoy mestnosti, spryach’tes’ v kanave ili lozhbine, skrestiv nogi. Izbav’tes’
ot lyubykh metallicheskikh predmetov: perelozhite ikh v ryukzak i otodvin’te yego
v storonu.Yesli groza zastala vas v lesu, izbegayte otdel’no stoyashchikh i ochen’
vysokikh derev’yev. Luchshe vsego pryatat’sya v kustakh ili pod nevysokimi
berèzami i klènami. Sosna, topol’, yel’ i dub — « lyubimyye » derev’ya molniy.

Text 6 (scientific)
Avtomobil’ - sredstvo peredvizheniya, kotoroye vpervyye poyavilos’ v XIX-m v.
Pervyye avtomobili privodilis’ v dvizheniye parom, no eta konstruktsiya ne imela
uspekha. Po suti, vek avtomobilya nachalsya s vvedeniya v deystviye ekipazhey s
benzinovymi dvigatelyami GotlibaDaymlera i Karla Bentsa (1885-86). Dvigateli
vnutrennego sgoraniya dlya etikh ekipazhey byli izobreteny yeshche ran’she nes-
kol’kimi inzhenerami, prezhde vsego, Nikolausom Otto (1876). Do nastoyashchego
vremeni osnovnyye komponenty avtomobilya ostalis’ neizmennymi. Imeyetsya
korpus (rama), k kotoromu prikreplyayutsya takiye komponenty, kak dvigatel’ ili
istochnik energii, sistema peredach, privodyashchaya v dvizheniye kolesa, rul’,
tormoza, i sistema podveski, kotoryye sluzhat dlya upravleniya avtomobilem,
ostanovok i podderzhki korpusa. Pervyye avtomobili sobiralis’ nemnogimi
znatokami-mekhanikami, no sovremennoye massovoye proizvodstvo nachalos’ v
nachale 1900-kh gg. s deyatel’nosti Genri Forda i R. E. Oldsa v SSHA. Na
bol’shinstve sovremennykh avtomobil’nykh zavodov vse chasti konstruktsii
soyedinyayutsya vmeste na sborochnykh konveyyerakh. Pered otpravkoy na pro-
dazhu gotovyy avtomobil’ podvergayetsya ispytaniyu.

Text 7 (scientific)
V psikhologicheskoy literature polemika vokrug problemy « materinskogo
instinkta » (opyat’ zhe bez analiza samogo ponyatiya « instinkt ») razgorelas’ vo
vtoroy polovine XX stoletiya. Odni issledovateli utverzhdali primat sotsial’nykh
faktorov v formirovanii materinskogo otnosheniya, drugiye priderzhivalas’
ubezhdeniya, chto materinskaya privyazannost’ podchinyayetsya vo mnogom tem
zhe vrozhdennym mekhanizmam, kotoryye rodnyat chelovecheskiy vid s zhivot-
nymi. Rol’ biologicheskikh faktorov v formirovanii materinskogo otnosheniya
obsuzhdayetsya v etologicheskikh issledovaniyakh. Imprinting i privyazannost’
pervonachal’no rassmatrivalis’ kak prisposobitel’nyy mekhanizm vida, uvelichi-
vayushchiy shansy vyzhivaniya. Deystvitel’no dlya rebenka ustanovleniye i pod-
derzhaniye kontakta s mater’yu yavlyayetsya vital’noy zadachey. Issledovaniya
pokazyvayut, chto psikhosomaticheskoye ravnovesiye rebenka tesno svyazano s
vzaimodeystviyem rebenka i materi. Khronicheskaya nekhvatka privyazannosti
privodit u rebenka k nervnoy anoreksii, rvote, bessonnitse, chastomu srygivaniyu,
oslableniyu immunnoy sistemy. Naprotiv, tesnyy telesnyy kontakt sposobstvuyet
chuvstvu bezopasnosti i privodit k umen’sheniyu strakha i trevogi. Dzh. Boulbi
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schital privyazannost’ pervichno spetsificheskoy sistemoy, smysl kotoroy v pod-
derzhanii vzaimodeystviya mezhdu mater’yu i mladentsem.

Text 8 (publicistic)
Avtomobil’. Kakoye eto priyatnoye slovo, tak kak ono oznachayet sredstvo
peredvizheniya, kotoroye uprostilo chelovecheskuyu zhizn’. A ved’ mnogo let
nazad takogo chuda tekhniki ne bylo dazhe v pomine. Lyudi spokoyno sebe khodili
peshkom i yezdili na loshadyakh . No vot v dalekom 1885 godu GotlibDaymler
izobrèl i zapatentoval dvigatel’, a Karl Fridrikh Bents usovershenstvoval yego i
zapatentoval avtomobil’. S tekh por zhizn’ lyudey izmenilas’. S kazhdym godom
razvivalos’ avtomobilestroyeniye, izobretalis’ vse luchshiye i luchshiye avtomobili,
oni usovershenstvovalis’ i dopolnyalis’. Segodnya eto uzhe ne prosto mashiny, a
nastoyashchiye shedevry, kotoryye imeyut kazhdaya svoyu izyuminku v dizayne, v
nachinke i tak daleye. Lyudi pokupayut sebe avto, chtoby idti v nogu so vremenem,
chtoby sozdat’ sebe komfort, chtoby oshchutit’ sebya «belym» chelovekom. Poz-
volit’ sebe kupit’ avtomobil’ mozhet kazhdyy chelovek, glavnoye k etomu nuzhno
stremit’sya. Ved’ ne obyazatel’no pokupat’ novuyu, doroguyu marku avto, mozhno
kupit’ srednyuyu, i ne obyazatel’no novuyu, no, chtoby ona byla na khodu.

Text 9 (colloquial)
Groza doma - fignya, dazhe yesli eto odnoetazhnyy derevenskiy dom. Sovershenno
ne strashno, prosto krasivo. A vot groza na prirode… Vot eto real’no strashnovato:
vrode kak pod bombèzhkoy, i v printsipe izvestno, chto, yesli dolbanèt v samoye
blizhaysheye derevo, mozhet i ubit’. No, po moim nablyudeniyam, vsem abso-
lyutno po figu. Boleye togo, kogda kupayus’ na dache, vizhu, chto lyudi pri pri-
blizhenii grozy nikuda osobo ne toropyatsya, i dazhe umudryayutsya perezhdat’
sil’nuyu grozu pryamo na lugu. Eto uzhe prosto povedeniye kamikadze, no… lyudi
u nas khrabryye… Let desyat’ nazad byla u babuli v derevne. Leto, byli na
senokose, tut tuchi i grom. Bystren’ko sobralis’ i domoy. Po puti dozhd’ nas zastal.
Koroche, vbezhali domoy, tol’ko po komnatam razbrelis’ pereodet’sya, tut babusya
orèt: vsem stoyat’, ne dvigaytes’ i ne dyshite. Ya zamerla telom, a bashkoy kruchu,
lyubopytno vsè-taki. Smotryu - sharovaya molniya. Koroche, pokruzhilas’ ona po
zalu i v pol. V obshchem, opasnoye eto delo…
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Abstract Eye movement patterns are found to reveal human cognitive and mental

states that can not be easily measured by other biological signals. With the rapid

development of eye tracking technologies, there are growing interests in analysing

gaze data to infer information about people’ cognitive states, tasks and activities per-

formed in naturalistic environments. In this paper, we investigate the link between

eye movements and cognitive function. We conducted experiments to record sub-

ject’s eye movements during video watching. By using computational methods, we

identified eye movement features that are correlated to people’s cognitive health mea-

sures obtained through the standard cognitive tests. Our results show that it is pos-

sible to infer people’s cognitive function by analysing natural gaze behaviour. This

work contributes an initial understanding of monitoring cognitive deterioration and

dementia with automatic eye movement analysis.
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1 Introduction

Healthy cognitive function is essential to live an independent life. Decline in cogni-

tive health can impact how we perform in daily activities, including walking, making

food and interacting with people. A major cause of cognitive decline is dementia, a

condition that currently affects around one in six people at the age of 80. Increas-

ing life expectancy means that the number of people who develop dementia will

increase. Taking the UK as an example, the number of people living with the condi-

tion is predicted to increase from the current figure of 850,000 to over 2 million by

2051 [17].

Although dementia is currently irreversible and ultimately fatal, obtaining an

early diagnosis can help maintain quality of life by treating debilitating side effects,

such as depression. Moreover, when improved therapies do eventually become avail-

able, it is likely that they will have to be administered before the damage to the

brain becomes so severe as to render the therapy ineffective. Currently, diagnosis

of dementia or of its harbinger, Mild Cognitive Impairment (MCI), is usually per-

formed using paper-based cognitive tests such as the Montreal Cognitive Assessment

(MoCA [18]). These are designed to be administered in a clinical setting such as a

memory clinic but this can be stressful for the subject and yield poor ecological valid-

ity. Worse, many subjects don’t refer themselves for a health check until the disease

is well advanced. There is therefore a strong interest in developing new techniques

for detecting cognitive decline that do not suffer from these disadvantages.

One strand of work seeks to test for deficits in the same cognitive domains (mem-

ory, executive function, motor control and so on) that are tested by the paper tests,

for example, using everyday computer tasks as proxies for tasks in the tests [15].

However, our work builds upon studies that have shown that eye movements are a

bio-marker for dementia [1, 7, 8].

We are engaged on a programme of research in which our goal is to develop

ambient eye-tracking systems for the detection of cognitive decline. This work seeks

to identify a set of eye movement features that are correlated to variations in cognitive

capability among people with cognitive impairment and healthy people. This will

deepen our understanding of the link between cognitive health and eye movements

and provide insights that we can exploit in the design of our envisioned ambient

eye-tracking system.

The primary contribution of this paper is to introduce a computational method that

analyses natural gaze behaviour automatically to predict cognitive function. Follow-

ing a review of eye movements analysis, we describe an experiment that record 15

participants’ gaze data while they are watching videos. We then report the computed

statistical eye movement features and correlate them with the cognitive assessment

scores obtained through paper cognitive tests. The paper concludes with a summary

of the findings and discusses the extent to which our results could be used for health

monitoring.
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2 Related Work

Eye movements have been shown to reflect a combination of top-down cognitive

processes (e.g., the observer’s task, interest and goals) and bottom-up perceptual

processes (e.g., influences of low level image properties) [13]. A growing body of

evidence supports the use of eye movements for predicting physical activities being

performed [5] and the human performers’ internal mental states [4]. Eye movements

are also found to provide a sensitive marker of cognitive change or deterioration

[7, 8]. Patients with dementia lose the efficient control of attention and have an

impairment of inhibitory control and error-correction that exceeds the effects of nor-

mal ageing [8]. In anti-saccade tasks, error frequency is correlated with dementia

severity, demonstrating a potential for eye tests that provides quantitative measures

for dementia diagnosis [7].

2.1 Decoding Mental and Cognitive States

A number of studies have examined specific types of eye movements and their rela-

tion to variations in mental and cognitive states. Di Stasi et al. investigated saccade

as a diagnostic measure of mental workload [9]. They tested 18 subjects in a vir-

tual driving task with three complexity levels and found that saccadic peak velocity

decreased as the mental workload increased. Their results suggest that saccadic peak

velocity could be a useful diagnostic index for the assessment of operators’ men-

tal workload and attentional state in hazardous environments. Schleicher et al. [19]

examined changes in a variety of oculomotoric variables (e.g., blink duration) as a

function of increasing sleepiness.

Recently, there has been an increasing amount of work looking into machine

learning methods to automatically decode mental and cognitive states [4]. Steichen

et al. analysed eye gaze patterns in interactive visualisation tasks using a number of

classification methods [20]. Their results showed that using simple machine learn-

ing on eye tracking metrics can infer a number of tasks and user characteristics. A

number of studies demonstrated the possibility of using eye movement features to

classify mental states in scene viewing tasks [12, 14, 16]. Kardan et al. recorded eye

movements from 72 participants while performing three tasks: visual search, scene

memorization, and aesthetic preference [16]. They used statistical features (mean,

standard deviation, and skewness) of fixation durations and saccade amplitudes, as

well as the total number of fixations. Their results showed that eye movement distri-

butional properties can classify mental states both within and across individuals. Eye

movements are also found to be signatures of implicit navigational and information

search intention [14], interaction intents in command issuing [2].
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2.2 Health Applications

Eye movement studies have shown that people with neurological conditions exhibit

abnormal viewing patterns [1]. With the advancement of computational tools and

eye tracking hardware, there is growing interest in using eye movements for health

applications.

Benson et al. investigated which eye movement tests (smooth pursuit, fixation sta-

bility, and free-viewing tasks) alone and combined can best discriminate Schizophre-

nia cases from control subjects [3]. Their results showed that a boosted tree model

achieved perfect separation of the 88 training cases from 88 control subjects. Its

predictive validity on retest assessments and novel cases and control subjects was

87.8 %. However, a probabilistic neural network model was superior and could dis-

criminate all cases from controls with near perfect accuracy at 98.3 % when evaluated

on the whole data set of 298 assessments.

Tseng et al. devised a high-throughput, low-cost method to classify clinical popu-

lations where participants simply watched television [21]. Based on a computational

model of visual attention, they extracted 224 quantitative features from the patients

and controls’ eye tracking data. Using machine learning in a work flow inspired by

microarray analysis, they identified critical features that differentiate patients from

control subjects which classified Parkinson’s disease versus age-matched controls

with 89.6 % accuracy (chance 63.2 %), and attention deficit hyperactivity disorder

(ADHD) versus fetal alcohol spectrum disorders (FASD) versus control children

with 77.3 % accuracy (chance 40.4 %). Similarly, Crabb et al. tested the hypothesis

that age-related neurodegenerative eye disease (e.g., glaucoma) can be detected by

examining patterns of eye movement recorded while a person naturally watches a

movie [6]. They proposed a novel method to generate saccade density maps from

scanpaths of eye movements recording and used kernel principal component analy-

sis (KPCA) for feature extraction. They found that the generated saccadic maps can

contain a signature of vision loss which can separate patients from healthy peers

at reasonable accuracy. These results demonstrated that by automatic analysing eye

movement patterns during visual activities (e.g., scene viewing, video watching) can

access individual’s cognitive health.

3 Methods

Our goal is to correlate eye movement patterns during video watching with an indi-

vidual’s assessment score from a battery of cognitive tests. We are building on what

is known about the eye movement features of cognitively impaired people to see

if they can be artificially stimulated and observed by video-watching tasks. In this

experiment, we aim to find out which features are important in predicting the cogni-

tive scores.
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3.1 Participants

This study collected data from 15 participants (8 female and 7 male) with 9 older

control participants (mean 66.11, std 9.57), 3 young controls (mean 26.33, std 4.04)

and 3 MCI patients (mean 71.67, std 2.52). MCI is interesting because the sufferer

will exhibit cognitive decline greater than that expected for their age, but which is

not yet so severe as to significantly inhibit their day-to-day functioning. Someone

with MCI is at high risk of developing dementia within 5 years. All participants

participated voluntarily. Older adult controls were over 55 years old and recruited

from a local church, younger adult controls were recruited from a local university,

and MCI participants were recruited from National Health Service (NHS) Memory

Services.

3.2 Apparatus

An EyeLink Desktop 1000 eye-tracker (SR Research Ltd., Ontario, Canada) was

used at 500 Hz. Participants sat approximately 55 cm away from the monitor (60 Hz)

(see Fig. 1). Their dominant eye was determined using the Miles test and tracked

accordingly. Experimenter Builder software Version 1.10.1630 was used to control

the stimulus events during the eye-tracking task.

3.3 Stimuli and Tasks

Each participant in the experiment underwent a memory test (FCSRT-IR—see the

end of this sub-section) and then performed an eye movement task that required them

to watch four short videos. Each video lasted 40 s. Three of these videos were viewed

on three occasions each. The fourth video was only viewed once and required par-

Fig. 1 The experiment recorded participants’ eye movements using a remote eye tracker while

watching short video clips
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Table 1 Videos viewed during the study

Video Sessions

1: Coronation of the Queen Elizabeth II i Free view

ii How many bald men are in the room?

iii What are the colours of the clothes within

the room?

2: Neil Armstrong landing on the moon i Free view

ii How many legs has the moon lander?

iii Can you see the astronauts’ faces?

3: Gordon Brown and family leaving Downing

Street after losing the general election in 2010

i Free view

ii What are each member of Gordon Brown’s

family wearing?

iii How many windows are there on the

buildings?

4: Hovis: an old advertisement for Hovis bread i Fixate on the boy with the bicycle in each

scene

ticipants to fixate on one object for the duration of the video. Prior to the viewing of

each video the participant was given instructions related to the video. In the free view
session a participant was asked to freely process the video in order to obtain a mea-

sure of attention-catching objects that are highly salient. In the second two instructed
sessions a specific question was asked which was designed to direct the top-down

control of eye gaze to non-salient objects that are not necessarily attention-catching.

The entire experiment lasted about an hour. The participants watched the videos in

a pre-defined order, as we are only interested in eye movement patterns irrespective

of the viewing content. In total, we collected 10 video trials per participant. Table 1

describes the instructions on the videos viewed on three occasions.

The participants’ answers were recorded. However, we were primarily interested

in differences in eye movement patterns toward salient stimuli in the different view-

ing conditions rather than whether the participant answered the question correctly (in

fact, all participants did answer the questions accurately). Across participant groups

the eye movement data was investigated in association with performance in the Free

and Cued Selective Reminding Test with Immediate Recall (FCSRT-IR [10]). The

FCSRT-IR is a measure of memory which is not confounded by normal age-related

changes in cognition and has been associated with preclinical and early dementia.

Participants are asked to memorise line drawings of easily recognised objects (e.g.,

grapes) which belong to unique category cues (e.g., fruit). A measure of free recall

and a measure of cued recall is obtained by calculating the correct responses (both

out of a total of 48).
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3.4 Data Analysis

Feature extraction: Eye movements recorded before and after video watching and

during blinks were removed. Because we are interested in eye movement patterns

rather than prolonged fixations, we filtered out fixations that are longer than 1500 ms

and shorter than 10 ms and saccades with amplitude larger than 100
◦
. We extracted

the distribution features from the fixation and saccade data per trail. These include

the mean, standard deviation, skewness (a measure of symmetry) of the fixation dura-

tion, saccade amplitude, average and peak velocity, as well as the number of fixa-

tions over each video viewing. 13 features were computed from each video trial. We

extract these features because [16] showed that distribution properties of fixations

are effective features for classifying mental states.

Predictionmodel: We used the Pearson correlation coefficients to identify important

features that are correlated to the memory function as assessed by the FCSRT-IR

measure. We further applied three linear regression models: least-squares regression,

ridge regression, and LASSO regression [11] to test our hypothesis that automatic

analysing eye movement patterns can predict individual’s memory capability. If we

denote the input feature vector and the corresponding output memory measure as 𝐱 =
[x1, x2, ..., x13]⊤ and y, respectively, all three regression models can be expressed as:

ŷ ∶= f (𝐱) = 𝐱⊤𝐰.

Least-squares regression fS is obtained by minimising the training error: For given n
training examples of input feature vectors and the corresponding outputs

{(𝐱1, y1),… , (𝐱n, yn)}, fS minimises

[f ] =
n∑

i=1
(yi − f (𝐱i))2.

In general, simple least-squares regression can overfit to data, i.e., it fits perfectly

to the training data but generalizes poorly. Ridge regression overcomes this prob-

lem by introducing a Tikhonov regularization: The solution fR minimizes the sum

of squared error and a ridge penalty which measures the smoothness of a func-

tion: [f ] + 𝜆R‖f‖22 where 𝜆R is a hyper-parameter. Finally LASSO replaces the

L2 penalty in the ridge regression with L1 regularizer: LASSO estimator fL min-

imises [11]

[f ] =
n∑

i=1
(yi − f (𝐱i))2 + 𝜆L‖f‖1, (1)

By trading empirical risk off with L1 penalty, LASSO tends to set some elements

of the resulting coefficient vector 𝐰L zero. This leads to automatic feature selection

as the features corresponding to non-zero coefficients in 𝐰L can be regarded as more

influential in constructing the prediction.
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To evaluate the regression models, training was applied on 70 % of the trials. We

use the remaining 30 % of the trials for testing. The model parameters 𝜆 in LASSO

and Ridge regression were selected with tenfold cross validations. We conducted 100

iterations of randomly sampling the training and testing sets.

4 Results

We first summarise the FCSRT-IR memory scales (out of 48) across subjects.

The statistics show that free recall memory scores in the MCI group (mean =

19.67, std = 10.07) are lower than those in the healthy young (mean = 38.00,

std = 4.36) and old control groups (mean = 35.33, std = 4.27).

4.1 Correlation with Memory Scale

The first goal of our analysis is to estimate the significance of the memory function

differences per statistical feature extracted from the eye movements. Table 2 shows a

set of correlations of eye movement features to free memory recall scale. Pearson’s

r (−1 ≤ r ≤ 1) indicates the strength and direction of the correlation, where 1 is

total positive correlation, 0 is no correlation and −1 indicates a perfect negative

correlation.

Table 2 Correlations between eye movement features and free recall measures

Feature Free view Instructed

r p-value r p-value

Mean fixation duration −0.1248 0.4140 −0.2485 0.0182a

Std fixation duration −0.1228 0.4216 −0.0949 0.3735

Skewness fixation duration 0.3696 0.0125a −0.0248 0.8166

Fixation count −0.0685 0.6549 0.0772 0.4697

Mean saccade amplitude 0.1728 0.2564 0.0991 0.3527

Std saccade amplitude −0.2653 0.0782 −0.0056 0.9571

Skewness saccade amplitude −0.1439 0.3457 −0.0099 0.9263

Mean saccade average velocity 0.4943 0.0006c 0.3973 0.0001c

Std saccade average velocity 0.0157 0.9182 0.2737 0.0090b

Skewness saccade average velocity −0.0527 0.7305 0.1240 0.2441

Mean saccade peak velocity 0.0679 0.6578 0.2254 0.0326a

Std saccade peak velocity −0.0409 0.7895 0.2281 0.0306a

Skewness saccade peak velocity −0.0073 0.9623 0.1459 0.1700

Notes:
ap < 0.05,

bp < 0.01,
cp < 0.001
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There is a significant positive correlation between the skewness of fixation dura-

tion and free memory recall scale (r = 0.3696, p = 0.0125) in the free view con-

dition. The distribution of fixation durations of subjects with high memory scores

exhibits a long tail to the right (longer durations). The majority of fixation durations

are concentrated to the left (shorter durations). While in the instructed conditions,

we find a significant negative correlation between the mean of fixation duration and

free memory recall scale (r = −0.2485, p = 0.0182). This indicates that the average

of fixation time is shorter for subjects with high memory scores.

There is a strong significant positive correlation between the mean of saccade

average values of velocity in both free view (r = 0.4943, p = 0.0006) and instructed

conditions (r = 0.3973, p = 0.0001). This shows that subjects with low memory

scores showed slower saccade motion on average. This result is also reflected in the

instructed condition where the mean saccade peak velocity is found to be positively

correlated with the memory scale (r = 0.2254, p = 0.0326). The standard deviations

of the average (r = 0.2737, p = 0.0090) and peak (r = 0.2281, p = 0.0306) saccade

velocity are positively correlated with the memory recall scale, which indicates that

the distribution of the saccade speed is more spread in subjects with low memory

score.

4.2 Automatic Prediction of Memory Capability

The second goal of our analysis is to construct an optimal model based on the input

eye movement to predict an individual’s memory capability (The memory score has

a total of 48). We fit three linear regression models to predict memory score given

a set of input features extracted from eye movement recordings. Figure 2 illustrates

the boxplots of the average absolute residuals (difference between the predict score

and ground truth) for the three regression models in both free view and instructed

conditions. Among all three models, lasso achieves the best accuracy in the free view

condition with a mean absolute residual of 5.52 (std = 2.84).
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Fig. 2 Boxplots of the mean absolute residuals across three regression models
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5 Conclusion

In this paper, we investigated the link between cognitive health and eye movements

during visual activities (e.g., video watching). We first identified a set of eye move-

ment features that correlate to people’s memory capability, and then demonstrated

that automatic eye movement analysis can predict individual’s memory function

score (from the standard cognitive tests). These findings provide insights into design-

ing visual tests. Designers can focus on specific eye movement features to assess

one’s memory health. Our proposed predictive model can potentially be used as a

new tool for quantifying cognitive health, without the need of undergoing standard

tests at clinics and can be executed in people’s home environment. However, our

analysis is currently limited because our collected data is from a small sample of

subjects in a lab environment. In the future, we intend to evaluate our model on big-

ger data sets, using ambient eye trackers in naturalistic environments. Other than

memory capabilities, we will also investigate the relations between eye movements

and other cognitive aspects, such as executive function, attention, language skills and

more.
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Eye Movement Evidence of Cognitive
Strategies in SL Vocabulary Learning

Irina Blinnikova and Anna Izmalkova

Abstract This paper presents the results of an experimental study modeling the
situation of non-contextual foreign language vocabulary learning. Subjects (n = 31)
memorized words of a foreign language, which were presented in pairs with their
Russian translations. Eye movements were recorded during the trial. After the
presentation subjects recalled the foreign words, and they also provided a post hoc
report about the learning strategies they used. As a result, 3 main techniques of
foreign vocabulary learning were distinguished (“graphical”, “phonemic” and
“semantic” techniques), characterized by emphasis on the corresponding level of
processing. Strong patterns of interrelation between the mnemonic techniques,
recall score and eye movement characteristics were observed.

Keywords Eye movements ⋅ Foreign language vocabulary learning ⋅ Paired
associates ⋅ Levels of processing

1 Introduction

Our study was aimed at defining strategies of paired associate vocabulary learning.
Second language vocabulary learning is a part of second language acquisition
(SLA). SLA refers both to the study of individuals and groups who are learning a
language subsequent to learning their first one (L1) as young children, and to the
process of learning that language. The additional language is called a second lan-
guage (L2), even though it may actually be the third, fourth, or tenth to be acquired
[24: 2]. The studies on SLA demonstrated that learners do apply different learning
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strategies [1, 16]. But learning strategies are not to be understood as personal styles
of learning. We understand strategies as a particular configuration of cognitive
processes and mechanisms, which enable problem-solving and which change under
certain conditions.

1.1 The Studies of Bilingual Lexicon

Cognitive theories seek to explain SLA in terms of mental representations and
information processing. In contemporary research the problem of second language
(SL) vocabulary learning is considered as bilingual1 lexicon formation, which is
viewed as mental “storage” of word forms and meanings. Research in the field of
the bilingual mental lexicon began in the 1980s, when a number of models
appeared describing the organization and links of lexical units of different lan-
guages. According to the word-association model, for instance, there is a direct
connection between L1 and L2 lexical units—words are connected as translation
equivalents [11]; other models, such as the concept-mediation model, postulated
that these connections are meaning-mediated [20]. Contemporary research on the
bilingual mental lexicon is flourishing (for reviews and textbooks see: [17, 19]).

Cognitive psychology and psycholinguistic research address two aspects of the
bilingual mental lexicon problem: word recognition and semantic level access [4],
and mental lexicon formation and organization [6, 9]. The research on mental
lexicon formation mostly deals with defining the role of two groups of factors in the
vocabulary acquisition process: external factors, such as presentation format, con-
text and instruction [12]; and the use of learning strategies [1, 9, 16].

Most of methods of the bilingual lexicon investigation are based on the analysis
of the lexicon organization via performance indicators (see [19]), such as reaction
and execution time, percentage of correct answers. The tasks used here include
lexical decision, semantic priming, picture naming, semantic categorization tasks
and variations of the Stroop test. Apart from the experimental procedures there is
another group of methods, which simulate ecologically valid tasks, such as narra-
tive methods, reading and translation. In recent research these tasks have been
accompanied by the recording of objective characteristics of visual material
processing as it occurs, such as eye tracking (see [23]). In our study the eye
tracking technology will be employed to tackle the problem of bilingual lexicon
formation.

1In the majority of contemporary works on bilingualism the term “bilingual” is used to refer to a
SL speaker of any proficiency level (see, for example, Pavlenko 2009).
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1.2 Eye-Tracking Technologies in the Studies of Bilingual
Lexicon

Eye-tracking has a number of advantages compared to traditional research methods
of the bilingual lexicon: first, registration of eye movements can be used in analysis
of natural tasks, such as reading and visual word recognition; secondly, recognition
time and other performance indicators of text comprehension can be assessed
through their indirect manifestations; finally, eye movement registration makes it
possible to obtain objective measures of cognitive resources distribution that can be
associated with the subjects’ free report [22].

In the majority of eye-tracking research on SL acquisition, a reading technique
has been used. The most common eye-movement measures used in a variety of
tasks that include SL acquisition and processing are (see [7, 21, 23]).

Eye tracking technique has been broadly used in bilingual studies in tackling
such issues as reading SL texts, lexical representation in bilinguals, grammatical
and discourse processing. Some of the issues in bilingual lexicon studies that
benefit from eye movement recording are:

• Processing difficulties in reading the SL context [21, 22];
• Lexical representation and access in bilinguals: semantic constraint effect in

homograph recognition (words with similar forms, but different meanings in L1
and L2) and cognate facilitation (words with overlapping orthographical and
semantic representations in L1 and L2) [13, 25, 26];

• Research on grammatical and discourse processing revealed, for instance, that
bilinguals perform a complete syntactic parsing of sentences when reading in the
second language, and they do so in a manner similar to native speakers [5].

One of the possible applications of bilingual lexicon studies is a project, iDICT,
developed by Finnish computer scientists in collaboration with SensoMotoric
Instruments [8]. The intellectual interface is designed to detect eye movement
characteristics associated with processing difficulties (regressions, fixation duration)
and to provide translation when needed.

2 Experiment

In our study, we consider a relatively simple procedure of foreign vocabulary
learning: what takes place when new words are presented in pairs with their
translation into the subjects’ native language.

In this situation, a foreign word must be linked to the meaning given by the word
of the native language, in order to be recalled later. Several considerations influ-
enced our focus on the study of this particular learning task. Firstly, it is the main
source of vocabulary learning at the initial stages of second language acquisition in
adults (in bilingual second language acquisition children learn new words mostly
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from the context). The basis of the bilingual lexicon in adults is formed by the
non-contextual method, which speeds up language acquisition. Secondly, this
method allows discovering the basic connection patterns of the new word form with
its meaning. Thirdly, paired associate vocabulary learning has been studied much
less than contextual vocabulary acquisition.

Primary research on paired associate learning, with the use of eye tracking
technique, was carried out by McCormack et al. [14]. However, there have been
very few subsequent studies of paired associate learning with eye movements
recording since then (especially compared to contextual vocabulary acquisition and
recognition). Our work is intended to (a) fill the gap in the eye movement research
of vocabulary learning and of paired associate learning in general, and (b) reveal
with the help of eye tracking technologies, cognitive strategies used in paired
associate vocabulary learning.

We used the paired associate technique introduced by Calkins [2]: the subjects
were presented with pairs of stimuli, and then, based on the test stimulus (one of the
pair), they had to recall the second stimulus. In our study the stimuli were
pseudo-words and their “translation” into the native language of the subjects
(Russian). We suggest that the effectiveness of memorizing new words is linked to
(a) the mnemonic method used, (b) the order of word presentation, and
(c) eye-movement characteristics.

2.1 Participants and Experimental Setup

Subjects. 31 university students, aged 18–26, experienced English learners (B1–C1
level of English), 23 females, 8 males.

Stimuli. 40 slides, each presenting one pair of words: Russian word and pseu-
doword. All Russian words were concrete nouns with frequency index from 8.5 to
22.8 per million, consisting of 7 letters. Pseudowords were made in Wuggi program
[10] on the basis of English words (e.g. “consike”, “remwoud”, “stalore”—all the
words were amendable to English phonetical rules). We checked “association
strength” of the stimuli in preliminary research, which lead to exclusion of some
words. Namely, if most of the subjects produced the same association to a word, it
was excluded; as were excluded the words, where most of the subjects failed to
provide associations. From the rest of the words we chose 40 pseudowords for the
experiment.

Apparatus. The slides were presented on 19″ computer screen, in Courier New
font (monospace), font size = 48. Eye movements were recorded with EyeLink
1000 eye tracker (SR Research), monocular, desktop mount, 500 Hz, camera to eye
distance was 55–65 cm.

Processing. The data were processed in SR DataViewer 1.11.1 and SPSS’19
programs.
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2.2 Procedure

The experiment was applied individually and took approximately 60 min. Before
starting the experiment, calibrations were performed. The instructions were given
both orally by the experimenter and written on the screen. Subjects were told that
during the experiment they would need to learn as many words of a pseudo-foreign
language as they could.

The slides were presented on a computer screen, and eye movements were
recorded during the presentation. The experiment included 10 series (2 test series
and 8 experimental series). Each series comprised 4 slides with word pairs (pre-
sented randomly). Presentation time was 5 s per slide. The slides were separated by
blank screen with fixation cross in the middle (presented for 1 s). Half of the series
had Russian-pseudoword presentation order (a Russian word was presented to the
left of a pseudoword), in the other half presentation order was reverse—a pseu-
doword was presented to the left of a Russian word.

30 s after each series, subjects were given forms on which to provide
pseudo-word equivalents to Russian words. Then subjects were given correct
answers and they had to provide a free report of the memorizing process (Fig. 1).

2.3 Measures

Qualitative recall measures. We rated recall score on a scale from 1 to 14: letter
written—1 point (max-7), letter in the right place—1 point (max-7).

Quantitative characteristics of processing and recall

Defining word memorization techniques. We elicited learning techniques on the
basis of subjects’ post hoc report. In 12.5 % cases (124/992 trials) subjects did not
provide the report. All other cases could be attributed to either graphical, or
phonological, or semantic techniques, according to the following descriptions:

Before the 
presentation

• Calibration
• Instruction
• 2 test series 

preceded the 
experimental ones.

During the 
presentation

• In 8 experimental 
series the slides with 
Russian-Pseudoword 
pairs were presented 
on the computer 
screen.

After the 
presentation

• After each series 
subjects tried to recall 
pseudo-word equivalents 
to Russian words.

Recorded 
data

• Experimenters 
recorded the learning 
technique used.

• The recall mistakes 
were recorded

• Eye-movement data 
was collected.

Fig. 1 The general scheme of the experiment
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• If the use of graphical technique was reported, Ss emphasized specific letters
and their graphical features (e.g. “Each word had high-register letters…”). The
method was used in 4.03 % cases.

• If the use of the phonological technique was reported, it was described with such
phrases as “I just read the words…” or “It rhymed with “pore”…”—the accent
was on phonological features. The method was reported relatively often:
28.12 % trials.

• The semantic technique was the one most commonly reported: 55.35 % trials. It
was characterized either by visualization (“I imagined тeтpaдь (notebook), on
which was written consike (pseudo-word)…”) or a chain of associations (for
instance, auditory association to the pseudo-word (e.g. consike-кoнь (kon’, a
horse) resulted in the report, “I imagined a horse eating a notebook…”). The
latter has been described by Atkinson as the “keyword method” [1].

These techniques are described according to the “depth” of processing involved, as
defined in the levels of processing theory [3, 27].

Analyzing recall mistakes. The mistakes were also classified according to the
levels of processing:

• “graphical” (mixing up letters similar in writing, e.g. “consile” instead of
“consike”);

• “phonological” (mixing up similarly read letters according to reading rules in
the English language, e.g. “konsike” instead of “consike”);

• “semantic” (mistakes in associations, e.g. if a keyword was “kon” (a horse), the
mistake could be e.g. “ovessike” instead of “consike”2);

• “other” (mixed up words, missed letters, etc.).

Eye movement characteristics. In total 992 trials (878 valid) were recorded. Fixa-
tion count, dwell time on Russian and pseudoword AOIs, transition count (number
of “switches” between the words), regressive eye movements within AOIs were
analyzed.

3 Results and Discussion

The effect of conscious use of learning techniques was revealed: F(4, 992) = 12.81,
p < 0.01 (recall score in the trials with no report of the technique was significantly
lower than with the use of any learning method). The coefficient of contingency
between the techniques used and the mistakes made was 0.316 (p < 0.01).

2This requires explanation: the word “consike” might be interpreted by Russian speakers as
something associated with a horse (the combination of letters “con” looks like the Russian word
“kon” (horse). This semantic construct is preserved in the memory. However, recalling the word, a
subject may reproduce it as “ovessike”, which means something associated with oats, and hence
with a horse (“oves” means “oats” in Russian).
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Significant distinctions were found in the recall score depending on the tech-
niques used: F(4,878) = 17.1 (p < 0.01) (see Fig. 2). The recall score increased
with the “depth” of processing involved: when graphical technique was reported,
the mean recall score was 7.23/14 (std. dev. = 5.72); for the phonological—8.69/14
(std. dev. = 5.47); and for the semantic—10.22/14 (std. dev. = 4.50). The high
recall score in methods including a visual component, as compared to “mechanical”
methods, is consistent with the results of Paivio [18] and Atkinson [1].

3.1 Eye Movement Characteristics in Different Learning
Techniques

We excluded the trials where no technique was reported from data processing
(leaving 770 trials). Significant differences in eye movement characteristics were
found in mnemonic techniques (see Table 1).

The graphical technique was characterized by a higher fixation count and
regressive eye movements on the pseudo-words and a moderate amount of tran-
sitions between AOIs (see Fig. 3). Such an eye-movement pattern can be explained
by “fractional” perception of the words with emphasis on specific letters.

When subjects reported the use of the phonological method they made more
transitions between AOIs, while making a minimal amount of fixations and
regressive eye movements (see Fig. 4). This may be due to memorising phonetically.

When using the semantic method of memorization, few transitions between
Russian and pseudo-words and a relatively large number of fixations on
pseudo-words were observed (see Fig. 5). This may be due to the fact that
association-based memorizing is supposed to focus on the semantic level of
information processing, which leads to a relatively rapid memorization of Russian
words and, consequently, a longer dwell time on pseudo-words. This asymmetrical
distribution of attention does not lead to recall mistakes associated with the
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formation of ties with the Russian word: if the subject has completely or partially
reproduced the pseudo-word, in the majority of cases (438 of 519) it has been
properly related to the Russian word.

Thus, three eye-movement patterns, characteristic of the three techniques
defined, were revealed. Our next step was to check whether similar eye-movement
patterns can be distinguished irrespective of the techniques. We used cluster

Table 1 Eye movement characteristics in mnemonic techniques

Eye movement characteristics Graphical
method
Mean (σ)

Phonological
method
Mean (σ)

Semantic
method
Mean (σ)

Transition count (between
native and pseudo-word AOIs)

F (3,770) = 4.2
p < 0.01

2.8 (1.1) 2.9 (1.3) 2.6 (1.2)

Fixation count F
(3,770) = 13.03
p < 0.01

13.0 (3.2) 11.7 (3.5) 12.3 (3.3)

Dwell time in pseudoword AOI
(ms)

F (3,770) = 5.9
p < 0.01

2993 (890) 2737 (863) 2970 (872)

Regressive eye movements
count in pseudoword AOI

F (3,770) = 5.4
p < 0.01

3.8 (1.9) 2.9 (1.7) 3.3 (1.6)

Fig. 3 S’s eye movements (graphical technique used): the circles represent fixations (duration of
the fixations are given above the circles and also correspond to the radii), the arrows represent
saccades (the order numbers of the saccades are given above the arrows)

Fig. 4 S’s eye movements (phonological technique used): the circles represent fixations (duration
of the fixations are given above the circles and also correspond to the radii), the arrows represent
saccades (the order numbers of the saccades are given above the arrows)

Fig. 5 S’s eye movements (semantic technique used): the circles represent fixations (duration of
the fixations are given above the circles and also correspond to the radii), the arrows represent
saccades (the order numbers of the saccades are given above the arrows)
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analysis to categorize the experimental series on the basis of S’s eye movement
characteristics, namely, transition and dwell time on native and foreign words. The
initial 3-cluster solution which we used did not yield any results that we could
match with the techniques. Therefore we opted for a 2-cluster solution, which is
given in the details below (see Table 2).

The first cluster, as opposed to the second cluster, included a series with higher
transition count, shorter fixation duration on foreign words, and longer fixation
duration on native words. The coefficient of contingency between the clusters and
the techniques that the subjects used was 0.12 (p < 0.01). The source of distinc-
tions was in the phonological and the semantic method (See Table 3).

Therefore the distinguished eye movement patterns are partly verified by cluster
analysis, however, further data has to be collected to make predictions of the
learning method based on eye movements.

3.2 Eye Movement Characteristics Depending
on the Localization of the First Fixation

We varied the order of presentation to provoke an even distribution of the first
fixations between a Russian word and a pseudo-word. Eye movement character-
istics in different learning strategies depended on the localization of the first fixation
in a way that differed from the results already reported.

When graphical and phonological techniques were reported, the difference in
transition count depending on the localization of the first fixation was not signifi-
cant. This can be attributed to the lack of emphasis on semantic processing. Since
the main focus was on memorizing the visual characteristics of the foreign words
(in the graphical technique), and remembering the words by their phonetic link with
the Russian word (in the phonological technique), it was not so critical which word
was the first to be fixated.

Table 2 Cluster analysis results

Cluster 1 (354 cases) Cluster 2 (416 cases)

Transition count 3.14 2.44
Dwell time in pseudoword AOI (ms) 2262.23 3587.68
Dwell time in native word AOI (ms) 1180.96 695.38

Table 3 The distribution of the trials between clusters according to the learning strategies used

Graphical method (%) Phonological method Semantic method

Cluster 1 50 54 % series 43 % series
Cluster 2 50 46 % series 57 % series
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When the semantic technique was used and the first fixation was made on the
pseudo-word, the number of “transitions” was significantly higher—2.8 (1.1), than
when the first fixation was made on the Russian word—2.3 (1.3); F = 27.9;
p < 0.01. If we consider the process of memorizing foreign words in terms of
inclusion of a new form into an existing logogen (in the terms of Morton [15]), this
trend can be explained by the fact that when the learning started with the Russian
word, the meaning was already given and it did not require any rehearsal, while in
the opposite case the subject saw the new form first and then its meaning, and after
that had to go back to the pseudo-word, as it was the word that had to be
remembered.

4 Conclusions

We found and described three strategies of memorizing of new SL vocabulary
units: the Graphical strategy, the Phonological strategy and the Semantic strategy.
These strategies were manifested in mnemonic techniques, reproduction errors and
distinctive eye movement patterns of the subjects. This is in accordance with the
levels of processing theory [3, 27].

The results obtained show the influence of the conscious use of mnemonic
techniques in recall activity—recall score increases with increasing “depth” of
processing. Recall was significantly better when the technique included a visual
component compared to “mechanical” methods of memorizing, which accords with
the results of Paivio [18] and Atkinson [1].

The techniques used for non-contextual foreign vocabulary learning are reflected
in eye movements. When the use of graphical technique was reported, a higher
fixation count was observed, and more regressive eye movements on the
pseudo-words and a moderate amount of transitions between AOIs were made.
Such an eye-movement pattern can be explained by “fractural” perception of the
words. When the use of the phonological technique was reported, subjects made
more transitions between AOIs, while making a minimal amount of fixations and
regressive eye movements. This may be due to learning the words by their phonetic
link. When using the semantic method of memorization, few transitions between
Russian and pseudo-words and a relatively large number of fixations on
pseudo-words were observed.

The recall score was connected with the use of a conscious learning method and,
in particular, the use of the semantic method, which scores higher on the “depth” of
semantic processing. Eye movements in this technique were connected with the
localization of the first fixation. The acquired data open up prospects for the
evaluation of online learning strategies.
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Application of Eye Tracking for Diagnosis
and Therapy of Children with Brain
Disabilities

Katarzyna Harezlak, Pawel Kasprowski, Michalina Dzierzega
and Katarzyna Kruk

Abstract Children affected by brain disabilities require a lot of attention and care

to improve their life. The quicker the support will be introduced the better effect

can be achieved. One of important impairments resulted from the brain disability

is a cerebral visual one. In case of children, communicating with whom is diffi-

cult or impossible, assessment of vision quality is very challenging and eye tracking

methods may prove very useful. The research discussed in this paper was devoted

to development of a workspace, which may support the effort of therapists working

on improving the quality of disabled children’s life. The important element of this

solution is the implicit calibration procedure, making eye movement registration pos-

sible. Additionally, there were several stimuli developed and tested with cooperation

of therapists from one of associations for children with developmental disabilities.

Initial tests confirmed usefulness of the elaborated solution, which facilitates chil-

dren’s vision assessment based on the eye movement signal and may be used for a

further children therapy.

Keywords Eye tracking ⋅ Brain disabilities ⋅ Diagnosis ⋅ Therapy

1 Introduction

Nowadays one of the most common type of vision impairments present in children

with other disabling conditions is cerebral visual impairments (CVI), which may

coexist with other causes of visual impairments such as ocular and ocular motor

based [1]. Coupled impairments very often occur already in prenatal life and result
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from the hypoxic—ischaemic brain injury, chromosomal disorders or adverse influ-

ences acting on the child during the fetal period. Complex disability may also be

caused by meningitis, infections of the central nervous system epilepsy taking place

in postnatal period. The pattern of the cerebral injury depends on the maturity of the

brain at time of its damage.

Children with complex disability require systematic brain stimulation. For this

reason many visual, auditory and tactile stimuli should engage children’s attention.

Brain receiving pieces of information from various senses organizes them by recog-

nizing, analyzing and the integration. However, the first important step is to gain the

knowledge to what extend children with impairments are able to use vision and for

how long they can keep their attention at an environmental object. It may signifi-

cantly improve work of educational teams and therapists.

Even weak visual abilities may serve as a starting point to a vision enhancement

entailing overall intellectual development. Thus children with complex disability

including visual impairment should be assessed in terms of functional vision and

subsequently subjected to a vision therapy. The aim of the vision therapy is to stim-

ulate vision through providing conditions favorable viewing (i.e. presenting objects

possible to be noticed by a child) and provoking the development of basic skills

through exercises of eye visual motor system.

Physiologically, vision may be divided into following elements: light, color, con-

trasts, movement and stereopsis. Assessment of the functional vision relies on deter-

mining conditions in which a child is able to see and perceive objects [5]. During

tests the size, contrast and an object distance are taken into account to check follow-

ing visual functions:

∙ Fixation—ability to keep eyesight on a visual stimulus,

∙ Eyeballs motility—ability to trace a moving stimulus with eyes,

∙ Functional visual acuity—a distance from which a child recognizes a character

of a given size. Visual acuity is the quantitative measure of the ability to identify

black symbols on a white background at a standardized distance, when the size of

the symbols varies,

∙ Contrast sensitivity—the impact of a presented level of a contrast on a child’s

visual ability,

∙ Field of vision—an area, within which a child is able to see the presented object.

The observation of child’s responses to an environmental object may reveal inter-

esting information about impairments.

Such an assessment in case of young non—verbal children with CVI is challeng-

ing, while behavior ability, sensitivity to environmental changes and eye movement

disorders are taken into account. Thus, determination of CVI, influenced by different

cognitive and motor levels may be a difficult task and flexibility during its evaluation

is very important.
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2 Eye Tracking Support

As a consequence of the previously—presented reasons, two main challenges for

treatment of children with complex impairments come to the fore. At first it is very

important to determine whether a child is able to see a visual stimulation. Secondly,

a therapy requires the usage of stimuli that are interactive—i.e. change in response

to child’s reactions. In both areas eye tracking utilizing a specialized device seems

to be a promising solution.

Because an eye tracker is able to track a gaze point (a place where a child is look-

ing at), gathered data may be used to analyze children’s reactions to visual stimuli

[4, 7]. Thus, in the diagnosis phase, it is possible to present to children several stim-

uli differing in colors, contrast and speed and use an eye tracker to check, which

of the stimuli is the most interesting for them. During the therapy phase children

may work with a computer display and an application that is adapted to their abili-

ties and actively responds to their eye movements. Another important advantage of

this method is that all children’s sessions may be stored and then analyzed offline by

therapists.

It is worth noticing that there are different types of eye trackers. Head-mounted

eye tracker allows participants to move their head freely during recordings, yet may

not be adjusted to a child’s head and may disturb a child. This problem is not present

in the case of remote eye trackers, but it must be remembered that turning a head away

from an eye tracker causes loss of an eye movement signal. The aforementioned prob-

lems are strengthened when children with such impairments like cerebral palsy are

taken into consideration, because of the lack of ability to control head movements.

The research discussed in this paper was devoted to development of the workspace,

which may support the effort of therapists working on improving the quality of dis-

abled children’s life. For this purpose, the group of therapists from an association

for children with developmental disabilities was involved to elaborate the appropri-

ate set of stimulations useful in their daily job. Initial experiments showed that this

workspace may be helpful in both the diagnosis and therapy phases.

3 Workspace Description

The workspace created for experiments with children is presented in Fig. 1. It con-

sists of one big display (‘stimulation screen’), which is used to present a stimulation

to children and an additional display—for an operator/therapist but not visible to

children—which shows some additional information including: gaze position of a

child and eye location in an eye tracker’s camera. This display is called the ‘control

screen’. The operator is able to invoke stimuli and observe children’s reactions. She

or he can also use the application to trigger special actions such as sounds or an

object’s movement on the stimulation screen.
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Fig. 1 Workspace used

during experiments. It

consists of the stimulation

screen (right) visible to a

subject and the control

screen (left) visible to an

operator

3.1 Calibration

Every eye tracking session should start with a calibration, during which a function

mapping gaze to screen coordinates is built. In such a process a user is expected to

follow with eyes a stimulus appearing in various places of a screen. Because children

generally, and especially children with impairments, don’t tend to cooperate [10] it

is not possible to use the same scenario for calibrating them. There are different pos-

sibilities how to deal with this problem. For instance during the studies presented in

[6] the calibration was limited to a presentation of only two points. In work described

in [3] a small, visually attractive sounding toy at one of the five predefined spatial

positions was displayed. However, both solutions are not feasible for children with

CVI as they don’t cooperate at all. For this reason a new solution had to be invented.

It was observed during our previous experiments that, when an eye tracker is

calibrated for one person, it is possible to utilize an output it produces when another

person is using the same eye tracker. Obviously, the signal must be recalibrated to

show true gaze points of this new person, however, even before this recalibration it is

possible to see that eye is moving and determine the direction of this movement [8].

To calibrate the eye tracker properly it is necessary to have some true gaze posi-

tions and corresponding eye tracker output. Therefore the idea was to perform an

implicit calibration made by an operator [2]. Subsequently, the operator uses the

control screen to observe both a stimulation and eye tracker output. When a new

object appears on a screen and the operator sees child’s reaction (eye tracker output

changes) it may be assumed that now the child is looking at this object. The operator

needs only to click the object on the control screen and the application registers both

the click coordinates and the current eye tracker output.

The gaze calculation module (GCM) has two inputs: uncalibrated gaze coordi-

nates from an eye tracker and coordinates of operator’s clicks (Fig. 2). At the begin-

ning the GCM returns gaze coordinates as it receives from the eye tracker. When an

operator clicks with mouse any place on a screen, this information is sent to GCM

and registered together with the eye tracker output obtained in the same moment as

a new calibration point (CP). When at least four CPs are available, the recalibration

model is calculated. This model maps an eye tracker output to gaze coordinates on

the screen. Such a model consists of two functions:
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Fig. 2 Simplified Gaze

calculation module schema

xs = f (xe, ye) (1)

ys = f (xe, ye)

where xe and ye represent data obtained from an eye tracker and xs and ys are an

estimated gaze coordinates on a screen.

There are multiple regression functions possible to use [9]. In this study the poly-

nomial quadratic function was used (2).

xs = Axx2e + Bxy2e + Cxxeye + Dxxe + Exye + Fx (2)

ys = Ayx2e + Byy2e + Cyxeye + Dyxe + Eyye + Fy

The coefficients of the function were calculated based on calibration points (CP)

using Levenberg-Marquardt algorithm. Every new point (a new click by an operator)

causes recalculation of the coefficients. After collecting at least four such points,

the application is able to calculate a calibration function and use it to show child’s

gaze point more accurately. Of course the accuracy increases when more points are

available [8].

3.2 Working Scenario

The work starts with a classic calibration made by an operator. Then a child is seated

at the stimulation screen and the operator sits at the control screen. The operator may

now start different stimulations and observe child’s reactions. The control screen

displays the same image as the stimulation screen, together with information if and

where eyes are visible by the eye tracker and about gaze positions. The gaze positions

presented are not accurate, so the operator may use the procedure described in the

previous section to calibrate the signal.
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Every stimulation may be static or dynamic. The operator can start and stop

objects’ movement for dynamic stimulations. Most of the stimulations are able to

produce additional effects—for instance when a child looks at some object (like e.g.

animal) it may produce a sound.

A therapist may also invoke all sounds effects manually by clicking a mouse key.

Such a functionality is required when an output of the eye tracker in conjunction with

an implicit calibration provided gaze coordinates, which did not match a position of

the appropriate object of the simulation, but the therapist is convinced that the child

reacted to the stimulus.

4 Initial Experiments

The research group accounted for the 3 children including two visually impaired

with cerebral palsy and one child without any impairment. The first two partici-

pants involved in the experiment were chosen based on the following criterions—

they were children with complex impairments with deep visual perception problem

on one hand, and there were the conviction that children were able to see at all, on

the other hand. For the purpose of the experiment description, eye movement signals

gathered for these children are denoted as follows:

∙ Sub1—the healthy girl (12 years old)

∙ Sub2—the girl with deficits in the field of visual attention and with cerebral palsy

(5 years old)

∙ Sub3—the boy with deficits in the field of visual perception and with cerebral

palsy (8 years old)

The experiments were conducted with the consent of those children’s parents.

In order to achieve the research goal, the five stimuli were developed, which were

consulted with therapists working daily with the chosen children. Their experience in

field of children’s interests and abilities was helpful in preparing appropriate incen-

tives:

∙ S1—a car that moves from one side of a screen to another. Gaze focused on the

car triggers the sound effect representing an engine whirr.

∙ S2—a bike moving between sides of a screen. Similarly to the previous case,

focusing on the bike results in triggering the sound of thrown derailleurs.

∙ S3—a flower in a pot and a watering can. At the beginning the flower is withered.

When a subject looks at the watering can the animation presenting watering the

flower is invoked, which results in the flower straighten. If a gaze is focused on

the flower, its petals grow up.

∙ S4—a boat, when focused the sound of a sea is invoked.

∙ S5—waves with a fish, which floats through a screen and disappears. Observing

waves makes the fish appearing once again but on the other side of the screen.
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Each experiment consisted of two basic steps: the calibration process realized by

a therapist and one of the described stimuli: S1, S2, S3, S4 and S5. The eye tracker

had to be calibrated by the therapist because in case of two children it was impossible

to explain rules of this process. After the first step, a child was placed in the front of

the stimulation display while a therapist took place in the front of the control display

ensuring a stimulation preview and its management (see Fig. 1). The operator screen

was outside of a child’s vision field, not to disturb her/him during a test.

5 Analysis of Results

Due to the paper space limitation, results obtained during the tests will be only dis-

cussed in regard to two stimuli—the car (S1) and the flower (S3).

5.1 Car Stimulation (S1)

One healthy child (Sub1) and one child with visual impairments and cerebral palsy

(Sub2) took part in the experiments based on the car stimulation. The map of the

example set of registered fixations is shown in Fig. 3—on the left.

Additionally, data from Sub1 was presented in Fig. 4—for OX axis on the left

and for OY axis on the right, respectively. Coordinates are given in screen pixels and

in the function of time expressed in seconds. The green area represents the moving

object whereas the black line represents the eyes position in the specific time. It can

be observed that for the most of the time of the experiment eyes were visible for

the recording device. Furthermore, it is visible, that the child traced with eyes the

moving object during the whole experiment.

In the next figure (Fig. 5) recordings from Sub2, with usage of the same divi-

sion, were shown. The red area and black line play the same role as in the previ-

ous charts and represent the moving object and eyes position respectively. Analyz-

ing these charts, it may be noticed that, during the first 12 s of the stimulation, the

Fig. 3 The fixation maps of example stimuli S1 (left) and for S3 (right)
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Fig. 4 Eye movement recordings for stimulation S1 for Sub1 for OX (left) and OY (right) axes

Fig. 5 Eye movement recordings for stimulation S1 for Sub2 for OX (left) and OY (right) axes

eyes movement coincides with the moving object area. After that time the schematic

search from one edge of the screen to another is observed. It may indicate that the

child became bored or her attention was distracted.

5.2 Flower Stimulation (S3)

The second experiment used the stimulation S3—the picture of the flower in the pot.

All three children took part in this experiment, with eye movement signals denoted

by Sub1, Sub2 and Sub3. The stimulation picture with example fixations for that part

of tests was presented in Fig. 3, on the right side.

To demonstrate the correspondence between the simulation objects positions and

the healthy child’s eyes movement, charts presenting this dependency were covered

by two colors—blue and green. The first one was used to denote the flower location,

while the second one for the watering can. Data belonging to the Sub1 was divided

into OX and OY axes coordinates and is shown, in the function of time, in Fig. 6.

Studies of these charts may lead to the conclusion that the child, at the beginning,

was focusing on the both objects alternately. Then, after about 10 s, the child concen-

trated gaze on the watering can. Such a behavior triggered the animation representing
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Fig. 6 Eye movement recordings for flower stimulation (S3) and Sub1 for OX (left) and OY (right)
axes

Fig. 7 Eye movement recordings for flower stimulation (S3) and Sub2 for OX (left) and OY (right)
axes

Fig. 8 Eye movement recordings for flower stimulation (S3) and Sub3 for OX (left) and OY (right)
axes

watering the flower, after which the can disappeared. In Fig. 6—on the right side—it

is visible that the child moved eyes towards the flower observing the effect of the

watering (the flower straightening).

Figures 7 and 8 contain results of measurements for Sub2 and Sub3. To distinguish

charts for the healthy child and for those with impairments, there were different col-

ors used for simulation objects placement—orange one was used to mark the space

used by the flower and red one for the watering can. Data obtained for Sub2 (Fig. 7)
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indicate the child’s interest until the end of the watering animation and the can dis-

appearance. The small amount of data registered for the vertical eye movement is the

sign that the child looked away from the display. It could be caused or by an external

distracting factor or by a loss of interest in the experiment.

Recordings related to Sub3 (Fig. 8) show that this child often looked away from

the beginning of the simulation. The loss of recordings in both axes points out that

the eye tracker was not able to find the position of eyes.

6 Summary

Studying charts concerning the healthy child (Sub1) it may be noticed that she

was able to focus on displayed objects and trace their movement. It shows that the

application operated as it was assumed. With such results, we decided to utilize

the workspace described earlier for experiments with children affected by complex

impairments. However, it was expected that in this part of tests results would be

worse, because might result from the vision limitation, cerebral palsy as well as from

other external reasons. It is visible in recordings for Sub2 and Sub3. When conduct-

ing tests engaging children being wards of Children with Disabilities Center, a lot of

tension and distraction was caused by new conditions they have been put into. Other

possible problem might be the presence of additional people, because children were

used to work only with one therapist.

However, the studies performed during the research showed that it is possible to

use an eye tracker device for children, communicating with whom is difficult, which

makes a child’s calibration impossible. The application described in the paper allows

for the initial—done by a therapist—calibration, which during tests was corrected

based on child’s eyes behavior. Additionally, with the described workspace, therapist

gains an objective tool to assess the quality of vision.

Which is important to emphasize, due to different levels of children handicaps, a

proper simulation should be prepared individually for every child. Before any exper-

iment, a child should be observed in terms of things, which may likely draw his/her

attention. Different image attributes as color, contrast, type of objects should be taken

into account. It may help to prepare a simulation that would be able to activate and

engage a child and focus his/her attention on simulation tasks. Additionally, before

the start of a ‘core’ experiments, children should be acquainted with an environmen-

tal setup to get used to new conditions and devices. The workspace will be extended

with new stimuli developed in the cooperation with therapists for other children being

under their care.
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Forecasting Domestic Water Consumption
Using Bayesian Model

Wojciech Froelich and Ewa Magiera

Abstract In this paper, we address the problem of forecasting domestic water

consumption. A specific feature of the forecasted time series is that water consump-

tion occurs at random time steps. This substantially limits the application of the

standard state-of-the art forecasting methods. The other existing forecasting models

dedicated to predicting water consumption in households rely on data collected from

questionnaires or diaries, requiring additional effort for gathering data. To overcome

those limitations, we propose in this paper a Bayesian model to be applied for the

forecasting of the domestic water consumption time series. The proposed theoret-

ical approach has been tested using real-world data gathered from an anonymous

household.

Keywords Forecasting time series ⋅ Domestic water consumption ⋅ Bayesian

networks

1 Introduction

Forecasting water consumption at the household level is a problem that can be

addressed from different perspectives. First, on the basis of the forecasted water con-

sumption, a corresponding system of forecasted bills/charges can be applied. In this

case, the resident pays her bills calculated on the basis of forecasted water consump-

tion. This results in more accurate forecasting, less frequent reading of water meters,

and the charges paid by the consumer are fair. For this purpose, the monthly time

scale is usually applied.
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From the perspective of water conservation, the forecasted values of water con-

sumption can be compared with actual values. In the cases when the actual value is

lower then the forecasted value, the water conservation process can be recognized;

otherwise, the consumer may be warned of excessive water usage. For the purposes

of water conservation, the considered time scale in which forecasts are made should

be detailed. The households should be equipped with smart water meters that are

enabled to perform readings at daily, hourly, or even more detailed temporal scales.

Furthermore, to assess water conservation with respect to the type of consumption

(e.g., showering, dish-washing, drinking or other activities), water metering should

be made separately for each of the corresponding areas of consumption. The role

of water efficient technology such as smart meters in reducing water consumption

throughout the day is crucial [4].

Forecasting of water consumption is subject to two variables as described in the

literature: (a) the analysis of domestic water consumption [5, 15] and (b) the fore-

casting of time series [7, 8].

A detailed analysis of water consumption at households was made in [16] and

more recently in [17]. Water consumption in the kitchen was investigated [20], where

water withdrawal was related to different take events, e.g. drinking, cooking, etc. In

[4] the patterns of water consumption in the household were analyzed on an hourly

scale. A household water saving model based on Bayesian network was proposed

[13]. In [9] a general architecture of the decision support system based on forecasting

water consumption was described. More recently, the potential of water conservation

during dish washing has been investigated in a dissertation [10].

Knowledge about physical properties of households, e.g., number of rooms, type

of house/flat, garden, was used for the analysis of residential water consumption [5].

Also in [5] the problem of missing data in water meter readings was investigated.

A practical decision support system for water conservation at household has been

developed by IBM. On the basis of the available report [12] it can be noted that one

of the applied solutions was based on the recognition of trend of water consumption.

An overview of the literature on the analysis of domestic water consumption was

made [5, 15].

The problem of forecasting domestic water consumption was investigated in sev-

eral publications. In [11] the daily and hourly patterns of water consumption in

households were analyzed. A general review of selected forecasting models used

at the urban and household levels was made in [11]. Recently, it has been shown that

the bottom-up approach to the forecasting of urban water demand is superior to the

top-down approach based on bulk water meters [2].

In particular, Bayesian networks have been used for the forecasting of time series

[1, 22]. Recently, an overview of Bayesian forecasting approaches has been reported

[3]. Our previous studies [6, 18] applied Bayesian models for the forecasting of

water demand at the city level. Due to the different characteristics of the data and

the domain of application, those publications are not directly related to the approach

presented in this paper.
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Most of the existing forecasting models reported in the literature rely on infor-

mation gathered from households using questionnaires, including information about

household occupancy, household income, or even from daily diaries prepared by res-

idents. Significant additional effort is required to gather such data and these data are

usually not anonymous. By contrast, our approach utilizes only the near real-time

readings of water meters.

For the purpose of forecasting domestic water consumption, we design a structure

of the Bayesian network. In addition, we investigate a related problem, the depen-

dence between the equal-length discretization technique and its influence on the

accuracy of forecasting.

The paper is organized as follows. Section 2 provides basic notions on Bayesian

networks. In Sect. 4, the forecasting accuracy measures selected for this research are

reviewed. Section 3 describes our contribution: the adaptation of Bayesian network

to the forecasting of domestic water consumption. The results of experiments are

presented in Sect. 5. Section 6 concludes the paper.

2 Bayesian Networks—Basic Notions

Bayesian network (BN) is a knowledge representation tool that is proposed in this

paper for the application of forecasting of domestic water consumption. The BN is

able to relate the symbolic values of explanatory variables to the discretized numer-

ical values of the forecasted time series. BN is a transparent graphical model that

explicitly depicts the probabilistic dependencies discovered in data.

A Bayesian network is a triple BN = (X,DAG,P), where X is a set of random

variables, DAG = (V ,E) is a directed acyclic graph, and P is a set of conditional

probability distributions [14]. Each node of the graph vi ∈ V is related to the dis-

crete random variable Xi ∈ X. The edges from the set E ⊆ V × V of DAG correspond

to conditional dependence between random variables. P(Xi|Xpa(i)) is the conditional

probability distribution for each Xi ∈ X, where: pa(i) is the set of conditioning vari-

ables of the Xi. The posterior probability of unknown Xi given the set of evidence

variables XE ⊂ X is calculated using the BN model.

The learning of the Bayesian network consists of two steps: (1) structure learning

and (2) learning of parameters, i.e., the probability distributions P.

To learn the structure of BN we selected already implemented state-of-the-art

algorithms: Hill-Climbing—a greedy search on the space of the directed graphs;

Tabu Search—a Hill-Climbing with the additional mechanism of escaping from local

optima; Max-Min Hill-Climbing—a hybrid algorithm combining the Max-Min algo-

rithm and the Hill-Climbing algorithm; and Restricted Maximization—a generalized

implementation of Max-Min Hill–Climbing.

To learn the parameters, Maximum Likelihood Estimation (MLE) has been

selected. The details of the applied algorithms are available in the documentation

of ’bnlearn’ library [21] of the R package [19].
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3 Bayesian Approach to the Forecasting of Domestic Water
Consumption

Let {W(t)} denote the considered water consumption time series, where W(t) ∈ ℜ is

a real-valued variable and t ∈ [1, 2,… , n] is a discrete time scale of the length n ∈ ℵ.

We define a set of the random variables related to the considered time series. Let

Hour(t) ∈ [1, 24] be a variable indicating the hour of day. Similarly, Day(t) ∈ [1, 7]
is a variable indicating the day of week.

The analysis of water consumption data revealed that the variations in water con-

sumption are related to the part of the day. It is possible to distinguish 5 intervals in

which the water consumption can be analyzed: morning, day, afternoon, evening and

night. The determination of these particular periods with respect to people’s behav-

iour is a complex problem. For this paper, we decided to make an arbitrary mapping

of those intervals to the hours of the day, according to observations of the behavior

of the inhabitants in the single household that was considered in our research. The

assumed mapping is given in Table 1. Further investigation of the problem of that

mapping is left for future research.

The partitioning of the day led to the introduction of the related variable POD(t)
⊂ {morning, day, afternoon, evening, night} assuming symbolic values related to the

parts of the day.

To enable the application of the standard Bayesian network for the forecasting of

water consumption we discretize the domain of W(t). For the purpose of this paper

we decided to use the simplest, equal-length discretization method. The discretized

version of W(t) is denoted as Wd(t) ∈ ℵ, where the values of Wd(t) are the posi-

tive integers specifying the intervals to which the actual values of W(t) belong. The

parameter k ∈ ℵ determines the number of the discretization intervals applied.

The lagged value Wd(t − 1) was assumed as the last of the explanatory variables.

Due to a very short forecasting interval of 30 s, the lack of short-term seasonality

confirmed by the plot of correlation function (ACF), there was no reason for using

higher order lags. The final set of the variables is given in Table 2.

Table 1 Temporal

partitioning of day
Period Start[h] End[h]

Morning 4.00 9.00

Day 9.00 14.00

Afternoon 14.00 18.00

Evening 18.00 23.00

Night 23.00 4.00
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Table 2 The set of variables
Variable Description

Hour(t) Hour

Day(t) Day of week

POD(t) Part of day

Wd(t − 1) Lagged water consumption

Wd(t) Water consumption

4 Forecasting Accuracy Measures

To evaluate forecasting accuracy of the discretized version of time series, i.e., Wd(t)
we use two measures already applied in our previous study [18]. To asses the ratio

of perfect forecasts PFR (related to all forecasts made) the formula (1) is used:

PFR =
∑n

t=1 1|W
′
d(t) = Wd(t)
n

, (1)

where W ′
d(t), Wd(t) denote the forecasted and actual values of water consumption

respectively; n ∈ ℵ is the final time step of the forecasted time series.

To calculate the accumulated forecasting error the discrete mean absolute error

(DMAE) accuracy measure is selected (2):

DMAE =
∑n

t=1 |W
′
d(t) −Wd(t) + 1| ⋅ d

n
, (2)

where d denotes the length of the applied discretization interval.

To evaluate the forecasting accuracy, the time series was partitioned into learning

and testing periods. We applied the concept of a growing window. Following this

assumption, the learning period began at the first time step and finished at time t − 1
of the historical time series. This way, the length of the growing window increases as

time continues. The BN model was retrained at every time step and the prediction was

made 1-step ahead, i.e., for the step t. The minimum length of the growing window

was set to 20 steps (days).

5 Experiments

For the purpose of this study we have collected data readings from smart water meters

installed in the kitchen of the anonymous household. All experiments described in

this section were performed using the ’bnlearn’ library [21] of the R package [19].
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5.1 Source Data

Source data were collected from the initial period of the project lifetime, from 28

November 2014 to 21 February 2015. Due to the short period of gathering data,

the collected time series did not cover monthly variations of water consumption.

The data were gathered from two smart meters measuring the water intake of the

dishwasher and that used by the sink. The readings were made in time intervals of

30 s.

Figure 1a depicts the mean water usage of the dishwasher for every day of the

week. As can be noted, the dishwasher was used only on Fridays, Saturdays and

Sundays with a very low variation of water usage. For that reason we focused our

attention only on forecasting water consumption at the sink. As Fig. 1b shows, the

most water consumption occurred just after and before weekends, on Mondays and

Fridays, respectively. As Fig. 1c shows, the highest mean water consumption can be

recognized in the afternoon with very low consumption at night. When considering

short-term water usage, a peak can be observed at about 5 AM, see Fig. 1d.
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Fig. 1 Mean water consumption in kitchen. a Dishwasher—mean daily consumption, b Sink—

mean daily consumption, c Sink—mean daily pattern, d Sink—mean hourly consumption
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Table 3 Distribution of water consumption during the week

Sunday Monday Tuesday Wednesday Thursday Friday Saturday

Morning 66.32 97.85 29.40 178.78 0.0 35.625 101.54

Day 172.29 1702.16 696.66 49.0 7.0 7.0 193.16

Afternoon 45.16 430.40 689.12 19.85 277.25 1166.3 53.5

Evening 212.99 273.99 394.92 109.76 15.5 17.5 81.73

Night 0.0 0.0 14.0 0.0 0.0 0.0 0.0

Table 3 presents the distribution of water consumption with respect to the days of

the week and the parts of the day. Peaks for water usage were recorded on Monday

during the day and on Friday afternoon. The content of Table 3 can be interpreted as

an individual, weekly consumption profile of the individual water consumer. Further

analysis of these type of profiles for other points of water intake placed in kitchen is

planned. After gathering data from the other households, the analysis of data will be

performed with respect to other users.

5.2 Experimental Results

First, the structure of the BN was learned automatically using all of the algorithms

given in Sect. 2. However, the obtained values of DMAE were high. An attempt was

undertaken to design the structure of the BN. Following our previous experiences

with the forecasting of time series using Bayesian networks [6, 18], we assumed

Wd(t) as a single dependent variable. The rest of the variables that played the role

of evidence variables directly influenced Wd(t). This way, only forward inference

within the BN was assumed. Table 4 describes the investigated BNs with the related

evidence variables.

We started the investigations with a simple BN1 containing only a single evidence

variable and the conditional distribution Wd(t)|Wd(t − 1) assigned to the child node.

In the second step we complemented the network by adding other variables. This

Table 4 Forecasting

accuracy for the designed

structures of BNs

Bayesian network Variable

BN1 Wd(t − 1)
BN2 Wd(t − 1), Day(t)
BN3 Wd(t − 1), POD(t)
BN4 Wd(t − 1), Hour(t)
BN5 Hour(t), POD(t), Day(t)
BN6 Wd(t − 1), POD(t), Day(t),

Hour(t)
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Table 5 Forecasting accuracy DMAE(PF) for the designed structures of BNs

k BN1 BN2 BN3 BN4 BN5 BN6

10 227.05(0.85) 233.47(0.83) 210.20(0.88) 265.56(0.77) 292.84(0.70) 309.69(0.67)

20 124.35(0.82) 132.38(0.78) 112.32(0.86) 142.00(0.75) 168.88(0.69) 186.93(0.60)

30 110.98(0.70) 115.26(0.67) 93.33(0.74) 126.76(0.64) 147.35(0.55) 175.70(0.49)

40 91.66(0.63) 88.65(0.61) 75.41(0.68) 107.10(0.55) 117.93(0.51) 137.79(0.42)

50 96.59(0.55) 97.23(0.52) 75.89(0.62) 111.03(0.47) 124.35(0.44) 148.10(0.35)

way BN2, BN3, and BN4 were constructed. Because the addition of POD(t) was

shown to be the most beneficial in terms of DMAE, we complemented BN3 further

by adding first the variable Day(t) and then, Hour(t). In this way we obtained BN5

and BN6. The obtained results of DMAE with the PFR given in brackets are shown

in Table 5. The parameter k denotes the number of equal-length intervals used for

the discretization.

Table 5 shows that the BN3 is the best model and that further addition of evidence

variables does not help.

As expected, the ratio of perfect forecasts decreases while increasing the number

of intervals and thus making those intervals shorter. On the other hand, the value of

DMAE increases reaching it’s lowest values for k > 30. To further investigate this

dependency, we repeated the experiment with BN3 for all values of k ∈ [5, 50]. The

results are shown in Fig. 2. This way it has been confirmed that the lowest value of

DMAE are obtained for k > 30. Then the DMAE exhibits random variation. On the

other hand, to obtain the PFR as high as possible, for the considered data, we selected

k = 30 for future research.
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6 Conclusions

In the presented study, we investigated the application of standard Bayesian networks

to the forecasting of water consumption. We designed a Bayesian network model that

is able to efficiently forecast a discretized time series of domestic water consump-

tion. We have discovered that the application of the evidence variable related to the

parts of day augments good forecasting accuracy. Further work is required to com-

pare the obtained results with the other forecasting methods. After collecting more

data covering seasonal and monthly variations of water consumption, theoretical and

experimental research will be extended. The planned research will also include the

analysis of user specific water consumption profiles.
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An Evaluation of the Instruments Aimed
at Poland’s Water Savings

Krzysztof Berbeka and Malgorzata Palys

Abstract This paper evaluates the effectiveness and cost efficiency of a water

abstraction tax fitted to the scarcity of surface water resources. The modelling of the

hypothetical consequences of the proposed taxation scheme were conducted using

several databases. These databases describe the availability of water resources in

Poland, as well as the present schemes, the level of taxation and the economic con-

ditions of Polish municipal water providers. All four scenarios were taken into con-

sideration to meet the criteria of a better fitting of the unit intake tax to the scarcity of

water at the local level. However, the progression of the rates and total fiscal effects

were different. The proposed instrument was found to have a minor influence on the

water operators and a very small influence on the end users; this was due to the low

level of taxation at the present time.

Keywords Sustainable urban water management ⋅ Abstraction charges ⋅ Water

tariffs ⋅Municipal water prices ⋅ Demand management ⋅ Taxation of environmental

resources

1 Introduction

Water scarcity is an important concern in Europe. Several terms are used to describe

this scarcity, including quantitative and qualitative deficits. These terms are very

often confused. Furthermore, local discrepancies are extended to the entire region.

Such a procedure overestimates the real impact of the deficits. However, the exist-

ing projections of water availability, in the context of global climate changes, are

pessimistic.
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Due to the global climate change Europe will face a local drops in water resource

availability. Furthermore, the irregularity of water availability over the seasons will

increase the vulnerability at the short term water stress. In addition, an increase in

the frequency of extreme events (e.g., droughts and floods) will create additional

incentives for sustainable water management.

This paper aims to evaluate the selected methods of water savings in the munici-

pal sectors. The choice of a municipal water supply investigation was not conducted

by chance; the expected reliability of a water provision in this sector is much higher

than it is in the agricultural or industrial sectors. The effectiveness and cost efficiency

of the proposed solutions will be verified using the data describing Polish munici-

pal water operators. However, the conclusions will be more general, and therefore,

applicable to other countries.

2 Theoretical Background

The assessment of several instruments aimed at water savings is a multidimensional

task. At the minimum, three basic criteria should be taken into account:

1. Effectiveness (as a proxy of reaching the target),

2. Cost efficiency (as the cost of obtaining defined in the advanced target),

3. Efficiency (as the effect divided by the cost of their obtaining).

In the case of the challenge of a heavy water deficit, the first criteria can be

skipped. It is impossible to use more water than is available. Therefore, the target

understands that “water savings” is not very important. However, between a heavy

imbalance of water and a full level of availability, there are many intermediate con-

ditions. Therefore, a rough checking of whether the discussed instrument is unable

to reach the target is necessary. Several factors must be taken into account: that some

undertakings have to be planned in advance, that expected targets have to be defined

and that cost efficiency is the most important criteria.

The standard comparison of cost efficiency occurs between two basic instruments:

administrative instruments and economic instruments. Such comparison indicates

an advantage in the economic instruments (more precise: the same target can be

obtained at a lower cost) [8]. A short explanation of this advantage is illustrated in

Fig. 1a–c.

Let’s assume that the “target” means water savings and the curve, MCi, describes

the marginal cost of the activities aimed at water savings. The economy consists,

in this case, of only two entities described by two curves: MC1 and MC2. The total

target, TT (amount of water savings), is requested at level 2 ∗ Q0, taking into account

that the comparability of the costs of the total target have to be the same in both

cases. Therefore, 2 ∗ Q0 = Q1 + Q2. Because the total cost of obtaining the target

is equal to the area below the curve of the marginal cost, the total cost (TC) in the

entire economy is lower in the case of using the taxes. The difference is equal to the

polygon AEFC (Fig. 1c).
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Fig. 1 Comparison of the cost efficiency between the administrative and economic instruments

(Source Pearce 1990, p. 95)

Such assumptions may not be appropriate in some specific areas, such as water

resource management. The reasons for this are: higher transaction costs in the case

of environmental taxation (these costs are skipped in the rough analysis presented in

Fig. 1a–c) and the lack of a serious marginal cost differentiation between the single

entities (meaning that the curve MC1 is very close to MC2 and others MCi). In such

a case, the total cost savings presented in Fig. 1c is very low.

It’s possible to see some similarities between Fig. 1a–c and the Sadoff and Grey

approach (Fig. 2), despite the different starting point. The increasing marginal costs

of reaching the target are visible as the decreasing rate of returns from this invest-

ment.

The applicability of both instruments (administrative and economic) depends on

the level of implementation. For example, in relation to the level of water operators,

both instruments are fully applicable. It’s possible to introduce permits for water

intakes. In addition the taxation of resource consumption is available. At the level

of single client (household) taxation, it is fully applicable, but the administrative

instruments are quite limited. Daily or monthly limits of water availability for con-

sumption is beyond of the scope (in European circumstances) of this investigation,
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Fig. 2 Returns on

investment—The

comparison of soft and hard

undertakings (Source Grey

(2007) p. 561, [6])

but some standards for water infrastructure (e.g., water clocks, technical standards

for the toilets, washing machines) are still available.

There are some terminology discrepancies in the discussion about environmental

taxes and fees. Using The Organisation for Economic Co-operation and Develop-

ment (OECD) definitions, the main difference between taxes and fees is supplying

some services which are subject for fee imposition and the lack of any services in the

case of taxation [7]. On the other hand, the definition of an “environmental tax” is:

“tax imposed for environmental reasons, e.g. to provide an incentive to reduce cer-

tain emissions to an optimal level or taxes on environmentally harmful products”. In

this context, an interpretation of payments imposed on a water intake is quite con-

troversial. In the case of fees imposed per each unit of withdrawal of water, there is

an obvious situation of the provision of the service. Therefore, the term “fee” should

be used.

On the other hand, sometimes the payment has a flat rate characteristic and is

aimed at decreasing the negative pressure on the environment. Such a situation fits

with the definition of an environmental tax. In the case of payments for a water intake,

both the variants of charging (flat and volumetric) are common; as such, the terms

taxes and fees are roughly equivalent.

3 Analysis of the Methodology and the Modelling
Approach

The first hypothesis under investigation was the verification of the effectiveness and

efficiency of the taxation imposed at the macro level on water abstraction. The second

was similar, but concerned the verification of the pricing system imposed at the end-

users level.
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The main assumptions of changing the existing system of taxation on water resources

was the following:

(a) The unit intake tax should refer to the scarcity of water resources.

(b) The scarcity should be estimated at the local level. The lack of data availability

is only a concern to the more detailed disaggregation (such a precise level fits

the discrepancies of water availability).

(c) In opposition to the modelling of air pollutant dispersion, the regular grid (inde-

pendent of the size) is inappropriate. The proper unit is connected with the

hydrological disaggregation of surface waters. Therefore, the calculation was

conducted at the level of the combined water bodies.

(d) The proxy of the scarcity is calculated as a share of the annual withdrawal,

related to the disposable resources (mean annual runoff). The methodology of

such an approach was presented in Smakhtin [9].

(e) The modelling is only related to the surface water, because the recovery rate

of the underground water resources is more difficult to predict. In addition, the

influence of global climate change on groundwater availability is much more

smoothing over time and more difficult to predict than surface water.

The present differentiation of the surface water abstraction fee in Poland differs

according to the scarcity; the range of differentiation is very limited. In fact, due to the

large scale of the areas (Nomenclature of Territorial Units for Statistics2 aggregated

into 3 groups), the differentiation doesn’t correspond to the real scarcity of water. The

multiplayer factor ranges from 1, 0 to 1, 2 of the basic unit tax. The new proposals of

the tax differentiation is much more aggressive and follows the scarcity index (more

than 1000 cells, in the Polish case). Scenarios 1–4, included in the calculation, are

presented in Table 1. The scenarios taken into consideration were prepared using the

following assumption:

(a) Very small intake (in relation to the available resources) are safe from the envi-

ronmental point of view. Therefore, the unit charges should be reduced (S1, S4).

(b) Second and third scenarios reflect a more fund-raising approach. In the case of

a small intake, the present charges are binding. In the case of a serious with-

drawal, the aggressive multiplayers are applied.

(c) The coefficients in the last scenario were prepared to gain neutral fiscality at the

macro level.

The modelling of the economic and environmental consequences on the side of

water operators and the budget will focus on the water operators and the end users.

In detail, the following aspects will be reviewed:

(a) Fiscal neutrality of the new approach (changes in the total amount of imposed

fees).

(b) Consequences for the water operators defined as changes in water production

costs, with special attention paid to the extreme situations (highest increase in

the costs).
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Table 1 The new proposals of differentiation

Scarcity index in ( %) Scenario 1 Scenario 2 Scenario 3 Scenario 4

Multiplayer factors of the present unit tax

Below 1 0, 80 1, 00 1, 00 0, 65

(<1−2) 0, 90 1, 00 1, 00 0, 80

(<2−5) 1, 00 1, 20 1, 20 1, 00

(<5−10) 1, 20 1, 40 1, 50 1, 10

(<10−30) 1, 50 2, 00 2, 50 1, 40

(<30−50) 2, 50 3, 00 4, 00 1, 90

Over 50 3, 00 5, 00 5, 00 3, 00

The basic unit of the surface water intake fees in Poland

(c) Increase in the final price of water provisions for the end-users.

(d) Hypothetical demand reaction at two levels: water operators and end-users.

The relationship between the increase in the unit abstraction tax and the increase

in the price for end-users is not obvious. Two aspects have to be included in such

modelling. The first is the difference between the amount of withdrawal water and

billed water caused by the water losses and consumption for technical purposes (e.g.,

maintenance of the pipes). The second is the Value Added Tax (VAT) imposed on the

service of water provision (7 %). Finally, using data provided by Central Statistical

Office of Poland (GUS), it was possible to construct an aggregated multiplier index,

including the mentioned relationship [2]. The interpretation of the calculated value

(1, 31) is as follows: the increase of the tax imposed on the 1m3
abstracted water

by one financial unit caused an increase in the final price of the 1m3
billed water by

1, 31.

4 Data Collection

The necessary data was compiled from several different sources. The most challeng-

ing task was related to the compilation of the data describing the payments for using

the environmental services (so called environmental taxes/fees). Such payments are

collected in Poland at the regional level (NUTS-2). Some aggregation at the national

level was conducted annually, but in this process, the subject of the payments (e.g.,

water intake, discharge of any kind of pollutants), was lost.

The process of the full compilation of all of the data at national level was con-

ducted only once, during the dedicated project for the figures from 2010 [5]. The

results of the mentioned project were used for purposes of the present research.

Finally, from 17 000 entities who paid for using the environmental services, 276

payments for the municipal water intake were extracted.
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Average 0,010871
Median 0,000741
St dev 0,041625
Min. 1,29E-07
Max 0,410159
N 259

Fig. 3 The scarcity index of the surface water intake for the municipal water supply in Poland.

(Source Own calculation)

The second database consisted of the administrative permits for water intake asso-

ciated with the place of withdrawal (in numeric format). This data consisted of 395

permits for a municipal water intake.
1

The third database was constructed due to the requirements of the Water Frame-

work Directive (every 5 year period) and consisted of the financial data of municipal

operators (1000 entities of data from 2010) [4]. The compilation of all of the data was

necessary for the purpose of the present project. The possibility of the supplementa-

tion of the missing data was quite limited. Only a lack in the information concerning

the place of water intake was possible to fulfil due to the ability to use Geographic

Information System (GIS) software (ArcInfo 9.0).

The resulting database consisted of 178 municipal water operators. This sample

covered 66 % of the surface water intake (in quantitative format) used for municipal

purposes in Poland in 2010.

The data describing the present prices of water (household tariffs) were taken

from the public server “cena-wody” (water-prices). The sample consisted of 921

entities. The data were from 2015 [3]. The recalculation of all of the prices from

the Polish currency to e was made using the exchange rate from 2015: the annual

average published by the Central Bank of Poland (NBP), 1 e= 4, 18 PLN.

5 Modelling

The scarcity index (annual withdrawal/ mean annual runoff) is presented in Fig. 3.

The application of the new set of abstraction fees for water operators in Poland is

summarized in Table 2. The following conclusions can be formulated:

1
The number of permits was not correlated with the number of water operators. Sometimes one

operator has more than one permit, because he or she uses water from different sources (e.g., rivers,

lakes, underground resources).
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Table 2 Review of the modelling results

Category Unit Present Scenario 1 Scenario 2 Scenario 3 Scenario 4

Average unit abstraction tax (weighted) e∕1000m3
8, 80 10, 31 12, 62 14, 75 8, 79

Median of unit abstraction tax e∕1000m3
11, 25 9, 53 11, 78 12, 32 8, 91

Increase of unit abstraction tax

(weighted average)

e∕1000m3
2, 48 3, 78 3, 49 −9, 76

Maximum increase of unit abstraction

tax (single entity)

% 150 % 200 % 300 % 90 %

Total amount of imposed tax Millions e 3, 60 4, 21 5, 16 6, 03 3, 59

Average price of water for

households, gross

e∕m3
0, 98

Median price of water for

households, gross

e∕m3
0,89

Increase in the price caused by

changes in the abstraction tax

ce∕m3
0, 25 0, 38 0, 35 −0, 98

% 0, 25 % 0, 39 % 0, 36 % −1, 00%

(Source present prices of water [3]; other values—own calculation)

(a) Imposing the new abstraction fees (instead of the existing ones) caused changes

(an increase) in the total sum of the imposed surface water abstraction charges.

However, fiscal neutrality was also possible (S4).

(b) The differentiation of the present and projected charges analyzed on a case by

case basis indicated very high discrepancies. The changes differed from a drop

of 46 % to an increase of 300 % at the single company level, depending on the

variant of the charging scheme.

(c) The implementation of the new tax system will change the water production

costs between the operators. This is also the case with fiscal neutrality or a minor

change in the total imposed charges. With the new system, the average share is

almost the same (2, 3 % of the total costs). The extreme values for the single

entities ranged by 10 %.

(d) Taking into account a very limited share of the abstraction charges in the total

production costs, the influence of the discussed changes in the final prices of

water were found to be marginal (below 1 c e∕m3
in all scenarios).

(e) The demand reaction to the price changes was below the accuracy of the mod-

elling, regardless of the scenario. Therefore, the statement that projected the

changes of the abstraction taxes had no influence on the final consumption being

justified.

6 Discussion

It is possible to obtain strong fund-raising effects using aggressive taxation (S2, S3).

However, the justification of such a high increase in the unit tax is difficult. Water

abstraction in amounts not exceeding 1 % of the available resources places quite mar-
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Table 3 Pros and cons of the proposed system of the water intake taxation

Pros Cons

Incentive system. The vulnerability is fitted to

the local conditions. Better implementation of

the User Pay’s Principle

Influence is not as strong as expected, due to

the low share of abstraction taxes in the total

production cost/final price

The aggregated fiscal effect of the new system

is quite flexible. It is possible to modify the

taxation scheme following the scarcity index

with fiscal neutrality. Using a more aggressive

scheme is also possible to increase the fiscal

effect

Serious changes in the financial burdens

between the water operators

The analyzed scenarios are generally not

affected by the final price of water

The new system is not sensitive to the specific

seasonal water intake

The new system smooths (over time) the

dynamics related to climate change. The annual

run-off is the average from the multi-year

period

The new system is not sensitive to the specific

short time events (droughts) which also

influence the balance of the demand and supply

ginal pressure on the environment. Therefore, high taxation has no relationship with

the negative effects. Such a solution is very fair from the optimal taxation level in

the Pareto sense.

Until now, the assumption that available resources are equal to the mean of the

annual run-off have been applied. The proper definition should be corrected by

excluding from the total run-off the amount of water which is necessary for envi-

ronmental purposes. Unfortunately, such data disaggregated into level of combined

water bodies are still unavailable. This correction will increase the unit abstraction

tax (Table 3).

The analyzed idea of better fitting the abstraction charges to the scarcity of

water provides moderate incentives to sustainable water management. The differ-

ence between single water operators in the amount of water abstracted and the billed

water is approximately 23 % (average for Polish water providers [2]). This suggests

some space for conservation. The annual consumption per capita in the household

sector in Polish cities is also strongly differentiated; the weighted average is 35, 8

m3
/capita, the minimum is 21, 6 and the maximum is 45, 6 m3

/capita [2]. Such dis-

crepancies also create the possibility of savings. However, the discussed instrument

does not provide a strong enough price incentive. A single change in the water price

by 0, 4 % is invisible to the consumers and is associated with a quite low demand

price elasticity index (−0, 22) [1]; hence, it will not create a serious opportunity for

a drop in water consumption.
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7 Conclusions

The better fitting of the abstraction taxes to the scarcity of water meets the basic

principles of the sustainable consumption of environmental resources. In the long

term, such a policy causes a better fitting of the demand for water with the available

resources. The present level of water intake taxation in Poland is low, in the context

of the total production costs. Therefore, the projected changes have a minor influence

on the total abstraction of water. On the level of water operators, some conservation

undertakings are still possible, but, in spite of such activities, the expected demand

reaction of the end users will be close to the zero-level. The taxation is more effective

than the permitting system. However, the serious demand reaction at the final clients

level requires a very strong increase in taxation (using factor ∗ 3 ∶ 5). Such changes

face hard political affordability.
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Soft Computing Approaches for Urban
Water Demand Forecasting

Konstantinos Kokkinos, Elpiniki I. Papageorgiou, Katarzyna Poczeta,
Lefteris Papadopoulos and Chrysi Laspidou

Abstract This paper presents an integrated framework for water resources man-
agement at urban level which consists of a Neuro-Fuzzy and Fuzzy Cognitive
Map-based, (FCM) decision support system (DSS) based on multiple objectives
and multiple disciplines for planning and forecasting. The proposed DSS has as
primary goals to: (a) adaptively control the water pressure of the water distribution
system by forecasting the water demand at the urban level and (b) to reduce leakage
of the water network by controlling the water pressure. The system follows a
model-driven architecture with the inclusion of the FCM-based models and a
spatio-temporal model for arranging all data. The validation of the proposed
learning algorithms is made for two case studies that comprise different water
supply characteristics and correspond to different locations in Europe.

K. Kokkinos ⋅ L. Papadopoulos
Information Technologies Institute, CERTH, 6th km Charilaou-Thermi Rd.,
57001 Thermi, Greece
e-mail: konst.kokkinos@gmail.com

L. Papadopoulos
e-mail: lefteris1029@gmail.com

E.I. Papageorgiou (✉)
Department of Computer Engineering, Technological Education Institute/University
of Applied Sciences of Central Greece, Lamia, Greece
e-mail: epapageorgiou@teiste.gr

E.I. Papageorgiou
Faculty of Business Economics, Hasselt University, Hasselt, Belgium

K. Poczeta
Department of Information Systems, Kielce University of Technology,
al. Tysiąclecia Państwa Polskiego 7, 25-314 Kielce, Poland
e-mail: k.piotrowska@tu.kielce.pl

C. Laspidou
Department of Civil Engineering, University of Thessaly, Nea Ionia, Greece
e-mail: laspidou@civ.uth.gr

© Springer International Publishing Switzerland 2016
I. Czarnowski et al. (eds.), Intelligent Decision Technologies 2016,
Smart Innovation, Systems and Technologies 57,
DOI 10.1007/978-3-319-39627-9_31

357



Keywords Fuzzy Cognitive Maps ⋅ Neuro-Fuzzy ⋅ Water management ⋅
Forecasting ⋅ Prediction ⋅ Decision support

1 Introduction

Many important decisions on sustainable and optimum utilization of water
resources depend on the prediction of water demand. Decision-makers are specif-
ically interested in the water demand forecasting since thorough research has shown
that, the accurate estimation of water demand is critical for water management as
well as water resources planning [1]. On the other hand, DSSs are tools commonly
used in many fields such as businesses, industry, engineering, government and so
on for improving the consistency and the quality of decision-making. However,
when it comes to planning and scheduling tasks, it is rather critical that, decision
factors must be predicted accurately so that decision-makers can select the nearest
optimum choice from the available alternatives.

Targeting to water resource management, DSSs are technical tools intended to
provide valid and sufficient information to decision makers related to the interde-
pendent parameters that affect the optimal function of a water network at urban
level. From our point of view, a DSS for water management should include seven
distinct components: (a) a data acquisition system, (b) a user-data model interface,
(c) a data repository, (d) a set of data analysis tools, (e) a set of interlinked and
usually inter-dependent models, (f) the DSS core engine and (g) the interface to
produce and illustrate results.

Thus far the modelling and the DSS development have been paramount in order
to attack the problem of urban water resources management in a holistic way.
Various model-based methodologies are implemented as components of environ-
mental integrated frameworks aiming to carry out the decision-making especially in
the case scenario when there is a high interlinking of complex physical processes
[2], water demand management [3, 4], climate change effect on water resources and
water supply [5, 6]. But as [7] states, model-based methodologies for environmental
applications present a certain degree of complexity which limits their use to experts
in the modeling and the usage field. Therefore only water company experts have the
knowledge to accurately use these systems.

To be more focused to the main idea of this work, our DSS is based on a set of
neuro fuzzy and FCM models which to the best of our knowledge have never used
before into a water resource management decision support systems. The only close
research work to this topic is the work by [8] which is based on an modeling
approach using Genetic Algorithms. Also relatively to software implemented the
work by [9] illustrated a web tool that is used both for simulated and real scenarios
in the use case of Barcelona, Spain water network.

As mentioned before, the main forecasting models used by our DSS are based on
neuro fuzzy and FCM models. In recent years, different methods and approaches to
urban water demand forecasting have been proposed. Fuzzy and neuro-fuzzy
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models for short-term water demand forecasting were presented in [10]. In [11], an
adaptive neuro-fuzzy inference system (ANFIS) was applied for monthly water
consumption modeling based on the socio-economic and climatic factors. The
results presented in [12] demonstrate that the ANFIS model is superior to a
Mamdani fuzzy inference system (MFIS) for prediction of water consumption time
series. Recently, different ANFIS models were investigated for urban water demand
prediction in Skiathos Island, Greece [13]. The results seem to be promising for this
case study.

A different soft computing approach, named Fuzzy Cognitive Maps was also
applied to time series modeling [14–19]. FCMs are dynamic networks with learning
capabilities, whereas more and more data is available to model the problem, the
system becomes better at adapting itself and reaching a solution [20, 21]. They
gained momentum due to their dynamic characteristics and learning capabilities.
These capabilities make them essential for modeling and prediction tasks as they
improve the performance of these tasks [14–16].

A hybrid algorithm for fuzzy time series prediction based on fuzzy c-means
clustering, fuzzy cognitive map and genetic algorithm has been presented in [22,
23]. Evolutionary FCMs for univariate time series prediction have been proposed in
[17]. In the case of multivariate time series prediction, the FCMs with genetic-based
learning algorithms have been previously proposed in [18, 19]. The case study of
the water demand prediction was selected as a representative one to show the
capabilities of the proposed FCM algorithm due to the availability of real data
measured from the water supply network of Skiathos Island, Greece.

The important purpose of our work is to integrate all the aforementioned models
into the proposed DSS in order to forecast water demand, optimize pressure control,
reduce leakages in the urban water distribution network and in general accom-
modate all scenarios, strategies and water sustainability management policies. The
remainder of the paper is organized as follows. Section 2 presents the logical
architecture of our implemented integrated water management framework at urban
level which is an online system that has as a major component the DSS proposed
above. In Sect. 3, two soft computing methods are shortly presented with exem-
plary results from two pilot case studies namely the Skiathos Island, Greece and the
city of Sosnowiec, Poland. Finally, Sect. 4 does a comparative analysis of our
results and concludes the paper.

2 Field of Study and DSS Architecture

There is a great interest for the establishment of efficient and sustainable water
allocation policies by the competent authorities due to the growing scarcity and
competition for water across sectors in the same city. These policies must be based
on criteria provided by experimental verification of water management method-
ologies that are applied in Decision Support Systems (DSS) for equitable water
allocation without compromising water sustainability. Along these lines, we
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describe an artificial intelligence model driven integrated DSS for water demand
forecasting and water pressure management in urban water distribution networks.
The main objective of this approach is to illustrate a prototype that benefits from
innovative soft computing forecasting techniques and the use of the EPANET
hydraulic model to produce the spatiotemporal interdependency curve between
water demand and water pressure at urban level.

From the research topic point of view, the water pressure management at urban
level involves the fragmentation of the water network and its reticulation into a set
of District Meter Areas, (DMA) which form the spatial characteristics of the area
under study. A DMA may be a small section of the water network or the whole
network (for small cities/villages). It usually accommodates between 250 and 2500
residential hydrometer connections and uses an appropriate flow-controlled pres-
sure reducing valve (PRV) which is fed by a single water main [1]. In our study, we
analyze two pilot cities with diverse characteristics not only relatively to the water
demand historical profiles but also relatively to the number of interdependent
factors that affect this water demand amounts. In the first case the pilot city of
Sosnowiec, Poland is analyzed. More specifically we have chosen a small water sub
network forming a DMA of about 250 hydrometers. The area is relatively flat with
no special elevation transitions and refers to a field with a vast majority of resi-
dential divisions and a small amount of businesses. Studying the historical time
series of the aggregated water consumption for the area we concluded that the only
factor that affects the total daily water consumption is the type of days we study
(type 1 = working days, type 2 = holidays or weekends). The second use case
refers to the pilot city of Skiathos Island, Greece. The characteristics of Skiathos
differentiating from the first case include: (a) A rather old network of closed pipes
with a huge amount of leaks that keep increasing in the last 4 years, (b) A much
bigger set of hydrometers (around 3200) out of which a great amount changes status
every year (status 1 = active, status 2 = inactive) due to the fact that, most of them
refer to summer houses that are inhabited only for 6 months, (c) A direct depen-
dence of the weather/climate and social economics factors to the water consumption
of the island (during winter we have an average flow rate of around 70 m3/h
whereas during summer this value becomes around 110 m3/h). The aforementioned
arrangements for both pilot cities ensure that, the water pressure in the DMAs varies
according to the water demand experienced however, it is assumed that it never
drops under a certain threshold. The hydrometers have been geo-located in a
GIS-component allowing multi-criteria processing on hydrometer level. Addition-
ally the functionality of grouping hydrometers and the creation of land zones allows
inspection on a macroscopic level.

Most of DSSs rely on two main approaches: the Model-Driven DSS and the
Knowledge-Driven DSS [24]. The Knowledge-Driven DSS approach [25] focuses
on a creation of a knowledge base for problem reasoning manipulation and on
finding a solution through the use of the inference engine. On the contrary, the
Model-Driven DSS approach [1] is the one that was chosen here and it is depicted
in Fig. 1. More specifically, the overall idea of such a DSS is the analysis of the
data stored in the database focusing mostly on the spatiotemporal characteristics of

360 K. Kokkinos et al.



the problem and processing quantitative models that authorizes us to establish
patterns. As the schematic in Fig. 1 shows, the whole implementation is based on
the integration of various components that are layered up to the presentation top
layer that aim to:

• Create a dashboard of functionalities to monitor, process, transfer, alter and store
time series of urban water related data either on a city or a household level (flow
rate, inlet and outlet water pressure, water consumption for households, weather
conditions etc.).

• Manage and optimize decision making processes based on forecasting of water
demand on a city level and predicting the water pressure of the whole water
distribution system aiming into a reduction to satisfy certain water sustainability
criteria.

Fig. 1 The basic architecture of the DSS tool for water management
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• Provide a variety of univariate and multivariate forecasting algorithms based on
a repertoire of soft computing and statistical methodologies to come up with
near optimal predictions of water demand.

• Procedures to interconnect the orchestration of historical, water, weather and
socio economics data with the coupling of the decisional soft computing modules
in order to provide a collaborative modeling and simulation framework.

The DSS component comprises three parts: (a) a fuzzy inference module used to
provide intervention on the attribute tables and therefore manipulation of the fuzzy
inference process, (b) the data aggregation module with which the user can restrict
the system changing weighting techniques and organize the time series data, and
(c) a forecasting module that facilitates operational strategies based on a variety of
use cases and on time series analysis using soft computing and statistical methods.

The whole system is a web-based application, tailor made to include user
authentication and role usage categorization. This tool is a part of a framework
which integrates suitable models for water demand requirements calculation and
water allocation. A collection of screenshots of various components of the DSS tool
is given in Fig. 2. This tool gives the ability to the water company expert user to
(a) construct alternative scenarios, (b) to analyze the interactions of a rather com-
plex water system, (c) to evaluate alternative strategies for forecasting water
demand and predict water pressure of the water distribution network at the city level
and finally (d) to plan in advance certain interventions in order to meet the water
needs of an area under study. By a set of Service Oriented Architecture (SOA) and
Representational State Transfer (RESTful) oriented web services we provide the
necessary interoperability between the participating modules. This methodology
enables the water company expert to access and visualize all historical data and
additionally, it offers a common language (XML, JSON) to represent all data before
promoting them to the soft computing component.

Fig. 2 A puzzle of screenshots of the DSS tool for water management
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3 Soft Computing Algorithms for Water Demand
Forecasting

Consumer water demand is the major decision factor in water DSSs whose forecast
is critical for operating costs optimization for water suppliers [26]. Soft computing
algorithms like FCMs and neuro-fuzzy have been previously applied in daily water
demand prediction [i.e. 13, 19, 27, 28]. In this study, we show the applicability of
two soft computing approaches, the evolutionary-based FCM and the ANFIS
method for historical time series prediction in the case of Skiathos (Skiathos is one
of the two pilot case cities for the urban management).

A multivariate analysis in a monthly base for the case study of Skiathos [28]
using some benchmark forecasting algorithms like ARIMA and ANNs, was
accomplished showing that the dominating predictors for water demand are found
among meteorological and touristic variables (high daily and mean temperature,
rain and wind, monthly increase of population etc.). In this paper, we use these
predictors, as input variables (concepts) to forecast the daily prediction of water
demand for one-step ahead.

Time series data from January of 2013 to September 2015 of Skiathos, Greece,
for short-term urban water demand forecasting, was used for both models’ con-
struction, testing and validation. The dataset has been divided to 80 % training set
and 20 % testing set. Approximately 6 months were used as the testing period for
both soft computing approaches.

3.1 Evolutionary-Based Fuzzy Cognitive Map Algorithm

The input data in the multivariate analysis include time series of daily water
pumping, daily mean and high temperature, daily precipitation, and daily arrivals in
the island [27]. The algorithm of real-coded genetic learning for Fuzzy Cognitive
Maps as described in previous work [18, 19, 29] is used to develop the FCM model
from historical data. The steps of the real-coded genetic algorithm for FCM con-
struction are described analytically in [29].

The parameters of the genetic algorithm were assigned on the basis of literature
and numerous trials [18, 29]. In this case study, the values of genetic algorithm
parameters were defined: size of the initial population = 200, maximum number of
populations = 500, probability of crossover = 0.5, probability of mutation = 0.05,
error = 0.001. Ranking selection, uniform crossover and Mühlenbein’s mutation
were used. To ensure the survival of the best individual in each population, elite
strategy was applied.

The FCM was initialized, learned and tested on the basis of the provided real
water demand values from the island of Skiathos. An exemplary FCM model after
learning using real coded genetic algorithm is shown in Fig. 2a. Next, using the
testing set and following the neural network process for one-step ahead prediction,
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139 daily predicted values were calculated. Figure 2b depicts the R2 value of the
testing period which was calculated up to 0.8781; this is really an acceptable result
for this type of prediction. Figure 3 illustrates the comparative plots of actual water
demand and FCM forecast versus time for the testing period (April 2014–Sept
2015).

3.2 Neuro-Fuzzy Algorithm for Water Demand Forecasting

The neuro-fuzzy algorithm of ANFIS was used for the same dataset of Skiathos
island for water demand prediction. Different ANFIS configuration sets were ini-
tially investigated. These settings included the number of membership functions
(MFs), types of MFs (triangular, trapezoidal, bell-shaped, Gaussian and sigmoid),
types of output MFs (constant or linear), optimization methods (hybrid or back
propagation) and the number of epochs [30, 31]. After a large number of experi-
ments, the best configuration of ANFIS was found. The parameters of the best
configuration were 2 MFs for gbell type of MFs, constant output, hybrid opti-
mization and 100 epochs.

The analysis was held for the same dataset, which was divided into a training
period of 80 % data (2, 5 years) and a testing period of 20 % (6 months) data. The
applied methodology gave promising results; indicatively, the derived model gave
R2 values of the testing period up to 0.846, a fact that proves the chosen variables to
be good predictors [26].

Figures 4 and 5 show that both methods are adequate and can produce quite
accurate water demand predictions. To sum up, we conducted multivariate analysis
for the pilot case study of Skiathos island using two different soft computing
approaches, the fuzzy cognitive maps and the neuro-fuzzy inference systems. The
results of both proposed approaches are really useful for demand forecasting, as
they are comparable and easy to be used in practice. Both of these algorithms have

R² = 0.8781
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already implemented in the urban DSS framework. The analysis is expected to
benefit in terms of taking into account the importance of touristic activity and
meteorological variables related to water demand. Such a tool would be quite useful
in the case of a dramatic change in tourism or climate.

4 Conclusions

In this paper, we provided the general framework for an integrated system fol-
lowing a model-driven architecture. The decision support system aims to monitor
and manage water resources at urban level with the inclusion of soft computing
methods for prediction of water demand and a spatio-temporal model for arranging
all data. Two soft computing approaches based on fuzzy cognitive map and
neuro-fuzzy models for multivariate daily prediction of water demand in a highly
touristic Mediterranean resort were presented. Additional water profiles will also be
used to provide an automatic water pressure regulation of the water distribution
network and therefore reduce leakages. The work is an undergoing process of the
ISS-EWATUS project.
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Ranking Alternatives by Pairwise
Comparisons Matrix with Fuzzy Elements
on Alo-Group

Jaroslav Ramík

Abstract The decision making problem considered in this paper is to rank n alter-

natives from the best to the worst, using the information given by the decision maker

in the form of an n by n pairwise comparisons matrix. Here, we deal with a pair-

wise comparisons matrix with fuzzy elements (PCF matrix). Fuzzy elements of the

pairwise comparisons matrix are applied whenever the decision maker is not sure

about the value of his/her evaluation, or, the elements of the PCF matrix are aggre-

gated crisp evaluations in a group decision making problem. We investigate pair-

wise comparisons matrices with elements from an abelian linearly ordered group

(alo-group) over a real interval. We propose a method starting from construction of

fuzzy elements of a reciprocal PCF matrix, calculating its consistency and resulting

into computation of the priority vector associated to the ranking of the alternatives.

Illustrating examples are presented and discussed.

Keywords Ranking alternatives ⋅ Pairwise comparisons matrix ⋅ Reciprocity ⋅
Consistency ⋅ Fuzzy elements

1 Introduction

A decision making problem (DM problem) which forms an application background

in this paper can be formulated as follows:

Let X = {x1, x2,… , xn} be a finite set of alternatives (n > 1). The decision

maker’s aim is to rank the alternatives from the best to the worst (or, vice versa),

using the information given by the decision maker in the form of an n × n pairwise

comparisons matrix.

Fuzzy sets being the elements of the pairwise comparisons matrix can be applied

whenever the decision maker is not sure about the preference degree of his/her
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evaluation of the pairs in question. Fuzzy elements may be taken also as the aggrega-

tions of crisp pairwise comparisons of a group of decision makers in the group DM

problem. Decision makers acknowledge fuzzy pairwise preference data as impre-

cise knowledge about regular preference information. Fuzzy elements include crisp

elements and also interval elements.

Usually, an ordinal ranking of alternatives is required to obtain the “best” alter-

native(s), however, it often occurs that the decision maker is not satisfied with the

ordinal ranking among alternatives and a cardinal ranking i.e. rating is then required.

The former works that investigated the problem of finding a rank of the given

alternatives based on some pairwise comparisons matrices are e.g. [6–9, 15]. In

[15] some simple linear programming models for deriving the priority weights from

various interval fuzzy preference relations are proposed. Ramik and Korviny in

[13] investigated inconsistency of pairwise comparisons matrix with fuzzy elements

based on geometric mean. In [11, 12], the author presented a general approach for

pairwise comparisons matrices with fuzzy number elements based on alo-groups

which unifies the previous approaches.

The recent paper is in some sense a continuation of [11]. In this paper, we propose

a three step method starting from construction of a reciprocal PCF matrix, calculat-

ing its consistency, and resulting into computation of the priority vector associated

to ranking and/or rating of the alternatives. Illustrating examples are presented and

discussed.

2 Preliminaries

We say that a fuzzy set A of R∗ = R ∪ {−∞} ∪ {+∞} is a fuzzy interval, whenever

its membership function 𝜇A satisfies the following condition: there exist a, b, c, d ∈
R∗

, −∞ ≤ a ≤ b ≤ c ≤ d ≤ +∞, such that

𝜇A(t) = 0 if t < a or t > d,
𝜇A is strict increasing and continuous on [a, b],

𝜇A(t) = 1 if b ≤ t ≤ c,
𝜇A is strict decreasing and continuous on [c, d].

(1)

A fuzzy interval A is bounded if [a, d] is a compact interval.

Given 𝛼 ∈]0, 1], let A be a fuzzy set of X. The set [A]
𝛼

= {x ∈ X ∣ 𝜇A(x) ≥ 𝛼} is

called the 𝛼-cut of fuzzy set A.

For X = R∗
, a bounded fuzzy interval A of R∗

and 𝛼 = 0, we define the zero-cut
of A as [A]0 = [a, d]. A bounded fuzzy interval A is the fuzzy number if b = c.

An abelian group is a set, G, together with an operation ⊙ (read: operation odot)
that combines any two elements a, b ∈ G to form another element in G denoted by

a⊙ b, see [2], or, [4]. The symbol ⊙ is a general placeholder for a concretely given

operation. (G, ⊙) satisfies the following requirements known as the abelian group
axioms, particularly: commutativity, associativity, there exists an identity element
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e ∈ G and for each element a ∈ G there exists an element a(−1) ∈ G called the inverse
element to a.

The inverse operation ÷ to ⊙ is defined for all a, b ∈ G as follows

a ÷ b = a⊙ b(−1). (2)

An ordered triple (G, ⊙,≤) is said to be abelian linearly ordered group, alo-group
for short, if (G, ⊙) is a group, ≤ is a linear order on G, and for all a, b, c ∈ G

a ≤ b implies a⊙ c ≤ b⊙ c. (3)

If  = (G, ⊙,≤) is an alo-group, thenG is naturally equipped with the order topol-

ogy induced by ≤ and G × G is equipped with the related product topology. We say

that  is a continuous alo-group if ⊙ is continuous on G × G.

By definition, an alo-group  is a lattice ordered group. Hence, there exists

max{a, b}, for each pair (a, b) ∈ G × G. Nevertheless, a nontrivial alo-group  =
(G, ⊙,≤) has neither the greatest element nor the least element.

Because of the associative property, the operation ⊙ can be extended by induction

to n-ary operation.

 = (G, ⊙,≤) is divisible if for each positive integer n and each a ∈ G there exists

the (n)th root of a denoted by a(1∕n), i.e.
(
a(1∕n)

)(n) = a.

Let  = (G, ⊙,≤) be an alo-group. Then the function ‖.‖ ∶ G → G defined for

each a ∈ G by

‖a‖ = max{a, a(−1)} (4)

is called a -norm.

The operation d ∶ G × G → G defined by d(a, b) = ‖a ÷ b‖ for all a, b ∈ G is

called a -distance. Next, we present the well known examples of alo-groups, see

also [4], or, [12].

Example 1 Additive alo-group  = (] − ∞,+∞[,+,≤) is a continuous alo-group

with: e = 0, a(−1) = −a, a(n) = a + a +⋯ + a = n.a.

Example 2 Multiplicative alo-group+ = (]0,+∞[, ∙,≤) is a continuous alo-group

with: e = 1, a(−1) = a−1 = 1∕a, a(n) = an. Here, by ∙ we denote the usual operation

of multiplication.

Example 3 Fuzzy additive alo-group a = (] − ∞,+∞[,+f ,≤), see [12], is a

continuous alo-group with: a +f b = a + b − 0.5, e = 0.5, a(−1) = 1 − a, a(n) =
n.a − (n − 1)∕2.

Example 4 Fuzzy multiplicative alo-group ]𝟎, 𝟏[𝐦 = (]0, 1[, ∙f ,≤), see [3], is a con-

tinuous alo-group with:

a ∙f b = ab
ab + (1 − a)(1 − b)

, e = 0.5, a(−1) = 1 − a.
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3 PCF Matrices

In this paper we shall investigate n × n pairwise comparisons matrices with elements

being bounded fuzzy intervals of the alo-group  over an intervalG of the real lineR.

We call them shortly PCFmatrices. Moreover, we assume that all diagonal elements

of the PCF matrix are crisp, particularly they are equal to the identity element of .

Considering this general approach based on alo-group may be useful as various

approaches known from the literature are unified. This fact has been demonstrated

on the previous 4 examples, where the well known cases of alo-groups are shown.

Particularly, all concepts and properties which will be presented bellow can be easily

applied to any of four presented alo-groups. In practice, the type of alo-group will

depend on the particular DM problem. In some DM problems, it is more appropriate

to apply e.g. additive alo-group (see Example 1), in other cases, the multiplicative

alo-group (Example 2) is more natural from an interpretation point of view. Some-

times, also fuzzy alo-groups (Examples 3 and 4) are useful.

Notice that elements of PCF matrices may be crisp and/or fuzzy numbers, also

crisp and/or fuzzy intervals, fuzzy intervals with bell-shaped membership functions,

triangular fuzzy numbers, trapezoidal fuzzy numbers etc. Such fuzzy elements may

be either evaluated by individual decision makers, or, they may be made up of crisp

pairwise evaluations of decision makers in a group DM problem, see e.g. [1].

3.1 Reciprocity of PCF Matrices

Reciprocity of a PC matrix is a natural property defining the evaluation of couples

of alternatives in the reverse order. Here, we define reciprocity for PCF matrices, our

approach will cover the classical definitions of reciprocity presented e.g. in [10, 12].

Let C = {c̃ij} be a PCF matrix. As each element of C is a fuzzy interval, we have

that each 𝛼-cut of C is a closed interval. Let us denote

[cLij(𝛼), c
R
ij (𝛼)] = [c̃ij]𝛼.

Here, cLij(𝛼) is the left end point of this interval, cRij (𝛼) is the right end point of the

interval.

Let C = {c̃ij} be an n × n PCF matrix, 𝛼 ∈ [0, 1]. C is said to be 𝛼-⊙-reciprocal,
(sometimes strong 𝛼-⊙-reciprocal), if the following condition holds:

For every i, j ∈ {1, 2,… , n} and for every cij ∈ [c̃ij]𝛼 there exists cji ∈ [c̃ji]𝛼
such that

cij ⊙ cji = e. (5)

C = {c̃ij} is said to be ⊙-reciprocal, if C is 𝛼-⊙-reciprocal for all 𝛼 ∈ [0, 1].
It can be easily shown, see e.g. [12], that C = {c̃ij} is 𝛼-⊙-reciprocal if and only

if for all i, j ∈ {1, 2,… , n},
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[cLji(𝛼), c
R
ji(𝛼)] = [(cRij (𝛼))

(−1)
, (cLij(𝛼))

(−1)]. (6)

When evaluating fuzzy elements of a PCF matrix C = {c̃ij}, only one of the mem-

bership functions of symmetric elements c̃ij and c̃ji, i ≠ j, should be constructed, the

other should naturally satisfy condition (6). Then the PCF matrix becomes 𝛼-⊙-

reciprocal.

Example 5 Consider the additive alo-group  = (R, ⊙,≤) with ⊙ = +, see

Example 1. Let PCF matrices C = {c̃ij} be given as follows:

C =
⎡
⎢
⎢
⎣

(0; 0; 0) (1; 2; 5) (4; 5; 8)
(−5; −2; −1) (0; 0; 0) (3; 4; 5)
(−9; −5; −4) (−5; −4; −3) (0; 0; 0)

⎤
⎥
⎥
⎦

.

Here, C is 3 × 3 PCF matrix, particularly, PCF matrix with triangular fuzzy number

elements and the usual “linear” membership functions.

For each 𝛼 ∈]0, 1[ condition (6) is not satisfied for fuzzy elements c̃13 = (4; 5; 8)
and c̃31 = (−9; −5; −4) in matrix C, hence, C is not 𝛼-+-reciprocal.

3.2 Consistency of PCF Matrices

Rationality and compatibility of a decision making process can be achieved by the

consistency property of PCF matrices.

Let  = (G, ⊙,≤) be as earlier a divisible and continuous alo-group, C = {cij}
be a crisp PCF matrix, where cij ∈ G ⊂ R for all i, j ∈ {1, 2,… , n}. The following

definition is well known, see e.g. [3].

A crisp PCF matrix C = {cij} is ⊙-consistent if for all i, j, k ∈ {1, 2,… , n}

cik = cij ⊙ cjk. (7)

The following equivalent condition for consistency of crisp PCF matrices is pop-

ular e.g. in AHP, see [3].

A crisp PC matrix C = {cij} is ⊙-consistent if and only if there exists a vector

w = (w1,w2,… ,wn), wi ∈ G such that

wi ÷ wj = cij for all i, j ∈ {1, 2,… , n}. (8)

Now, we extend the definition to non-crisp PCF matrices as follows, see also [12].

Let 𝛼 ∈ [0, 1]. A PCF matrix C = {c̃ij} is said to be 𝛼-⊙-consistent, if the follow-

ing condition holds:
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For every i, j, k ∈ {1, 2,… , n}, there exists cik ∈ [c̃ik]𝛼 , cij ∈ [c̃ij]𝛼 and cjk ∈ [c̃jk]𝛼
such that

cik = cij ⊙ cjk. (9)

The matrix C is said to be ⊙-consistent, if C is 𝛼-⊙-consistent for all 𝛼 ∈ [0, 1]. If for

some 𝛼 ∈ [0, 1] the matrixC is not 𝛼-⊙-consistent, thenC is called 𝛼-⊙-inconsistent.
Evidently, if C is crisp, then the previous definitions are equivalent.

Moreover, for 𝛼, 𝛽 ∈ [0, 1], 𝛼 ≥ 𝛽, if C = {c̃ij} is 𝛼-⊙-consistent, then it is 𝛽-⊙-

consistent.

It can be shown, see e.g. [12], that a PCF matrix C = {c̃ij} is 𝛼-⊙-consistent if

and only if there exists a vector w = (w1,w2,… ,wn) with wi ∈ G, i ∈ {1, 2,… , n},

such that for all i, k ∈ {1, 2,… , n} it holds

cLik(𝛼) ≤ wi ÷ wk ≤ cRik(𝛼). (10)

4 Priority Vectors, Inconsistency of PCF Matrices

The concept of priority vector for ranking the alternatives is based on the optimal

solution of the following optimization problem:

(P1)

𝛼 ⟶ max; (11)

subject to

cLij(𝛼) ≤ wi ÷ wj ≤ cRij (𝛼) for all i, j ∈ {1, 2,… , n}, (12)

n⨀

k=1
wk = e, (13)

0 ≤ 𝛼 ≤ 1,wk ∈ G, for all k ∈ {1, 2,… , n}. (14)

If optimization problem (P1) has a feasible solution, i.e. system of constraints

(12)–(14) has a solution, then (P1) has also an optimal solution. Let 𝛼
∗

and w∗ =
(w∗

1,… ,w∗
n) be an optimal solution of problem (P1). Then 𝛼

∗
is called the ⊙-

consistency grade of C, denoted by g
⊙

(C), i.e.

g
⊙

(C) = 𝛼

∗
. (15)
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Here, w∗ = (w∗
1,… ,w∗

n) is called a ⊙-priority vector of C. This vector is associated

with the ranking of alternatives as follows:

If w∗
i > w∗

j then xi ≻ xj,

where ≻ stands for “is better than”.

If optimization problem (P1) has no feasible solution, then we define

g
⊙

(C) = 0. (16)

In that case, the priority vector is not defined at this moment. It will be defined later

on.

Generally, problem (P1) is a nonlinear optimization problem that can be effi-

ciently solved e.g. by the dichotomy method, which is a sequence of optimization

problems, see e.g. [10]. For instance, given 𝛼 ∈ [0, 1], ⊙ = +, problem (P1) can be

solved as an LP problem (with variables w1,… ,wn).

It was proven in [12], that if all entries c̃ij of a PCF matrix C are fuzzy numbers

and w∗ = (w∗
1,… ,w∗

n) is an optimal solution of (P1), i.e. ⊙-priority vector of C, then

w∗
is unique.

The optimal solution 𝛼

∗
and w∗ = (w∗

1,… ,w∗
n) of problem (P1) should be unique

as the decision makers usually ask for unique decision, or, a unique ranking of

the alternatives. A sufficient condition for uniqueness of the priority vector w∗ =
(w∗

1,… ,w∗
n) is that all elements c̃ij of the PCF matrix C are fuzzy numbers, particu-

larly, that the core of each c̃ij,

Core(c̃ij) = {t ∈ G|𝜇c̃ij (t) = 1},

is a singleton. However, this is not the case of PCF matrices where the entries are

fuzzy intervals (i.e. trapezoidal fuzzy numbers). Then the uniqueness is not secured

and multiple solutions of (P1) could exist. In practical decision making problems

such cases usually require reconsidering evaluations of some elements of the PCF

matrix.

Let C = {c̃ij} be a PCF matrix, 𝛼 ∈ [0, 1]. If there exists a triple of elements

i, j, k ∈ {1, 2,… , n} such that for any cij ∈ [c̃ij]𝛼 , any cik ∈ [c̃ik]𝛼 , and any ckj ∈
[c̃kj]𝛼 ∶

cik ≠ cij ⊙ cjk, (17)

then the PCF matrix C is 𝛼-⊙-inconsistent. If for all 𝛼 ∈ [0, 1] the PCF matrix C
is 𝛼-⊙-inconsistent, then we say that C is ⊙-inconsistent. By this definition, for a

given PCF matrix C and given 𝛼 ∈ [0, 1], C is either 𝛼-⊙-consistent, or, C is 𝛼-⊙-

inconsistent.

Notice, that for a PCF matrix C problem (P1) has no feasible solution, if and only

if C is ⊙-inconsistent, i.e. C is 𝛼-⊙-inconsistent for all 𝛼 ∈ [0, 1].
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It is an important task to measure an intensity of⊙-inconsistency of the given PCF

matrix. In some cases, a PCF matrix can be “close” to some ⊙-consistent matrix, in

the other cases ⊙-inconsistency can be strong, meaning that the PCF matrix can be

“far” from any ⊙-consistent matrix.

The ⊙-inconsistency of C will be measured by the minimum of the distance of the

“ratio” matrix W = {wi ÷ wj} to the “left” matrix CL = {cLij(0)} and “right” matrix

CR = {cRij (0)}, as follows.

Let w = (w1,… ,wn),wi ∈ G, i, j ∈ {1,… , n}. Denote

dij(C,w) = e if cLij(0) ≤ wi ÷ wj ≤ cRij (0),

= min{‖cLij(0) ÷ (wi ÷ wj)‖, ‖cRij (0) ÷ (wi ÷ wj)‖}, otherwise.
(18)

Here, by ‖.‖ we denote the norm defined in Sect. 2.

We define the maximum deviation to the matrix W = {wi ÷ wj} ∶

I
⊙

(C,w) = max{dij(C,w)|i, j ∈ {1,… , n}}. (19)

Now, consider the following optimization problem.

(P2)

I
⊙

(C,w) ⟶ min; (20)

subject to
n⨀

k=1
wk = e, (21)

wk ∈ G, for all k ∈ {1, 2,… , n}. (22)

The ⊙-inconsistency index of PCM matrix C, I
⊙

(C), is defined as

I
⊙

(C) = inf{I
⊙

(C,w)|wk satisfies (21), (22)}. (23)

If w∗ = (w∗
1,… ,w∗

n) is an optimal solution of (P2), then

I
⊙

(C) = I
⊙

(C,w∗).

If there exists a feasible solution of (P1), then ⊙-inconsistency index of PCM

matrix C, I
⊙

(C), is equal to e, i.e. I
⊙

(C) = e.

It is clear that an optimal solution of (P2) exists, the uniqueness of the optimal

solution of (P2) is, however, not saved. Depending on the particular operation ⊙,

problem (P2) may have multiple optimal solutions which is an unfavorable fact from

the point of view of the decision maker. In this case, the decision maker should

reconsider some (fuzzy) evaluations of pairwise comparisons matrix.
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Now, we define a priority vector also in case of g
⊙

(C) = 0, i.e. if no feasible

solution of (P1) exists. In contrast to the case of g
⊙

(C) > 0, this priority vector cannot

become an 𝛼-⊙-consistency vector of C for some 𝛼 > 0.

Let C be an ⊙-inconsistent PCM matrix. The optimal solution w∗ = (w∗
1,… ,w∗

n)
of (P2) will be called the ⊙-priority vector of C.

Now, we summarize the obtained results. Let C = {c̃ij} be a PCF matrix. Then

exactly one of the following two cases occurs:

∙ Problem (P1) has a feasible solution. Then consistency grade g
⊙

(C) = 𝛼, for some

𝛼, 0 ≤ 𝛼 ≤ 1, and I
⊙

(C) = e.

∙ Problem (P1) has no feasible solution. Then consistency grade g
⊙

(C) = 0, C is

⊙-inconsistent, and I
⊙

(C) > e.

Example 6 Let X = {x1, x2, x3} be a set of alternatives, let C = {c̃ij} be a PCF

matrix on the fuzzy multiplicative alo-group ]𝟎, 𝟏[𝐦=(]0, 1[, ∙f ,≤), with:

a ∙f b = ab
ab + (1 − a)(1 − b)

, e = 0.5, a(−1) = 1 − a, (24)

‖a‖ = max{a, 1 − a}.

Fuzzy multiplicative alo-group ]𝟎, 𝟏[𝐦 is divisible and continuous. For more details

and properties, see Example 4, [5, 12]. Let

C =
⎡
⎢
⎢
⎣

(0.5; 0.5; 0.5) (0.6; 0.7; 0.8) (0.75; 0.8; 0.9)
(0.2; 0.3; 0.4)) (0.5; 0.5; 0.5) (0.7; 0.75; 0.8)
(0.1; 0.2; 0.25) (0.2; 0.25; 0.3) (0.5; 0.5; 0.5)

⎤
⎥
⎥
⎦

,

Here, C is a 3 × 3 PCF matrix, particularly, PCF matrix with elements on ]0, 1[.
C is a ∙f -reciprocal PCF matrix (noncrisp), the elements of C are triangular fuzzy

numbers. There is an optimal solution of the corresponding problem (P1) with C, the

consistency grade g∙f (C) = 0.6. The ∙f -priority vector w∗
of C is w∗ = (0.586, 0.302,

0.112), hence x1 ≻ x2 ≻ x3. The inconsistency index I∙f (C) = 0.5.

5 Conclusion

This paper deals with the problem of ranking a finite number of alternatives by pair-

wise comparisons matrices with fuzzy elements. Fuzzy elements of the pairwise

comparisons matrix are usually applied whenever the decision maker is not sure

about the value of his/her evaluation of the relative importance of elements in ques-

tion. In comparisons with PC matrices investigated in the literature, here we inves-

tigate pairwise comparisons matrices with elements from abelian linearly ordered

group (alo-group) over a real interval (PCF matrices). We deal with the reciprocity

and consistency of pairwise comparisons matrices with fuzzy intervals which is an
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extension of the well known concept in crisp case and which is used for ranking

the alternatives. Such an approach allows for unifying the additive, multiplicative

and also fuzzy approaches known from the literature. The concept of reciprocity and

consistency of pairwise comparisons matrices with triangular fuzzy numbers has

been already studied in the former author’s works as well as in the other literature

on this subject, see e.g. [8, 10, 12, 14, 15] and others. Here, we apply some proper-

ties of PCF matrices, particularly the property of reciprocity and consistency, to the

problem of ranking the alternatives. Moreover, we also solve the problem of calcu-

lating special indexes: consistency grade and inconsistency index. Several numerical

examples have been presented to illustrate the concepts and derived properties.

Acknowledgments This research has been supported by GACR project No. 14-02424S.

References

1. Bilgic, T., Turksen, I.B.: Measurement of membership functions: theoretical and empirical

work. In: Dubois, D., Prade, H. (eds.) Fundamentals of Fuzzy Sets, pp. 195–227. Kluwer Aca-

demic Publishers, New York (2000)

2. Bourbaki, N.: Algebra II. Springer, Heidelberg-New York-Berlin (1998)

3. Cavallo, B., D’Apuzzo, L., Squillante, M.: About a consistency index for pairwise comparison

matrices over a divisible alo-group. Int. J. Intell. Syst. 27, 153–175 (2012)

4. Cavallo, B., D’Apuzzo, L.: A general unified framework for pairwise comparison matrices in

multicriteria methods. Int. J. Intell. Syst. 24(4), 377–398 (2009)

5. Cavallo, B., D’Apuzzo, L.: Deriving weights from a pairwise comparison matrix over an alo-

group. Soft Comput. 16, 353–366 (2012)

6. Leung, L.C., Cao, D.: On consistency and ranking of alternatives in fuzzy AHP. Eur. J. Oper.

Res. 124, 102–113 (2000)

7. Mahmoudzadeh, M., Bafandeh, A.R.: A new method for consistency test in fuzzy AHP. J.

Intell. Fuzzy Syst. 25(2), 457–461 (2013)

8. Mikhailov, L.: Deriving priorities from fuzzy pairwise comparison judgments. Fuzzy Sets Syst.

134, 365–385 (2003)

9. Mikhailov, L.: A fuzzy approach to deriving priorities from interval pairwise comparison

judgements. Eur. J. Oper. Res. 159, 687–704 (2004)

10. Ohnishi, S., Dubois, D., et al.: A fuzzy constraint based approach to the AHP. In: Uncertainty

and Intelligent Information Systems, pp. 217–228. World Sci., Singapore, 2008 (2008)

11. Ramik, J.: Isomorphisms between fuzzy pairwise comparison matrices. Fuzzy Optim. Decis.

Making 14, 199–209 (2015)

12. Ramik, J.: Pairwise comparison matrix with fuzzy elements on alo-group. Inf. Sci. 297, 236–

253 (2015)

13. Ramik, J., Korviny, P.: Inconsistency of pairwise comparison matrix with fuzzy elements based

on geometric mean. Fuzzy Sets Syst. 161, 1604–1613 (2010)

14. Salo, A.A.: On fuzzy ratio comparison in hierarchical decision models. Fuzzy Sets Syst. 84,

21–32 (1996)

15. Xu, Z.S., Chen, J.: Some models for deriving the priority weights from interval fuzzy prefer-

ence relations. Eur. J. Oper. Res. 184, 266–280 (2008)



An Analysis on Three Inflection Points on
Four Economic Phases

Takafumi Mizuno and Eizo Kinoshita

Abstract Economic cycles can be represented in a sequence of four economic

phases. These four phases are Thetical economy, Bubble economy, Bubble collapse

economy, and Antithetical economy. This is a description of an economic cycle in

Kinoshita’s economic scheme: Thetical economics and Antithetical economics. In

this paper, we describe mechanisms of three inflection points of these four phases.

We focus on the consumption propensity, and we construct a model that a change

of the consumption propensity causes transitions of these phases. Through the mod-

eling and its analyses of inflection points, we clear a nature of economic phases. A

market enlarges its economic scale in phases before a bubble collapse, and the market

optimizes its economic activities in phases after the collapse.

1 Introduction

Kinoshita provided a macroeconomic frame; Thetical economics and Antithetical

economics [1]. Each economics is a set of theories of economy. This frame arises

from his analysis on bubble economies [2]. Kinoshita claimed that we are ruled by

theories of Thetical economics before a bubble collapse, while we are ruled by the-

ories of Antithetical economics after the bubble collapse.

Kinoshita describes an economic cycle with four economic phases [3]. They

are Thetical economy, Bubble economy, Bubble collapse economy, and Antitheti-

cal economy. The economic cycle of a market starts which the Thetical economy.

At a certain time, enthusiasm of the markets leads us into the Bubble economy.

Suddenly, excess consumptions break the Bubble economy. We are in the Bubble
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collapse economy until ends of the market’s confusion. Then, Antithetical economy

starts. He states that a large economic expansion needs to restart new Thetical econ-

omy after overcoming the Antithetical economy.

Kinoshita and Mizuno displayed a mechanism a collapse of bubble economy [4].

That is a transition from Bubble economy to Bubble collapse economy. In the mecha-

nism, a variable plays an important role of the collapse. The variable is the consump-

tion propensity in macroeconomics. Mizuno and Kinoshita show that if consumption

propensity coefficient is larger than 1, then increasing investments decreases produc-

tions. The research, however, treats consumption propensity as exogenous variable.

In this research, we describe a mechanism of three inflection points: a start of Bub-

ble economy, a change from Bubble economy to Bubble collapse economy (bubble

collapse), and the end of Bubble collapse economy.

1.1 A Model of Rationalities of Economic Agents

In economics, researchers are modeling economic agents: nation people, corpora-

tions, or governments. Researchers model these agents as objects that have well dis-

ciplined, act rationally, and they can obtain all information of markets. The model is

quite unrealistic, but macroeconomics stands on the model. We cannot understand

economic statistics or its observations without the model.

Kinoshita modeled a rationality of economic agents using representations of OR’s

linear programing [5]. He refers to his model as “managements.” In this paper, we

refer to the model as micro model.

In Thetical economy, a rationality of a corporation is represented as

max
∑

j∈J
cjxj, (1)

s.t.

∀i ∈ I,
∑

j∈J
aijxj ≤ bi. (2)

J is a set of products which are made by the corporation, and I is a set of items which

are materials of products or accounting subjects when the corporation produces its

product. In other words, the corporation consumes items of I, and produces products

of J. xj is an amount of a product j of the corporation, cj is profit of one unit of the

product j. aij is an amount of the item i, the corporation needs the amount of i when

the corporation produces the product j. bi is limit of debt for an accounting subject

i. A cost of producing a product j is

cost(j) = xj
∑

i∈I
aij. (3)
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The sum of the term
∑

j∈J cjxj in the Eq. (1) for all corporations is the supply Y
in macroeconomics. While the term

∑
j∈J aijxj in the Eq. (2) is classified into the

consumption C or into the investment I. The classification depends on kinds of the

corporation and kinds of the accounting subjects of i.
In Antithetical economy, a rationality of a corporation is represented as

min
∑

i∈I
uibi, (4)

s.t.

∀j ∈ J,
∑

i∈I
uiaij ≥ cj. (5)

ui is a mortgage rate or an interest rate of an accounting subject i.

2 Our Assumptions

We describe three inflection points of transitions of economics phases in this paper.

The consumption propensity coefficient a plays an important roles in our descrip-

tions.

In studies of macroeconomics, the variable a is often treated as an exogenous

variable. In this paper, we assume the variable a is an endogenous variable, and we

describe inflection points with varying the variable.

Structures of the variable have been analyzed by researchers who study con-

sumption functions or preference functions. There are many concrete models of

consumption functions, and there are many procedures to detect preference func-

tions of individuals.

We put a simplest assumption that there is a special level in a market. And the

consumption propensity depends on the rate of the supply Y to the level. Closing the

supply to the level increases the consumption propensity.

3 The First Inflection Point: From Thetical Economy
to Bubble Economy

The supply Y creates demands in Thetical economy.

Y ≡ C + I, (6)

C = aY (7)

where a is consumption propensity, C is national demands, and I is investments. This

is a simple macroeconomic model.
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In the start of Bubble economy, a level of supply Yg appears. The level Yg is higher

than the supply Y . The consumption propensity a depends on the level;

a = Y
Yg

. (8)

Increasing Y increases the consumption propensity.

From a view of with the micro model, growing the consumption propensity

beyond 1 needs a condition. There is a special product k which holds the condition:

∃k ∈ I ∩ J, and bk → ∞. (9)

and a term
∑

j∈J akjxj of all corporations are added into the consumption C in macro-

economics.

4 The Second Inflection Point: From Bubble Economy
to Bubble Collapse Economy

When the supply Y exceeds the level Yg, the consumption the propensity coefficient

a = Y∕Yg is larger than 1. Then the bubble collapses. The level Yg acts as an upper

limit of the supply Y in the Bubble economy.

After the collapse, the economy will be into Bubble collapse economy.

From the view with micro model, a changing value

bk ∶ ∞ → a finite value. (10)

is trigger of the collapse.

5 The Third Inflection Point: From Bubble Collapse
Economy to Antithetical Economy

Under the Bubble collapse economy, investment efficiency 𝜕Y∕𝜕I is less than zero,

and the consumption propensity is greater than 1. They are extraordinary situations.

They are canceled throughout the economic phase.

A supply level Yo appears in the economy. The consumption propensity is

a =
Yo
Y

(11)

The Bubble collapse economy ends with positive investment I. Or Y = Yo. Then

Antithetical economy starts.
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Under the Antithetical economy, the micro model is the Eq. (4) with the Eq. (5).

Corporations do not try to enlarge their profits. They want to clear their debts. These

settlements of their debts are swaps debts of corporations for credits of banks. With

a macro view, the exchange does not increase the supply Y .

Under Antithetical economy, we can represent the supply Y of macroeconomics as

Y = min{C + I, Yo} (12)

Even if Y is sufficiently large,

C + I = Yo (constant). (13)

The micro model is modified as

min
∑

i∈I
uibi, ((4) reprint)

s.t.

∀j ∈ J,
∑

i∈I
uiaij ≥ cj, ((5) reprint)

∑

j∈J
cjxj ≤ constant. (14)

In other words, corporations make effort to optimize their production activities in

Antithetical economy.

6 Discussions

We can interpret mechanisms of inflections of four phases in this paper as activities

of a market. In this section, the market means a general term of a set of economic

agents.

In the Thetical economy, the market enlarges its market scale. The scale is rep-

resented as the supply Y of macroeconomics. This expansion changes in the Bubble

economy. The market seems to enlarge the market scale to reach a goal. The goal

is the level of Yg in the Bubble economy. And the accomplishing the goal destroys

the bubble. In the Bubble collapse economy, the market calms down its economic

activities. The market leads its state toward a moderate state. The moderate state is

represented as Yo in the Bubble collapse economy. After the Bubble collapse econ-

omy, because of shocks of the collapse with many debts, the market wants to clean

its debts without expanding the market scale. In other words, the market optimizes

its structures in Antithetical economy. The market will complete the optimization



386 T. Mizuno and E. Kinoshita

in time. The micro model in the Antithetical economy and the micro model in the

Thetical economy have a duality. They have a same solution when the solution exists.

After the optimization, the market will retain its state notwithstanding the market’s

efforts to enlarge its profits.

From a macro view, Antithetical economy will end when the upper limit Yo will

be removed, or

Y ← min{C + I, ∞} (15)

From a view of the micro model, because the term

[
max

∑
j∈J cjxj

]
of a corpo-

ration in the Eq. (1) reaches an optimal value, the corporation cannot obtain profits

over the optimal value. Increasing profits beyond the optimum value needs changes

structures of the corporation. We can represent one of new structures simply

max

[
∑

j∈J
cjxj +

∑

j∈K
cjxj

]

, (16)

s.t.

∀i ∈ I,
∑

j∈J∪K
aijxj ≤ bi. (17)

K is a set of new items which does not exists ex-economic phases. It implies that the

corporation must develop unprecedented goods or services.

We treat each limit of debt, which is represented in the variable bi in the micro

model, as each corporation’s constraint. Change of the limit triggers the Bubble

economy occurs and its collapse in our model. The limit comes from the outside

of corporations. In the actual world, banks decide the limit. Therefore, in our mod-

els, decision-makings of banks are very important for births and collapses of the

Bubble economy.

7 Conclusions

We describe mechanisms of inflection points on four economic phases in this paper.

This reinforces Kinoshita’s economic scheme: Thetical economics and Antitheti-

cal economics. We focus on changes of the consumption propensity as a cause of

transitions of economic phases. In the mechanism, we assume that the consumption

propensity depends on the supply of macroeconomics. Through the description of

these mechanisms, we obtain an insight of Kinoshita’s scheme. The Thetical eco-

nomics is a set of theories of expanding markets’ scale, while the Antithetical eco-

nomics is a set of theories of optimizing markets’ activities.
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We now have an economic model that consists of economic phases with mecha-

nisms of their transitions. Next step of our study is statistical verifications of validity

of the model.
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Economic Rationalities and Governmental
Actions on the Thetical Economics
and the Antithetical Economics

Eizo Kinoshita and Takafumi Mizuno

Abstract Kinoshita has been proposed a macroeconomic paradigm. It consists of

the Thetical economics and the Antithetical economics. In this paper, we describe

behavioral principles of corporations and the government on the paradigm. The

description is a model based on linear programming of Operations Research. And

we discuss governmental activities using the model. In conclusion, we state that the

government must adopt monetary policy in an economic phase which is dominated

by the Thetical economics, and the government must adopt fiscal policy in another

economic phase which is dominated by the Antithetical economics.

1 Introduction

Kinoshita has been proposed a new macroeconomic paradigm. He asserts that there

are two economics: the Thetical economics and the Antithetical economics [1, 5, 6].

Each economics is a set of theories that dominate economic activities. His insight

divides economic cycles roughly into four phases. In the division, a bubble collapse

plays a central role [2, 3]. If Say’s law is valid in an economic phase, then the Theti-

cal economics dominates the phase. He refers to the phase as the Thetical economy.

While if the Keynes’s effective demand is effective in an economic phase, then the

Antithetical economics dominates the phase. He refers to the phase as the Antithet-

ical economy. Enthusiasm of economic agents leads an economic phase to the Bub-

ble economy. And its collapse makes the phase the Bubble collapse economy. An

economic cycle is the sequence of the Thetical economy, the Bubble economy, the

Bubble collapse economy, and the Antithetical economy.
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We use symbols as follows. A symbol Y expresses the national supply, a symbol

C expresses the national consumption, and I expresses the national investment. The

national supply is a total of profit of all corporations in the nation. The national

consumption is a total of consumption of all economic agents in the nation. And

the national investment is a total of investment of all economic agents in the nation.

The national demand is a total of demands of all economic agents in the nation; the

national demand is represented in C + I.
The Thetical economics is valid when Say’s law is effective. Say’s law implies

that the national supply is always equivalent to the national demand;

Y ≡ C + I. (1)

Because the total of demands is bigger than the total of supply, if a corporation

supplies a product then consumers buy the product immediately.

The Antithetical economics is a set of theories when Say’s law is not possible.

In the situations, the national supply often does not equal the national demand.

The national demand is smaller than the national supply. It means that there are

unsold products in markets. A purpose of the macroeconomics is searching equilib-

rium states of the national supply and the national demand by changing the national

demand. If a equilibrium state exists, then

Y = C + I. (2)

Controlling demand side C + I decides the equilibrium state of the national supply.

So Keynes referred to C + I as effective demand. The Antithetical economics is valid

when the effective demand is effective.

We can say roughly that the Say’s phase is prosperity and the Keynes’s phase is

a recession.

Kinoshita’s macroeconomic frame is a one-way cycle of economic phases. Our

economic state changes from the Say’s phase to the Keynes’s phase via a bubble

birth and its collapse. If we succeed resurrection of markets, then the economic state

restarts from the Say’s phase.

Kinoshita constructs microeconomic foundations of his macroeconomic model.

In usual studies of the macroeconomics, economic agents are modeled simply. All

economic agents expand their profits, they are well-disciplined, they can acquire all

information of markets, and their behavior is rational. Kinoshita gives a concrete

mathematical model of the rationality. He represents the rationality with linear pro-

graming techniques of OR (Operations Research) [4].

The rough division of macroeconomic cycles and the representation of microeco-

nomic rationalities can provide concise descriptions and smart analyses for studies

of the macroeconomics.

In this paper, we described a model of business managements’ rationality and a

model of government administrations’ obligation. And we argue a decision making

of governmental actions; Which policy must we choose, monetary policy or fiscal

policy?
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2 Representations of Economic Rationalities

Economic agents have different strategies which are different for each economic

phase. There are dualities between strategies for Thetical economy and strategies

for Antithetical economy (Fig. 1). We describe a model of their behavioral princi-

ples with regard to economic rationalities. The model must represent their dualities.

The model is represented in linear programming statements, dualities of rationalities

are represented in primary problem and dual problem.

In this paper, we treat corporations and the government as economic agents.

Corporations have same rationalities in each economic phase. In this section, we

describe a model of rationality of corporations for Thetical economy and Antitheti-

cal economy.

In the Thetical phase, corporations maximize their business profits. The max-

imization is represented in a primal problem of linear programming. The primal

problem of a corporation is formulated in

max
n∑

j=1
cjxj, (3)

s.t.
n∑

j=1
aijxj ≤ bi, i = 1, 2,… ,m, (4)

Fig. 1 Corporations’ behavior [1]
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xj ≥ 0, j = 1, 2,… , n. (5)

Following list is correspondence of variables and its meanings.

xj : The number of units of a product j made by the corporation.

cj : The amount of profits of one unit of a product j.
aij : Costs in an account subject i to produce the product j for one unit.

bi : The amount debts of an account subject i.

This is a rational maximization of profits of the corporation. The amount of profits

is
∑n

j=1 cjxj.
The Antithetical economy arises after the Bubble collapse economy with shocks

of the collapse and huge debts. In the phase, corporations minimize their debts. The

minimization is represented in a dual problem of aforementioned primal problem.

The dual problem of the corporation is represented in

min
m∑

i=1
uibi, (6)

s.t.
m∑

i=1
uiaij ≥ cj, j = 1, 2,… , n, (7)

ui ≥ 0, i = 1, 2,… ,m, (8)

where

ui : Unpaid balance rate for the accounting subject i; ui = 1 − (amortization_rate).

This is a rational minimization of debts of the corporation. The sum of debts is
∑m

i=1 uibi.

3 Discussions

Rationalities of corporations are easy to understand. They are the maximization of

profits and the minimization of debts, and they accord with desire of ordinary people,

while a rationality of the government differs from desire of ordinary people.

In the Thetical economy, products of corporations are completely consumed, and

increasing supply directly increases the national supply and the national demand

(the Eq. (1)). This economic phase is an Adam Smith’s type. A required action of

the government is described in
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min
𝜈∑

j=1
𝛾j𝜒j, (9)

𝜈∑

j=1
𝛼ij𝜒j ≥ 𝛽i, i = 1, 2,… , 𝜇, (10)

𝜒i ≥ 0, j = 1, 2,… , 𝜈. (11)

Following list is correspondence of variables and its meanings.

𝜒j :A rate of the remainder of national loans for an administrative service j.
Increasing the rate increases expenses of the service j.

𝛾j :Demand for funds as national loans for an administrative service j.
𝛼ij :Satisfaction of a resident i when the government gives the resident one unit

of costs of a service j.
𝛽j :A desiring level of total services of the government for a resident i.

This is a minimization of national loans. The formulation means that the government

is required its finance reform.

Let us look again the rationalities of corporations. To enlarge profit of corpora-

tions, the government can control indirectly variables: cj and bi in Eqs. (3) and (4).

The variable cj is profit of some product and the variable bi is the amount of debts of

corporations. They are controlled by interest rate of debts and the amount of money

in banks. We can understand instinctively that corporations need money to enlarge

their productions, and the government give corporations the money. These activities

are generally referred to as monetary policy.

In the Antithetical economy, the government has to control demand side to bal-

ance the supply and demand (the Eq. (2)). This economic phase is a Keynesian type.

A required action of the government is described in

max
𝜇∑

i=1
yi𝛽i, (12)

𝜇∑

i=1
yi𝛼ij ≤ 𝛾j, j = 1, 2,… , 𝜈, (13)

yi ≥ 0, i = 1, 2,… , 𝜇, (14)

where

yi : The amount of public money to increase satisfaction by one unit for a resident i.

This is a maximization of residents’ satisfaction. The formulation means that the

government is required fiscal stimulus. It is generally referred to as fiscal policy (or

financial policy).
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Table 1 Summary of duality in two economic phases

The Thetical economy The Antithetical economy

Say’s law Supply creates demand Not effective

Effective demand Not effective Demands create supply

Corporations’ rationality Maximization of profit Minimization of debts

Governmental norm Monetary policy Fiscal policy

Unlike rationalities of corporations, activities of the government are unnatural.

The government derives its activities based on relations of the macroeconomics (Eqs.

(1) and (2)) and rationalities of corporations (Eqs. (3)–(8)). In other words, corpora-

tions will act rationally, while the government must act normatively.

We summarize duality relationship between the Thetical economy and the Anti-

thetical economy in Table 1.

4 Conclusions

In this paper, we describe rationalities of economics agents in the framework of

the Thetical economics and the Antithetical economics. The framework consists of

theories of the macroeconomics with microeconomic models. Conventional macro-

economic models, such as consumption functions, are often derived from empiri-

cal laws without microeconomic models for rationalities of economic agents. We

provide microeconomic models of corporations and the government that model is

derived from their rationalities. Their rationalities are directly represented in linear

programming statements of OR. Especially for the government, that is its norm.

And we discuss the norm. In the Thetical economy, the government must adopt

monetary policy. While in the Antithetical economy, the government must adopt

fiscal policy.

We keep abstract arguing in this paper. We must discuss fact fitting of our models

with actual statistics in future works.
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Improvement of the Weights Due
to Inconsistent Pairwise Comparisons
in the AHP

Kazutomo Nishizawa

Abstract One of the most important problems in the Analytic Hierarchy Process

(AHP) is consistency of pairwise comparisons by the decision maker. This study

focuses on the comparison methods to be used when the weights of the alternatives

and criteria in AHP are inconsistent. In general, the weights in AHP use the princi-

pal eigenvector of the pairwise comparison matrix. However, for example, due to the

decision maker’s misunderstandings, inconsistencies in pairwise comparisons some-

times arise. The consistency of the pairwise comparison matrix is usually determined

using Consistency Index (CI) values. In the traditional AHP, when judged inconsis-

tent, repeating the pairwise comparison is usually recommended. However, if the

repeated comparison is arbitrarily performed, the results will not be optimal. In fact,

to obtain the overall evaluation of alternatives, we often use inconsistent weights,

even given the inconsistencies in the latter. Another method for judging the consis-

tency of the pairwise comparison is to use a directed graph. Cycles in a directed

graph represent comparison inconsistencies. Therefore in this paper, based on the

principal eigenvalue and cycles in the directed graph of the pairwise comparison

matrix, a method of correcting the principal eigenvector taking into consideration

consistency is proposed.

Keywords AHP ⋅ Pairwise comparison ⋅ Consistency Index ⋅ Directed graph ⋅
Cycles

1 Introduction

In the Analytic Hierarchy Process (AHP) [9] and the Analytic Network Process

(ANP) [10], some problems, for example rank reversal and weight normalization,

were pointed out and were improved [1–4, 6–8, 11].
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In the AHP, the pairwise comparison matrix A, which consists of n alternatives, is

constructed by the decision maker. In this paper, we assume that A consists of com-

plete comparisons. Through AHP, we calculate the principal eigenvalue and corre-

sponding eigenvector of A using the power method. The weights of alternatives in

the AHP usually use the principal eigenvector.

In this study, the weights of alternatives taking into account the consistency of

comparisons are considered.

In the AHP, we usually evaluate comparisons as “consistent” or “inconsistent”

based on Consistency Index (CI) values. CI is calculated using Eq. (1) based on the

principal eigenvalue.

CI = (𝜆max − n)∕(n − 1), (1)

where 𝜆max is the principal eigenvalue of A. In general, if CI < 0.1 then we consider

A to be consistent and if CI > 0.1 then it is considered inconsistent.

Another method of determining consistency involves using the directed graph of

A [5]. In the pairwise comparison, if alternative “i” is better than alternative “j”, then

we indicate “ i→ j”. If alternatives “i” and “j” are equally important, then we indicate

“ i — j”. In directed graph of A, there is either no cycle or there are some cycles of

various length. If directed graph of A has no cycle, and thus is compliant with the

transitive law, then A is considered to be consistent. If some cycles of length three

are observed in the directed graph of A, thus being compliant with the circulation

law, then we consider it as inconsistent. If there is a cycle of length m (m > 3) in the

directed graph of the complete comparisons, such cycle always includes some cycles

of length three. Therefore, it should be considered only the cycles of length three.

For example, two kinds of pairwise comparison are illustrated. In these cases, the

simplest pairwise comparisons are carried out. These are called binary comparisons.

Using parameter 𝜃, we can construct comparison matrix A. If alternative “i” is better

than alternative “j”, then the element of A, that is aij = 𝜃, and aji = 1∕𝜃. In these

examples, assume that three alternatives a1, a2 and a3 are being compared.

First, the consistent comparison matrix is shown in Eq. (2).

A =
⎡
⎢
⎢
⎣

1 𝜃 𝜃

1∕𝜃 1 𝜃

1∕𝜃 1∕𝜃 1

⎤
⎥
⎥
⎦

(2)

Calculating as 𝜃 = 2, we get the principal eigenvalue 𝜆max = 3.0536 and we get cor-

responding eigenvector in Eq. (3). In this study, w is not normalized.

w =
⎡
⎢
⎢
⎣

1.000000
0.629961
0.396850

⎤
⎥
⎥
⎦

(3)

From Eq. (1), we obtain CI = 0.0268. Thus A is considered consistent.
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Fig. 1 Directed graph of no

cycle

a1

a2

a3

Another method to determine consistency is through use of the directed graph of

comparison matrix. The directed graph of A is drawn in Fig. 1 based on Eq. (2).

From Fig. 1, A has no cycle, and thus complies with the transitive law. Thus A is

considered consistent.

The next example is of inconsistency. The comparison matrix is shown in Eq. (4).

A =
⎡
⎢
⎢
⎣

1 𝜃 1∕𝜃
1∕𝜃 1 𝜃

𝜃 1∕𝜃 1

⎤
⎥
⎥
⎦

(4)

Calculating as 𝜃 = 2, we get the principal eigenvalue 𝜆max = 3.5000 and we get the

corresponding eigenvector in Eq. (5).

w =
⎡
⎢
⎢
⎣

1.000000
1.000000
1.000000

⎤
⎥
⎥
⎦

(5)

From Eq. (1), we obtain CI = 0.2500. Thus A is considered inconsistent.

Figure 2 shows the directed graph of A based on Eq. (4).

In Fig. 2, there is one cycle of length three. Thus the directed graph of A complies

with the circulation law, A is considered inconsistent.

In the traditional AHP, for comparisons judged inconsistent, repeat of pairwise

comparisons is usually recommended. However, a repeat of pairwise comparisons

usually results in arbitrary evaluations, so it is not a good method. Therefore in this

paper, for the case of inconsistent comparisons, an improvement method is proposed.

This paper consists of following the sections. Section 2 describes the proposed

method. Examples of the proposed method are illustrated in Sect. 3. And finally, in

Sect. 4, the results obtained through the proposed method are discussed and the study

concluded.

Fig. 2 Directed graph with

one cycle

a1

a2

a3
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2 The Proposed Method

This section describes the proposed method. In the case of perfect consistency of

the pairwise comparison, the element of comparison matrix A, that is aij supports

Eq. (6). Where wi is the weight of alternative ai.

aij = wi∕wj (6)

In the perfectly consistent A, as shown, we get 𝜆max = n. On the other hand, in the

inconsistent case, we get 𝜆max > n.

To correct the weights of alternatives for consistency, in this study, the corrective

parameter 𝛼 is defined in Eq. (7). 𝛼 means rough consistency.

𝛼 = n∕𝜆max (7)

Based on 𝛼, the corrected weight w′
i is calculated using Eq. (8). Where ki is the

number of cycles which are related to alternative ai on the directed graph of A.

w′
i = 𝛼

ki+1wi (8)

In the case of perfect consistency, that is 𝜆max = n, we get 𝛼 = 1 from Eq. (7). In

this casew′ = w. If there is no cycle in the directed graph, that is, ki = 0 but 𝜆max > n,

we get w′ = 𝛼w from Eq. (8).

The procedure of the proposed method is as follows.

P1: Calculate the principal eigenvalue and corresponding eigenvector of the pair-

wise comparison matrix A using the power method.

P2: Calculate the corrective parameter 𝛼 using Eq. (7).

P3: Find cycles of length three on the directed graph of A.

P4: Count the number of cycles ki which are related to the alternative ai.
P5: Correct the weights using Eq. (8).

If the weights of alternatives are calculated from A using the geometric mean,

unfortunately we do not have 𝜆max. Therefore we need to calculate the approximate

eigenvalue ̄
𝜆 using the following well known procedure.

Through the geometric mean, the weights of alternatives wi is obtained using

Eq. (9).

wi = n

√
√
√
√

n∏

j=1
aij (9)

To obtain the approximate eigenvalue, we perform calculations only once for the

iteration in the power method. From Eq. (10), the approximate vector x is obtained.

Where initial vector w is calculated using Eq. (9).

Aw = x (10)
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If the power method is carried completion, we get Aw = 𝜆maxw. However when once

iteration, x in Eq. (10) is the approximate vector, then different eigenvalues 𝜆i are

obtained using Eq. (11).

𝜆i = xi∕wi (11)

The approximate eigenvalue ̄
𝜆 is obtained by calculating the average of 𝜆i from

Eq. (12).

̄
𝜆 = 1

n

n∑

i=1
𝜆i (12)

Using ̄
𝜆 instead of 𝜆max in Eq. (7), 𝛼 is determined.

3 Examples

In this section, using the proposed method, three examples are illustrated. The

directed graph in Example 1 shows no cycles, Example 2 has one cycle and Example

3 has four cycles. Applying the proposed method to these examples, each principal

eigenvector is corrected.

3.1 Example 1

The first example consists of five alternatives, a1 to a5. Comparison matrix A𝟏 is

shown in Eq. (13).

A𝟏 =

⎡
⎢
⎢
⎢
⎢
⎣

1 3 2 1∕2 1
1∕3 1 5 1∕4 1∕2
1∕2 1∕5 1 1∕4 1∕3
2 4 4 1 2
1 2 3 1∕2 1

⎤
⎥
⎥
⎥
⎥
⎦

(13)

Through the proposed procedure “P1”, we get 𝜆max = 5.3813 and we get corre-

sponding eigenvector in Eq. (14). However w𝟏 is not normalized.

w𝟏 =

⎡
⎢
⎢
⎢
⎢
⎣

0.567933
0.365566
0.179137
1.000000
0.533289

⎤
⎥
⎥
⎥
⎥
⎦

(14)
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Fig. 3 Directed graph of A𝟏
a1

a5 a2

a4 a3

In this example, we get CI = 0.0953 from Eq. (1), however we dither over con-

sistency because CI ≒ 0.1.

Next, Fig. 3 shows the directed graph of A𝟏.

Since no cycle is observed, it appears to be consistent.

Through the proposed procedure “P2”, we get 𝛼 = 0.929151 using Eq. (7).

Because no cycle is observed in Fig. 3, we get ki = 0 through the proposed proce-

dures “P3” and “P4”. Through the proposed procedure “P5”, we get corrected vector

w𝟏
′

in Eq. (15) using Eq.(8).

w𝟏
′ = 𝛼w𝟏 =

⎡
⎢
⎢
⎢
⎢
⎣

0.527696
0.339666
0.166445
0.929151
0.495506

⎤
⎥
⎥
⎥
⎥
⎦

(15)

Through the proposed method, in this example, there is no change in the ordering

of alternatives.

Based on the weights obtained through geometric mean using Eq. (9), we get ̄
𝜆 =

5.368394 using Eq. (12) and we get 𝛼 = 0.931377.

3.2 Example 2

The next example consists of five alternatives, a1 to a5. Comparison matrix A𝟐 is

shown in Eq. (16).

A𝟐 =

⎡
⎢
⎢
⎢
⎢
⎣

1 1∕4 1∕6 1∕8 1∕7
4 1 1∕2 1∕3 1∕3
6 2 1 1∕2 2
8 3 2 1 1∕2
7 3 1∕2 2 1

⎤
⎥
⎥
⎥
⎥
⎦

(16)



Improvement of the Weights Due to Inconsistent Pairwise Comparisons in the AHP 403

Fig. 4 Directed graph of A𝟐
a1

a5 a2

a4 a3

Table 1 Cycles—alternatives in A𝟐

Cycles∖Alternatives a1 a2 a3 a4 a5

(a3-a5-a4) 0 0 1 1 1

The number of related cycles (ki) 0 0 1 1 1

Using P1, we get 𝜆max = 5.3518 and we get corresponding eigenvector w𝟐 in

Eq. (17).

w𝟐 =

⎡
⎢
⎢
⎢
⎢
⎣

0.116882
0.363940
0.902340
0.995339
1.000000

⎤
⎥
⎥
⎥
⎥
⎦

(17)

From Eq. (1), we get CI = 0.0880 in this example. As in Example 1, we dither

over consistency because CI ≒ 0.1. Using P2, we get 𝛼 = 0.934258.

Next, Fig. 4 shows the directed graph of A𝟐.

In Fig. 4, there is one cycle of length three, (a3-a5-a4). So it is seems to be incon-

sistent. Table 1 is obtained from Fig. 4.

Through P3 and P4, we get ki from Table 1 and through P5, we get corrected

vector w𝟐
′

in Eq. (18) using Eq. (8).

w𝟐
′ =

⎡
⎢
⎢
⎢
⎢
⎣

𝛼

1 × 0.116882
𝛼

1 × 0.363940
𝛼

2 × 0.902340
𝛼

2 × 0.995339
𝛼

2 × 1.000000

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0.109198
0.340014
0.787597
0.868770
0.872839

⎤
⎥
⎥
⎥
⎥
⎦

(18)

The results using the proposed method, in this example, show that there is no

change in the ordering of alternatives.

We get ̄
𝜆 = 5.341311 and 𝛼 = 0.936100.
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Fig. 5 Directed graph of A𝟑
a1

a6 a2

a5 a3

a4

3.3 Example 3

In the next example, the binary comparisons consists of six alternatives, a1 to a6.

The comparison matrix is shown in Eq. (19).

A𝟑 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 𝜃 1∕𝜃 𝜃 𝜃 𝜃

1∕𝜃 1 𝜃 𝜃 𝜃 𝜃

𝜃 1∕𝜃 1 𝜃 1∕𝜃 𝜃

1∕𝜃 1∕𝜃 1∕𝜃 1 𝜃 𝜃

1∕𝜃 1∕𝜃 𝜃 1∕𝜃 1 1∕𝜃
1∕𝜃 1∕𝜃 1∕𝜃 1∕𝜃 𝜃 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(19)

Using P1, calculating as 𝜃 = 2, we get 𝜆max = 6.7587 and we get corresponding

eigenvector w𝟑 in Eq. (20). Then CI = 0.1517 is obtained and we consider A𝟑 as

inconsistent.

w𝟑 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1.000000
0.974743
0.869358
0.618222
0.570360
0.498701

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(20)

Using P2, we get 𝛼 = 0.887741.

Next, Fig. 5 shows the directed graph of A𝟑.

In Fig. 5, there are four cycles of length three, (a1-a2-a3), (a1-a5-a3), (a3-a4-a5)

and (a3-a6-a5), so as a result A𝟑 is considered inconsistent.

Table 2 is obtained based on Fig. 5.

Using P3 and P4, we get ki from Table 2, and through P5, we get corrected vector

w𝟑
′

in Eq. (21) using Eq. (8).
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Table 2 Cycles—alternatives in A𝟑

Cycles∖Alternatives a1 a2 a3 a4 a5 a6

(a1-a2-a3) 1 1 1 0 0 0

(a1-a5-a3) 1 0 1 0 1 0

(a3-a4-a5) 0 0 1 1 1 0

(a3-a6-a5) 0 0 1 0 1 1

The number of related cycles (ki) 2 1 4 1 3 1

w𝟑
′ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝛼

3 × 1.000000
𝛼

2 × 0.974743
𝛼

5 × 0.869358
𝛼

2 × 0.618222
𝛼

4 × 0.570360
𝛼

2 × 0.498701

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.699614
0.768179
0.479325
0.487211
0.354237
0.393018

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(21)

The results obtained through the proposed method demonstrate, in this example,

that the order of alternatives of w𝟑
′

are different from w𝟑. The order in w𝟑 is a1 >

a2> a3> a4> a5> a6, however, in w𝟑
′
, it is a2> a1 >a4 >a3> a6 >a5.

We get ̄
𝜆 = 6.739464 and 𝛼 = 0.890278.

4 Conclusion

In this study, a method for correcting inconsistent pairwise comparisons in AHP was

proposed. The proposed method is as follows.

1. Using the principal eigenvalue of pairwise comparison matrix A, the corrective

parameter 𝛼 was defined.

2. Using 𝛼 and the number of cycles of length three in the directed graph of A, a

corrective procedure was proposed.

Applying the proposed method to the three examples, the following results could

be obtained.

1. In the case of inconsistencies, i.e. those represented by cycles of length three in

directed graph of A, the order of alternatives in terms of priority were changed.

2. The proposed method offers promising results for determining the overall evalu-

ation of alternatives demonstrating inconsistency.

Topics for further study are as follows.

1. Appropriateness of the corrective parameter 𝛼.

2. The evaluation of the proposed method that includes application to other exam-

ples demonstrating inconsistency is required.
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Super Pairwise Comparison Matrix
in the Dominant AHP

Takao Ohya and Eizo Kinoshita

Abstract We have proposed an SPCM (Super Pairwise Comparison Matrix) to
express all pairwise comparisons in the evaluation process of D-AHP (the dominant
analytic hierarchy process) or the multiple dominant AHP as a single pairwise
comparison matrix. This paper shows that the evaluation value resulting from the
application of LLSM (the logarithmic least-squares method) to an SPCM matches
the evaluation value determined by the application of D-AHP to the evaluation
values obtained from each pairwise comparison matrix by using the geometric
mean.

Keywords Super pairwise comparison matrix ⋅ The dominant AHP ⋅ Loga-
rithmic least-squares method

1 Introduction

AHP (the Analytic Hierarchy Process) proposed by Saaty [1] enables objective
decision making by top-down evaluation based on an overall aim.

In actual decision making, a decision maker often has a specific alternative
(regulating alternative) in mind and makes an evaluation on the basis of the
alternative. This was modeled in D-AHP(the dominant AHP), proposed by
Kinoshita and Nakanishi [2].

If there are more than one regulating alternatives and the importance of each
criterion is inconsistent, the overall evaluation value may differ for each regulating
alternative. As a method of integrating the importance in such cases, CCM (the
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concurrent convergence method) was proposed. Kinoshita and Sekitani [3] showed
the convergence of CCM.

Ohya and Kinoshita [4] proposed an SPCM (Super Pairwise Comparison
Matrix) to express all pairwise comparisons in the evaluation process of the
dominant analytic hierarchy process (AHP) or the multiple dominant AHP
(MDAHP) as a single pairwise comparison matrix.

Ohya and Kinoshita [5] showed, by means of a numerical counterexample, that
in MDAHP an evaluation value resulting from the application of the logarithmic
least-squares method (LLSM) to an SPCM does not necessarily coincide with that
of the evaluation value resulting from the application of the geometric mean
multiple dominant AHP (GMMDAHP) to the evaluation value obtained from each
pairwise comparison matrix by using the geometric mean method.

Ohya and Kinoshita [6] showed, using the error models, that in D-AHP an
evaluation value resulting from the application of the logarithmic least squares
method (LLSM) to an SPCM necessarily coincide with that of the evaluation value
resulting obtained by using the geometric mean method to each pairwise compar-
ison matrix.

Ohya and Kinoshita [7] showed the treatment of hierarchical criteria in D-AHP
with super pairwise comparison matrix.

Ohya and Kinoshita [8] showed the example of using SPCM with the application
of LLSM for calculation of MDAHP.

This paper shows that the evaluation value resulting from the application of
LLSM to an SPCM agrees with the evaluation value determined by the application
of D-AHP to the evaluation value obtained from each pairwise comparison matrix
by using the geometric mean.

2 D-AHP and SPCM

This section explains D-AHP and an SPCM to express the pairwise comparisons
appearing in the evaluation processes of D-AHP and MDAHP as a single pairwise
comparison matrix. Section 2.1 outlines D-AHP procedure and explicitly states
pairwise comparisons, and Sect. 2.2 explains an SPCM that expresses these pair-
wise comparisons as a single pairwise comparison matrix.

2.1 Evaluation in D-AHP

The true absolute importance of alternative aða=1, . . . ,AÞ at criterion
cðc=1, . . . ,CÞ is vca. The final purpose of the AHP is to obtain the relative value
(between alternatives) of the overall evaluation value va = ∑C

c=1 vca of alternative
a. The procedure of D-AHP for obtaining an overall evaluation value is as follows:
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D-AHP
Step 1: The relative importance uca = αcvca (where αc is a constant) of alternative a
at criterion c is obtained by some kind of methods. In this paper, uca is obtained by
applying the pairwise comparison method to alternatives at criterion c.

Step2: Alternative d is the regulating alternative. The importance uca of alter-
native a at criterion c is normalized by the importance ucd of the regulating alter-
native d, and udca ð= uca u̸cdÞ is calculated.

Step3: With the regulating alternative d as a representative alternative, the
importance wd

c of criterion c is obtained by applying the pairwise comparison
method to criteria, where, wd

c is normalized by ∑C
c=1 w

d
c =1.

Step4: From udca, w
d
c obtained at Steps 2 and 3, the overall evaluation value

ta = ∑C
c=1 w

d
cu

d
ca of alternative a is obtained. By normalization at Steps 2 and 3,

ud =1. Therefore, the overall evaluation value of regulating alternative d is nor-
malized to 1.

2.2 SPCM

The relative comparison values rcac′a′ of importance vca of alternative a at criteria c as
compared with the importance vc′a′ of alternative a′ in criterion c′, are arranged in a
(CA × CA) or (AC × AC) matrix. This is proposed as an SPCM
R= ðrcac′a′Þ or ðraca′c′Þ.

In a (CA × CA) matrix, index of alternative changes first. In a (CA × CA)
matrix, SPCM’s ðAðc− 1Þ+ a, Aðc′ − 1Þ+ a′Þ th element is rcac′a′ .

In a (AC × AC) matrix, index of criteria changes first. In a (AC × AC) matrix,
SPCM’s ðCða− 1Þ+ c, Cða′ − 1Þ+ c′Þ th element is raca′c′ .

In an SPCM, symmetric components have a reciprocal relationship as in pair-
wise comparison matrices. Diagonal elements are 1 and the following relationships
are true:

If rcac′a′ exists, then rc
′a′
ca exists and

rc
′a′
ca =1 r̸cac′a′ , ð1Þ

rcaca =1. ð2Þ

Pairwise comparison at Step 1 of D-AHP consists of the relative comparison
value rcaca′ of importance vca of alternative a, compared with the importance vca′ of
alternative a′ at criterion c.

Pairwise comparison at Step 3 of D-AHP consists of the relative comparison
value rcdc′d of importance vcd of alternative d at criterion c, compared with the
importance vc′d of alternative d at criterion c′, where the regulating alternative is d.
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SPCM of D-AHP or MDAHP is an incomplete pairwise comparison matrix.
Therefore, the LLSM based on an error model or an eigenvalue method such as the
Harker method [9] or two-stage method is applicable to the calculation of evalu-
ation values from an SPCM.

3 SPCM + LLSM in the Dominant AHP

This section shows that an evaluation value resulting from the application of the
LLSM to an SPCM agrees with the overall evaluation value resulting from the
application of D-AHP to the evaluation value obtained by application of the geo-
metric mean method to each pair-wise comparison matrix.

In Sect. 3.1, an overall evaluation value is obtained by applying D-AHP to
evaluation values that are obtained by applying the geometric mean method to each
pairwise comparison matrix. In Sect. 3.2, an overall evaluation value is obtained by
applying the LLSM to an SPCM to show that it agrees with the overall evaluation
value obtained in Sect. 3.1.

Hereinafter, the regulating alternative in D-AHP is assumed to be alternative 1.
This assumption can generally be satisfied by renumbering alternatives.

3.1 D-AHP and Geometric Mean Method

Pairwise comparison at Step 1 of D-AHP consists of the relative comparison value
rcaca′ of importance vca of alternative a as compared with the importance vca′ of
alternative a′ from the view point of criterion c. RA

c is the pairwise comparison
matrix between alternatives from the view point of criterion c, whose ða, a′Þ th
element is rcaca′ . Therefore, the relative importance uca of alternative a at criterion c
resulting from the application of the geometric mean method to the pairwise
comparison matrix RA

c becomes the geometric mean of the values in row a of RA
c . In

other words, uca is calculated with following equation.

uca = ∏
A

a′ =1
rcaca′

 !1 A̸

, c=1, . . . ,C, a=1, . . . ,A. ð3Þ

At Step 2, this value is normalized by uc1 and we obtain the following equation:

u1ca = uca u̸c1 = ∏A
a′ =1 r

ca
ca′

� �1 A̸
̸ ∏A

a′ =1 r
c1
ca′

� �1 A̸
, c=1, . . . ,C, a=1, . . . ,A. ð4Þ
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Pairwise comparison at Step 3 of D-AHP consists of the relative comparison
value rc1c′1 of importance vc1 of alternative 1 at criterion c, compared with the
importance vc1 of alternative 1 at criterion c′, RC

1 is the pairwise comparison matrix
between criteria of the dominant alternative 1 whose ðc, c′Þ th element is rc1c′1.
Therefore, the relative importance wc1 of alternative 1 at criterion c resulting from
the application of the geometric mean method to the pairwise comparison matrix RC

1

becomes the geometric mean of the values in row c of RC
1 , where wc1 is normalized

to ∑C
c=1 w

1
c =1 as shown in the following equation:

w1
c = ∏C

c′ =1 r
c1
c′1

� �1 C̸
∑̸C

c′′ =1 ∏C
c′ =1 r

c′′1
c′1

� �1 C̸
, c=1, . . . ,C. ð5Þ

At step 4, with u1ca, wc1 shown in Eqs. (4) and (5), the overall evaluation value
ua = ∑C

c=1 w
1
cu

1
ca of alternative a is

vca =w1
cu

1
ca =

∏C
c′ =1 r

c1
c′1

� �1 C̸
∏A

a′ =1 r
ca
ca′

� �1 A̸

∑C
c=1 ∏C

c′ =1 r
c1
c′1

� �1 C̸
. ∏A

a′ =1 r
c1
ca′

� �1 A̸ ð6Þ

3.2 LLSM Application to SPCM in the Dominant AHP

For existing pairwise comparison values rcac′a′ ðc< c′, a< a′Þ in an SPCM, an error
model is assumed as follows:

rcac′a′ = εcac′a′
vca
vc′a′

. ð7Þ

where εcac′a′ is error term, vca is non-random but unobservable parameters. Taking the
logarithms (base e) of both sides gives

ln rcac′a′ = ln vca − ln vc′a′ + ln εcac′a′ ð8Þ

To simplify the equation, logarithms will be represented by over dots as
r ̇cac′a′ = log rcac′a′ , v ̇ca = log vca, ε ̇cac′a′ = log εcac′a′ . Using this notation, Eq. (8) becomes

r ̇cac′a′ = v ̇ca − v ̇c′a′ + ε ̇cac′a′ , c, c
′ =1, . . . ,C, a, a′ =1, . . . ,A ð9Þ

From Eqs. (1) and (2), we have followings.
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If r ̇cac′a′ exists, then rċ
′a′
ca exists and

r ̇c
′a′
ca = − r ̇cac′a′ ð10Þ

r ̇caca =0. ð11Þ

There are two types of pairwise comparison in the dominant AHP: rcaca′ at Step 1

and rc1c′1 at Step 3. In the least-squares method, therefore, bv ̇ca is obtained from the
pairwise comparison r ̇caca′ða=1, . . . ,A− 1, a′ = a+1, . . . ,A, c=1, . . . ,CÞ and
r ̇c1c′1ðc=1, . . . ,C− 1, c′ = c+1, . . . ,CÞ to minimize

S= ∑
C

c=1
∑
A− 1

a=1
∑
A

a′ = a+1
ðr ̇caca′ − v ̇̂ca + v ̇̂ca′Þ2 + ∑

C− 1

c=1
∑
C

c′ = c+1
ðr ̇c1c′1 − v ̇̂c1 + v ̇̂c′1Þ2. ð12Þ

In Eq. (12), the first term ∑C
c=1 ∑

A− 1
a=1 ∑

A
a′ = a+1 ðr ̇caca′ − v ̇̂ca + v ̇̂ca′Þ2 associates the

relative comparison value rcaca′ of importance vca of alternative a, compared with the
importance vca′ of alternative a′ from the view point of criterion c, and the second
term ∑C − 1

c=1 ∑C
c′ = c+1 ðr ̇c1c′1 − v ̇̂c1 + v ̇̂c′1Þ2 associates the relative comparison value rc1c′1

of importance vc1 of alternative 1 at criterion c, compared with the importance vc′1
of alternative 1 at criterion c′.

As Eq. (7) shows, only the ratio is important with regard to v ̂ca and the constant
multiple is arbitrary, becoming an arbitrary additive constant in the logarithm v ̇ĉa
form.

From ∂S
∂v ̂ca =0, we have

1
2
∂S
∂v ̇ĉ1

= ∑
A

a=1
ðv ̇̂c1 − v ̇̂ca − r ̇c1caÞ+ ∑

C

c′ =1
ðv ̇̂c1 − v ̇̂c′1 − r ̇c1c′1Þ

= ðAv ̇ĉ1 − ∑
A

a=1
v ̇̂ca − ∑

A

a=1
r ̇c1caÞ+ ðCv ̇ĉ1 − ∑

C

c′ =1
v ̇̂c′1 − ∑

C

c′ =1
r ̇c1c′1Þ=0,

c=2, . . . ,C

ð13Þ

1
2
∂S
∂v ̇ĉa

= ∑
A

a′ =1
ðv ̇̂ca − v ̇̂ca′ − r ̇caca′Þ= ðAv̇ĉa − ∑

A

a′ =1
v ̇̂ca′ − ∑

A

a′ =1
r ̇caca′Þ,

a=2, . . . ,A, c=2, . . . ,C

ð14Þ

Second term ∑C
c′ =1 ðv ̇̂c1 − r ̇c1c′1 − v ̇̂c′1Þ of Eqs. (13) is obtained from

∂

∂v ̇̂c1
∑C− 1

c=1 ∑C
c′ = c+1 ðr ̇c1c′1 − ðv ̇̂c1 − v ̇̂c′1ÞÞ2.
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The fact that

v ̇̂ca =
1
C

∑
C

c′ =1
r ̇c1c′1 +

1
A

∑
A

a′ =1
r ̇caca′ −

1
A

∑
A

a′ =1
r ̇c1ca′ +Const., c=1, . . . ,C, a=1, . . . ,A

ð15Þ

satisfies Eqs. (13) and (14) is easy to confirm using Eqs. (10) and (11). In Eq. (15),
Const. is arbitrary constant.

From Eq. (15),

vĉa =Const. ∏
C

c′ =1
rc1c′1

 !1 C̸ ∏A
a′ =1 r

ca
ca′

� �1 A̸

∏A
a′ =1 r

c1
ca′

� �1 A̸ , c=1, . . . ,C, a=1, . . . ,A ð16Þ

In accordance with the normalization at Step 3 of the dominant AHP, the nor-
malized equation v ̂caða=1, . . . ,A, c=1, . . . ,CÞ is such that the overall evaluation
value of the regulating alternative (alternative 1) will be 1. In other words,
∑C

c=1 v ̂c1 = 1. Therefore,

v ̂ca =
∏C

c′ =1 r
c1
c′1

� �1 C̸

∑C
c′′ =1 ∏C

c′ =1 r
c′′1
c′1

� �1 C̸

∏A
a′ =1 r

ca
ca′

� �1 A̸

∏A
a′ =1 r

c1
ca′

� �1 A̸ , c=1, . . . ,C, a=1, . . . ,A ð17Þ

From Eq. (17), we see that the overall evaluation value v ̂a = ∑C
c=1 v ̂ca of

alternative a agrees with Eq. (6).
As shown above, an evaluation value resulting from the application of the LLSM

to an SPCM agrees with the overall evaluation value resulting from the application
of the dominant AHP to evaluation values that are obtained by applying the geo-
metric mean method to each pairwise comparison matrix.

4 Conclusion

It is well known that in complete pairwise comparison matrix, the evaluation values
applying the geometric mean method agree with the evaluation values resulting
from the application of the LLSM. This paper shows that the evaluation values
resulting from the application of the LLSM to an SPCM agree with the evaluation
values resulting from the application of the dominant AHP to evaluation values that
are obtained by applying the geometric mean method to each pairwise comparison
matrix.
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Heterogeneous NoSQL Databases
Abstraction Approach Based on Full
Text Search Indexes

Hassen Fadoua and Grissa Touzi Amel

Abstract The exponential growth of unstructured data in the mobile applications,
the social networks and the web technologies led to NoSQL database emergence.
While this specific class of DBMS provided a better scalability for databases, the
lack of a standard DML that unifies and simplifies querying NoSQL data stores is
still a hard deal especially in heterogeneous environments. A simple SQL query can
turn into a complex map-reduce function in the NoSQL world in order to obtain the
same result in the standard SQL DDBMS. With no common convention between
the large variety of NoSQL implementations and families, each product imple-
mented its vision of the NoSQL concept. Each implementation covered distinct
functional scopes, depending on the target domain and the creation purposes.
Meanwhile, many successful NoSQL databases integrated a powerful full text
component to enhance their search capabilities. To remedy this variety limitation,
we propose a new incremental approach that allows (1) the standardization of
NOSQL search queries among heterogeneous NoSQL data stores and (2) NoSQL
search queries optimizing. This approach is based on (1) the definition of a new
universal engine for full text indexing, (2) incremental synchronization of data and
indexes between the stretched sites.
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1 Introduction

The workload diversity generated by every single system in the modern world has
pushed the relational database family into its edge. Along with the exponential
growth of unstructured data in mobile applications, the social networks and the web
technologies, a compelling need to rescale classical dimensions of backend systems
emerged. This specific class of DBMS, easy to deploy, provided a better scalability
for databases. The RDBMS family implements ACID properties and guarantee that
a series of operations will succeed inside a functional unit called a transaction. This
is the main difference between relational databases and the NoSQL family mem-
bers, even though some NoSQL implementations support another non-traditional
transaction definition such as RavenDB [1]. It uses a weak form of isolation called
“snapshot isolation”. It provides global transactions via an external coordinator, but
use is discouraged in its official documentation because the index updates are not
atomic. The scalability of the RDBMS is harder to implement due to this concept.
To keep data integrity and support transactions, a multi-server RDBMS would need
to have a fast backend communication channel to synchronize all possible trans-
actions and writes, while preventing or handling deadlocks. NoSQL solutions
usually offer record-level atomicity, but cannot guarantee the transactional criteria
of a query. It offers a considerable horizontal scaling abilities and ease sharding.
This natively distributed database has great advantages on the scalability tradeoff.
However, the lack of a standard DML that unifies and simplifies querying NoSQL
databases is one of the reasons behind old system’s abhorrence to NoSQL. A simple
SQL query can turn into a complex program in the NoSQL. With no common
convention between the large variety of NoSQL implementations and families, each
product implemented its vision of the NoSQL concept. Each implementation
covered distinct functional scopes, depending on target domain and creation pur-
poses. For example, a key value database type is mainly intended for storing session
information, user profiles or shopping card data. A NoSQL graph database suits
better space problems where the system has interconnected data, such as social
networks and recommendation engines. These targeted implementations prefer
some functional features and invest more effort on their implementation. Design
preferences may discourage combining two features such the case of the transac-
tional spirit versus scalability aims. This need driven implementation method
resulted into numerous NoSQL engines released concurrently with great aims but
no standard specification behind. Each community or vendor invested in its
implementation to satisfy a specific need, but not to cover all the classic database
specifications. This variety made management and utilization quite impossible in a
heterogeneous environment [8]. Although they all use the Map-Reduce mechanism
for data retrieval, they do not offer the same features or at least the same meaning.
The write operations have variable syntaxes depending on the NoSQL database
family and implementation. Along with this emergence, the traditional search
methods such as keyword search and link directories become impractical. One of
the most successful features added recently to the leading NoSQL implementations
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is the full text indexing. This particular search technique enables many forms of
fuzzy search such as phonetic algorithms, distance algorithms, stemming and
anywhere truncation methods. In the opposite of querying databases, the full text
search queries are standards and easy to use.

In this work, we propose a new incremental approach that allows (1) the stan-
dardization of NOSQL search queries among heterogeneous NoSQL data stores and
(2) NoSQL search queries optimizing. This approach is based on (1) the definition
of a new universal engine for the full text indexing, (2) an incremental synchro-
nization process of data and indexes between stretched sites.

2 Related Works

Already aware about NoSQL diversity problems, many works focused in estab-
lishing a generic language that may unify all the NoSQL implementations. JSONiq is
a query language and treatment designed for the popular model of JSON data. The
main inspiration behind JSONiq is XQuery, which has proven so far a successful and
productive query language for semi-structured data (especially XML) [4]. UnQL
(Unstructured Query Language) is supposed to be an open source query language for
NoSQL bases type value documents. However, UnQL does not cover the data
definition language (DDL) SQL statements like CREATE TABLE or
CREATE INDEX [2]. AQL provides an SQL-like command line interface for
Aerospike database, UDF and index management. Aerospike provides AQL to
provide an interface similar to tools that utilize SQL. Unfortunately, many basic
features are still missing such as limiting the result set which is not yet available in
AQL. There are many other attempts described in [3]. However, the full solution is
still missing and no implementation covered the diversity problem. The authors in
[1] tried to create a strict mapping between different NoSQL families’ syntaxes and
SQL but it concludes that future works are still needed to include graph database
family in BQL (Bridge Query Language). The examined works aiming to answer the
“Standard interface” constraint seems to fail because of the increasing number dif-
ferent features for each DBMS and the underlying data models of each
NoSQL DBMS. This is the also one of the main reasons that made this work focus
only on the search component. In the full text search techniques, many academic and
professional works dealt with textual indexes sharding in order to fill the velocity of
distributed systems. Solr and Elastic search are two search engines built on Lucene
to improve its scalability. However, there are many constraints behind adopting
these widely implemented solutions because of the transactional nature of many
NoSQL DMBS [7]. Moreover, these search engines act separately from databases
which will complicate design of a distributed heterogeneous database management
system. Academically speaking, the author of [6] claims to build the efficient way of
distributing inverted indexes over Hadoop. The implemented tool (DTPS) has
shown acceptable experimental results compared to Lucene (Single Node) and Katta
(Open source project). We believe that this result is not accurate because a Lucene
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indexing time may vary depending on its configuration (store, no-store, tok-
enized, …). We could not access the source code of DTPS to run our proper tests.

3 Proposed Approach

3.1 Approach Overview

The flowchart of our approach is presented in Fig. 1 and below is the various steps
described in details.

Data Stores. This layer is responsible for NoSQL database access. It has a
universal driver that tracks any insert, update or delete operation in each database. It
can access key-value, column, object or graph database (Fig. 1). This is mainly
used to retrieve raw data to be indexed. The next main use case is retrieving the
original record once matched on the search indexes.

Full-text Index Management Layer. This component takes any tracked action
from the data stores layer and creates the matching document. Building a document
from various raw formats is described in details in Sect. 3.2. The generated indexes
are distributed context aware. It contains two main components: The “Full Text
Indexing Engine” (FTI) and The “Full Text Querying Interface” (FTQ). The FTI
writes indexed objects into the “Global Textual Search Indexes” (Fig. 1). The FTQ
is responsible of searching among the generated indexes.

The Global Synchronizer (GS). This GS is a fully distributed solution based on
a message passing protocol in order to synchronize index repositories and indexed
databases in a distributed architecture. For readability sake, we did not mention this

Fig. 1 Architectural overview of the proposed approach
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component on Fig. 1. Actually, the GS is a standalone pluggable component. Our
work in GS [5] is intended to establish a standard exchange protocol between
different databases and synchronize the full text indexes in parallel with databases
even in a heterogonous context.

The Query Management Layer. This layer offers a productive interface for
users to use basic Lucene-like search operation and to create their own operators.
The built queries are shared between the users in order to build a knowledge base of
facilities.

3.2 Full Text Indexes Building

The full text indexes are an optimized model of raw data stored inside any NoSQL
database. It is optimized because it enables advanced search capabilities and
drastically accelerates search queries. Each index item references the raw record
using an index identifier (idx_id). This identifier allows the direct access to the raw
values once it matches the search criteria. Moreover, these indexes must keep the
raw record location to enable the raw object accessor to fetch it from the appropriate
location. The textual indexes described in Fig. 2a have a distributed aware struc-
ture. It holds a global calculated dictionary that references all sites dictionary. Each
site dictionary holds the references for its related records. Because of the different
families of records, index types may vary from a store to another. The site dic-
tionary holds homogeneous record types because it reflects a DBMS in one site.
The indexes representation of each record must be a faithful transcription of each
record. For example, a key-value type record must be represented by field name and
its indexed value. In a graph database model, a record describes its content and its
relation with other records. This relation may be labeled to enable navigation inside
a graph. This relation is treated by the “NoSQL Records Translator” (Fig. 1) as an
embedded record. The related nodes are fetched and indexed as collections of nodes
inside the main record. The local dictionary is calculated in each CRUD operation

Fig. 2 Tree illustration of a shared index dictionary
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on this record. Meanwhile, transforming the raw objects stored inside NoSQL
databases into a plain free-text index is a real challenge. This plain index is com-
monly referred as “document” in the literature. The transformation must handle this
variety, maintain the richness of the different data models and avoid performance
impacts. The hardest structure to handle is the graph databases. The NoSQL graph
databases are the programmatic description of a many to many relationships.
Moreover, in a graph database relationship may have different labels. Figure 2b
illustrates a single transformation of a graph object (A) to a plain index structure,
also called document (B).

Actually, this is a depth first recursive check all the children for a given node N.
We assume that depth can be adjusted using the “MAX_DEPTH” shared variable.
“MAX DEPTH” is the maximum number of levels to explore for a node N. The
function “add” creates the field subtree having a depth less than “MAX_DEPTH”.

In order to build all the documents, the MGPI algorithm is executed for each
node of the initial graph to avoid a possible data loss (Algorithm 2). An example of
this tranformation is described in Fig. 2b for the graph database family.

The key-value and key-document datastores are the simplest to handle as this
structure is the same in the database and in the flat index repository. The flattening
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process consists of reading the raw object attributes and then transforming them to
field labels. The associative arrays behind the key-value stores would generate as
much documents as stored keys. The key-document however would require some
more attention. Actually, in the key-value database, “values” are simple and
primitive types. However, in key-document, a value is a complex type wich may be
trees, collections, dictionaries or any combination of accepted data types. The good
news for the transformation process is that there are no integrity constraints even if
a related document can be mentioned by its key.

The column family databases have been built for a major performance gain. The
principle of this family is dividing items by column, and not by item. This enables
compression and duplicate removal from each column. The gain behind this method
becomes considerable with huge amount of “almost” repeated data. Actually, this
strategy will avoid reading the whole item in case if query asks only for a few fields.
This is particularly interesting when dealing with a large number of columns in a
classic relational database. In order to profit from this powerful concept, the morph
process of a columnar NoSQL database uses the same logic behind this family.
Every fragment (column holding an ID and a value) will be stored as an inde-
pendent document in the resulting indexes. Indeed, this is the same morph process
as a key-value data store.

3.3 Search Indexes Synchronization

In the distributed environment, the global index layer must be synchronized in order
to offer the same view of the distributed database to every client. In our case, the
sites are not just identical copies of a master site, but each site holds a distinct
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DBMS with distinct data. This multi-master writer architecture must be handled
with care to avoid the data consistency loss with NoSQL stores. The “Global
Synchronizer” (GS) is designed for this purpose. The GS propagates any change on
every site of the architecture to the rest of the sites. Each site is declared inside
every GS, once added to the distributed architecture. The previously created data
are handled by the local GS before this site joins the network and starts synchro-
nization. The resulting local dictionary is distributed over the topology and kept
inside each global dictionary with a reference to its site. Starting from this event,
every change on local indexes is tracked inside a local queue. The GS emits
periodically a signal toward all the nodes in the distributed architecture to query for
updates executed on other sites. Each GS that receives this query answers with the
queue items that were not yet delivered to requesting site. To avoid network
flooding, the number of delivered items is limited. The querying interval is another
important in throughput management.

4 Experimental Results

The evaluation of the proposed approach is examined in two main axes: update and
search performances.

4.1 Update Performances Evaluation

The proposed approach must ensure at least a similar performance as the original
database. Moreover, the update operation must be executed on indexes in a separate
thread so as it does not affect the original update/insert time. Our benchmark is a
contact database describing each contact by its phone number, a first name, a last
name, the address (village) and the age. The entry dataset holds more than 800.000
differents items. Using a normal client to perform this mass insertion is not the most
realistic test strategie for a few reasons: the naive approach of sending commands
serially is slow because the connected clients have to pay for the round-trip delay
for every query. It is possible to use pipelining, but for mass insertion of many
records we had to write new commands while reading replies at the same time to
make sure that insertion is as fast as possible. Moreover, only a small percentage of
clients support non-blocking I/O. However, to evaluate the real NoSQL datastores
performance, we have to treat the ready-to-use massive data as its generation date is
on the insert time. Indeed, we implemented the “naive” non-blocking strategy to
pipeline the insert operations with 100 parallel lightweight processes (Java threads).
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The initialization of the data store shows that the implemented middleware based
on Lucene is the fastest for updates (Fig. 3a). Apache Cassandra was the slowest in
our benchmark. The write and the update operations were our first evaluation
criteria because the proposed approach suggests adding an extra layer to each type
of NoSQL database. This new component must not alter database write perfor-
mances, and we estimate that the added overhead by the Lucene indexing operation
is negligible.

This result allows us to safely update indexes in the same transaction as the
database update transaction without breaking down the original performance. The
second studied criterion is the disk utilization. Apache Cassandra is the winner in the
minimum used storage deal (Fig. 3b). Actually, this is the main idea behind
“Columnar” NoSQL databases. Exploding a database to columns allows this family
to compress each column and reduce the repeated rows disk consumption. We have
to remember here that the used configuration for all the tested databases is the basic
scenario without any tuning (Lucene compound files are not enabled). The fields
inside the Lucene index repository are stored. The index repository may act as an
independent database. This is not really what we need when adding the middleware
because the storing feature is already there with the existing NoSQL database. So if
we turn off storing the fields content (STORE = NO) in indexes, the full text indexes

Fig. 3 Experimental results
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disk usage is reduced drastically (Fig. 3c). We believe that this is the correct option
for using Lucene with any NoSQL DBMS to achieve the proposed approach.
Assuming that this option is enabled, the disk usage may also be marked as solved
issue. The next and the most important axis we studied is the search time for the same
query (natural meaning). We designed four (4) search queries which can be achieved
on the three databases using the built-in features. The tested queries are:

1. (Address like x1 or address like x2) and (name like y) and (phone_number
starting with z)

2. (Address like x1 or address like x2) and (name like y) or (phone_number
starting with z)

3. (Address like x1 or address like x2) or (name like y) or (phone_number starting
with z)

4. (Address like x1 or address like x2) and (name like y) and not (phone_number
starting with z)

We defined a new operator using the implemented middleware that handles the
“LIKE” operator in a more efficient way than other NoSQL DBMS.

LIKE = X*OR*XOR X∼ 6

The “LIKE” operator definition for the proposed approach suugests that either
the field contains a string that starts or ends with the given value or the distance
between a string in the search field and the given value is less than 60 % (the “∼”
operator denotes the percentage of similarity to X). The search response time gives
our implementation of the aparoach has the fastest response (Fig. 3d). Moreover,
the search result is wider using the new defined functions. The returned dataset for
the same search query is richer using the search engine middleware (Fig. 4).

Fig. 4 Result count for the
same search query
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5 Conclusion and Future Work

In this work we dissected the problem of the syntactic diversity in heterogeneous
NoSQL distributed systems and presented NoSQL standardization attempts.
Through related works and following a new trend, we introduced the full text
indexes layer in order to give end users a standard interface to search NoSQL
databases behind the distributed architecture. Moreover, adding full text search
indexes enables powerful search techniques. To build a suitable index format, we
explained how to deal with different NoSQL record’s structures to prepare the
search interface for a standard querying mechanism. To handle the distributed data
changes, the introduced approach holds a synchronization mechanism based on
persisted queues though the global synchronizer (GS). We explained by the end of
the article how to query these indexes, despite the different NoSQL data stores
behind. During the prototype implementation we discovered some Lucene powerful
capabilities that may extend this work into a complete data management language
(DML) for heterogonous NoSQL databases.

References

1. Bach, M., Werner, A.: Standardization of NoSQL Database Languages. Beyond Databases,
Archit. Struct. 11, 1037–1054 (2014)

2. Buneman, P., et al.: A query language and optimization techniques for unstructured data.
ACM SIGMOD Rec. 25(2), 505–516 (1996)

3. Curé, O., et al.: Data integration over nosql stores using access path based mappings. Database
Exp. Syst. (2011)

4. Florescu, D., Fourny, G.: JSONiq: The history of a query language. IEEE Internet Comput.
(2013)

5. Hassen, F., Touzi Grissa, A.: Near real-time synchronization approach for heterogeneous
distributed databases. In: DBKDA 2015, the Seventh International Conference on Advances in
Databases, Knowledge, and Data Applications, pp. 107–113 (2015)

6. Lee, T., et al.: The efficient implementation of distributed indexing with hadoop for digital
investigations on Big Data. Comput. Sci. Inf. Syst. 11(3), 1037–1054 (2014)

7. Liu, Z., et al.: MUSYOP: towards a query optimization for heterogeneous distributed database
system in energy data management. In: International (2014)

8. Sellami, R., et al.: ODBAPI: a unified REST API for relational and NoSQL data stores. Big
Data (BigData Congr.) (2014)

Heterogeneous NoSQL Databases Abstraction Approach … 427



Potentials of Image Mining for Business
Process Management

Rainer Schmidt, Michael Möhring, Alfred Zimmermann,
Ralf-Christian Härting and Barbara Keller

Abstract An enormous amount of data in the context of business processes is
stored as images. They contain valuable information for business process man-
agement. Up to now this data had to be integrated manually into the business
process. By advances of capturing it is possible to extract information from an
increasing number of images. Therefore, we systematically investigate the poten-
tials of Image Mining for business process management by a literature research and
an in-depth analysis of the business process lifecycle. As a first step to evaluate our
research, we developed a prototype for recovering process model information from
drawings using Rapidminer.

Keywords Image Mining ⋅ BPM ⋅ Business Process Management ⋅ Object
recognition ⋅ Picture ⋅ Process analysis

1 Introduction

Business Process Management is an important means for adapting enterprises to
changing requirements [1]. Most information used for business process manage-
ment is either represented as formal process models using approaches such as ARIS
[2] or BPMN [3] or laid down in written documentation. Although this approach is
conceptually sound, the use of formal methods excludes many stakeholders at least
partially [4], because they are not familiar with these tools. In general, the need to
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integrate more information from heterogeneous information sources has been
identified as a precondition for improving process quality [5].

At the same, the amount of digitized information has increased in many enter-
prises significantly [6]. Not only by the advance of smartphones, but also through
scanners, cameras etc. images created in huge numbers. Capturing and storing
images has become an everyday activity in many enterprises [7]. Images are taken
to capture handwritten notes, whiteboards, comments on printed documentation etc.
Apps such as OfficeLens [8] allow to capture images very easily and use them
within office software. Software for extracting textual information from images has
become a standard. Detection of geometric figures in hand-written drawings is
available [9], the detection of semantically deep drawings is in close reach. Often
information relevant to business process management is contained in the images.

However, up to now this affluence of images is not used as an input for business
process management. Thus, the potentials using these images for business process
management are not exploited. Therefore, this paper address the following research
question: What are the potentials of Image Mining for Business Process Man-
agement? To explore this research question, we made a systematic literature review
and described the basics of Image Mining and Business Process Management.
Furthermore, a prototype was designed to show the potentials of one scenario of
Image Mining for Business Process Management. The paper is structured as fol-
lows: after this introduction, we define basics of Image Mining as well as Business
Process Management. In Sect. 3, we define potentials of Image Mining for Business
Process Management. A prototype as an example of the potentials is designed and
tested in Sect. 4. In Sect. 5, related work is described and the paper concludes with
a discussion of the results.

2 Background

2.1 Image Mining

Image Mining extract implicit knowledge, relationships through image data and
other implicit patterns from images or image databases according to Zhang et al.
[10]. Therefore, Image Mining integrates different research streams and results from
Data Mining, Machine Learning, Database Management etc. [10, 11]. Zhang et al.
[10] argues that Image Mining is not just an extension to the traditional Data
Mining. Image Mining can be interpreted as a unique research field and uses as well
as integrates different methods from different research fields [10].

The typical Image Mining process can be divided into different steps [12]. The
first step is preprocessing of image data, like loading the image and special seg-
mentations [12]. The next step is feature extraction and transformation [12], where
common image attributes (e.g. color, edge, shape, texture) are extracted from the
images. The third step are Image Mining techniques [12]. There are different Image
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Mining techniques according to Zhang et al. [10] (can may be used in the field of
BPM):

• Object Recognition
• Image Retrieval
• Image Indexing
• Image Clustering and Classification
• Association Rule Mining
• Neural network

Object Recognition tries to find known as well as similar objects in different
images [10]. Through Image Retrieval users as well as information systems can
easily find images e.g. based on different patterns [10, 13]. Further, image retrieval
is a process of processing limited information to support users retrieval goals at a
short time [12]. Furthermore, approaches to indexing images for implementing a
information system to retrieve images as well as image data are necessary [10]. To
find out similarities of different images as well as cluster different images according
to their individualities an image classification and image clustering is needed [10].
Through Association Rule Mining [10] interesting trends, patterns and (pattern)
rules of different images can be extracted, Rule Mining can be applied based on a
large database of images or e.g. a combined collection of images [10, 14]. Artificial
neuronal networks can be used to mine a large amount of image data for feature
extraction [10, 15, 16].

Finally, based on the results of these techniques an evaluation and knowledge
creation are the last steps of the typical Image Mining process [12]. Therefore,
decisions related to BPM are possible (e.g. analyze of graphical process docu-
mentation). General aspects of BPM are described in the next section.

2.2 Business Process Management

Business process management [17] is the method-based application of methods,
techniques, and tools to business processes during their lifecycle [1]. There are
different definition of the business process lifecycle [1, 17]. The most frequently
used phases are design, deployment, operation and optimization. We will use the
definition developed in [18].

Process Identification

Starting from a business perspective, the processes are identified that contribute to
achieving a business goal [18]. They are also delimited and related to each other.
Often, the processes found are integrated into an enterprise architecture. The pro-
cess identification phase consists of two sub-phases. In the designation phase [18],
an understanding of the processes in an organization and their interrelationship shall
be achieved. Depending on the abstraction level, different numbers of processes

Potentials of Image Mining for Business Process Management 431



may emerge. In the following evaluation phase, the processes found in the desig-
nation phase are prioritized according to their need for modeling, redesign etc.

Process Discovery/Design

The goal of process discovery [18] is to collect information about an existing
process and create a documentation of the present state of the process. Using
modeling approaches such as BPMN [3] or ARIS [2] the current or strived for state
of the process is depicted in one or several models. Process discovery has to cope
with three challenges [18]. First, the knowledge about the process is fragmented.
Frequently, no single domain expert has a complete picture of the process but only
parts of it. Second, the knowledge of the domain experts is often organized from a
case-oriented way, but not a process-oriented view. Third, the business domain
experts are not familiar with process modeling methods. Instead, they are using ad
hoc defined approaches for depicting their knowledge. Therefore, it is important to
assure that these informal descriptions are in sync with the formal ones. The pro-
totype presented in section four supports this use case.

Process Analysis

The processes are analyzed using both qualitative and quantitative means [18].
Value-Added Analysis [19], Root Cause Analysis [20] and Issue Documentation
are important steps of the qualitative process analysis.

Goal of the value-added analysis is to identify unnecessary process steps and to
remove unnecessary steps. To do so, the process steps are classified into
value-adding, business value-adding and non-value adding tasks. Then, the
non-value adding tasks are eliminated either completely or automated as far as
possible.

In the root-cause analysis [20], the relationship between adverse effects on one
hand and causal and contributing effects on the other side shall be identified.
Cause-effect diagrams and why-why diagrams are frequently used by means of
root-cause analysis.

As a result, a register of issues is created. Whenever possible the issues are not
only described qualitatively, but also their impact is quantified. Furthermore, the list
of issues should be prioritized, pareto charts are important means of doing this.

Quantitative Process Analysis [21] start with capturing data covering the process
performance dimensions’ time, cost, quality and flexibility. In flow analysis,
important performance indicators such as cycle time are determined. Other analysis
objects are queues and queue lengths.

Process Redesign/Improvement

Using the register of issues during process analysis changes shall be identified to
resolve these issues [22]. If there are multiple ways to resolve an issue, they should
be compared. As a result a set of changes is proposed that addresses seven elements
[18]: internal and external customers, business operations, business behavior,
organization, information, technology and the external environment. However, the
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possible goals time, cost, quality and flexibility cannot be achieved to the same
extent at the same time.

Process Implementation

This phase transforms the as-is process into the to-be process [18]. Process
implementation embraces both organization and information systems. Often it is
started by selecting a process automation platform such a dedicated business pro-
cess management system [23], workflow management systems or enterprise
resource planning software. In this way manual tasks can be replaced by automated
one. These information systems furthermore provide execution transparency and
the enforcement of regulatory rules and laws.

Process Monitoring and Controlling

After deployment, the business process the operational phase of the business pro-
cess starts and process instances are created [18, 24]. They represent the execution
of the business process such as business transactions. During the operation phase,
data representing is collected for later analysis. This data is used in the optimization
phase, in order to find possible improvements. Themes for performance analysis are
time, cost, quality and flexibility.

3 Potentials of Image Mining for Business Process
Management

Based on a systematic literature review according to Kitchenham [16] in databases
like SpringerLink, IeeeXplore, AISel, Sciencedirect ACM digital library with
keywords like “Image Mining” AND “BPM” or “Business Process Management”
for the last decade, we cannot find research papers which address an overview or
broad insights of the use of Image Mining for Business Process Management.
Therefore, we define in the following some core aspects and potentials of Image
Mining for Business Process Management according to the fundamentals of BPM
according to Sect. 2.2 of the paper.

Images can be differentiated into documents, drawings and pictures. Documents
contain textual information, that can be recovered using optical character recog-
nition. Drawings contain graph-based information. Approaches for recovering
graphical information are just starting, such as graph detection in OneNote
Drawings. Pictorial data contains not directly recoverable information, but often
allows to detect metadata, such as the types of products depicted etc. During the
business process lifecycle, image data are created on many occasions, such as
workshops, meetings, documentation etc. There are a number of sources of image
data. In many enterprises, paper documents do not travel within the organization,
but are scanned on arrival. Other significant sources are mobile phones and tablets
with cameras.
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Process Identification

A lot of Image data is created in the designation phase, especially during workshops
and meetings. Drawings depicting the anticipated process architecture are created.
The image data originate from scans and cameras. Object recognition and retrieval
can be used to identify and find processes.

Process Discovery/Design

Although powerful process modeling tools are available, plenty of image-based
data is created during process discovery and design, because the domain experts are
not familiar with process modeling methods and the tools supporting them. Often
ad hoc defined approaches are used for depicting processes. A particular challenge
is the fragmentation of process knowledge leading to multiple separate images that
cover the same process. Furthermore, the case-oriented perspective of the domain
experts has to be transformed to a process-oriented view. In addition, checking if
the modeled processes are correct (e.g. with a comparison of textual descriptions)
can be made through object recognition.

Process Analysis

Image data containing drawings are a major source for value-added analysis in
order to identify unnecessary process steps and to remove unnecessary steps. In
root-cause analysis, cause-effect diagrams and why-why diagrams are frequently
used means. Pareto charts are important means for prioritizing issues found during
process analysis. Image-based data supports quantitative process analysis e.g. to
capture customer queues and queue lengths. Object as well as image recognition
can be used to detect differences in business process models. Furthermore, image
clustering and classification can help to e.g. better understand similarities in
processes.

Process Redesign/Improvement

During process redesign and improvement, image-based data is created as a result
of workshops, meetings etc. They contain suggestions to redesign and improve
areas such as internal and external customers, business operations, business
behavior, organization, information, technology and the external environment. In
this step, e.g. object recognition can be used to check if the improved business
process is modeled correct (e.g. in comparison to the specification).

Process Implementation

Image-based data in this phase often contains specifications as well as external
information such as of regulatory rules and laws. Image mining can support the
process implementation phase by using image mining techniques.

Process Monitoring and Controlling

During process operation, a lot of image data is created in many enterprises. Paper
documents do not travel within the organization, but are scanned on arrival.
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Another important source are mobile phones and tablets with their built cameras. In
production environments, images are used for documenting productions quality. All
this data are collected for later analysis and to find possible improvements. Image
indexing and retrieval are an important in the means to do this analysis.

4 Prototype: Object Recognition in Business Process
Models Through Image Mining

To show the potentials of one area of Image Mining for Business Process Man-
agement, we implement a Prototype for object recognition of Business Process
Models. The goal of this prototype is to detect business process modeling elements
like gateways, activities etc. from images. The detected modeling elements and
their order can be further used to interpret the model and to pre-check with other
models (e.g. textual descriptions [25]). The prototype was designed based on
general prototyping principles according to [26] and implemented through the
software Rapid Miner [27] and the Image Mining package [28, 29] (BurgSys). As a
modeling notation, we used the EPC notation [2]. The EPC is well known and used
in practice and has e.g. not so much modeling elements like BPMN [2, 3].

In the following, we describe the implementation of our prototype for the
modeling element “XOR” (exclusive disjunction) of the EPC. For other modeling
elements (like activities, AND, OR) the implementations are similar. First two types
of images were load into the mining software. One type are images with different
representations of XOR, like shown below (Fig. 1).

The other types are images without XOR representations. The next step is the
core detector algorithm, which uses these two types of images to learn the differ-
ences and to build a model for correct detection of the business process modeling
element XOR. As a detector algorithm, we used the fast haar detector, which is very
common for detecting objects [29, 30]. The generated model was used to detect the
modeling element XOR in the modeled business processes. Therefore, the modeled
business processes were load and then discovered based on the model. Finally, the
detected XOR were extracted.

To check the possibilities of our prototype, we used the modeled business
process of [25] of the business case “important credit application processing” for
evaluation (Fig. 2).

The results of the prototype for detecting “XOR” in this sample case is shown in
the following figure (Fig. 4). Furthermore, other modeling notation elements like
AND, OR, activities etc. can be detected similarly to the described case. The

etc.

Fig. 1 Two examples of
XOR representations in
images
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following figure shows an short excerpt of the implementations through Rapid
Miner 5.4 [27, 28] (Fig. 3).

As seen in Fig. 4 the two “XOR” are detected correctly for this sample process.
Further evaluation experiments show similar results. The results of the prototype
can be used e.g. for checking the modeled business process with textual descrip-
tions. Therefore, a comparison of the occurrences of notations elements and their
order can be a quality check if the business process was modeled correctly. Fur-
thermore, textual analysis of the process model can be made through Text Mining
according to [31, 25] and compared with the results of the prototype.

Fig. 2 Sample business process “important credit application processing” [25]
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Fig. 3 Excerpt of implementation in Rapid Miner 5

Fig. 4 Correct detected XOR
of the sample case (Sample
case [25])
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5 Related Work

According to Sect. 3, there is no specific research on the potentials of Image Mining
for Business Process Management. General research on Image Mining can be found
e.g. in [10, 13]. Further concepts of the use of Image Mining are defined in [12]. On
an abstract level, there is a relationship to process mining [32]. Both approaches try
to extract process related from digitized data. Contrary to process mining, our
approach starts from a business expert view and not from low-level system events.
Fundamental aspects of Business Process Management can be found in [1, 17].
Modeling notations like EPC and BPMN are defined in [2, 3]. The use of Text
Mining for pre-check business process models is discussed in [25]. The need to
capture a broader part of the reality in order to improve business process man-
agement has already been identified in [33]. Also in [4, 5] the need for extending
the input to business process management has been described. The concepts
developed here fit very well with social extensions of business process management
[5].

6 Conclusion and Outlook

In this paper, we introduced basic ideas of the use of Image Mining for Business
Process Management. According to the business process lifecycle and the funda-
mentals of Image Mining, we define core potentials to combine both concepts.
Furthermore, we test image recognition from process models.

Our research contributes to the current literature by generating a new view of the
combination of Image Mining and Business Process Management. Researchers can
use our results to adapt current approaches and to improve business process
modeling behavior as well as techniques. Industry managers can use our approach
to implement software tools for (pre-) checking modeled business process models
and specifications etc. Therefore, the quality of business process projects can be
improved. Our prototype addresses the synchronization of image and textual
representations.

There are some limitations according to our work. We cannot address to all
possibilities of Image Mining and Business Process Management. Furthermore, our
prototype for process element recognition is at an early stage and should be
improved (e.g. for more notations).

There are great possibilities for future research based on our work. Empirical
validation as well as sector specific adoption of the results and the prototype should
be done in the future. Furthermore, the functionality of the prototype can be
increased e.g. to different notations like UML, BPMN, etc. as well as further
specific adoptions.
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Decision Trees as Readable Models
for Early Childhood Caries

Vladimir Ivančević, Nemanja Igić, Branko Terzić, Marko Knežević
and Ivan Luković

Abstract Assessing risk for early childhood caries (ECC) is a relevant task in
public health care and an important activity in fulfilling this task is increasing the
knowledge about ECC. Discovering important information from data and sharing it
in an understandable format with both experts and the general population could be
beneficial for advancing and spreading the knowledge about this disease. After
having experimented with association rule mining, we investigate the possibility of
using decision trees as readable models in risk assessment. We build various
decision trees using different algorithms and splitting criteria, favouring compact
decision trees with good predictive performance. These decision trees are compared
to the previous ECC models for the same analyzed population, namely a logistic
regression model and an associative classifier, as well as to decision trees for caries
from other studies. The results indicate flexibility and usefulness of decision trees in
this context.
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1 Introduction

The importance of understanding and treating early childhood caries (ECC) is being
slowly acknowledged across the world. This disease represents a significant threat
to the sensitive population it targets, namely children under the age of six, as well as
to the whole society. Even in many developed countries, which make considerable
investments in prevention and treatment, it is difficult to eradicate ECC, as there are
various subgroups at high caries risk. This pattern has been observed across dif-
ferent continents and it is present in countries such as USA [1], Brazil [2], and
Serbia [3].

Despite numerous medical advances, many open questions about ECC remain.
One such issue, which has been recognized in the conclusion paper of the 2014
ECC Conference, is the assessment of caries risk [4]. As there is a large body of
investigated risk factors for which there is no reliable confirmatory evidence,
additional studies concerning such factors are needed in order to make progress in
battling ECC. This problem is further aggravated by the diversity and interrelat-
edness of considered factors, which include microbiological, dietary, hygienic, and
even social risks [4, 5].

In our previous studies on ECC in the South Bačka area (Autonomous Province
of Vojvodina, Republic of Serbia), we employed data mining, namely association
rule mining, for the following two purposes: (i) to identify potential risk factors for
ECC by analyzing associations rules about ECC and candidate risk factors [6]; and
(ii) to create an understandable predictive model for ECC by combining the
association rules into a rule-based classifier [7]. Our primary motivation was to
create readable models from real-world data that could be understood by general
population or utilized to facilitate communication between data mining experts,
who are looking for valuable patterns, and domain experts, who know how to
interpret such information. Association rules appeared especially convenient, as
they present information in a straightforward manner, allow for grouping into
readable classifiers, have comprehensive character, and lack structural restrictions
of decision trees.

In the present study, we are turning attention to decision trees, as they are also
readable models that may be used both for explanation and prediction. According to
[8], decision trees possess the following three advantages: (i) easy to represent and
interpret; (ii) without conflicting knowledge; and (iii) identify and reveal important
knowledge features. As they might be simpler to read and apply than typical
rule-based classifiers, such as associative classifiers, we considered it worthwhile to
investigate readable decision trees that could match the accuracy of previous
models.

Our main goal is to construct a decision tree that could be of similar or better
predictive performance when compared to the previous models for ECC in the
South Bačka area: a logistic regression model [9] and an associative classifier [7].
To this end, we employed traditional tree generation by recursive partitioning and
summarization of association rules into a decision tree. We evaluate the resulting
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trees with respect to their predictive power and structural properties, as well as
compare them to other tree-based caries models from similar studies.

Besides Introduction and Conclusion, the paper is organized into four additional
sections. In Sect. 2, we describe related results from previous studies on ECC
modelling and discuss the usage of decision trees in ECC research. In Sect. 3, we
elaborate on the employed data set and the applied methods. In Sect. 4, we present
the resulting decision trees, as well as caries models from other studies. In Sect. 5,
we review these decision trees and compare them to the models from other studies.

2 Related Work

In this section, we first comment on models from the related studies and then
discuss the suitability of decision trees for ECC modelling.

2.1 Previous ECC Models

The initial model of ECC in South Bačka was a logistic regression model composed
of five child-related variables (city, gender, birth order, birth weight and use of
medical syrups), which was constructed by medical experts and based on the results
of a statistical analysis of the ECC data [9]. It was followed by rule-based classifiers
composed of association rules about ECC (associative classifiers) [7]. We
demonstrated that 6-rule or 8-rule associative classifiers may outperform the initial
logistic regression model. Moreover, these models incorporated many factors not
directly related to the child, e.g., socioeconomic status of the family and factors
concerning parents.

However, this improvement was coupled with a cost. Although understandable,
associative classifiers generally do not provide a clear overview of all the included
factors as important rules may combine numerous factors and a classifier may
incorporate numerous diverse rules. This was controlled to some extent by clustering
factors and favouring classifiers with dissimilar factors. Nonetheless, we decided to
investigate decision trees as readable models with the hope that their structure could
be more readable and their performance comparable to that of the previous models.

2.2 Decision Trees for Caries

Over the past 25 years, there have been at least six studies that utilized decision trees
as caries models [10–15]. These studies mostly rely on classification and regression
trees (CART) [16], the only exceptions being the use of C 5.0 [17] in [12] and
CHAID [18] in [14]. An overview of those models is given in Sects. 4 and 5.
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On the other hand, there are other types of decision tree formation. Decision
trees that use previously mined association rules are often neglected in practice
despite having some promising advantages. For instance, associative classification
trees (ACTs) seem to be smaller and slightly more accurate than traditional decision
trees [8], which should present sufficient motivation to evaluate them in our search
for a compact and accurate model of ECC. Moreover, as we already possess a large
set of association rules about ECC, we decided to form ACTs for ECC.

At present, there are various suggestions on how to build such decision trees [8,
19–22]. However, a practical problem with ACTs is that there are few imple-
mentations readily available in popular data analysis and mining tools. Given the
detailed explanation of ACT creation and the positive evaluation results reported in
[8], we chose to implement that particular ACT variant (see Sect. 3).

3 Materials and Methods

In this section, we describe an ECC data set and outline the creation of decision
trees.

3.1 Data

The ECC data was recorded by Tušek [9] for a 10 % sample of children from the
South Bačka area, which is part of the Autonomous Province of Vojvodina,
Republic of Serbia. The data set features 341 records, one for each examined child,
across a selection of 36 categorical variables. The output variable indicates ECC
presence (30.5 %) or absence (69.5 %), while input variables correspond to
potential risk factors such as socioeconomic status, dietary habits, health awareness,
and behaviour of the child and the parents. More information about the data set may
be found in [6].

3.2 Decision Tree Formation

The decision trees that we created could be divided into the following two groups:
traditional decision trees and associative classification trees.

Formation of Traditional Decision Trees. We used RapidMiner Studio [23], a
software tool for data mining, to create five traditional decision trees. Their for-
mation is based on recursive partitioning, which, in each step, requires selection of a
splitting attribute according to one of the predefined criteria. We used the Rapid-
Miner implementation of the algorithm for decision tree generation (RDT) to create
four decision trees, one for each of the four splitting criteria supported in the tool
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(accuracy, gain ratio, information gain, and the Gini index). We post-pruned each
tree and applied the evolutionary computation approach to optimize the confidence
parameter. The Gaussian mutation was used to maintain generic diversity across the
population of five individuals, while the tournament selection approach with the
tournament fraction set to 0.25 was used to perform selection in the population. The
fifth decision tree was created using the CHAID implementation in RapidMiner,
which utilizes a χ2-based splitting criterion. In order to obtain more nodes in the
tree, we set the minimum node size for split to 18 and the minimum leaf size to 9.
For all five trees, the city variable was excluded, as it led to less general models.
The maximum tree depth was set to seven, based on the average human capacity to
process information (Miller’s Law [24]).

Associative Classification Trees. The ACT formation process is described in
detail in [8]. The root node contains a starting set of association rules, which is
recursively split among the child nodes until one of the predefined termination
criteria is fulfilled (homogenous rule set achieved or a specific threshold met). In
addition to specifying the set of association rules and the splitting criterion needed
to select the attribute for node splitting (confidence gain or entropy gain), ACT
formation requires threshold values δSUPPORT, δCONFIDENCE, and δTREE HEIGHT,
which determine boundary values for the node support, confidence, and height
within the tree, respectively. The predictions given by ACTs generally depend on
the rule sets in the leaves. We used the Java programming language to implement
formation and application of ACTs.

Formation of Associative Classification Trees. The association rules for ACT
formation were mined from the ECC data set according to the specification in [6],
but the resulting rule set was not pruned. The complete rule set encompassed 18
rules about ECC presence and 88142 rules about ECC absence. We believe that
there may be three potential reasons for the disproportionate shares of the two rule
subsets: (i) in the examined population, ECC presence is less common than ECC
absence (30.5 vs. 69.5 %); (ii) the size of the ECC data set (341 cases) might be too
small to reliably detect less frequent patterns about ECC presence; and (iii) although
there are numerous potential risk factors for ECC [25], it is possible that many of
them have only a minor role in the examined population, which could manifest as a
multitude of less frequent (and difficult to detect) patterns. We created three ACTs,
one for each implemented splitting criterion: confidence gain, entropy gain, and lift
gain. The first two criteria initially yielded poor predictive performance, so we
added the lift gain criterion by modifying the confidence gain criterion to take into
account the change in the lift of a group of rule sets instead of the confidence
change. The threshold values for support, confidence, and height were set to 0.01,
0.8, and 7, respectively.
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3.3 Decision Tree Evaluation

We aimed for decision trees of compact structure (readability) and good predictive
performance. The readability was evaluated by node count (ND) and tree height
(H). The predictive performance was evaluated on the whole data set by accuracy
(ACC) and true skill statistic (TSS) [26], which is a measure somewhat similar to
kappa [27]. Both TSS and kappa yield values between −1 and 1, with positive
values denoting performance better than random guessing, but TSS is simpler to
calculate and does not appear to be dependent on prevalence [26]. TSS was used so
that we could directly compare the decision trees to the previous ECC models: the
logistic regression model (TSS = 0.325) and the associative classifier (TSS = 0.41)
[7]. For each tree group, we measured the overall predictive performance associated
with each supported splitting criterion as the average accuracy in a stratified tenfold
cross-validation (CV ACC). We used the dot program [28] to visualize the selected
decision trees.

We also inspected decision trees for caries from other studies [10–15]. In this
overview, we considered data set characteristics (population and predictor vari-
ables), tree formation procedure (TFP), variable count in the tree (V), tree height (H),
and predictive performance as measured by sensitivity (SN) and specificity (SP).

4 Results

The eight resulting decision trees are presented in Table 1. An overview of various
decision trees from the other studies and three representative decision trees from the
present study, which are denoted by “∼”, is given in Table 2. With respect to both
prediction and structure, we selected for discussion a single tree from each group:
the ACT for splitting by lift gain (see Fig. 1) and the CHAID decision tree (see
Fig. 2).

Table 1 The resulting decision trees

Tree group Variable selection ND H ACC (%) TSS CV ACC (%)

Traditional Accuracy 19 5 76 0.23 69
Traditional Gain ratio 19 6 74 0.15 68
Traditional Information gain 55 6 85 0.59 66
Traditional The Gini index 77 6 87 0.68 65
Traditional CHAID 22 4 75 0.32 69
ACT Confidence gain 6 2 70 0.00 69
ACT Entropy gain 4 1 67 0.11 67
ACT Lift gain 6 2 72 0.17 69
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Table 2 Decision trees from caries studies

Study Data set TFP V H SN
(%)

SP
(%)

Remark

[10] N = 1024 (age 5–9)
Portland, ME, USA
32 predictors

CART
(Gini)

2 2 62 77 /

N = 914 (age 5–8)
Aiken, SC, USA
32 predictors

9 9 64 86 /

[11] N = 466 (elementary school age)
Rochester & Finger Lakes areas,
NY, USA
5 predictors

CART
(Gini)

3 3 / 55 /

[12] N = 500 (age 5–8)
Ena & Nakatsugawa areas, Gifu,
Japan
12 predictors

C 5.0 5 4 73 77 /

[13] N = 442 (age 20–64)
Osaka, Japan
5 predictors

CART 2 2 34 85 Primary
caries

3 2 72 73 Secondary
caries

[14] N = 1681 (age 1–4)
Dundee, Scotland, UK
56 predictors

CHAID 3 3 65 69 High
caries-risk
(n = 784)

[15] N = 1322 (age 0–5)
KY, USA
7 predictors

CART 3 4 43 78 /

∼ N = 341 (age 1–5)
South Bačka area, Vojvodina,
Serbia
35 predictors

RDT
(acc.)

7 5 25 98 /

CHAID 7 4 41 90 /
ACT
(lift)

2 2 22 95 /

Fig. 1 An ACT obtained when splitting by lift gain
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5 Discussion

The obtained ACTs are almost trivial and, with the exception of the ACT obtained
when splitting by lift gain, have little value (see Table 1). The selected ACT (see
Fig. 1) has better performance as it encapsulates an important pattern from a pre-
vious study [6]. It seems that the strong disproportion between the rules about ECC
presence and absence (18 vs. 88142), prevents formation of a sound ACT.

The traditional decision trees outperform the ACTs in prediction, but are less
readable (see Table 1). Splitting by the Gini index or information gain provides
strong accuracy. However, the resulting trees are complex and there is most
probably overfitting. Consequently, the most convenient traditional decision trees
were those formed when splitting by accuracy or applying CHAID. Both decision
trees are relatively compact trees of solid accuracy and both include variables about
mother’s education level and child’s gender. Our preference for the CHAID tree
was based on its higher TSS value. Some of the relevant variables that were
identified in previous studies [6, 7, 9] may be observed in the CHAID tree, namely
child’s gender and father’s health awareness. This decision tree also contains
potential patterns as it includes variables concerning oral hygiene and related
behaviour. Moreover, as shown in Fig. 2, if the mother has no education, or has
completed primary school only and the child is male, the child is more likely to
have ECC (20 of 29 instances, 69 %). When compared to the previous ECC models
for the same area, the CHAID tree exhibits performance comparable to that of the
logistic regression model.

Among the similar studies (see Table 2), the properties of the used data sets vary
considerably. The largest data sets were used in [10, 14], and include numerous
variables from various categories. Other data sets were focused mainly on narrow
sets of predictors that include microbiological variables [11–13]. With respect to
population’s age, only the data sets used in [14, 15] seem to fully fit the early
childhood category (less than 6 years of age), while other authors generally

Fig. 2 A traditional decision tree obtained when applying CHAID
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examined data about children aged 5 or more [10–12] and adults [13]. When
compared to other data samples, the present data set has the fewest cases, but a
relatively large set of potential predictors, and focuses completely on early
childhood.

All of the reviewed trees (see Table 2) are generally readable as they contain
from two to nine variables. The listed predictive performances of these models
should not be compared directly because there are large differences in goals,
evaluation methods and data sets across the studies. However, it appears that our
selected decision trees have somewhat lower sensitivity, which could be attributed
to the absence of microbiological predictors in the available data set. The key
strengths of our selected decision trees are their high specificity and the possibility
to apply them in practice more easily as they do not include variables that require
oral examination of a child.

6 Conclusion

The decision trees appear to be very flexible models since their construction may be
finely tuned to provide compact trees or strong predictive performance, depending
on the actual needs. They may be well-suited to ECC research and ECC risk
assessment, as they provide a readable but powerful common ground between
domain experts and data analysts. Although decision trees that are summarized
from association rules seem to have great potential, they did not provide satisfactory
results. The particularities of the analyzed population and the data set, including
data imbalance and low number of association rules for the positive class, might
have been the reasons behind the poor performance. Our future research may
include creating new algorithms for building associative decision trees that would
be more resistant to these problems.
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Music Genre Classification Using
a Gradient-Based Local Texture
Descriptor

Faisal Ahmed, Padma Polash Paul and Marina Gavrilova

Abstract With the increasing popularity and availability of online music databases

that store vast collections of music, automated classification of music genre has

attracted significant attention for the management of such large-scale databases. This

paper presents a new music genre classification method that utilizes gradient-based

texture analysis of the spectrograms constructed from the audio signals. We pro-

pose to use gradient directional pattern (GDP)—a robust local texture descriptor

that exploits the gradient directional information to encode the local texture proper-

ties of an image. The proposed method first computes spectrograms from the audio

signals and then applies the GDP operator to construct the feature descriptors that

represent micro-level texture details of the spectrograms. We use a support vector

machine (SVM) for the classification task. The effectiveness of the proposed method

is evaluated using the GTZAN genre collection music database. Our experiments

show promising results for the proposed GDP-based spectrogram texture analysis,

as compared against some other existing music genre classification methods.

Keywords Music genre classification ⋅ Local texture analysis ⋅ Spectrogram ⋅
Gradient directional pattern (GDP)

1 Introduction

Music genre is one of the most widely-used descriptors for organizing, tagging, and

managing large-scale music databases. In this context, automated music genre clas-

sification is an interesting research problem in the domain of audio signal process-

ing, which has potential applicability in effective management of both online and

offline collections of music [6]. According to Lidy et al. [13], among the different

approaches to represent the contents of a music or audio clip, extracting distinc-

tive features from the audio signal is the most commonly used one. However, the
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subjectivity and ambiguity related to the concept of music genre and the wide vari-

eties of music styles have made robust feature extraction a challenging task. In the

study conducted by McKay and Fujinaga [14], even human participants were not able

to correctly classify the music genre of 24 % of the total number of samples. Hence,

the most crucial aspect of designing a successful music genre classification system

is to construct a robust audio feature representation that can effectively minimize the

intra-class distance while maximizing the inter-class variations [6].

This paper presents a new music genre classification method that utilizes the gra-

dient directional pattern (GDP)—a robust local texture operator for spectrogram

feature description. The motivation is to represent the contents of an audio signal

through a spectrogram, from where texture features are extracted to represent the

overall appearance. The method is similar to extracting appearance-based texture fea-

tures from an image, where the texture operator is applied on the spatial domain. In

our previous works, the GDP operator has successfully been applied to facial expres-

sion recognition [1] and gender classification from facial images [3]. In this work, we

evaluate the effectiveness of the GDP-based texture description in capturing micro-

level texture details from the audio spectrogram, which can be utilized as the feature

descriptor for music genre classification. We use a publicly available music genre

database, namely the GTZAN genre collection to evaluate the performance of the

proposed GDP-based spectrogram content description. In our experiments, the pro-

posed method achieves promising results, as compared against some existing music

genre classification methods.

2 Related Work

Earlier works on music content representation mostly utilized rhythm-specific music

features extracted from the audio signal. These features were trained using differ-

ent machine learning techniques to perform the classification ask. One of the early

works on feature-based audio signal representation presented by Dannenberg et al.

[7] uses neural network and Naive Bayes classifier to recognize musical styles. Their

work focused on characterizing four different types of music improvisation. Later,

Tzanetakis and Cook [19] utilized timbral texture, beat, and pitch-specific feature

components as music content descriptors. These features were extracted based on

short-time Fourier transform (STFT), mel frequency cepstral coefficients (MFCCs),

and wavelet transform (WT). Features used in this study were also incorporated

into the MARSYAS framework [17], a widely-used system for music genre clas-

sification. Some of the other similar approaches involve statistics-based spectrum

analysis, histogram and rhythmic pattern extraction from audio signals, as presented

in [12, 17]. Li et al. [11] conducted a comparative study on the performances of

the traditional timbral texture, rhythmic and pitch-specific audio features against

wavelet coefficients-based histogram, where support vector machine (SVM) and lin-

ear discriminant analysis (LDA) were utilized to perform the classification task.

In their study, Daubechies wavelet coefficient histograms (DWCH) obtained the
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highest recognition performance. Ezzaidi and Rouat [8] presented another study

where Gaussian mixture models (GMM) were trained with mel-frequency cepstral

coefficients (MFCCs) to achieve high recognition performance.

In recent years, spectrogram appearance-based music content description has

attracted much attention due to its simplicity and computational efficiency. The moti-

vation is to treat the spectrograms as gray images and use appearance-based fea-

ture extractors to highlight the texture properties of such images. This in turn, can

effectively be used as a content descriptor of the original audio file. Based on this

argument, Neammalai et al. [15] applied Fourier transform and image processing

techniques on audio spectrograms for classification of music and speech signals.

Another approach presented by Costa et al. [5] used gray level co-occurrence matrix

(GLCM) descriptor to represent the spectrogram texture. More recently, local binary

pattern (LBP) texture operator has been used on spectrogram images for effective

music genre classification [6]. Originally introduced by Ojala et al. [16] for tex-

ture classification, the LBP operator encodes the local neighborhood of an image

by comparing the neighbor gray values with respect to the center, which can effec-

tively capture micro-level texture details, such as edges, corners, spots, etc. However,

the performance of the LBP operator deteriorates under the presence of noise and

non-monotonic gray scale variations [1, 2]. Hence, Wu and Zhang [20] combined

Gabor wavelets-based texture features with LBP to further boost the recognition per-

formance. A similar approach was presented in [4], where Gabor filters were used

with local phase quantization (LPQ) texture descriptor to represent the spectrogram

texture. Some other similar local texture operators address the limitation of LBP by

incorporating extra levels of information in the encoding process (e.g. local ternary

pattern (LTP) [18]), applying extra pre-processing steps to enhance the texture infor-

mation (e.g. Sobel-LBP [21]), or encoding less sensitive gradient information instead

of gray scale values (e.g. local directional pattern (LDP) [10], directional ternary pat-

tern (DTP) [2]).

This paper presents an improvement over the LBP-based spectrogram texture

analysis for music genre classification. While the LBP texture operator works on

gray-scale values which are susceptible to random noise and non-monotonic vari-

ations, the proposed GDP method encodes the more stable gradient information

instead of gray levels and thus can capture robust spectrogram texture both in smooth

and high-textured local regions.

3 Proposed Method

The proposed music genre classification system comprises several components.

Since our method is based on the texture analysis of the visual representation of

audio signals, the first step is to construct spectrogram images from the original audio

samples. Next, gradient directional pattern (GDP) operator is applied on the spectro-

grams to extract micro-level texture details. Spatial histograms computed from dif-

ferent regions of the GDP encoded spectrogram images are concatenated to form the
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Fig. 1 Components of the proposed music genre classification system

final feature descriptor. Lastly, a support vector machine (SVM) classifier is trained

with the GDP feature descriptors to perform the classification task. Figure 1 shows

the components of the proposed method.

3.1 Spectrogram Texture Encoding Using GDP

Since image gradients are more robust than gray values, any texture operator that

exploits the gradient values tend to be more robust in encoding the local texture

information. In this paper, we propose to use gradient directional pattern (GDP) to
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encode the spectrogram texture. The GDP operator utilizes the gradient angle values

of each pixel in a local neighborhood in order to isolate important micro-level texture

information, such as edges, spots, corners, smooth regions, etc. The GDP operator

follows the same encoding approach as LBP, except that the GDP operator thresholds

the local region based on the gradient angle values. First, the direction of the gradient

vector for each pixel is computed based on the following formula:

𝛼(i, j) = tan−1(Gi∕Gj) (1)

Here, 𝛼(i, j) is the gradient direction angle of the pixel (i, j), and Gi and Gj are

the two elements of the gradient vector that can be obtained by applying the Sobel

operator on the source image. The Sobel operator comprises a horizontal and a ver-

tical mask which are convoluted with the image in order to obtain the values of Gi
and Gj, respectively. The Sobel masks are shown in Fig. 2.

After computing the gradient direction values, the GDP operator encodes a local

3 × 3 neighborhood by thresholding the neighbor gradient directions with respect to

the center gradient 𝛼c and a threshold value t. Any neighbor gradient angle 𝛼i with a

value 𝛼c − t ≤ 𝛼i ≤ 𝛼c + t is encoded as 1 and the rest are encoded as 0. In practice,

the GDP operator encodes the neighbors having a similar gradient direction with

respect to the center as 1 and the rest of the neighbors as 0. Introducing the threshold

t ensures consistent encoding in both high textured and smooth regions. The resul-

tant bit values for each neighbor are then concatenated to form an 8-bit binary pattern

and the corresponding decimal value is assigned to the center. This process is con-

tinued for every pixel in the spectrogram image as a window mechanism and thus, a

GDP encoded image representation is obtained. Formally, the GDP operator can be

defined as:

GDP(xc, yc) =
P−1∑

p=0
s(GDp,GDc)2p (2)

s(GDp,GDc) =
{

1, GDc − t ≤ GDp ≤ GDc + t
0, otherwise (3)

Here, GDc is the gradient direction angle of the center pixel (xc, yc), GDp is the

angles of its neighbors, and t is the threshold. Figure 3 illustrates the basic GDP

encoding method.
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Spectrogram Image

120° 60° 110°

170° 50° 120°

175° 75° 30°

0 1 0

0 C 0

0 1 1

Gradient direction angles (in 
degree) in a 3×3 neighborhood

Resultant GDP code 
for t = 20

Fig. 3 Illustration of the basic GDP encoding method. Here, the GDP code for the center C is

10001100

3.2 GDP Feature Descriptor Construction

Applying the GDP-based texture encoding on a spectrogram results in an encoded

image representation. A global histogram computed from this encoded image can be

treated as a feature vector, which can be defined as:

HGDP(i) =
M∑

x=1

N∑

y=1
f (GDP(x, y), i),where f (a, i) =

{
1, a = i
0, otherwise (4)

Here, HGDP is the GDP histogram of an M × N encoded image and i is the GDP

code value. However, such a feature descriptor only contains the occurrence fre-

quency of the GDP micro-patterns and fails to represent any locality information.

Many researchers have argued that, inclusion of location information in the feature

GDP encoded spectrogram imageSpectrogram of audio signal

GDP Operator

Partitioned GDP encoded image
Histograms computed from all sub-regions are spatially 

concatenated to obtain the final GDP descriptor

Fig. 4 Construction of the GDP feature descriptor from a spectrogram
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descriptor makes it more robust and informative, thus increasing the recognition

performance [6]. Hence, in order to incorporate some notion of location information

with the GDP-based face feature descriptor, the whole face region is divided into

some equal sub-regions and individual local GDP histograms computed for all the

sub-regions are spatially concatenated to obtain a final feature descriptor. The GDP

feature descriptor construction is illustrated in Fig. 4.

4 Experiments and Results

The performance of the proposed method is evaluated using a publicly available

music genre database, namely the GTZAN genre collection database [19]. The data-

base contains 1000 audio tracks, each of which is a 30 s clip. It includes a total of

ten different genre, namely blues, classical, country, disco, hiphop, jazz, metal, pop,

reggae, and rock. There are 100 samples for each of these categories. All the audio

files have the same sampling rate of 22050 Hz Mono 16-bit and are saved in .wav

format. For our experiment, we selected 50 audio clips from each of the 10 genre.

A support vector machine (SVM) with a radial-basis function (RBF) kernel is

used for the classification task. The performance of the proposed method can be

influenced by adjusting the threshold value t and the number of partitions in the

spectrogram. Therefore, optimal parameter selection is an important task to obtain

the best recognition performance. In order to find the optimal parameter values, the

performance of the proposed method is evaluated for different t values: 10, 20, 30,

and 40 while the spectrogram is partitioned into 3, 6, and 9 equal-sized regions. A

tenfold cross validation is used to evaluate the recognition performance. The tenfold

cross-validation is an iterative process where the dataset is divided into 10 equal

subsets. At each iteration, the classifier is trained using 9 subsets and the remaining

one subset is used for testing. This process is repeated for 10 times and each of

the 10 subsets is used as a testing set once. The final cross-validation rate is the

average percentage of samples which are correctly classified. Figure 5 shows the

recognition performance of the proposed method for different threshold values and

number of partitions. From the figure, it can be observed that, the highest recognition

performance for the proposed method is found for threshold value of 40 while the

spectrogram is partitioned into 8 local regions. Further partitioning the spectrogram

or increasing the threshold value results in a decrease in the performance.

The proposed method is also compared against some of the existing music genre

classification methods, namely local binary pattern (LBP) [6], Gabor wavelets-based

spectrogram features [4], and perceptual linear prediction (PLP) [9]. In all cases, a

SVM classifier with the RBF kernel is used for the tenfold cross-validation task.

The optimal parameter settings found from Fig. 5 is used for the proposed method.

Figure 6 shows the comparison of the cross-validation rates of the proposed method

against these existing methods. It can be observed that the proposed method achieves

the highest recognition performance of 84.5 %. The effectiveness of the proposed

method is due to the utilization of the gradient direction values for encoding the

local texture that facilitates a more robust description of the image micro-properties.
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Fig. 5 Recognition performance of the proposed method for different parameter settings
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5 Conclusion

In this paper, we propose to use gradient directional pattern (GDP) to represent spec-

trogram texture for music genre classification. The GDP operator encodes the local

texture of a neighborhood by quantizing the direction values of the gradient vector

of each neighbor with respect to the center. Utilizing gradient direction values facil-

itates more informative and robust texture encoding, producing stable GDP patterns

in both smooth and high-textured regions. Experimental analysis with a music genre

database reveals that, the proposed method can effectively represent and recognize

spectrogram texture for music genre classification, as compared against some other

existing methods.
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Robust Speaker Identification in a Meeting
with Short Audio Segments

Giorgio Biagetti, Paolo Crippa, Laura Falaschetti, Simone Orcioni
and Claudio Turchetti

Abstract The paper proposes a speaker identification scheme for a meeting sce-

nario, that is able to answer the question “is somebody currently talking?”, if yes,

“who is it?”. The suggested system has been designed to identify during a meeting

conversation the current speaker from a set of pre-trained speaker models. Experi-

mental results on two databases show the robustness of the approach to the overlap-

ping phenomena and the ability of the algorithm to correctly identify a speaker with

short audio segments.

Keywords Speaker identification ⋅ Meeting conversation ⋅ Speaker diarization ⋅
Overlapping speech

1 Introduction

Speaker identification aims at detecting which speaker a given pool the unknown

speech is derived from, and can be considered as a particular case of the more general

problem of speaker recognition which is addressed to recognize, indentify or verify

individuals using speech [13]. The main tasks involved in a speaker identification

system are feature extraction, speaker modeling, and speaker classification.
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The usually adopted features in speaker identification are the same adopted in

speech recognition, namely Mel frequency cepstral coefficients (MFCCs), perceptual

linear prediction coefficients, etc. [10]. Among these, MFCCs have shown the best

performance due to their particular robustness to the environment and flexibility.

As far as speaker modeling is concerned, assuming an utterance from a speaker is

a random sequence of frames, the Gaussian mixture model (GMM) is widely used in

speaker identification [11]. Since this model falls into the family of statistical model,

it requires training data sampled from the class of speakers to be identified.

For the task of speaker classification, the optimal Bayesian classifier guarantees

the minimum classification error by identifying the speaker model which exhibits

the maximum GMM a posteriori probability [13].

In the classic speaker indentification scenario it is required that the identification

system be able to identify a person when one speaker alone is speaking for a time

interval. In the different scenario of a meeting [3, 8, 14] speech from one speaker

can abruptly change to, or can be overlapped with, speech from another speaker.

In particular overlapping speech can greatly degrade the performance of speaker

identification. These problems are common in Speaker Diarization whose main goal

is to segment audio into speaker-homogeneous regions with the goal of answering

the question “who spoke when?”.

However in diarization system the output is limited to labeling speaker region with

number or letters, without detecting the speaker’s indentity. This goal is performed

without prior training of specific models, as many of such systems work completely

unsupervised. The main operational tasks to be carried out in a speaker diarization

system are: speech activity detection (to separate speech from non-speech), segmen-
tation (to detect speaker changes to segment the audio data), clustering (to group the

segmented regions together into spoken-homogeneous clusters).

The aim of this paper is to derive a robust speaker identification scheme for a

meeting scenario that is able to answer the question “is somebody currently talk-

ing?”, if yes, “who is it?”. Thus this task is performed using results from both the

field of speaker identification and speaker diarization.

The suggested system has been designed to identify during a meeting conversation

the current speaker from a set of pre-trained speaker models. In particular a robust

speaker identification algorithm has been adopted in order to mitigate the problem

of the overlapping speech.

The paper is organized as follows. Section 2 provides a brief overview of the

speaker identification algorithm. Section 3 presents the experimental results carried

out on a data base properly designed to simulate a true meeting including overlap-

ping phenomenon and on the AMI Meeting Corpus. Section 4 summarizes the con-

clusions of the present work.
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2 Speaker Classification Algorithm

The speaker classification algorithm used in this work is based on the approach

[1] used in a classic speaker identification scenario, and it is summarized in the

following.

2.1 Single Frame Classification

We denote with y[n], n = 0,… ,N − 1, a frame representing the power spectrum of

the speech signal, extracted from the time domain waveform of the utterance under

consideration, through a pre-processing algorithm including pre-emphasis, framing

and log-spectrum. Typical duration values for frames range from 20 to 30 ms (usu-

ally 25 ms) and a frame is generated every 10 ms (thus consecutive 25 ms frames

generated every 10 ms will overlap by 15 ms).

In a Bayesian speaker identification scheme, a group of S speakers is represented

by the probability density functions (pdfs)

ps(y) = p(y | 𝜃s), s = 1, 2,⋯ , S (1)

where 𝜃s are the parameters to be estimated using the training set  .

The objective of classification is to find the speaker model 𝜃s which has the maxi-

mum a posteriori probability for a given frame y belonging to the testing set. Using

Bayes’ theorem and assuming that p(𝜃s) and p(y) are independent of S, it results:

ŝ(y) = argmax

1≤s≤S

{
p(𝜃s | y)

}
= argmax

1≤s≤S

{
ps(y)

}
. (2)

The main issue in Bayesian classification is to accurately estimate the pdf ps(y).
To this end the most generic statistical speaker modeling one can adopt for the single

speaker is the GMM [11], is given by the equation

p(y | 𝜃s) =
F∑

i=1
𝛼i  (y | 𝜇i,Ci) (3)

where 𝛼i, i = 1,… ,F are the mixing weights, and  (y|𝜇i,Ci) represents a Gaussian

distribution density with mean 𝜇i and covariance matrix Ci.

𝜃 = {𝛼1, 𝜇1,C1,… , 𝛼F, 𝜇F,CF} , (the index s is omitted for the sake of notation

simplicity) is the set of unknown parameters to be estimated that specify the Gaussian

mixture.

An estimate of 𝜃, with training data can be obtained by themaximum likelihood
(ML)

̂
𝜃ML = argmax

𝜃

{log p( | 𝜃)} (4)
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however as (4) is difficult to be solved analytically since (4) contains the log of a sum,

the usual choice for solving ML estimate of the mixture parameters is the expectation

maximization (EM) algorithm.

The EM algorithm, which has been adopted in this work, is based on the inter-

pretation of  as incomplete data and the set  as the missing part of the complete

data  = { ,}. The complete data log-likelihood, i.e. the log-likelihood of  as

though  was observed, is

log
[
p ( ,|𝜃)

]
=

L∑

𝓁=1

F∑

i=1
h
(𝓁)
i log

[
𝛼i  (y(𝓁)|𝜇i,Ci)

]
. (5)

In general the EM algorithm computes a sequence of parameter estimates { ̂𝜃(p),
p = 0, 1,…} by iteratively performing two steps:

∙ Expectation step: compute the expected value of the complete log-likelihood,

given the training set  and the current parameter estimate ̂
𝜃(p). The result is

the so-called auxiliary function

Q
(
𝜃| ̂𝜃(p)

)
= E

{
log

[
p ( ,|𝜃)

]
| ,

̂
𝜃(p)

}
. (6)

∙ Maximization step: update the parameter estimate

̂
𝜃(p + 1) = argmax

𝜃

{
Q
(
𝜃| ̂𝜃(p)

)}
(7)

by maximizing the Q-function.

Usually for 8 kHz (16 kHz) bandwidth speech, the vector y has a dimension N =
128 (256). So that a too large amount of training data would be necessary to estimate

the pdf p(y|𝜃) and, in any case, with such a dimension the estimation problem is

impractical.

The usual choice is to solve this problem is to reduce the vector y to a vector kM
of lower dimension by a linear transform H such that

kM = H y , (8)

where y is a N × 1 vector, kM an M × 1 vector, H an M × N matrix, and M ≪ N.

The vector kM represents the so-called feature-vector belonging to an appropriate

M-dimension subspace [6, 12].

Principal component analysis (PCA) [7] has proven to be an excellent technique

for dimensionality reduction in many application areas including data compression,

image analysis, visualization to mention just a few. The main property of PCA [5],

is that for a set of observed N-dimensional data vectors y[n], n = 0,… ,N − 1, M
principal axes 𝜙j, j = 1,… ,M, can be derived such that they are orthonormal axes

onto which the retained variance under projection is maximal.
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The PCA of y is derived from the Karhunen-Love transform (KLT), defined by

the couple of equations

y = 𝛷 k , (9)

k = 𝛷

Ty , (10)

where𝛷 =
[
𝜙1,… , 𝜙N

]
is anN ×M matrix and k =

[
k1,… , kN

]T
is the transformed

random vector.

The M principal axes are identified as those corresponding to the M maximal

eigenvalues 𝜆j, j = 1,…M of Ryy𝜙j = 𝜆j𝜙j , j = 1,… ,N , where Ryy is the autocor-

relation function. Thus 𝛷 decomposes as 𝛷 = [𝛷M , 𝛷
𝜂

], and (9) can be rewritten

as:

y = 𝛷 k = 𝛷M kM +𝛷
𝜂

k
𝜂

= xM + 𝜂y , (11)

being ΦM =
[
𝜙1,… , 𝜙M

]
an N ×M matrix, kM an M × 1 vector. In a similar way

(10) becomes: [
kM
k
𝜂

]

=
[
𝛷

T
M

𝛷

T
𝜂

]

y . (12)

In (11) the term

xM = 𝛷M kM , (13)

represents the truncated expansion, and it is equivalent to the approximations

y ≈ xM , k ≈ kT =
(
kM
0

)

, (14)

Thus, as kM is given by kM = 𝛷

T
M y , comparing with (8) yields H = 𝛷

T
M .

On the basis of previous results a Bayesian classification scheme which is consis-

tent with PCA can be derived.

Given a group of S speakers, let us define the pdfs ps(kT ) = p(kT | 𝜃s),
s = 1, 2,… , S , where kT is the truncation of k. Consequently the pdf ps(kT ) =
ps(kM) 𝛿(k𝜂) , represents an approximation of the pdf in (1). Thus (2) becomes:

ŝ(y) = argmax

1≤s≤S

{
ps(kM) 𝛿(k𝜂)

}
= argmax

1≤s≤S

{
ps(kM)

}
. (15)

As you can see comparing (15) with (2), the dimensionality of classification problem

is reduced from N to M, with M < N.
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2.2 Multi Frame Classification

The accuracy of speaker identification can be considerably improved using a

sequence of frames instead of a single frame alone. To this end let us refer to a

sequence of V frames defined as Y = {y(1),… , y(V)} , where y(v) represents the vth

frame. Using (15) we can determine the class each frame y(v) belongs to. Thus the S
sets s =

{
y(v) | y(v) belongs to class s

}
, s = 1,… , S, are univocally determined.

Given Y , we define the score for each class s as

rs(Y) =
∑

y(v)∈s

p(y(v)) (16)

where p(y(v)) represents the probability achieved by the frame y(v).
Finally the multi-frame speaker identification is based on:

ŝ(Y) = argmax

1≤s≤S

{
rs(Y)

}
. (17)

3 Experimental Results

Experiments are conducted using two different corpora, (i) a data base called DBT

that was specifically designed to subject the algorithm to a severe test, where a large

percentage of overlapping speech and different consistency of framing material is

considered, (ii) the well known AMI Meeting Corpus, as it represents a widely

accepted test for the evaluation of speaker diarization system.

3.1 Features Extractor

Figure 1 shows the block diagram of the proposed front-end employed for feature

extraction. At the input of the processing chain a voice activity detection block

drops all non speech segments from the input audio records, exploiting the energy

Fig. 1 The proposed front-end for feature extraction
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acceleration associated with voice onset. The signal is then divided into overlapping

frames of 25 ms (200 samples), with a frame shift of 10 ms (80 samples). Hence

buffering is required for storing overlapping regions among frames. Besides, before

computing the DKLT features, each frame is cleaned up by a noise reduction block

based on the Wiener filter. Further enhancements are then performed by a SNR-

dependent waveform processing phase, that weights the input noise-reduced frame

according to the positions of its smoothed instant energy contour maxima. It is worth

noting that noise reduction introduces an overall latency of 30 ms (3 frames) due to

its algorithm requiring internal buffering.

3.2 Experiments on Data Base DBT

A first set of experiments was carried out on a large database, called DBT, which was

formed by collecting several audio recordings of five different speakers, two females

(A, B) and three males (C, D, E) as reported in Table 1. All recordings extracted

are mono, 8 kilosamples per second, 16 bit. The consistency of DBT database in

terms of number of frames used for each speaker is reported in Table 1. In order

to test several different models, the databases DB1, DB2, and DB3, with different

percentage consistency of training subsets, have been derived.

A meeting scenario has beeen simulated by interleaving 45 audio segments

extracted from database liber liber (http://www.liberliber.it/) to achieve a 20 min

audio track. In the conversation the 5 speakers alternate each other with short turn

durations. More specifically two audio tracks have been derived: in the former the

audio segments follow one another without overlap, in the latter an overlapping of

20 % is taken into account to test the robustness of the algorithm to the overlapping

phenomenon.

The widely adopted metric for diarization performance measurement is the

Diarization Error Rate (DER). It has been introduced by the NIST in 2000 within

the Speaker Recognition evaluation [9] for their speaker segmentation task [4]. The

Table 1 Recordings used for the creation of the identification corpus

Database DBT 80 % DBT 50 % DBT 20 % DBT

Speaker Gender Duration (s) Model 1 Model 2 Model 3 Model 4

A F 761 58903 47122 29451 11780

B F 2593 195591 156472 97795 39118

C M 251 18867 1509 9431 3773

D M 838 63713 50970 31856 12742

E M 1162 91253 73002 45626 18250

Total 5605 428327 342659 214161 85663

Source liber liber (http://www.liberliber.it/). The material was used for training purposes. The con-

sistency of the databases used for modeling is shown in terms of number of frames

http://www.liberliber.it/
http://www.liberliber.it/
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DER is defined as the ratio of incorrectly detected speaker time to total speaker time.

The metric is computed by mapping the system output speaker segment sets to refer-

ence speaker segment sets so as to minimize the total error. By defining the following

errors:

∙ Speaker assignment errors (Espkr): percentage of scored time that a speaker ID is

assigned to the wrong speaker.

∙ Missed detections (Emiss): percentage of scored time that a hypothesized non-

speech segment corresponds to a reference speaker segment.

∙ False alarm detections (Efa): percentage of scored time that a hypothesized speaker

is labelled as a non-speech in the reference.

the final DER is given by

DER = Espkr + Emiss + Efa (18)

Figures 2 and 3 report for speech without and with overlapping respectively, the

value of the DER as a function of the number of frames used in the identification

algorithm and for the four models previously defined. As you can see the DER dras-

tically decreses as the sequence length of frame increases, while only minor differ-

ences are due to the various models. It is worth to notice that due to robustness of the

algorithm, the performance are not appreciably degraded in a meeting conversation

with overlapping.

Tables 2 and 3 report the values of the three parameters (Espkr, Emiss, Efa) that

contribute to the DER.
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Fig. 2 DER in a meeting conversation without overlapping speech as a function of the sequence

length, for different training models
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Fig. 3 DER in a meeting conversation with 20 % of overlapping speech as a function of the

sequence length, for different training models

3.3 Experiments on AMI Meeting Corpus

A second set of experiments evaluating the speaker identification system were per-

formed using meeting audio data from the AMI Meeting Corpus (http://www.idiap.

ch/dataset/ami/). AMI is a large, multi-site and multi-disciplinary project with the

aim of developing meeting browsing technologies that improve work group effective-

ness. As part of the development process, the project is collecting a corpus of 100 h of

meetings using instrumentation that yields high quality, synchronized multi-modal

recording, with, for technical reasons, a focus on groups of four people [2].

Experiments are conducted with a subset of 20 meetings of the AMI Corpus,

belonging to the IDIAP subset (‘IS’ meetings) of the corpus. This subset comprises

38 meetings, each involving four participants engaged in a scenario-based meeting

ranging in duration from 13 to 40 min. The meetings contain approximately 18 %

overlapping speech. The AMI meetings are a convenient choice since the 20 meetings

are split into five different sessions, each one containing four meetings with the same

four participants. One meetings is randomly chosen to train the four speaker models.

The classification with a window length variable from 1 to 4 s is used on the rest

of the data to perform diarization. The amount of speech used (per speaker) to train

the models are shown in Table 4. We also train an additional 60 s room-specific non-

speech model. Surprisingly, with only 60 s of speech per speaker the system is able

to obtain good performance.

http://www.idiap.ch/dataset/ami/
http://www.idiap.ch/dataset/ami/
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Table 2 Speaker identification performance for different training models as function of the

sequence length

Frames E
spkr

(%) E
miss

(%) E
fa

(%) DER (%)

Model 1
400 2.19 1.25 0.00 3.44

350 1.64 1.09 0.54 3.29

300 2.82 2.11 0.23 5.17

250 2.15 4.11 0.58 6.85

200 3.13 5.01 0.94 9.09

150 3.52 5.05 1.88 10.46

100 4.31 3.91 2.66 10.89

50 7.48 2.93 4.93 15.36

1 25.18 4.31 10.90 40.40

Model 2
400 2.19 1.88 0.31 4.38

350 2.19 2.74 0.54 5.48

300 2.35 2.82 0.94 6.11

250 1.95 4.31 0.58 6.85

200 2.35 4.85 1.09 8.30

150 2.82 4.58 2.46 9.87

100 4.15 3.36 3.76 11.28

50 6.26 2.82 5.13 14.22

1 23.15 4.10 11.25 38.51

Model 3
400 3.13 1.56 0.62 5.32

350 3.01 1.92 0.54 5.48

300 3.05 1.64 0.70 5.40

250 2.54 3.52 0.58 6.66

200 4.23 3.60 1.88 9.71

150 4.34 3.40 3.17 10.93

100 6.11 3.44 5.87 15.43

50 10.30 2.50 7.9 20.72

1 27.76 3.89 13.63 45.30

Model 4
400 1.88 4.70 0.62 7.21

350 3.29 4.38 0.27 7.95

300 3.52 3.99 1.17 8.69

250 3.91 3.91 1.37 9.20

200 5.01 4.85 2.19 12.06

150 4.58 5.64 3.87 14.10

100 6.58 4.31 5.17 16.06

50 11.48 3.60 8.26 23.35

1 28.74 4.67 13.76 47.18
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Table 3 Speaker identification performance for different training models as function of the

sequence length

Frames E
spkr

(%) E
miss

(%) E
fa

(%) DER (%)

Model 1
400 8.66 1.23 0.30 10.21

350 8.39 1.08 0.00 9.47

300 9.98 2.08 0.46 12.53

250 9.86 3.09 0.58 13.54

200 8.97 4.02 1.39 14.39

150 10.56 3.36 2.08 16.01

100 10.60 3.17 3.55 17.33

50 13.69 2.39 5.84 21.93

1 29.18 4.06 11.64 44.89

Model 2
400 8.66 2.16 0.30 11.14

350 7.85 1.35 0.00 9.20

300 7.89 3.71 0.46 12.07

250 7.93 3.28 0.58 11.80

200 8.82 4.79 0.92 14.54

150 9.05 4.52 1.97 15.55

100 10.44 2.94 3.17 16.55

50 12.76 2.66 5.14 20.58

1 27.26 4.03 11.38 42.68

Model 3
400 12.38 0.61 0.61 13.61

350 12.18 0.81 1.08 14.08

300 10.67 2.08 0.92 13.69

250 13.54 2.12 1.16 16.83

200 12.69 2.32 2.78 17.79

150 14.39 2.20 4.06 20.66

100 14.54 1.70 6.80 23.05

50 16.67 1.66 9.59 27.93

1 31.57 3.37 14.96 49.91

Model 4
400 11.45 3.71 0.92 16.09

350 11.91 3.25 1.08 16.25

300 12.07 4.17 0.69 16.94

250 14.12 3.86 1.35 19.34

200 13.92 4.95 2.32 21.20

150 14.16 3.59 3.59 21.35

100 14.77 4.02 6.50 25.30

50 17.79 2.47 9.16 29.44

1 32.29 4.51 14.37 51.18

The meeting data contain overlapping speech
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Table 4 DER for IDIAP AMI Corpus using small training model and short sequences of speech

frame

Frames Model

30 (s) 60 (s) 90 (s)

DER (%)

400 12.26 11.90 12.98

300 14.87 12.71 14.33

200 18.93 15.87 16.59

100 28.76 25.96 24.61

4 Conclusion

The paper describes a speaker identification scheme that is able to identify a speaker

in a meeting, that is when speech from one speaker can abruptly change to, or can be

overlapped with, speech from another speaker. Although these problems are common

in speaker diarization, in such a case the output is limited to labeling speaker region

with number or letters, without detecting the speaker’s identity.

Experiments conducted on two distinct database have shown the robustness of

the approach in a meeting scenario.
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