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Preface

This book discusses contemporary and emerging techniques of ultrafast science
which are helping to open entirely new vistas for probing biological entities and
processes. These include the use of femtosecond lasers to facilitate time-resolved
imaging, multiphoton microscopy, single molecule studies, laser surgery and, also,
to create plasma channels in aqueous media that help detect stress marker proteins
and probe DNA damage induced by slow electrons and radicals. We review some
of the topics that are presently on the horizon, like the use of coherent control,
squeezed light, frequency combs, terahertz imaging, the possibility of mimicking
biological systems and, perhaps surprisingly to many, invoking quantum
mechanical effects such as coherent superposition, radical pair production and
tunneling to rationalize phenomena like photosynthesis, avian navigation in the
earth’s magnetic field and respiration. Also discussed is the role played by ultrafast
biophotonics in developing biomimetic devices whose quantum functionalities may
be “engineered” for applications in light-harvesting, solar energy conversion,
magnetic field sensing, photonic devices and single biomolecular electronics.

It is hoped that the interdisciplinary contents of this book will be of benefit to
physical scientists and life scientists alike.

We would like to thank Dr. Claus Ascheron, Physics Editor of Springer-Verlag
at Heidelberg for his enthusiastic support of this writing project.

Mumbai, India P. Vasa
D. Mathur
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Chapter 1
Introduction and Overview

Abstract This chapter presents an overview of the prospects of present and antic-
ipated experimental and theoretical advances in ultrafast biophotonics discussed in
this book. The areas include multiphoton and multidimensional microscopy, ultra-
fast singlemolecule studies, femtosecond laser surgery, quantumbiology, biomimetic
devices, tunneling in biological entities, cavitation in aqueous biological media by
thermal as well as plasmonic means, coherent control of biochemical processes and
probing biological entities beyond the quantum limit. Emerging techniques that are
likely to play a major role in the development of the subject are also discussed; they
include ultrafast multi-dimensional spectroscopy, generation of femtosecond-long
X-ray pulses from free electron lasers for ultrashort imaging of biological materials
without causing photodamage, application of terahertz radiation for imaging and
spectroscopy, uses of frequency comb Fourier transform spectroscopy, and exciting
advances in the emerging area of biomimetic technology.

What is photonics?

A succinct definition might be: photonics is the science and technology of light,
with emphasis on applications. One of the distinguishing features of the science
of photonics lies in the natural and apparently seamless linkages that the subject
provides between fundamental scientific studies and technological applications in
diverse areas of contemporary and futuristic importance. The extension of photon-
ics to biophotonics is a rather obvious one: it concerns, on the one hand, the use of
optical science to gain insights into biological phenomena and, on the other, utilizing
optical science to drive the development of new biological and biomedical method-
ologies and technologies. The mutually beneficial dialectical relationships between
experiment, theory, and applications that are a hallmark of biophotonics are serv-
ing to accelerate developments within the field. The prognosis for the near future is
exciting!

As can be imagined, the canvas that becomes available on the basis of the above
definition of biophotonics is immensely wide. This book focuses on only that subset
of the canvas that deals with, or relies on, ultrafast phenomena and processes. The
term ultrafast is used in reference to timescales that are prevalent in dynamics that
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2 1 Introduction and Overview

Fig. 1.1 Schematic depiction of some fast and ultrafast dynamical processes encountered in con-
temporary biology

occur within individual atoms and molecules, the constituents of all living matter.
These timescales vary from tens and hundreds of picoseconds that single molecules
take to rotate, to tens of femtoseconds that molecules take to vibrate to, finally, tens
and hundreds of attoseconds—the time taken for electronic motion within atoms and
molecules (Fig. 1.1). In the context of biophotonics, this book shall explore biolog-
ical phenomena that occur on such short timescales and, also, show how photonics
techniques based on ultrafast interactions can enable these phenomena to be probed.

It is not difficult to appreciate that tools, methods and concepts initially devel-
oped for diverse endeavours in physics in general, photonics in particular, are play-
ing an increasingly important role in biology; indeed, some of them have become
an accepted feature of many a contemporary life sciences laboratory. Raman and
fluorescence spectroscopy, especially multidimensional and multiphoton varieties,
are examples that come readily to mind. It is also not unexpected that biology
itself is starting to stimulate physical scientists to develop afresh methods, tools,
and concepts that, of necessity, induce close participation of life scientists: “super-
resolution” microscopy, multiphoton imaging, and the computational modeling of
single-molecule trajectories are amongst several contemporary examples.

In the course of this book recourse has been taken to discuss processes that appear
to occur on picosecond, or even nanosecond, timescales. Whenever we refer to such
“long” timescales, theywill pertain to the composite of several sub-processes, each of
which occur on ultrashort, usually femtosecond, timescales. A challenge that remains
to be tackled is to experimentally “deconvolute” these ultrafast sub-processes from
the currently observable process.



1.1 Living Systems 3

1.1 Living Systems

Living systems have been around on earth for at least 4 billion years. In order to dis-
tinguish living systems from inanimate matter, we articulate the following features:
Living entities show

(i) the ability to self-reproduce,
(ii) the ability to harvest energy;

Furthermore,

(iii) they evolve, and
(iv) they manifest complexity.

Complexity is one distinguishing feature: even a single living cell comprises over
1000 different molecules. While complexity is also found in inanimate objects, it
remains a fact that as far as the other three features are concerned, there are no
analogues to be found in the physical sciences that possess such characteristics.

There are also similarities that should be articulated. As is known from several
examples, the physical sciences are witness to length scales and time scales that
span very many orders of magnitude: from time periods of billions of years since the
primordial big bang to electron dynamics within atoms and molecules that occur on
attosecond (10−18 s) time scales. Biological entities and processes also span many
orders of magnitude. In terms of size and parameter space, life scientists readily deal
with a single molecule of water on the one hand, and the effect on the ecosystem of
the dynamic energy budget of the earth’s atmosphere on the other.

It is known that a single living cell—such as that of E. coli—can transcribe as
many as 5×106 genes in the course of∼2000s or less. This implies that the real-time
information processing capabilities of a single simple cell are far in advance of any
practical computational devices that physical scientists and engineers can envision
at present. A single cell can process about 10 Gb of information per hour while
occupying a volume of only a few µm3! We note that there is nothing special about
a cell of E. coli; it is a relatively simple cell, coded by only about five million base
pairs. One can extrapolate to multi-cellular systems and it becomes very obvious that
biological entities present very remarkable information capabilities, much in excess
of what even the most advanced silicon-based non-living systems can hope for at
present.

1.2 Energy Scales

Important entities that one encounters in the life sciences are DNA, RNA, and pro-
teins. The covalent bonds that constitute the backbone of such polymers have evolved
to be quite robust and, typically, their binding energies are �G≥ 1 eV. However,
forces that act in a direction that is perpendicular to the polymer backbones can be
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considerably weaker. But, surprisingly (from the perspective of a physical scien-
tist), these weak forces often influence, in major fashion, the form, dynamics, and
functions of many biomolecules. Hence, one frequently encounters forces in the life
sciences that are very much smaller than �G—of the order of kBT—and these tiny
forces often prove to be important. Here, T denotes the temperature (either the lab-
oratory temperature in the case of a process or the body temperature in the case of a
living entity) and kB is the Boltzmann constant.

In the context of energy scales, it is pertinent to compare the vastly different
energy scales that are encountered throughout the life sciences compared to those
that are routinely encountered in physics, chemistry and engineering. Molecular
interactions that drive most biological processes work on kBT energy scales. As
kBNA = R, where R is the gas constant and NA denotes Avogadro’s number, 1
kBT = 0.62kcal/mole at a temperature of 300 K. It is also instructive to compare
kBT = 25 meV at room temperature with energy levels in the prototypical hydrogen
atom, ∼10 eV, and covalent bonds and binding energies of atoms in metals, ∼1 eV.
The comparison becomes even more stark on a macroscopic level: an object that
would be considered tiny in the context of the physical sciences—one weighing, say,
1mg—being displaced with a speed of 1cm s−1 has an energy of 109 eV!

1.3 Overview of the Book

We begin the book by presenting, in Chap.2, an overview of some basic concepts
related to light, nonlinear optics, and ultrashort pulses on which many of our explo-
rations of ultrafast biophotonics will be based. We introduce, in pedagogical fashion,
concepts like the intensity of laser light, ponderomotive energy, nonlinear optics,
frequency conversion; also introduced are methods of generating and characterizing
ultrashort pulses, and how such pulses propagate through matter.

Structural studies have acted as significant precursors of many contemporary
developments in the life sciences, with structure determination of biological enti-
ties often being the precursor to the discovery of tangible links to their biological
function. Chapter 3 deals with a well-established use of ultrafast nonlinear optics
for structure determination: biophotonic microscopy. The essential physics behind
such microscopy is that of multiphoton excitation using pulses of intense infrared
light which enable greater depth penetration to be achieved, an important consider-
ation in microscopy. This chapter also discusses the successes of super-resolution
microscopy, which is based essentially on the “manipulation” of molecular spec-
tra, and the anticipated successes of 4D electron microscopy in unravelling ultra-
fast biological phenomena. Among the biophotonic applications discussed in this
chapter is one that concerns protein fibrillization, specifically the potential involve-
ment of amyloid fibrils in diseases like Parkinson’s and Alzheimer’s diseases which
share fibril formation as the common symptom. Unfortunately, for long it has been
the case that Alzheimer’s disease (AD) could only be diagnosed upon analysis
of postmortem tissue; such analysis invariably reveals the existence of extensive

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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neurofibrillary tangles and plaques of beta-amalyoid (βA). Multiphoton microscopy
offers in vivo imaging of βA plaques in intact brains, with much superior spatial
resolution than competing methods like positron emission tomography, magnetic
resonance imaging, and fluorescence imaging. Tangible benefits of superior spatial
resolution include the ability to image objects like dendritic spines, the post-synaptic
apparatus of excitatory synapses as well as the onset and subsequent growth of amy-
loid plaques, and Ca2+ transients. Second harmonic microscopy is more complex
than multiphoton microscopy as account has to be taken of a coherent optical process
that demands phase matching from all parts of the nonlinear focal volume. However,
retention of phase information permits useful information to be obtained from signal
directionality, a facet of particular importance in samples like type I collagen fibrils
(whose diameters are almost the same as the wavelength of visible light). This has
allowed in vivo studies of tissues under dynamical conditions like the healing of
wounds, development, and malignancy. “Super-resolution” microscopy has allowed
imaging of cultured hippocampal neurons from neonatal rats, with images revealing
the existence of nanometre-sized protein clusters. 3D mapping of neurofilaments in
differentiated neuroblastoma cells has also been accomplished!

In the last two decades, the detection and spectroscopy of individual molecules
has begun to find widespread applications in the life sciences. While conventional
time-resolved experiments continue to provide information about ensemble-averaged
properties, ultrafast single molecule techniques are able to track the photodynamics
of individual molecules, revealing their unique transient intermediates. Chapter 4
presents an overview of single molecule techniques like surface enhanced coherent
anti-Stokes Raman scattering, Förster resonance energy transfer, pump-probe spec-
troscopy, and pulse-shaping; these can not only identify but also provide information
about electronic/vibrational wavepacket interferences and relaxation mechanisms at
the level of individual molecules. As an illustration of their relevance in ultrafast
biophotonics, a study of persistence of coherence in an individual photosynthetic
complex under physiological conditions is presented.

Chapter 5 reviews two other well-established applications of ultrafast biophoton-
ics: femtosecond laser surgery and cellmanipulation. The essential physics that drives
these applications is discussed, including quantitative considerations of parameters
that affect biophotonic applications. At the tissue level, ablation induced by ultrafast
pulsed lasers has allowed the “cutting” of minute volumes of tissue and to facilitate
transection of cells: sub-micrometre surgery of neuronal and vascular entities are
now routinely performed as are various types of eye surgery. On smaller scales—at
the cellular level—light pulses have been used to activate membrane channels and
membrane pumps so as to induce changes of electric potential across cellmembranes;
this has opened prospects of enabling neural circuitry. On even smaller scales—at the
sub-cellular level—it is becoming feasible to toggle individual biomolecules from an
active to a passive state, and vice versa, by photoswitching of fluorescent labels. The
use of femtosecond-duration laser pulses results in high instantaneous peak powers
that enable multiphoton (nonlinear) absorption while, concomitantly, avoiding heat
damage via single-photon (linear) absorption. Hence, ultrafast laser pulses have also
begun to be of utility in a gamut of non-surgical applications: multiphoton laser

http://dx.doi.org/10.1007/978-3-319-39614-9_4
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scanning microscopy with utility in the neurosciences, high harmonic imaging of
cells, tissues and organisms, coherent anti-Stokes Raman spectroscopy, and nonlin-
ear imaging of biological entities in general. Intense laser light also has associated
with it radiation pressure, and this has been utilized for laser pressure catapulting of
dissected samples into appropriate containers for polymerase chain reaction (PCR)
investigations. Such laser beams also carry out cell lysis and subsequent catapulting
of the contents of the lysed cell into a micropipette for time-resolved capillary elec-
trophoresis, for fusing together of cells and for in-vitro fertilization. Less vigorous
applications include the use of ultrafast laser pulses to gently transfect genes into
specific cells, with a tightly focused laser beam acting like a sharp but contact-less
“needle”.

Ultrashort pulses of intense laser light affect matter with which they interact and,
in turn, matter also affects the light pulses. Chapter 6 considers both “laser-matter”
and “matter-laser” interactions from the biophotonic perspective. Propagation of
intense light through matter gives rise to visually spectacular phenomena like super-
continuum generation and filamentation which have helped to probe damage induced
in DNA by low-energy interactions involving electrons and OH-radicals. They have
also provided high sensitivity diagnostic of stress markers in human saliva. There
are openings for similar biophotonics applications without the need for very high-
intensity lasers, and possible ways of achieving this are discussed.

Conventional wisdom dictates that quantum mechanical processes do not man-
ifest themselves in large systems, like biological complexes, at room temperature.
However, ultrafast time-resolved spectroscopic investigations have begun to yield
contradictory evidence: long-range quantum mechanical effects do occur in biolog-
ical systems under physiological conditions. Some topics relevant to the functional
role of quantum processes in ultrafast biophotonic phenomena in plants and animals,
along with their experimental investigations, are discussed in Chaps. 7 and 8, respec-
tively. The concept of quantum mechanical superposition is briefly presented as are
some descriptions of important ultrafast spectroscopy techniques that may be used to
explore coherent effects in biology. Chapter 7 considers how coherent energy transfer
involving entangled states is much more efficient than classical incoherent energy
hopping, and such coherence is utilized by nature in the energy transport mechanism
in light-harvesting complexes in plants and in photosynthetic bacteria. One intrigu-
ing and counterintuitive manifestation of quantum effects in biology is that of avian
navigation in the earth’s magnetic field. It appears that such navigation depends on
exploiting the earth’s magnetic field to tune radical pair production that aids both
orientation and navigation. The possibility of complex biological systems perform-
ing what is essentially a kind of spin resonance experiment in order to navigate is
fascinating; it is discussed in Chap.8.

The focus in contemporary biology has begun to discernibly shift from mor-
phological explorations and phenotypic probing of organisms to seeking quantita-
tive insights into underlying mechanisms at molecular levels. For instance, protein
dynamics are now computationally modelled in terms of trajectories on energy land-
scapes. These landscapes are multidimensional “cousins” of conventional poten-
tial energy surfaces—the variation of potential energy as a function of internuclear

http://dx.doi.org/10.1007/978-3-319-39614-9_6
http://dx.doi.org/10.1007/978-3-319-39614-9_7
http://dx.doi.org/10.1007/978-3-319-39614-9_8
http://dx.doi.org/10.1007/978-3-319-39614-9_7
http://dx.doi.org/10.1007/978-3-319-39614-9_8
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coordinates—that physicists and chemists have long used to understand molecular
dynamics. As protein trajectories evolve on such landscapes, processes have been
discovered that can only be rationalized using quantum mechanical effects like tun-
neling, and in terms of transitions that occur in non-adiabatic fashion. All these
concepts have been creatively adapted by nature so as to be make them useful to the
biological milieu. Chapter 9 provides a working overview of such ultrafast processes
in proteins like myoglobin.

What opportunities do quantum processes offer for the development of ultrafast
artificial systems that succeed in mimicking their natural counterparts? An impor-
tant question in ultrafast biophotonics, thus, is whether it is possible to incorporate
quantum effects into bio-inspired synthetic systems in order to develop devices that
possess quantum-enhanced functionality. Chapter 10 explores opportunities of ultra-
fast photonic functionalities of some proteins in plants and higher organisms, and
their potential role in designing new devices that mimic natural systems possessing
quantum-enhanced efficiency and adaptability. This chapter discusses the role of
ultrafast biophotonics in developing biomimetic devices whose quantum properties
can be “engineered” for applications in light-harvesting, solar energy conversion,
magnetic field sensing, photonic devices and single-biomolecular electronics.

We end the book by presenting in Chap. 11 an overview of the prospects of
forthcoming experimental and theoretical advances in ultrafast biophotonics. The
areas discussed include tunneling in biological entities, cavitation in aqueous bio-
logical media by thermal as well as plasmonic means, probing biological entities
beyond the quantum limit. Emerging techniques that are likely to play a major role
in the development of the subject include coherent control of biological processes,
femtosecond-long X-ray pulses from free electron lasers for ultrashort imaging of
biological materials without causing photodamage, application of terahertz radia-
tion for imaging and spectroscopy, and uses of frequency comb Fourier transform
spectroscopy.

http://dx.doi.org/10.1007/978-3-319-39614-9_9
http://dx.doi.org/10.1007/978-3-319-39614-9_10
http://dx.doi.org/10.1007/978-3-319-39614-9_11


Chapter 2
Ultrashort Pulses and Nonlinear Optics:
Nuts and Bolts

Abstract In this chapter we summarize some basic concepts related to light, nonlin-
ear optics, and ultrashort pulses that will be employed in our explorations of ultrafast
biophotonics. Concepts like the intensity of laser light, ponderomotive energy, non-
linear optics, frequency conversion as well as the characterization and propagation
of ultrashort pulses that we discuss here will be frequently encountered in this book.

2.1 Conceptual Aspects

Ultrafast photonics is related to the study of photon-induced phenomena that occur
on very short timescales. It is, therefore, but natural that ultrashort pulses of light will
form an essential tool for such studies. The basic principle of an ultrashort pulse is
quite simple: it is a burst of light energy consisting of only a few cycles of oscillating
electromagnetic field [1, 2]. Such pulses are generally characterized by their space-
and time-varying electric field ˜E(r, t).1 For the purpose of this book, the quantum
mechanical properties of the light field are not important, hence it is sufficient to use
the classical approach or Maxwell’s equations of electrodynamics [3, 4]. A concise
outline of some relevant concepts is provided in the following, with a view to laying
the conceptual foundations of what follows in succeeding chapters.

2.1.1 Maxwell’s Equations

An appropriate place to start are Maxwell’s equations in a homogeneous medium
with electric charge density ρ and the electric current density j which are given by

1

• Throughout the book, we use bold letters to represent vector quantities and tilde (∼) to denote
quantities rapidly varying in time. Constant or slowly varying quantities are written without the
tilde.

• Except where otherwise noted, we use the SI (MKS) system of units.

© Springer International Publishing Switzerland 2016
P. Vasa and D. Mathur, Ultrafast Biophotonics, Biological and Medical Physics,
Biomedical Engineering, DOI 10.1007/978-3-319-39614-9_2
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∇ · E = ρ, (2.1)

∇ × E = −∂B
∂t

, (2.2)

∇ · B = 0, (2.3)

and

∇ × B = ∂D
∂t

+ j. (2.4)

Together with the Lorentz force law that relates the force F acting on a particle with
charge q moving with velocity v,

F = q(E + v × B), (2.5)

Maxwell’s equations summarize the theoretical content of classical linear electrody-
namics and optics. Here, the relation between the E-field and the D-field associated
with light is given by

E = 1

ε0
(D − P), (2.6)

with P being the dipole moment per unit volume or the macroscopic polarization.
Similarly, the B-field and the H-field are related by the magnetization M as

B = μ0(H + M). (2.7)

For topics relevant to this book or for nonmagnetic materials in general,M = 0 is a
valid condition, simplifying (2.7) to B = μ0H.

In the case of conventional—or linear—optics, we have

P = ε0χE, (2.8)

where the complex function, χ, is the linear optical susceptibility. The relation
between the macroscopic polarization and the E-field, (2.6) simplifies to D = ε0εE,
with the relative dielectric function, ε = 1 + χ.

The real part of the susceptibility describes the physical process of refraction
whereas its imaginary part is related to the absorption coefficient, α.

Thewell-knownwave equation for theE-field associated with light can be derived
from Maxwell’s equations as
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∇2
˜E − 1

c20

∂2
˜E

∂t2
= μ0

∂2
˜P

∂t2
, (2.9)

or, using (2.6), as

∇2
˜E − 1

c2
∂2

˜E
∂t2

= 0, (2.10)

with c = c0
n being the speed of light in a medium. This is lower than the speed of

light in vacuum, c0 = 1√
ε0μ0

= 2.998 × 108 m s−1, by a factor n—the refractive
index—which, for a nonmagnetic material, is given by

n = √
ε. (2.11)

Aswith the optical susceptibility or the dielectric function, the refractive index is also
a complex function. For topics discussed in this book, we confine our attention to
harmonic, linearly polarized, transverse plane wave solutions of (2.10) with angular
frequency ω traveling through the medium in the direction along k:

˜E = E0e
i(k·r−ωt) + cc. (2.12)

Here, E0 is the complex E-field amplitude and the magnitude of the propagation
vectork is related to thewavelength of light in vacuumby k = 2πn

λ
. The corresponding

B-field amplitude of the light wave is given by

B0 = 1

c0
̂k × E0. (2.13)

Since Maxwell’s equations do not involve higher order field terms, (2.10) is a linear,
second-order partial differential equation. Hence the superposition principle govern-
ing the interference and diffraction of light waves holds. As we see later, interference
plays a fundamental role in the generation of ultrashort pulses. Though described
here only for linear polarization, the theoretical treatment can be extended to include
other polarization states.

Polarization is an important parameter for investigating biological systems. It
plays a key role in several fields of biophotonics, like biological nonlinear optics.
It is also noteworthy that the range of wavelengths of electromagnetic radiation
span a very wide range, from 105 m (radio waves) to ≤10−12 m (gamma rays): the
wave equation is applicable over the entire range! This scale invariance of classical
electromagnetic theory is really remarkable.
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2.1.2 Light Intensity and Ponderomotive Energy

One of the most significant properties of electromagnetic waves is that they carry
energy and momentum. The light emitted by the nearest stars (other than our sun)
travels for millions of kilometres through vacuum to reach the earth, carrying suf-
ficient energy to initiate a chain of photochemical reactions within our eyes. Our
eye—and most other light detectors—are not sensitive to rapidly oscillating E-fields
or B-fields but to the cycle-average of the energy density carried by the light waves.
The flow of electromagnetic energy per unit time and across unit area is represented
by the Poynting vector

˜S = 1

μ0

˜E × ˜B. (2.14)

Applying (2.14) to plane waves in vacuum, the modulus of the Poynting vector, or
the energy density per unit time transported by an electromagnetic wave, is given by

˜S = |˜S| =
√

ε0

μ0
|˜E|2, (2.15)

which is a time varying quantity. Its cycle-average is the light intensity, I ,

〈˜S〉 = I = 1

2

√

ε0

μ0
E2
0 . (2.16)

This is also knownas the radiant fluxdensity or the optical power density, representing
radiant energy incident on—or exiting from—a surface. For a point source, it is
proportional to 1

r2 .
As optical detectors are sensitive to intensity, the phase information about the

E-field is generally lost in a measurement unless care is taken to employ special
techniques based on interference. Like wavelength, the light intensity also spans a
wide range of values, as shown in Table2.1. Ranging from extremely low values
(∼10−23 W cm−2) to extremely high ones (∼1030 W cm−2), it covers more than
fifty orders of magnitude [2]. The lower bound here corresponds to the intensity of
the visible part of blackbody radiation at room temperature (300 K), whereas the
upper bound corresponds to the Schwinger intensity limit at which the energy con-
tent in the light field is sufficient to spontaneously generate an electron-positron pair
from vacuum. For comparison, the sun’s light intensity on the earth is ∼0.1 W cm−2

whereas that generated by focussing (to 1 mm−2) light from a reasonably power-
ful (∼10 mW) continuous-wave laser is ∼1 W cm−2. Focusing, pulsed (femtosec-
ond) lasers readily produces intensities in the 1015–1016 W cm−2 range; at the time
of writing this book there are several national facilities across the world which
host large laser systems capable of routinely producing intensities of the order of
1019–1022 W cm−2.
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Table 2.1 Some illustrative order-of-magnitude values of light intensity, the corresponding values
of the E-field, and the average kinetic energy acquired by an electron due to the ponderomotive
potential

Intensity
(I) (Wm−2)

Intensity
(I) (W
cm−2)

Field
amplitude
(E0) (V
m−1)

Cycle average
electron
kinetic
energy at
λ = 1.06 µm
(Up) (eV)

Typical light-matter interaction

1034 1030 1018 1017 Schwinger intensity limit, spontaneous
generation of electron-positron pair

1024 1020 1013 107 Light-induced nuclear fission

1022 1018 1012 105 Light-induced particle acceleration for
cancer therapy

1020 1016 1011 103 Atomic unit of intensity for an H-atom

1018 1014 1010 13.6 Electron tunneling from an atom

1010 106 106 10−7 Typical intensities at which nonlinear
effects are observed

106 102 104 10−11 A continuous wave laser intensity that
can cause serious burn injuries

103 10−1 103 10−14 Total intensity of the sun on the earth’s
surface

102 10−2 102 10−15 Thermal radiation from a human body

10−6 10−10 10−2 <10−15 Total intensity of the cosmic
background radiation at 2.8 K

10−11 10−15 10−4 <10−15 Vision threshold of the human eye

10−18 10−22 10−8 <10−15 Intensity of the visible part of
blackbody radiation at 300 K

Light is absorbed and emitted in discrete numbers of photons, but even from a
very low intensity source, like our Sun, light reaching us on earth has such a large
photon flux (∼1010 photons s−1 m−2) that its inherently discrete nature is totally
obscured: what is generally observed—and considered by the classical theory of
electrodynamics—is a continuous phenomenon. An alternate viewpoint to estimate
the strength of the light field is to consider the amplitude of the associated E-field.
Here, a useful benchmark is that of the Coulomb field, Eat within a hydrogen atom
whose Bohr radius a0 is 0.53 × 10−10 m when the electron is in its ground state:

Eat = e

4πε0a20
∼ 5 × 1011 V m−1. (2.17)

The Coulombic field experienced by this electron maps to an intensity of ∼1016 W
cm−2. At this intensity value, as depicted in Fig. 2.1, a non-resonant light field is suffi-
ciently strong to ionize a hydrogen atom. Strong optical fields can distort (or “dress”)
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Fig. 2.1 a Direct (one-photon resonant), bmultiphoton, c tunnel and d over-the-barrier ionization
of an electron. At sufficiently high intensity, field dressing of the atomic potential, as schematically
depicted in (c) and (d), becomes the dominant effect

the Coulombic field such that tunneling through the Coulomb barrier can occur.
Indeed, ionization of matter is inevitable under strong-field (high laser intensity)
conditions.

The electron that tunnels through the dressed potential (Fig. 2.1) carries signatures
of the extent to which the strong laser light has distorted the Coulombic potential
and, hence, electron spectroscopy proves to be an important tool in gaining insights
into strong field ionization. The theoretical underpinnings of strong field ionization
were laid by Volkov as long ago as 1935, decades before the advent of strong optical
fields. Volkov solved theDirac equation in the presence of a planewave [5] and, along
with subsequent pioneering theoretical considerations of electron motion in intense,
time-varying electromagnetic fields [6–11], helped lay the foundations on which
modern strong field science has developed. We shall have recourse to using some
of these strong field concepts and techniques in discussions pertaining to ultrafast
biophotonics in later chapters. Today, pulse durations and laser intensities are readily
available that can easily generate fields much larger than Eat . Whenever the E-field
associated with light is comparable to Eat , the material response does not follow
(2.8); in fact, it becomes dependent on higher powers of the E-field. This is the
domain of nonlinear optics and strong field science [12]. We shall discuss several
novel and unusual effects that arise due to nonlinear optical responses and explore
their applications in ultrafast biophotonics. During the course of this book, we shall
mostly encounter intensity values in the range 106–1015 W cm−2. We shall also see
that ultrashort pulses are essential to reach these intensity values.

As any light-matter interaction involves motion of electrons, it is useful for our
study of nonlinear effects to understand electron dynamics in a strong field. Unless
the electron is moving at a very high speed, approaching c0, (2.5) and (2.13) confirm
that the influence of the magnetic field associated with light is negligible. For a
linearly polarized E-field given by (2.12), the displacement x of a free electron of
mass me can be written as

meẍ = −e˜E, (2.18)

giving the cycle-averaged kinetic energy of an electron as
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Up = e2E2
0

4meω2
. (2.19)

This energy, which is associated with the oscillatory motion of the electron induced
by the optical field is known as the ponderomotive energy. It is a strongly frequency
dependent quantity and takes the value of 13.6 eV for E0 ∼ 0.1Eat at λ = 1.06 µm.
The ponderomotive energy corresponding to some typical threshold values of the
light intensity are listed in Table2.1.

The standard model of strong field ionization, the Keldysh-Faisal-Reiss (KFR)
theory [13–15], considers electron ejection from an atom in a strong non-resonant
(�ω � Ie) optical field in terms of either multiphoton (MPI) or tunnelling ioniza-
tion (TI), schematically shown in Fig. 2.1. The boundary between the two regimes
is established by considering the adiabaticity parameter (the Keldysh parameter),

γk =
√

Ie
2Up

. γk is simply the ratio of the time taken by an electron to tunnel through

the field-distorted Coulomb barrier to the half-optical period of the field causing the
distortion. In the expression for γk , Ie is the ionization energy of the atom. Exper-
imentally, γk values are readily controlled by (i) varying the laser intensity or by
altering the frequency of the incident laser light (in other words, altering the value
of Up) and (ii) by changing the target atom (in other words, “replacing” the value
of Ie). Sufficient experimental evidence has now been accumulated to establish that
TI dominates the ionization dynamics when γk � 1, wherein there is a significant
distortion of the atomic potential by the optical field and the energy distribution of the
ejected electron is largely determined by its classical propagation in the oscillating
field. The MPI picture appears to be more appropriate in describing the ionization
dynamics when γk > 1. In this regime, the electron energy spectrum contains sig-
natures of atomic resonances and so-called above-threshold ionization (ATI) peaks.
For complex structures like proteins and DNA, and for negative ions, the ionization
energy can be small enough to ensure that even an electric field very much smaller
than Eat is sufficient to give rise to TI at infrared (IR) frequencies.

As already noted, strong fields are generated using intense laser pulses: at the
leading edge of such a pulse the intensity experienced by the atom or molecule is
likely to be such that MPI dominates the ionization dynamics whereas closer to the
peak of the pulse it is TI that drives most of the ionization. If the pulse is of long
enough duration, one may even envisage a situation in which a series of MPI events
at the rising edge of the pulse ionize all the electrons in the atom or molecule and no
further ionization is possible. The discerning reader might have also noted another
possibility: in a multielectron atom or molecule, the rising edge would eject an
electron by MPI so that subsequent ionization is not of the neutral atom or molecule
but of the corresponding ionwhich, as the intensity within the pulse rises, is subjected
to further ionization. Such sequential ionization is a ready consequence of both MPI
and TI but one that may be possible to “switch off” by opting for ultrashort laser
pulses of sufficient intensity.



16 2 Ultrashort Pulses and Nonlinear Optics: Nuts and Bolts

2.1.3 Emission of Light and Dispersion

Accelerating charges emit electromagnetic radiation [3, 4]. An oscillating dipole, a
charged particle, like an electron traveling along a curved path—as in a synchrotron
or an electron in an atomic orbital—are examples of accelerating charges. All of them
emit electromagnetic radiation. The simplest light emitting mechanism to visualize
is the oscillating dipole—two opposite charges vibrating along a straight line. The
most significant mechanism for emission and absorption of light is the rearrangement
of weakly bound electrons in atoms and molecules. The emission and absorption of
light, although a quantum mechanical process, can be adequately explained in terms
of the classical oscillating dipole. A material medium is envisioned as an ensemble
of a large number of closely spaced atomic dipoles, with the spacing being much
smaller than the wavelength of light. When a linearly polarized light wave impinges
on such amedium, a bound electron in an atomcan be represented as a classical forced
oscillator that is driven by the time-varying E-field [3, 4, 12, 16]. The electrostatic
force binding the electron provides the restoring force (Fr = −krx = −meω

2
0x)

which opposes the periodic driving force (−e˜E). As in (2.18), the equation of motion
is given by

meẍ = −2meγẋ − e˜E − meω
2
0x, (2.20)

where ω0 is the resonance frequency of the atom or molecule. Equation2.20, known
as Lorentz model of the atom, represents a highly idealized and simplified clas-
sical model for the most fundamental atomic dipole light-matter interaction. Even
under illumination of bright sunlight, the amplitude of oscillation is ∼10−17 m,
which is much smaller than a0. For more intense excitation, x ≥ a0 and restoring
force terms dependent on higher powers of displacement have to be considered. A
damping term 2meγẋ is added phenomenologically to avoid an unphysical resonance
condition or the infinitely large amplitude (spontaneous ionization) when ω ∼ ω0.
Complete understanding of the damping term or the relaxation processes is possible
only through the theory of quantum electrodynamics and is beyond the scope of this
book.

The total polarization induced in the medium due to the incident light is given by

˜P = −Nẽx =
Ne2

me

ω2
0 − iωγ − ω2

˜E, (2.21)

where N is the number density of atoms in the medium. The complex coefficient

between ˜P and ˜E is defined as the optical susceptibility χ(ω) = ω2
pl

ω2
0 − iωγ −ω2 that

we introduced earlier. Here, ω2
pl = Ne2

meε0
is the characteristic plasma frequency. The

complex function representing the frequency dependence of χ(ω) is a Lorentzian
whose imaginary part is related to the absorption coefficient, α(ω) = ω

n0c0
Im[χ(ω)],

where n0 is the background refractive index. Like the optical susceptibility and the
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Fig. 2.2 Dispersion of the real and imaginary parts of the dielectric constant near a resonance. The
highlighted area marks the region of anomalous dispersion

dielectric constant, the refractive index is also a complex quantity. The dispersion
of the real and imaginary part of the dielectric function is shown in Fig. 2.2. Its
real part governs the refraction of light at the interface of two media and is given by√
1 + Re[χ(ω)] = √

Re[ε(ω)]. As illustrated in Fig. 2.2, far away from thematerial’s
resonance frequency, the imaginary part of ε(ω) or n(ω) is negligible. Hence, in this
regime the frequency dependent refractive index, or the dispersion of n, can be
expressed as

n2(ω) = 1 + ω2
pl

ω2
0 − ω2

. (2.22)

This spectral range is known as the normal dispersion, or transparent regime, charac-
terized by ∂n

∂ω
> 0. Close to resonance, the imaginary contribution becomes signifi-

cant, yielding enhanced absorption. Here, ∂n
∂ω

< 0, and is known as anomalous dis-
persion. Though highly simplified, the Lorentz atomic model can adequately explain
the optical response of awide range of condensedmedia—such as liquids, dielectrics,
metals, semiconductors, birefringent crystals, and diverse biological entities. Most
dielectric or transparent materials, like glass and silica (SiO2), are characterized by
anomalous dispersion in the ultraviolet (UV) and/or IR wavelength ranges, whereas
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chlorophyll or stained glass evidently have at least one resonance in the visible part of
the spectrum. A material like chlorophyll can exhibit multiple resonances, implying
several spectral regions of normal and anomalous dispersion.

The Lennard-Jones potential (the L-J potential) that describes the interaction
between a pair of neutral atoms or molecules can be satisfactorily approximated
as a parabolic potential, as in case of a harmonic oscillator, for small interatomic dis-
tances. Therefore, atoms in a molecule can also be represented as dipoles vibrating
about their equilibrium positions [12]. Since the molecules are comparatively mas-
sive, the natural oscillatory frequencies are low, in the IR part of the spectrum. For
example, H2O has vibronic bands in the IR, but it is transparent at visible frequencies.

For monochromatic or narrowband excitation, the frequency dependence of the
refractive index, or the dispersion, is not very important. However, as we shall see,
it is a key parameter in understanding and controlling the propagation of ultrashort
pulses that intrinsically possess broad spectra.

2.1.4 Nonlinear Optics

The usual classical theory of light propagation, and other phenomena like reflection
and refraction that are derived on the basis of Maxwell’s equations, assumes a linear
relationship between themacroscopic polarization and the electric field strength [12],
as given in (2.8) and (2.21). In other words, the force acting on the atomic oscillators
in the presence of an optical field is considered to be linearly dependent on the
displacement from themean position (2.20). However, just as amechanical harmonic
oscillator can be overdriven into a nonlinear response by applying sufficiently large
force, atomic or molecular oscillators can also be overdriven by intense optical fields.

Nonlinear optics is the study of such light-matter interactions for which higher
powers of electric field play a dominant role. It is the study of phenomena that occur
as a consequence of the modification of the optical properties of a medium by the
presence of light (usually intense light). Generally, only laser light and ultrashort
pulses are sufficiently intense to overdrive the atomic oscillators. In the linear optical
regime, the optical response—or the susceptibility—is a material specific quantity
that is independent of the applied field strength. Here, ˜P increases linearly with
˜E. In the case of intense fields, this linear relationship cannot be maintained. The
polarization generated in a material medium is then described by expressing (2.8) as
a power series in field strength ˜E:

˜P = ε0(χ
(1)

˜E + χ(2)
˜E2 + χ(3)

˜E3 + · · · ),
= (˜P(1) + ˜P(2) + ˜P(3) + · · ·. (2.23)
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The quantities χ(1), χ(2) and χ(3) represent, respectively, the linear (first-), second-
and third-order optical susceptibility whereas ˜P(i), i = 1 to 3, represents the corre-
sponding polarization [12, 17]. Each higher-order term of the series expansion gives
rise to distinct physical processes. We will briefly describe a few of these nonlinear
effects that will be of relevance to ultrafast biophotonics. For simplicity we shall
consider the electric field and polarization to be scalar quantities (the scalar approxi-
mation).We shall also assume that the polarization depends only on the instantaneous
electric field strength and that the medium responds instantaneously. In presence of
dispersion and losses, (2.23) needs to be generalized. Such a comprehensive treat-
ment of the nonlinear polarization is beyond the scope of this book and can be found
in standard textbooks on nonlinear optics [12, 17].

The typical value of linear susceptibility for common dielectrics is close to
unity, whereas the values of χ(2) and χ(3) that would generate polarization equal
to the linear term for the extreme field strength of Eat are ∼1.9× 10−12 m V−1 and
∼3.8× 10−24 m2 V−2, respectively [12, 17]. Since these values are so much smaller
than χ, the higher order polarization terms do not contribute significantly unless the
electric field is sufficiently high. Under very intense excitation where, as already
noted, ionization effects dominate the light-matter interaction, the series expansion
in (2.23) may not converge. To mathematically describe propagation through a non-
linear medium, the wave equation (2.9) has to bemodified to include the higher-order
time varying polarization terms. These terms act as sources of additional components
of electromagnetic fields resulting from the nonlinear interaction and play a key role
in ultrashort pulse propagation through media. A complete analysis of pulse prop-
agation through nonlinear media is very demanding, owing to the large number of
effects involved and, as seen in Chaps. 5, 6, extensive use has to be made of approxi-
mations and phenomenological models. In the following sections we provide a brief
qualitative description of a number of nonlinear optical processes that we shall have
recourse to refer to in later chapters.

2.1.5 Second-Order Nonlinear Effects

We begin by considering an optical field comprising two distinct frequency com-
ponents being incident on a second-order nonlinear optical medium [12, 17]. The
incident field and the second-order polarization generated within the medium are,
respectively, given by

˜E = E1e
−iω1t + E2e

−iω2t + cc, (2.24)

http://dx.doi.org/10.1007/978-3-319-39614-9_5
http://dx.doi.org/10.1007/978-3-319-39614-9_6
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˜P2 = ε0χ
(2)(E2

1e
−i2ω1t + E2

2e
−i2ω2t + cc) (SHG) +

2ε0χ
(2)(E1E2e

−i(ω1+ω2)t + cc) (SFG) +
2ε0χ

(2)(E1E
∗
2e

−i(ω1−ω2)t + cc) (DFG) +
2ε0χ

(2)(E1E
∗
1 + E2E

∗
2 ) (OR). (2.25)

The second-order nonlinear polarization consists of five distinct frequencies
[18–20]. Two of them correspond to the second harmonic of the incident frequency,
known as second harmonic generation (SHG). The other three include generation of
sum frequency (SFG), difference frequency (DFG) and optical rectification (OR),
in which a DC or static field is generated within the medium. In physically realis-
tic situations, however, only one of these components is generated with appreciable
intensity. The reason for this frequency selectivity is that the nonlinear polarization
can efficiently radiate at a particular frequency only if energy as well as momen-
tum conservation conditions are satisfied. The energy is conserved by destruction of
incident photons and creation of photons at new frequencies, whereas momentum is
conserved if there is matching of the refractive indices at the incident and created
frequencies. The latter requires a phase-matching condition to be satisfied, which is
usually possible only for one of the frequency components of the nonlinear polar-
ization. The polarization of the incident light and the orientation of the nonlinear
medium (for example, a crystal like β-BaB2O4 or KDP) are important in selecting
the frequency component. The efficiency of the conversion of incident frequency into
converted frequency (SHG/SFG/DFG) depends strongly on experimental conditions
and on the nonlinear medium. Under proper experimental conditions, the process of
SHG can be so efficient that nearly all of the power in the incident beam at frequency
ω is converted to radiation at frequency 2ω.

Out of the four processes, SHG is the most widely used in biophotonics
[21, 22], including microscopy (Chap. 3). Its common use is to convert the output
of an IR laser—such as a Nd:YAG laser (1064 nm) or a Ti:sapphire laser (∼700–
900 nm)—to the green or blue regions of the spectrum. SHG can be thought of as
annihilation of two photons of frequency ω and simultaneous generation of a photon
of frequency 2ω in a single quantum-mechanical process. Similarly, SFG involves
annihilation of photons at ω1 and ω2 accompanied by creation of photon at ω1 + ω2.
In DFG, the higher frequency pump-photon (ω1) is converted into the difference
frequency idler (ω1 − ω2) in presence of the signal frequency (ω2). This results in
generation of additional radiation at ω2, amplifying the already present signal com-
ponent. In other words, the conversion to idler frequency radiation is stimulated
by the amplification of the signal frequency. Hence, DFG is also known as optical
parametric amplification and we shall make use of this process in studies on DNA
damage (Chap.6).

SFG and optical parametric amplification are regularly used to produce tunable
UV and IR radiation, respectively, by mixing the output of a tunable visible laser
with that of a fixed frequency near-IR laser. Frequency tuning is achieved by adjust-
ing the phase-matching condition. Multiple stages of SHG, SFG and parametric
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amplification can be combined within a single source to realize a tunable source
that spans a wide spectral range from UV to IR. Second-order nonlinear processes
can also be used to generate pulsed terahertz (THz) radiation that is likely to poten-
tially possess enormous utility in biophotonics applications in the coming years.
THz radiation is also generated in the course of filamentation, a phenomenon that
accompanies the propagation of high-intensity ultrashort laser pulses through matter
(Chap. 6).

All four nonlinear processes described so far are examples of parametric, or loss-
less, processes. These are quantummechanical processes in which the photon energy
is conserved [12, 17] and are represented by real nonlinear susceptibility. There
can also be nonparametric nonlinear processes in which the photon energy is not
conserved. Such distinction also exists in the linear optical regime. Processes like
reflection and refraction that are governed by the real component of susceptibil-
ity are examples of parametric processes, whereas absorption—represented by the
imaginary component—is an example of a nonparametric process. In the latter, the
energy is converted into material excitation or heat and the photon energy is not con-
served. The other difference between the two types of processes is that the parametric
processes are instantaneous, having response time governed by the Fourier transform
of the optical response in the transparent spectral range. The nonparametric process
involves population transfer from the ground state of the medium to an excited state,
which then takes a finite amount of time (ranging from several femtoseconds to even
milliseconds) to relax back.

The generation of other frequencies in a nonlinear interaction can also be thought
of as a consequence of an overdriven atomic or molecular oscillator. For small
changes around the equilibrium position, both the atomic potential as well as the
L-J potential can be approximated as a parabolic potential (Fig. 2.3). The motion of
an electron in such a potential is described by a sinusoidal function at the excita-
tion frequency. In presence of intense optical excitation, the amplitude of oscillation
becomes larger and the potential experienced by the electron deviates from being
parabolic. The electron motion in such a deformed potential continues to remain
periodic but becomes distinctly non-sinusoidal. The dynamics can then be described
by expanding the response in a Fourier series with non-zero components at harmonic
frequencies. Since the accelerating charge emits electromagnetic radiation, the com-
ponents of electron motion at higher harmonic frequencies act as the source for
higher order polarization that emit frequencies other than the excitation
frequency [12].

The shape of the potential is strongly governed by the atomic (or molecular)
structure. In condensedmedia possessing inversion symmetry, the potential is an even
function of the inter-atomic distance and, hence, only odd-order nonlinear effectswill
be observed. Therefore, liquids and materials like glass do not exhibit second-order
effects except from the surface, where the symmetry is broken.

http://dx.doi.org/10.1007/978-3-319-39614-9_6
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Fig. 2.3 Potential energy curve for a non-centrosymmetric medium. Only for weak optical excita-
tion does the electron experience a parabolic potential

2.1.6 Third-Order Nonlinear Effects

Just as the second-order susceptibility is seen to mix three different fields, the third-
order susceptibility can mix four different electric fields [12, 17, 23]. Therefore,
in the most general case, the expression for ˜P(3) is very complicated, with several
different components. For a simplified case, where all three fields aremonochromatic
and identical, ˜E = E0e−iωt + cc, the polarization is given as

˜P3 = 1

8
ε0χ

(3)(E3
0e

−i3ωt + cc) (THG) +
3

8
ε0χ

(3)(E3
0e

−iωt + cc) (Intensity dependent response). (2.26)

The first term in (2.26) describes third harmonic generation (THG), in which three
photons at frequency ω are destroyed and one photon of frequency 3ω is created
[12, 24, 25]. THG can be used to generate UV frequencies from IR lasers. The
second termdescribes the component at the incident frequency, leading to an intensity
dependent optical response. It can be described as an intensity dependent refractive
index experienced by the incident wave, represented as

n(I) = n + n2I, (2.27)

where n2 = 3
2n2ε0c0

χ(3) characterizes the strength of the optical nonlinearity. The
intensity dependent refractive index gives rise to several phenomena like
self-focusing, self-phase modulation, saturation of absorption, and two-photon
absorption [12, 17]. We shall frequently encounter such nonlinear refractive indices
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in later discussions of biophotonic phenomena involving diverse biological enti-
ties, such as water, DNA, and proteins in human saliva (Chap. 6). Not all of these
processes correspond to a real refractive index. Accordingly, the expression (2.27)
has to be generalized to include the real as well as the imaginary optical response,
in other words the parametric and nonparametric optical processes. Apart from
the electronic nonlinearity arising due to non-parabolic potential—known as Kerr
nonlinearity—other mechanisms like plasma generation, filamentation, Brillouin
scattering and Raman scattering processes can also induce third-order nonlinear
responses [12, 17, 23].

One of the most frequently encountered manifestations of χ(3) is self-focusing
[26, 27]. It occurs when a beam of light with non-uniform transverse intensity profile
propagates through a nonlinear medium with n2 > 0. The non-uniform intensity
profile of the incident beam maps to a non-uniform refractive index profile such
that the medium starts to act like a convex lens, causing the beam to converge. As
the beam converges, its intensity increases and, concomitantly, so does the extent of
self-focusing. An intensity catastrophe is averted when the intensity reaches a high
enough value to induce ionization of the medium. The free electrons that are thus
generated contribute a negative sign to the overall value of n2 and, consequently,
defocusing occurs. Propagation of high intensity optical pulses thus progresses in a
series of self-focusing—plasma defocusing—self-focusing cycles [28]. The entire
process gives rise to formation of filaments within the medium and we shall have
recourse to involving such propagation dynamics in later chapters in connection with
laser eye surgery (Chap.5) and filamentation-induced damage to DNA (Chap.6) in
physiologically relevant aqueous media [29, 30].

It is of interest to note that at the focal point, the intensity of the self-focused pulse
can be sufficiently high to cause optical damage; this has been put to use by creating
microfluidic and nanofluidic channels within materials [31] and for cell alignment
studies [32].

The propagation through a nonlinear medium also results in an intensity depen-
dent phase [12, 17, 23] given byφ(z, t) = n2kzI(t). This effect is known as self-phase
modulation (SPM). Since the rate of change of the optical phase corresponds to fre-
quency, SPM leads to generation of new frequency components governed by dI(t)

dt .
For ultrashort pulses, the intensity varies on femtosecond timescales. Therefore,
SPM leads to a significant widening of the spectrum as the pulse propagates through
the medium. Apart from SPM, a collection of other third-order nonlinear processes
like self-steepening, cross-phase modulation and stimulated Raman scattering also
induce substantial spectral broadening upon intense pulse propagation. The visu-
ally prominent manifestation of these phenomena is known as supercontinuum (SC)
generation [23, 33–35].

For investigations of SC generation in transparent liquid media, water is a natural
choice due to its importance in biological systems [36, 37]. A typical SC spectrum
generated in water by intense, IR ultrashort pulses is shown in Fig. 2.4. At relatively
lower fluence, the spectral broadening is caused by non-parabolic potential or Kerr
nonlinearity corresponding to n2 ∼ 4 × 10−16 cm2 W−1. Increasing the fluence

http://dx.doi.org/10.1007/978-3-319-39614-9_6
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Fig. 2.4 Supercontinuum (SC) spectra generated in water by intense, infrared ultrashort pulses at
low and high fluence. At higher fluence, there is an additional broadening, in the visible range due
to plasma generation (Chap.6)

results in plasma generation and filamentation leading to additional contribution to
the nonlinearity and, hence, substantial increase in the SC spectral width (Chap. 6).
Under optimized conditions, in specially designed photonic crystal fibres, the SC
spectrum can span an extremely wide spectral range—over three octaves—and this
has played an important role in the development of broadly tunable ultrafast light
sources [38, 39], generation of few-cycle pulses [40], as well as the Fourier synthesis
of unconventional optical waveforms [41, 42]. SC sources are particularly of interest
for ultrafast biophotonics because of their potential applications in imaging and
microscopy [43, 44].

Intensity dependent nonparametric processes result in either enhanced absorption
or saturation of absorption. Typically, a medium has a finite number of atoms or
molecules that can absorb light. Under intense illumination, a large fraction of these
atoms/molecules absorb light and are transferred to an excited state, depleting the
number available for further absorption of light. This effect is known as saturation of
absorption [12, 17]. Intense illumination can also open up new absorption channels,
resulting in induced absorption. One of the examples of the latter effect is the process
of two-photon absorption [21, 22]. In the linear regime, the atom/molecule is trans-
parent to the excitation frequency. However, under sufficiently strong illumination,

http://dx.doi.org/10.1007/978-3-319-39614-9_6
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it can make a transition from its ground state to an excited state by simultaneous
absorption of two laser photons. Once in the excited state, it can relax via emitting
a photon whose frequency is higher than the excitation frequency. This process is
known as two-photon fluorescence (or two-photon photoluminescence) and it plays
a crucial role in the development of high resolution optical microscopy for biological
applications.

Since third-order nonlinear interactions generate an intensity dependent optical
response, their manifestation is very useful for performing time-resolved studies with
ultrashort pulses. Several experimental techniques have been developed to investigate
the temporal evolution of the system following an impulsive optical excitation, and
will be frequently encountered in this book.

2.1.7 Higher-Order Nonlinear Effects

Under intense optical excitation—approaching Eat—we have already noted the
breakdown of the perturbative expansion of the nonlinear polarization given in
(2.23). The field is strong enough to cause multiphoton nonlinear effects and to
distort—or dress—the atomic potential. As discussed in Sect. 2.1.2, different ioniza-
tion processes dominate this regime. This strong field also accelerates the ionized
electron because of which new optical frequencies can be generated. High-harmonic
generation (HHG) is an example of such a higher-order nonlinear process in which
all odd harmonics of the laser frequency, up to some cut-off (can be a few hundred
harmonics), are emitted by an atomic medium [45, 46]. HHG occurs due to the oscil-
latory motion of the ionized electron in the field of the deformed atomic or molecular
ions. One of the principal applications of HHG is to produce radiation at much higher
frequencies, corresponding to the extreme UV (XUV) and X-ray spectral regions,
for the generation of attosecond pulses [47].

As is discussed in Chap.6, there is a considerable contemporary interest in the
physics of higher-order nonlinear effects and their applications to biological sys-
tems. The drive to investigate intense field effects in the context of biophotonics is
fuelled by a host of potential applications in, among others, cancer therapy and DNA
modification.

2.1.8 Ultrashort Pulses

Until about the beginning of this century, any laser pulse that lasted for 100 fs
or less was deemed to be ultrafast. Definitions have begun to change and, now, an
ultrashort pulse is onewhich comprises only a few cycles of an electromagneticwave.
Such pulses are generated by a coherent superposition of a large number of plane
waves and are usually described as a product of an oscillatory component (the actual

http://dx.doi.org/10.1007/978-3-319-39614-9_6
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time variation of the optical field) and a pulse-envelope function, generally taken
as Gaussian [1, 2]. Therefore ultrashort pulses are not very different from the plane
waves considered so far in this chapter and the topics considered till now continue
to be relevant. In spite of this similarity, few-cycle pulses offer unique advantages in
terms of achieving, simultaneously, high temporal and spatial resolution, generation
of intense optical fields, and large spectral bandwidth. These ultrafast pulses make
possible investigations of light-matter interactions on timescales in which the nuclear
dynamics inmolecules are effectively “frozen”. From an applications viewpoint, they
open the possibility of high-speed data transmission and processing of information.
As we shall see in subsequent chapters, new issues will be encountered that relate
to the generation, characterization, and propagation of such pulses. In this book,
we shall mainly focus on ultrafast optics in the visible and lower-frequency spectral
bands and on time scales down to a few femtoseconds although future prospects of
probing attosecond dynamics in biophotonics are briefly discussed in Chap.11.

The electric field of a light pulse is a function of both space and time but, in most
cases that are of relevance to ultrafast biophotonics, we shall be mainly interested in
its temporal characteristics. For simplicity, we shall treat the electric field as linearly
polarized, and represent only by its magnitude (the scalar approximation). Hence,
the electric field of a pulse whose central frequency is ω0 is expressed as

E(t) = 1

2

√

I(t)e−i[ω0t+φ(t)] + cc, (2.28)

where
√
I(t), is the time varying amplitude envelope and φ(t) is the temporal phase.

Generally, I(t) and φ(t) vary slowly compared to the oscillating part except for few-
cycle pulses [1, 2]. To further simplify the mathematical expression, the rapidly
oscillating e−iω0t term and the complex conjugate are often neglected under the
analytic signal approximation, giving

E(t) = √

I(t)e−iφ(t). (2.29)

For a Gaussian-intensity pulse, the time varying amplitude is expressed as

E0e
[−2ln2( t

τFWHM
)2], where τFWHM represents the pulse width (full width at half maxi-

mum) andE0 is themaximumfield amplitude. The expression of the complex electric
field in the frequency domain, E(ω), is obtained by Fourier transforming E(t) as

E(ω) = √

S(ω)e−iϕ(ω). (2.30)

Here, S(ω) represents the spectrum and ϕ(ω) is the spectral phase. The electric field,
intensity and (real) amplitude of a Gaussian-intensity pulse (τFWHM of 10 fs) are
depicted in Fig. 2.5a. The corresponding spectrum is shown in Fig. 2.5b.

Since the temporal and spectral domains are related via a Fourier transform, the
widths in the two domains are also related via the uncertainty principle: a narrower
pulse in the temporal domain corresponds to a wider spectrum, and vice versa.

http://dx.doi.org/10.1007/978-3-319-39614-9_11
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(a) (b)

Fig. 2.5 a The temporal electric field, its amplitude (real-part) and intensity of a transform limited,
near-IR, ultrashort Gaussian pulse with FWHM= 10 fs where FWHM corresponds to the intensity
width at half maximum. b The corresponding spectrum centred at 1.55 eV (800 nm). The phase of
this pulse in the time or frequency domain is a constant and is not plotted

The product of the temporal and spectral widths of pulse is referred to as the time-
bandwidth product (TBP), a dimensionless quantity representing the figure of merit
of an ultrashort pulse [1]. The smaller the TBP, the simpler is the pulse structure.
The TBP for a Gaussian pulse is 0.441. This value represents the shortest pulse that
can be generated for a given spectral width. For any pulse shape, the minimum TBP
corresponds to the condition when the temporal and spectra phase are constant, that
is, there is no change in the frequency within the pulse duration. Such a transform
limitedGaussian pules is depicted in Fig. 2.5a.Aswewill see in the following section,
material dispersion leads to pulse broadening, and, consequently, an increase in the
TBP. In ultrafast biophotonics, efforts are always aimed at maintaining the lowest
possible TBP.

2.1.9 Propagation of Ultrashort Pulses

A large number of co-propagating spectral components is indispensable for the gen-
eration of an ultrashort pulse. We describe the propagation of such a wavepacket in

terms of group velocity, vg(ω) = c0
nω

[

1 + ω
nω

dn
dω

]−1
. When this wavepacket propa-

gates through a medium, each frequency component acquires a different phase due
to the material dispersion or the frequency dependent refractive index (nω).Under
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such conditions, it is customary to represent the spectral phase in a Taylor series
expansion, such as

ϕ(ω) = ϕ0 + (ω − ω0)ϕ1 + 1

2! (ω − ω0)
2ϕ2 + 1

3! (ω − ω0)
3ϕ3 + · · ·, (2.31)

where ϕ0 is a constant and ϕi, i > 0 represents the Taylor series coefficient pro-
portional to the ith derivative (with respect to ω) of nω . Alternatively, the temporal
phase φ(t) can also be represented in a similar Taylor series expansion [1, 2]. In the
absence of dispersion and other phase distortions, the spectral and temporal phase is
a constant, yielding a transform limited pulse. The first term in the series, the zeroth-
order phase (ϕ0 or φ0), is the relative phase of the carrier wave with respect to the
envelope. It is simply the phase of the carrier wave at the peak of the pulse envelope
and is known as carrier envelope phase (CEP). As shown in Fig. 2.6a, when the pulse
is several-cycles long, the variation in CEP from 0 to π only slightly shifts the carrier
wave away from the peak of the envelope. The real part of the electric field of a 10 fs
(τFWHM) pulse with CEP values of 0 and π look almost identical. However, when the
pulse is only one- or two-cycle long, the CEP doesmatter (Fig. 2.6b)! All three values
of CEP shown in Fig. 2.6b correspond to the same amplitude profile but have very
different field values at the peak of the field. There are several nonlinear processes,
like TI (Fig. 2.1), which depend on the sign of the field and hence exhibit strong CEP
dependence when experiments, for example, on atomic or molecular ionization, are
performed with few-cycle pulses [48]. Molecular ionization and dissociation also
exhibit CEP dependence. It is anticipated that it may be possible to achieve specific
bond breakages within a molecule by controlling the CEP of the laser pulses used to

(a) (b)

Fig. 2.6 a The temporal electric field (real part) of two multi-cycle pulses with CEP equal to 0
and π. b The temporal electric field (real part) of three single-cycle pulses with CEP equal to 0, π

2
and π. For the same amplitude profile, the field distribution of single-cycle pulse strongly depends
on the CEP
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irradiate the molecule [49]. Generally, ultrafast lasers emit pulses with random CEP
values. Therefore CEP stabilization within or outside the laser is necessary for CEP
sensitive experiments.

The second term in the Taylor series, ϕ1 corresponds to a shift in the frequency
or time (delay). Most often the physical effects and experiments are sensitive to the
shape of the pulse and the magnitude of the electric field, not to the arrival time of
the pulse. Occasionally, the delay is of interest in interferometric methods, in which
high phase stability needs to be maintained [50, 51].

The third term (ϕ2), proportional to d2n
dω2 or the group velocity dispersion (GVD),

represents a linear ramp of frequency as a function of time during the pulse duration
(referred to as linear chirp).Unlike the condition shown inFig. 2.6a, the fringe spacing
either increases or decreases linearly with time.

The linear optical response of the biologically relevantmedium,water, is shown in
Fig. 2.7a. The refractive index n is calculated using the Sellmeier equation, whereas
absorbance is a measured quantity. Water is transparent up to ∼1000 nm. At longer
wavelengths, the absorption increases rapidly, resulting in anomalous as well as
higher-order dispersion [37]. Calculated second- (k′′) and third- (k′′′) order GVD
coefficients are shown in Fig. 2.7b. We see that there is a significant increase in k′′′ in
the wavelength range above 1000 nm. Effects of k′′ and k′′′ on the spectral phase and
the intensity envelope of a Gaussian pulse centred at 1300 nm after propagating over
2 mm through water are shown in Fig. 2.7c, d, respectively. As dn

dω
> 0 for normal

dispersion, or a transparent, spectral region ( dndω
< 0, for anomalous dispersion),

propagation through materials causes the high (low) frequency components to be
delayed compared to the low (high) frequency components. This difference in speed
works towards destroying the temporal overlap among the components and, hence,
results in an increase in the pulse width. For few-cycle pulses, the spectral width
can be substantial, almost spanning an octave. Therefore, even propagation through
air can lead to significant pulse broadening. Maintaining minimum pulse duration is
often mandatory as it governs the temporal resolution in many experiments, yet it
is challenging, particularly for sub-50 fs pulses. Hence, proper GVD compensation
and special optics (broadband and all-reflective) have to be used to minimize phase
distortions.

Some materials exhibit higher-order dependence of their refractive index on
frequency and, so, they also induce higher-order chirp [1]. The fourth term—

proportional to
(

d3n
dω3

)

—implies a quadratic chirp wherein the central frequency

arrives first while frequencies on either side arrive later. These two slightly different
frequencies generate beats as a function of time, causing the pulse with cubic phase
distortion to have oscillations after (or before, if the quadratic chirp is negative) the
main pulse (Fig. 2.7d). Further higher-order terms yield additional distortions giving
rise to extremely complex pulse profiles. For certain experiments, like SC generation,
photonic crystal fibres with controlled higher-order GVD are used to optimize the
spectral content.
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(a) (b)

(c) (d)

Fig. 2.7 a Calculated refractive index (n) and measured absorbance in water. b Second- (k′′) and
third- (k′′′) order GVD coefficients calculated using n shown in (a). The GVD in water changes
sign at ∼1000 nm. For wavelengths longer than 1000 nm, the anomalous chromatic regime is char-
acterized by rapidly increasing k′′′ due to increasing absorbance. c Normalized intensity spectrum
of a transform limited 10 fs Gaussian pulse centred at 1300 nm, (FWHM of ∼250 nm), and its
spectral phase in the presence of (i) no dispersion (Constant, dotted), (ii) only second-order GVD
(Quadratic, dashed), and (iii) second- and third-order GVD (Quadratic+Cubic, solid) after traveling
2 mm in water. d Normalized temporal intensity profiles of the 10 fs Gaussian pulse shown in (c)
considering GVD of different orders. Pi(ϕ) represents the order of the spectral phase polynomial
used to obtain the intensity profile. The temporal profiles are shifted vertically for clarity. Since
Fourier transform is a linear transformation, the order of the polynomial term is maintained while
transforming from the spectral to the temporal domain

2.2 Experimental Aspects

In the following sections, we discuss some methods by which ultrashort pulses are
generated, characterized, and the dispersion effects are minimized. We only provide
a brief and simple review of some of the topics. More details can be found in texts
on ultrashort lasers and spectroscopy [1, 23, 52–56].
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2.2.1 Generation of Ultrashort Pulses

Selection of the type of laser and themethod of ultrashort pulse generation depends on
requirements vis-à-vis the duration, energy, repetition rate and frequency
[52, 53]. A short or ultrashort optical pulse can, in principle, be synthesized by
starting with a continuous light source and using a fast modulator, which lets the
light pass only for a short period of time. However, in such a method, the pulse dura-
tion is limited by the speed (bandwidth) of the modulator. High energy pulses with
much shorter durations, in the nanosecond regime, can be generated using techniques
like Q-switching, cavity dumping and gain switching.

The synthesis of a periodic pulse train can also be considered as a coherent super-
position of several equally spaced frequency components (laser cavity modes). The
larger the number of modes involved, the shorter the minimum pulse duration that
can be achieved. A typical ultrashort laser with a cavity length of, say, 2 m, has∼106

modes being amplified to be able to generate a 10 fs pulse. An important aspect is
that there must be a fixed phase relationship between these modes so that it is only
at regular temporal positions that the electric fields of all frequency components add
up (they interfere constructively) to a maximum of the total field strength. A pulse
generation technique based on stabilization of the phase difference between modes
is called mode locking.

In mode-locked lasers, the resonator contains an active or a passive element that
facilitates the phase relationship and formation of an ultrashort pulse. The design of a
mode-locked laser is generally a non-trivial task; it involves a complicated interplay
of many effects, including dispersion and several nonlinear processes. Technolog-
ical advancements in the last decade have led to the development of user-friendly
mode-locked femtoscond oscillators, including those generating few-cycle pulses
with MHz or GHz pulse repetition rates and moderate pulse energies (typically pJ to
nJ). The ultrafast oscillators generate seed pulses, which can be amplified optically.
Much higher pulse energies (up to several Joules) combined with lower repetition
rates (up to several kHz) can be produced with one or more stages of regenera-
tive amplifiers employing chirped-pulse amplification (CPA) that is schematically
depicted in Fig. 2.8. It is also possible to reduce the repetition rate and/or to stabilize
CEP either within the laser or externally by using nonlinear optical techniques. The
pulse train in the MHz range is also useful for generating a stabilized frequency
comb for sensitive spectral measurements discussed in Chap.11. Several types of
ultrafast lasers are commercially available: solid state (Neodymium or ytterbium-
doped glasses and Titanium-sapphire lasers), fibre and semiconductor lasers. The
key features for ultrafast lasers include pulse-duration, CEP stability and control,
pulse-energy, repetition rate, TBP, tunability, beam profile, power and pointing sta-
bility, and ease of operation and, of course, cost.

Titanium-sapphire (Ti:sapphire, Ti:Al2O3) oscillators are most frequently used to
generate pulses down to few femtoseconds with average powers between 100 mW
to 1 W range and ∼80 MHz pulse repetition rate [57–59]. The gain medium com-
prises an Al2O3 matrix that is doped with Ti ions. It is optically pumped in the green

http://dx.doi.org/10.1007/978-3-319-39614-9_11
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region (usually with 532 nm laser light from a Nd:YAG or Nd:YVO4 laser) and emits
wavelength in the range of ∼650–1100 nm. It is usually passively mode-locked, in
the form of Kerr lens mode locking. A pulse duration of ≤50 fs is readily achieved.
Further improvement in the laser resonator design and intra-cavity dispersion com-
pensation has led to the development of even turn-key ultrafast lasers that generate
sub-10 fs pulses.

Ti:sapphire lasers are also used in multi-pass and regenerative amplifier systems,
particularly with chirped-pulse amplification [60]. They can reach enormous output
peak powers of tens of TW and, in large facilities, even PW. Such high powers are
essential for inducing extreme nonlinear effects like HHG and for studies of laser-
plasma interactions. Nonlinear frequency conversion can also be used to further
extend the emission range of a Ti:sapphire laser. Though such lasers have proved to
be the workhorses of most experiments discussed in this book, recent developments
of fibre and semiconductor lasers operating in near-IR spectral region have also
started yielding pulses in the ∼100 fs range with substantial pulse energy [53].

2.2.2 Broadband Ultrafast Sources

An ultrafast laser can have an octave spanning bandwidth which, coupled with SHG,
can span the spectral range from the UV to the near-IR. However, the pulse energy
from an oscillator is rather low (pJ) and there is no tunability. Optical parametric
amplification in a nonlinear crystal like β-BaB2O4 (β-BBO), is particularly attractive
for the generation of frequencies which are very hard to access directly. Unlike laser
oscillators, optical parametric amplifiers (OPAs) provide moderate energy pulses
(µJ) with tuning over a very wide spectral range [61]. They are usually pumped by
the output from a regenerative amplifier (at the fundamental or the second harmonic
frequency). The seed pulse needed for amplification is generally produced by SC
generation in a sapphire plate. By combining multiple stages of OPAs and frequency
doubling, commercial systems routinely generate sub-30 fs pulses from the UV to
the mid-IR. Intense pulses of wavelength in the 1000–2500 nm range, obtained from
an OPA, have found utility in probing double strand breakages in DNA, as will be
discussed in Chap. 6.

Optimized SC generation is a process where the pump frequency is converted to a
very broad spectral bandwidthwith high spatial coherence [38, 39, 41, 42]. The pulse
duration in this case is a few picoseconds and pulse energy is usually much lower
than what is available from an OPA. The spectral broadening is accomplished by
propagating intense ultrashort pulses through an optical fibre having high nonlin-
earity and waveguide structure to ensures good beam quality. Of special interest
are photonic crystal fibres, mainly due to their unusual chromatic dispersion char-
acteristics, which allow substantial broadening (spanning more than two octaves).
Applications of such SC sources in ultrafast biophotonics include, but are not
limited to, interferometry (Chap. 11) and spectrally- as well as temporally-resolved
fluorescence microscopy (Chaps. 3, 4).

http://dx.doi.org/10.1007/978-3-319-39614-9_6
http://dx.doi.org/10.1007/978-3-319-39614-9_11
http://dx.doi.org/10.1007/978-3-319-39614-9_3
http://dx.doi.org/10.1007/978-3-319-39614-9_4
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Fig. 2.8 Schematic of a typical chirped-pulse amplifier. A relatively low energy ultrashort pulse
from an oscillator is stretched to ∼1 ns duration by introducing chirp and then amplified to ∼1 mJ.
Later it is compressed back to ∼100 fs. The advantage of chirp-pulse amplification is that the lower
peak intensities at the amplification stage prevent breakdown of the amplifier crystal. Multiple
amplification stages are employed to generate pulse energies up to several Joules

2.2.3 Characterization of Ultrashort Pulses

So far, we have only discussed how to generate ultrashort pulses, not how to char-
acterize them. Measurement of pulse duration on the femtosecond timescale is chal-
lenging since the speed required is considerably faster than existing photodetectors
and what can be visualized on oscilloscopes. We shall cover here a fewmeasurement
techniques capable of resolving femtosecond pulses. The techniques rely on the high
speed of light and the concomitant availability of high spatial resolution, making use
of the pulse itself to measure its duration [1]. We begin by discussing correlation
measurements, which are easy to implement but offer only partial information. We
then describe approaches that can reveal complete intensity and phase information.

Optical pulses, and pulse trains, can be characterized in terms of various para-
meters such as the pulse-duration, repetition rate, energy, CEP, spectrum, chirp,
spatio-temporal pulse shape, and coherence. Some of these parameters—like repeti-
tion rate, pulse energy, and spectrum—are not too difficult to measure, whereas pulse
duration, CEP, chirp and temporal shape are more challenging. Pulse durations down
to roughly 10 ps can bemeasuredwith fast photodiodes in combinationwith fast sam-
pling oscilloscopes. For the measurement of shorter pulse durations, up to fraction
of a picosecond, streak cameras can be used. For even shorter pulses, techniques like
optical autocorrelation become mandatory [1]. A typical set-up for autocorrelation
is shown in Fig. 2.8a. It involves the overlapping of two pulse replicas in a nonlinear
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medium (generally a SHG crystal) and recording the generated nonlinear signal as
a function of the delay between the two replicas. Typically, a collinear geometry is
used to avoid loss of temporal resolution via geometric effects (finite beam angles).
The temporal resolution in autocorrelation is limited by the response of the nonlin-
ear material. Since parametric nonlinear processes are essentially instantaneous, this
technique has been used successfully even for single-cycle pulses.

Autocorrelation is a widely used technique but it does not provide complete infor-
mation about the electric field. Other methods have been developed, which can reveal
the temporal evolution of the optical field and the complex spectrum (including spec-
tral shape and spectral phase) of ultrashort pulses. The most widely-used techniques
are frequency-resolved optical gating (FROG) and spectral interferometry for direct
electric-field reconstruction (SPIDER).

Fig. 2.9 Schematics of a an interferometric autocorrelator and b a spectral interferometry for
direct electric-field reconstruction (SPIDER). The autocorrelator set-up can also be used to perform
frequency resolved optical gating (FROG) by replacing the detector by a spectrometer
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The FROG technique usually employs a set-up that is similar to that for an auto-
correlator (Fig. 2.9a) except that the photodetector is replaced by a spectrometer [1].
The measurement involves recording a large number of spectra as a function of delay
to construct a FROG trace. An iterative phase retrieval algorithm is then implemented
to reconstruct the pulse shape from the FROG trace. There are different versions of
FROG, each relying on different third-order nonlinear correlation processes, like
nonlinear polarization, self-diffraction and transient gratings. The major disadvan-
tage of this technique is the requirement of a phase-retrieval algorithm which may
not provide a unique solution, or may not converge for a complicated pulse structure.

An alternative to FROG is spectral interferometry [62], whose major advantages
are: (i) the need for a nonlinearmedium is obviated and, hence, it is easy to implement,
and (ii) it does not need a phase-retrieval algorithm.

The basic principle of spectral interferometry is to combine two temporally
delayed pulses in a spectrometer. The optical spectrum of the superposition con-
sists of interference fringes whose separation is governed by the relative delay and
the relative chirp. Hence, the fringe spacing measured as a function of frequency
yields information about the spectral phase. Along with the spectrum, the spectral
phase can be used to construct the complete complex optical field in the frequency
domain, which can then be Fourier transformed to obtain the electric field in the time
domain. This technique works successfully provided one of the two pulses, known
as the reference pulse, is already fully characterized. In case the reference pulse is
not available, it has to be generated. One of the ways to generate a reference is by
spectral shearing interferometry, as in SPIDER [63, 64].

A SPIDER set-up is shown in Fig. 2.9b. Here, the signal pulse is split into two
replicas with a large enough temporal delay to ensure that there is no pulse overlap.
A third pulse, derived from the same input pulse, is strongly temporally sheared
(broadened) by sending it through a highly dispersive optical element, such as a
block of glass. The long chirped pulse and the two replicas of the signal pulse are
then combined in an SHG crystal. The two signal pulses overlap with different tem-
poral portions of the chirped pulse, having different optical frequencies. Therefore
the up-converted pulses also have spectral shear. The analysis of the optical spectrum
of the nonlinear signal reveals the spectral phase from which the complete electric
field can be constructed. SPIDER does not require a sophisticated iterative algorithm
for retrieving the spectral phase. Its simple algorithm can be executed very rapidly
on a laptop, allowing for fast update rates, limited only by the speed of the spec-
trometer. The major disadvantages of SPIDER are: (i) its complex set-up, (ii) weak
up-converted signals, a consequence of the temporally sheared pulse having very
low intensity, and (iii) chirp calibration.

A comprehensive comparison of different techniques is difficult because there
are many variants of each technique, each developed for specific applications and
each offering specific advantages under certain experimental circumstances. Several
commercial pulse characterization systems are available which can be used for a
wide range of ultrashort pulses.
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2.2.4 Dispersion Compensation

Control of dispersion is the key to obtaining higher temporal resolution when using
ultrashort pulses. Dispersion compensation essentially means cancelling the chro-
matic dispersion of some optical element(s). However, the term is often used in a
more general sense, meaning the control of the overall phase distortions within the
laser and associated optical system. The main goal is to avoid pulse distortion and
broadening. Several techniques have been developed for dispersion control. These
can be grouped into two categories:

(i) Linear pulse compression: For chirped pulses, the duration can be reduced
by compensating the chirp, in other words, by “flattening” the spectral phase. Since
the material dispersion introduces positive chirp, the compensation can be accom-
plished by sending the pulses through a set of optical elements which introduce
negative chirp. The aim is to delay the lower frequency components with respect
to the higher frequency components so as to compensate the material dispersion.
Optical configurations like a prism pair (a prism compressor) [65, 66], grating pair
(a grating compressor) [67], dispersion compensating optical fibre [68], chirped mir-
rors [69], chirped Bragg gratings or a liquid crystal array have all been used. Typical
prism and grating pair compressor designs shown in Fig. 2.10 are often used due
to their simplicity and tunability. Chirped mirrors capable of compensating higher
order chirp, for even sub-10 fs pulses, have also been developed [58], which are
much easier to integrate within a set-up, but there is no control over the amount of

(a)

(b)

(c)

Fig. 2.10 Dispersion control of ultrashort pulses by a a prism compressor, b a grating compressor,
and c a set of chirped mirrors and wedges
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chirp introduced unless a pair of fused silica or CaF2 wedges are used for fine adjust-
ment (Fig. 2.10). In linear compressor configurations, only the phase of individual
frequency component is altered. There is no change in the spectral bandwidth of the
pulse assuming there are no absorption losses. Therefore the minimum attainable
pulse duration is set by the optical bandwidth of the pulses. Under ideal conditions,
a transform limited pulse is obtained.

(ii)Nonlinear pulse compression: In a first step, the optical bandwidth is increased,
typically with a nonlinear interaction such as self-phase modulation in an optical
fibre. In most cases, this leads to chirped pulses, with a duration longer than the
original pulse. Thereafter, the pulse duration can be made considerably shorter by
linear (dispersive) compression. Nonlinearity can also be used to compensate the
material dispersion, for example, by propagation through a hollow-core fibre filled
with a rare gas (typically Ne), a technique that is now routinely used for generating
single- and sub-cycle pulses [70, 71] or via a filamentation based technique [72].

Dispersion control certainly helps in reducing the chirp but it is difficult to totally
eliminate it; higher-order phase distortions are, almost always, found to persist.
Therefore, as far as possible, experiments using ultrashort pulses necessitate the use
of customised broadband and all-reflective optics to ensure minimum pulse chirping
and broadening [73].
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Chapter 3
Nonlinear Microscopy

Abstract An overview is presented of the application of ultrafast nonlinear optics
to biophotonic microscopy, with the essential physics being based on multiphoton
excitation. The use of a femtosecond laser permits high enough incident power levels
for nonlinear effects to occur efficiently while, at the same time, being low enough
to ensure sample integrity. Furthermore, the use of infrared light enables greater
depth penetration, an important consideration in biophotonic applications. We also
discuss successes of super-resolution microscopy, which is founded essentially on
the “manipulation” ofmolecular spectra, and the anticipated successes of 4D electron
microscopy in unravelling ultrafast biological phenomena.

3.1 Visualization of Biological Processes and Entities

Physical scientists are most familiar with experimental inquiry into “structure” being
the primary driver that leads to the formulation and development of deeper insights
into “processes” and “phenomena”. In the life sciences also, structural studies have
acted as significant precursors of many contemporary developments. Here, Photon-
ics continues to play an exemplary role by providing tools like X-ray spectroscopy,
synchrotron radiation sources and, now, free-electron-laser based sources of ultrafast
X-ray pulses. Structure determination again remains the forerunner in the quest for
tangible links between the structure of biological entities and their biological func-
tion. The domain of the life sciences now seems to be organized according to the
following hierarchy:

Gene/DN A ↔ proteins ↔ organelles ↔ cells ↔ tissues ↔ organs ↔ organisms.

From a systems viewpoint, it might be expected that structure-function relationships
would ultimately address the highest—most difficult—stage of such a hierarchy.
However, it seems that progress in even the first few steps in this hierarchy continue
to be both challenging and a source of inspiration for those engaged in biophotonics.

A single cell maintained under physiological conditions serves to provide the
biological link between molecular level details that are becoming experimentally
accessible and the systems level details that life scientists strive for. Theoretical
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work based on physics methodologies, especially those that relate to whole cell
simulations, are beginning to find utility in providing linkages to experiments of the
type we shall discuss in this chapter.

On the experimental front, super-resolution imaging of cell structures has started
offering exciting prospects of new biological insights being developed; indeed, a so-
called skeleton of neurons has already been discovered [1] and time-resolved dynam-
ics in cell membranes have been carried out [2]. Such experiments, accompanied
by appropriate computer simulations, may well pave the way to the development of
methods that will enable in vivo diagnostics, as well as real-time probing and charac-
terization of cellular machinery and motors. The embracing of photonics techniques
by the neurobiology and cell development communities is likely to benefit both com-
munities. There is now considerable interest in probing molecular machinery using
fluorescence labelling, including application of in vivo single-molecule experiments
based on femtosecond lasers. Single-molecule sensitivity is now beginning to be a
reality by employing photonics tools like high-resolution laser spectroscopy, total
internal reflection, and photo-localization [3]. This is remarkable considering the
intrinsically “noisy” background that pervades a living cell’s environment. There are
sound grounds for optimism that results forthcoming from single molecule spec-
troscopy and dynamics experiments (Chap.4) will help develop hitherto-unavailable
insights into complex “real” experiments of interest and relevance to the life sciences
community. It is, therefore, of interest to provide an overviewof some pertinent recent
developments.

3.2 Multiphoton Microscopy

Conventional microscopy has long been the workhorse of experimental biology—
in both its variants: brightfield microscopy and darkfield microscopy. In brightfield
microscopy, the sample to be viewed is illuminated by white light, and contrast
is obtained because of differential absorbance of the light transmitted through the
sample. In contrast, darkfield microscopy relies on collection of only the light that is
scattered off the sample: it rejects the transmitted light. As a consequence, enhanced
contrast is obtained of unstained and live biological entities. Both variants suffer the
constraint that is imposed by the expectedly shallow penetration of the incident light
into the sample. Hence, it is mostly thin samples that can be imaged.

Confocal microscopy seeks a way around this constraint by rejecting light that
emanates from planes above and below the focal plane (where the sample is located).
It does so by using a focused laser beam to scan the sample and by placing a pinhole
in front of the photon detector. Of course, the pinhole physically restricts the flux of
photons reaching the detector and, consequently, limits the ultimate sensitivity that
can realistically be expected.

A totally alternative approach emerged in 1990 when it was shown that mul-
tiphoton techniques could profitably be incorporated into microscopy [4]. It was

http://dx.doi.org/10.1007/978-3-319-39614-9_4
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two-photon excitation that was used to demonstrate 3D imaging. Since then, mul-
tiphoton excitation has become the norm; such microscopy largely relies on high
repetition rate femtosecond lasers. Although the peak powers that are delivered by
femtosecond lasers can be very high, the low duty cycle helps minimize the average
power that is deposited into an irradiated bio-sample while, maximizing the effi-
ciency for multiphoton excitation. At the same time, a built-in (“free”) advantage is
obtained: confocality. In order to appreciate this “free” advantage consider that, for a
spatially uniform sample, single-photon excitation would yield fluorescence signals
generated across the entire Rayleigh range. This would be the case equally from each
z-plane below and above the focal plane where the sample is located. In contrast,
multiphoton excitation automatically provides sharper depth discrimination: this is
because now the major portion of the fluorescence signal originates from a much
smaller focal volume due to the z−2 dependence of excitation probability. Signifi-
cant fluorescence signals are generated only from around the focal volume where the
laser intensity (the photon density) is high enough for multiphoton events to occur.

By way of illustration, consider excitation by 960nm laser light that is focused
by an objective lens with numerical aperture (NA) of 1.25. The spread function for
two-photon excited emission would, typically, have a full width at half maximum
(FWHM) of only∼150nm (compared to∼300nm at 960nm) in the radial direction;
the corresponding FWHM in the axial direction would be ∼400nm (∼900nm at
960nm). A self-explanatory schematic illustration is shown in Fig. 3.1 which con-
firms that a much smaller focal volume participates in multiphoton events compared
to single photon events.

Long wavelength light is usually preferred for two-photon microscopy as it pro-
vides the dual advantage of (i) relatively low linear absorption and (ii) less scat-
tering. Both of these are particularly advantageous in biophotonics because they
facilitate deeper penetration into a bio-sample: relatively thick bio-samples can be
readily imaged. Longer wavelength light also has the additional advantage of reduced
propensity for inducing photodamage. This is important as longer imaging times thus

Fig. 3.1 The effective interaction volume for (left image) single photon and (right image)
multiphoton excitation. Significant fluorescence signals are generated only from within the inter-
action volume. Note the very significantly truncated interaction volume that arises in the case of
multiphoton excitation
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become feasible, a specially important consideration when many scans need to be
made for construction of 3D images. Are there potential disadvantages to using long
wavelengths? There is possibly a larger propensity of photobleachingwhich, for two-
photon microscopy, depends on the intensity that is incident at the focal plane [5].
In contrast, photobleaching in the case of single photon excitation is predominantly
affected by the wavelength, not so much by the intensity, of the illuminating light.
Other potential disadvantages involve infrared activation of certain fluorophores.
Such activation gives rise to O-atoms being produced which have been shown to
trigger successive cascades of biochemical damage in cells [6]. It is important to note
in this context that in plant tissues, the photosynthesis machinery actually absorbs
near infrared light [7].

It will be readily appreciated that two-photon excitation processes differ from
one-photon ones from a quantum mechanical viewpoint. One obvious difference is
that a different set of selection rules come into play in the two cases. Consequently, it
is usually not practicable tomake use of a single-photon excitation spectrum to derive
the two-photon analogue. This has implications in the practical implementation of
multiphoton microscopy: wavelength scans become necessary if a 2-photon absorp-
tion spectrum of each protein or fluorescent dye is to be derived [8]. At the same time,
there is an on-going need to discover, synthesize, and characterize new fluorescent
proteins that possess the requisite two-photon properties to make them suitable for
imaging [9–12]. There has been considerable contemporary interest in developing
infra-red fluorescent proteins [13] that make possible imaging from deeper within
tissues. Apart from proteins, other (non-biological) fluorescent molecules (usually
organic molecules), atoms, and atomic ions (both positively and negatively charged
ones) continue to be explored for possible utility in multiphoton imaging. The main
driving force behind these efforts is the fact that such probes can be directly used
on bio-samples, without recourse to prior genetic engineering. Recent examples of
such developments have involved metal ions like Ca2+, Mg2+, Zn2+ [14, 15], O-
and N-atoms [16, 17], organic molecules such as saccharides [18], and negatively
charged ions [19].

So, how is the influence of multiphoton microscopy being felt in biophoton-
ics? It appears that influences are beginning to be exerted in a number of areas,
ranging from physiology and embryology to tissue engineering and neurobiology.
There are already some specific areas where it has been shown that two-photon
microscopy scores over conventional confocal microscopy, for instance in the devel-
opment of model organisms like Drosophila melanogaster [20], Danio renio [21–
23], and Caenorhabditis elegant [24, 25]. All three species are known to be readily
susceptible to photodamage, thereby precluding employment of conventional con-
focal microscopy techniques. In contrast, two-photon microscopy has made all three
species amenable to imaging, with adequate resolution and sensitivity at various
depths within the tissue. Thus, two-photon microscopy is beginning to facilitate
direct visualization of cells and cellular dynamics in physiologically-relevant envi-
ronments.

Time-dependent studies have also begun to be performed, making feasible in
vivo probing of real-time changes of structure and function at microscopic levels
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and, indeed, in live animals [26, 27]. Extension to clinical applications bring to the
fore the problem of attaining high-speed imaging deep into tissues. Some of the
associated technical challenges are being addressed in studies of human skin [28].

A cogent review has recently appeared that details the techniques of two-photon
and multiphoton microscopy, with discussion on how these are beginning to be
applied by neurobiologists to gain insights into learning and memory [29]. In the
following we discuss just one of several applications of multiphoton microscopy in
contemporary, real-life biophotonics.

The process of amyloid fibrillation involves the misfolding of native soluble pro-
teins into fibrils that are insoluble (see Fig. 3.2). Such fibrils are usually composed
of cross-β-sheets although, in some systems (like α-synuclein), the β-sheets can
co-exist with α-helices in equilibrium. In a general sense, fibrils are of considerable
interest in themselves as they can be thought of as one-dimensional entities: they
are typically several micrometres in length while their diameter is only of the order
of 10nm. The fibrillization process is initiated when an initially unfolded protein
undergoes misfolding. The importance of protein fibrillization from the biophoton-
ics perspective lies in the potential involvement of amyloid fibrils in a large number
of amyloidogenic diseases like Parkinson’s disease, Alzheimer’s disease (AD), and
prion-associated encephalopathies. It has been found that all these share fibril forma-
tion as the common symptom [30]. It has recently been discovered that amyloid fibrils
possess the somewhat unexpected but most useful property of having very large cross
sections for multiphoton absorption [31]; such enhanced nonlinear absorption is not
observed in non-fibrillized proteins and provides a ready diagnostic for detection of
fibrils. Nonlinear optical experiments, including Z-scan and pump-probe measure-
ments, have indicated that α-synuclein fibres, lysozome and insulin β-amyloids all
exhibit high propensities for 2-photon, 3-photon, and multiphoton absorption [31],
with the origin of such enhanced nonlinear absorption being ascribed to efficient
through-space dipolar coupling between excited electronic states of aromatic amino
acids that are densely packed within the fibrillized proteins [32, 33].

While the presence of amyloid plaques is known to be strongly correlatedwith dis-
ease, it has, for many years, remained unclear whether fibrils themselvesmight be the
causal agents of diseases [34–36]. Neuropsychological analysis of patient’s clinical
symptoms include assessment of memory impairment and deficiencies in cognition
as well as post-mortem examination of brain tissue. Unfortunately, it remained the
case for many years that AD could only be diagnosed with certainty after death. Even
now the most definitive diagnostics continue to depend on analysis of postmortem
tissue from AD-afflicted patients; such analysis invariably reveals the existence of
extensive neurofibrillary tangles and plaques of amyloid-beta (Aβ). Hence, plaque
pathology is of prime importance from the viewpoint of diagnostics and has, formany
years now, relied on histological methods. The advent of multiphoton microscopy
has opened new prospects of in vivo imaging of Aβ plaques in intact brains, offering
the ability to achieve minimally invasive early diagnosis of AD. Competing con-
temporary methods of such imaging include positron emission tomography (PET),
magnetic resonance imaging (MRI), and Near-infrared fluorescence imaging (NIR).
It is, therefore, of interest to take cognizance of possible advantages that multiphoton
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Fig. 3.2 Fibrillization of an initiallymisfolded protein. The initial stepswherein an unfolded protein
either folds or misfolds on a potential energy landscape. Typically, fibrils comprising anti-parallel
β-sheets, as shown, would have a length of several micrometres while their diameter would be
only ∼10nm. Some natural biopolymer aggregates comprise both the β-sheets and α-helices, in
co-existence with each other. They can exhibit remarkable material properties, like pull strengths
similar to those associated with steel, and mechanical shear stiffness akin to what silk possesses
[33]

methods might have over these (well-established) techniques. Foremost is the impor-
tant advantage of superior spatial resolution that multiphoton microscopy offers (see
Table3.1).

Several consequences follow from the superior spatial resolution that multiphoton
microscopy offers [37], such as its intrinsic ability to undertake imaging of (i) a
variety of objects (like dendritic spines and the post-synaptic apparatus of excitatory
synapses) and (ii) dynamic processes like the onset and subsequent growth of amyloid
plaques, and Ca2+ ion transients.

Diagnosis of AD in living patients depends on the detection of neuropatholog-
ical lesions. Such detection can either be direct, via brain imaging or, as was the
case in early studies, by an indirect route that involved the monitoring of a suitable
biomarker that could follow thedevelopment of lesions [38, 39].Useof an appropriate

Table 3.1 Comparison of techniques used for in vivo imaging of the amyloid protein

Technique Spatial resolution (mm) Sensitivity to Aβ

Multiphoton microscopy 0.001 High

Positron emission tomography 2–10 Micromolar

Magnetic resonance imaging 0.05–1.0 Millimolar

Near-infrared spectroscopy 1–4 High
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biomarker was also, potentially, useful from a therapeutic viewpoint as it could be
used as a monitor for the efficacy with which lesions were being removed as part of
a treatment protocol. As already noted, considerable effort was expended in devel-
oping appropriate imaging agents that would enter the brain and specifically target
plaques and tangles so as to facilitate direct imaging in humans. Such agents would
cross the blood-brain barrier and permit administration of some amyloid-targeting
reagent which could be labeled with radioactive 13C for PET [40]. The half-life of
13C is 20min and, consequently, these early diagnostics relied on fast brain entry,
equally fast clearance from the brain of non-specifically bound and free tracers, and
long-lasting binding of the agent to Aβ plaques. Even so, as is evident fromTable3.1,
the ultimate spatial resolution offered by this technique was very limited.

The advent of multiphoton microscopy altered the scenario in dramatic fashion.
Bacskai and coworkers were amongst the earliest to demonstrate the utility of mul-
tiphoton microscopy by experimentally determining the real-time biodistribution
kinetics of an imaging agent in transgenic mouse models of AD [39]. They used
a chemical derivative of thioflavin T, known as Pittsburg compound B (PIB), that
labels plaques and cerebral amyloid angiopathy in tissue sections taken from AD
patients, to successfully image—with sub-µm resolution—the brains of living trans-
genic mice as PIB was being administered. It was discovered that PIB impregnated
the mouse brain very rapidly and labeled amyloid deposits within a period of a few
minutes [39]. Moreover, nonspecific binding was rapidly cleared while, at the same
time, specific labeling was prolonged. Wild-type mice showed rapid brain entry and
clearance of PIBwithout any binding, offering convincing indications that PIBmight
also be a good amyloid-imaging agent in humans diagnosed with AD, or those with
a propensity for developing AD.

Several other imaging agents have now been developed with some, like methoxy-
X04, permitting plaques in transgenic mouse models of AD to become amenable
to visualization in four dimensions: in the three spatial dimensions as well as over
time [37]. Such studies have brought to the fore a major strength of multiphoton
microscopy: the in-built ability to repeatedly scan the same region of the brain in
the same animal. These type of 4D imaging methods frequently require recourse to
a second label that helps to identify the vasculature, thus providing a reference land-
mark that helps identify features in the three-dimensional volumetric pixel (sometime
referred to in the literature as voxel). The second label is usually a fluorescent dye
conjugated to dextran that is injected into the tail vein of the mouse [37].

Multiphoton microscopy has certainly enabled qualitative advances to be made in
the carrying out of in vivo imaging; it has rapidly become one of the tools of choice
not only in the investigation of amyloid dynamics in AD but also in experimental
studies of diverse cellular interactions with amyloid aggregation. A cogent review is
to hand that describes recent progress [37].
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3.3 Second Harmonic Microscopy

There have been other developments in microscopy that have also relied on, or have
been driven by, ultrafast techniques. These include microscopy based on photon
scattering and nonlinear optical phenomena, such as second harmonic generation
(SHG)microscopy [41] and coherent anti-Stokes Raman scatteringmicroscopy [42].
Both have found considerable utility in imaging thick bio-samples using relatively
low values of incident laser power.

In the case of SHG microscopy, nature has been particularly helpful in endow-
ing several biological tissues and biological assemblies—collagen, microtubules,
myosin—with very high hyperpolarizabilies or non-parabolic potential energy sur-
faces (Chap.2). This makes such entities particularly useful as they can be consid-
ered to have in-built light sources. For instance, fibrillar collagen—possibly the most
abundant protein to be found in mammals—possesses an extraordinarily high hyper-
polarizability; its value is only about tenfold less than that of crystalline quartz [43].
Consequently, SHG signals from collagen readily yield high-contrast images of not
only tissues but also of the boundaries that exist between different tissue types. This
capability has enabled microscopic visualization of the pathological effects that dis-
eases have on tissues; an example is the effect on tissues of the growth of cancerous
tumours [44].

Thephysics that underpinsSHGmicroscopy is somewhatmore complex thanwhat
was encountered in fluorescence-based two-photon or multiphoton microscopy. In
SHGmicroscopy, account has to be taken of a coherent optical process that demands
phase matching from all parts of the nonlinear focal volume [41, 45]. The reten-
tion of phase information implies that useful information is obtained not only by
measuring signal intensity but also by monitoring signal directionality, as discussed
in the following. This facet of SHG microscopy is of particular importance in the
case of thick biological samples, like type I collagen fibrils, whose diameters can be
more or less the same as the wavelength of visible light [46]. Elegant uses of SHG
microscopy, including detection of both forward-scattered and back-scattered SHG
signals, have been reported in in vivo studies of tissues under dynamical conditions
like the healing of wounds, development, and malignancy [44, 46, 47].

Analysis of the experimental data that emerge out of SHG microscopy appears to
be a reasonably straightforward task. The output polarization of the SHG signal is
measured and can usually be fitted using equations that are familiar to the photonics
community. One begins by expressing the electric dipole moment per unit volume—
the polarization—that is induced in an electric field E:

P = P0 + α : E + β : EE + γ : EEE + · · ·, (3.1)

where P0 denotes the static dipole density; α, β and γ are, respectively, the matrices
for the polarizability, and first- and second-order hyperpolarizabilities. It may be
noted that α, β, and γ are the molecular equivalents of corresponding macroscopic
susceptibilities, χ(i) (Chap. 2).

http://dx.doi.org/10.1007/978-3-319-39614-9_2
http://dx.doi.org/10.1007/978-3-319-39614-9_2


3.3 Second Harmonic Microscopy 49

An incident laser field, of frequency ω at Cartesian coordinates (x, y, z), will
induce a second-order polarization at frequency 2ω in the i th direction that can be
represented by

P2ω,i (x, y, z) =
∑

j,k

〈

βi jk(x, y, z)
〉

Eω, j (x, y, z)Eω,k(x, y, z). (3.2)

This equation implies the existence of 27 possible combinations. So, if it is collagen
that is being subjected to investigation, and the collagenfibre is aligned alongone axis,
say in the y-direction, and the incident laser polarization is also along the y-direction,
then we succeed in substantially reducing the number of possible combinations to
only one:

P2ω,x = βxyyEω,yEω,y, (3.3)

where Eω,y denotes the strength of the optical field that is polarized along the y-
direction. Hence, the scattered light is essentially only in the forward direction in
this case.

As already noted, the SHG signal in this type of microscopy arises only from
within the focal volume (Fig. 3.1). If a bio-sample of finite dimensions in the x-, y-,
and z-directions acts as the scatterer, a measurement of the ratio of the forward to
backward SHG signal should make it possible to assess the axial size of the location
from which the scattering occurs. Using this approach, Williams and coworkers
[46] have shown that SHG signals emanate not from the bulk but, essentially, from
the shell of the collagen fibrils. This contradicts the long-held notion developed on
the basis of years of conventional electron microscopy imaging, and leads to the
suggestion that the SHG-generating shell is a physical characteristic of wet fibrils.
Most interestingly, this points to the possibility of developing collagen endoscopy
that will surely be of considerable use in probing physiologically-relevant structural
alterations on size scales that may be smaller than the resolution limit of conventional
optical microscopy.

3.4 Combination Nonlinear Microscopy

It has also become possible to combine the individual advantages of multiphoton
fluorescence microscopy with second- and third-harmonic generation on the same
microscope platform in order to achieve 3D image reconstructions. Imaging that
relies on third-harmonic generation has been shown to be of particular utility as a non-
destructive, non-invasive tool that enables in vivo cellular processes to be monitored,
and this has been demonstrated in studies of neuronal degeneration [24]. It is of
interest to illustrate the combined nonlinear microscopy technique by considering
the relative simplicity of the experimental approach.
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Fig. 3.3 Schematic depiction of an arrangement developed for carrying out nonlinear microscopy
[24]: a combination of two-photon induced fluorescence, second-harmonic generation, and third-
harmonic generation

Figure3.3 shows a schematic outlay of one of several possible configurations
that can be used for combined nonlinear microscopy [24]. It comprises an infrared
femtosecond laser oscillator which produces ∼200 fs long pulses at a repetition rate
of 50 MHz, generating an average power of 1 W. These pulses are tightly focused
on to the bio-sample, using a high NA microscope objective, and a telescope system
(lenses) to ensure overfilling of the entrance aperture of the objective. Typically, the
bio-sample is irradiated with a maximum of 30mW of incident laser power; it is
scanned by using galvanometric mirrors and the two-photon induced fluorescence
is collected in the backward direction via a lock-in amplifier that helps ensure high
signal-to-noise ratio (S/N). The transmitted beam is directed into a monochromator
and, thence, to a photo-detector. The monochromator makes it possible to monitor
second-harmonic and third-harmonic signals in the forward direction.

Efficient use has been made of such combination nonlinear microscopy [24] to
carry out in vivo imaging of cell morphology as well as various cellular processes in a
nematode,C. elangans. A combination of two-photon induced fluorescence, second-
harmonic, and third-harmonic microscopy has also enabled 3D image reconstruction
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to be carried out which permitted delineation of certain cell types, like neurons, from
organs, like the pharynx, opening the way for quantitative studies to be performed
on general problems concerned with neuronal degeneration.

3.5 Super-Resolution Microscopy: “Manipulation”
of Molecular Spectra

Although modern technology—based on computer-aided design and fabrication
(including grinding)—has revolutionized the manufacture of optical components,
glass-based microscopes still face a fundamental barrier as far as the ultimate attain-
able resolution is concerned. This barrier is fundamental as it is a consequence of the
wave nature of light, specifically relating to the diffraction of visible light wavefronts
as they propagate through a microscope objective’s circular aperture at the entrance
focal plane. Two centuries ago, Abbé discovered that as light, of wavelength λ, prop-
agates through a mediumwhose refractive index is n and focuses to a spot with angle
θ, the radius, d of the diffraction limited focused spot will be [48, 49]

d = λ

2n sin(θ)
= λ

2[N A] . (3.4)

The term n sin(θ) is the NA and, in contemporary optical systems, it can readily
attain values in the vicinity of 1.5. Correspondingly, the Abbé limit can be written
as d = λ

3 .
In the case of green light (wavelength ∼532nm), a microscope objective whose

NA is a modest 1 yields an Abbé limit of d ∼260nm. This is, of course, a small
number in comparison to most cells (whose diameters would range from about 2
to ∼100µm). However, it is a large number when comparison is made to other
biological entities, such as viruses (whose typical diameter may be of the order of
100nm), proteins (which are even smaller in size, typically of the order of 10nm),
and a host of biomolecules of typical size 1nm. All such bio-samples fall outside
the purview of conventional microscopy, all because of the Abbé limit. Of course it
is possible to increase the attainable resolution by making use of shorter wavelength
light, as is done in UV and X-ray microscopes, but these are techniques that are
not readily amenable to adoption in individual laboratories: they require large-scale
facilities and they continue to suffer from disadvantages like expense, lack of contrast
in biological samples, and the risk of photodamage.

In the last few years there has developed a new generation of microscopy that has
sought to circumvent the Abbé diffraction limit. This so-called “super-resolution”
microscopy relies on physical manipulation of molecular spectra. The diffraction
limit along two orthogonal directions, dx,y , quantifies the extent of blurring of a
point source that is imaged through a lens. This blurring is usually expressed as the
point spread function (PSF) [48]. The best attainable resolution in the axial direction
for a confocal microscope can be estimated as [49, 50]
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Fig. 3.4 Upper panel Stimulated emission depletion (STED) microscopy employs an additional
red-shifted STED laser to pump molecules from excited “ON” states to ground “OFF” states before
the molecule can emit a photon. The sample can be simultaneously scanned with excitation and
STED lasers, and the resolution is determined by the peak power of the STED beam. Lower panel
Ground state depletion (GSD)microscopyuses a singlewavelength laser beamshaped as a doughnut,
first at high intensity to “switch off” molecules by exciting them to triplet states, and then using the
excitation laser to collect light from the remaining molecules (in the central zero of the doughnut).
Note that the effective PSFs are impressively smaller in both cases

dz ∼ 2nλ

[n sin(θ)]2
= 2nλ

[N A]2 . (3.5)

With green light propagating through a high NA (∼1.5) objective, the resolution is
limited to ∼150nm and ∼350nm in the lateral and axial directions, respectively.
In a conventional microscope, the axial resolution is lowered further due to the
geometrical optical effects. Super-resolutionmicroscopy circumvents these limits by
making use of the fact that the PSF depends only on the convolution of the excitation
profile and the emission state of the molecules that are sought to be imaged [51, 52].
Figure3.4 depicts the essential features of one variant of this type of microscopy that
has come to prominence as stimulated emission depletion (STED) microscopy.

From an experimentalist’s viewpoint, perhaps the easiest approach to sharpening
the fluorescence focal spot in a microscope image is to selectively suppress that part
of the fluorescence signal that lies on the outer edges of the focused spot. If such
truncation can be attained on a focused spot that is otherwise diffraction-limited, it
then becomes possible to circumvent the diffraction limit, d, since scanning with
a smaller fluorescent spot automatically implies the attainment of enhanced spatial
resolution. The method utilized to suppress fluorescence is stimulated emission,
giving rise to the acronym STED (Fig. 3.4).
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Experimentally, molecules which are in their ground electronic state are photoex-
cited using a conventional excitation laser beam (Fig. 3.4). A second, red-shifted
laser beam, whose beam profile is made to be hollow in shape (a doughnut shape), is
used to pump these electronically excited molecules into the ground state on ultrafast
timescales, before there is time for the excited molecule to de-excite by emitting a
photon. The spatial profile of the STED laser pulse—of doughnut shape—ensures
that only those molecules that are located at the periphery of the focused spot are
suppressed while, in the central portion of the doughnut beam, fluorescence remains
unaffected. It is fluorescence only from this central portion that is made available for
imaging with conventional instrumentation. The biomolecules that are to be imaged
are normally scanned simultaneously by both laser beams, with the effective reso-
lution being determined by the peak power of the STED beam. The full width at
half maximum (FWHM) of the central portion, in which fluorescence is permitted,
is expressed as [52]

dx,y ∼ λ

2η sin(α)

[

1 + aImax

Ise

] 1
2

, (3.6)

where Imax is the peak intensity of the STED beam, Ise is the saturation intensity
for stimulated emission, and a is a parameter that is related to the beam’s intensity

profile [52]. It is clear that the attainable effective resolution, d, scales as
(

Imax
Ise

) 1
2

while Ise itself scales as the inverse of the lifetime of the electronically excited states.
The choice of states to be targeted in STED microscopy opens many possibilities

but it also presents some experimental constraints. Typically, stimulated emission is
supposed to occur on nanosecond timescales and, consequently, values of Ise need
to be higher (∼100 MWcm−2) than what microscopists are used to [50]. Such high
values, of course, necessitate the use of femtosecond laser sources.

In an alternative strategy, known as ground state depletion (GSD) microscopy,
biomolecules are electronically excited to triplet states whose lifetimes are much
longer (typically, they lie in the ms and µs range). This leads to the possibility
of using much lower values of Ise (≤100kWcm−2) [53]. Both the STED and GSD
processes are shown in cartoon form in Fig. 3.4. Excellent values of lateral resolution,
typically ∼30nm, are routinely obtainable using either of these methods; a value as
low as 2.8nm has also been reported [54].

On its own, neither STED nor its variants (like GSD) actually circumvent the
Abbé diffraction limit because the laser beams utilized to accomplish the depletion
are both diffraction-limited themselves. The physics that is required for effectively
circumventing the Abbé diffraction limit lies in using stimulated emission to saturate
the suppression of fluorescence. Increasing the intensity of theSTEDpulse—byusing
amplified femtosecond laser systems—helps accomplish this. Concomitantly it also
ensures that the effective PSF (Fig. 3.4) can be made small enough (in diameter) to
reach, in principle, the size of a single molecule!
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The range of applications of STEDmicroscopy and its variants is witnessing rapid
and widespread increase in diverse areas of contemporary biophotonics [50], rang-
ing from cell biology [55] to addressing issues concerning chromosome architecture
[56], and applications in neurobiology, microbiology, and virology [57–59]. By way
of example, we draw attention to the application of STED to obtain images of the
distribution of proteinmoleculeswithin cells in a two-colour experiment that enabled
attainment of a spatial resolution of ∼30nm in the focal plane [60]. This remark-
able value of resolution constitutes almost an order of magnitude improvement over
typically obtained resolution with conventional confocal microscopy.

Two-colour STED microscopy was used to image cultured hippocampal neurons
from neonatal rats [60] by staining with fluorescence dyes two synaptic proteins,
Syntaxin 1 andSynaptophysin. The former is a protein found in the plasmamembrane
and is known to be involved in release of neurotransmitters. The latter is an important
constituent of synaptic vesicles [61]. The images revealed, for the first time, the
existence of protein clusters of∼41nm size within the cell. The proteins were seen to
apparently cluster in different locationswithin each cell, corresponding to locations in
different structures of the synapse. The nanometre dimension spatial confinement of
the synapse had precluded the application of conventional microscopy. Experiments
that probe in three dimensions the co-localization of proteins within the interior of
living cells were also extended to obtain hitherto-unavailable mapping of doubly-
stained neurofilaments in differentiated neuroblastoma cells [60]. Neurofilaments
constitute a major part of the axonal cytoskeleton; they comprise three subunits,
designated neurofilament light, neurofilament medium, and neurofilament heavy.
Mature filaments have incorporated within them the protein,α-internexin, and STED
was successful in differentially imaging both α-internexin (using a red laser beam)
and neurofilaments (using a green laser beam).

3.6 4D Microscopy and 4D Electron Microscopy

There has been a paradigm shift in the area of microscopic visualization of sub-
cellular structures in the course of the last decade, with increasing use being made of
fluorescingmolecules infused within cellular structures. Detection of light from such
fluorescing molecules—fluorophores—has made modern fluorescence microscopy
a workhorse in many life sciences laboratories. The key elements of this type of
microscopy are:

(i) illumination of the cell with light of appropriate wavelength that will be absorbed
by the fluorophore molecules, and

(ii) detection of the resulting emission, at longer wavelengths, as the fluorophore
molecules de-excite to a lower-energy state [62].
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Enhancement of both the impact and the usefulness of such fluorescence-based
microscopy is achieved when it is applied in so-called 4D mode. This enhancement
is achieved by recording 3D images—which cover the three spatial dimensions—in
time-dependent fashion. Microscopic images recorded as a function of time enable
studies of the dynamics of cellular systems and processes. By measuring, in three
dimensions, the fluorescence that is emitted from the irradiated sample, it becomes
possible to readily quantify the spatial distribution of fluorophore molecules embed-
ded within the sub-cellular structure that is being imaged. There have been two
different approaches to accomplish such detection:

(i) scan the volumeof interestwithin the cellular structure along the x, y, z coordinate
axes or,

(ii) acquire 2D images—that are measured along the x, y axes—whilst a scan is
made along the z (depth) axis.

Hence, 4D microscopy involves making measurements of a set of 3D images at
discrete and regular time intervals. By employing a sufficiently short time interval
between successive 3D measurements, it has been possible to investigate a variety
of spatio-temporal dynamics, for instance, in meiosis [63], mitosis [64], endocytosis
[65], cytogenesis [66], and in studying the breakdown and re-assembly of nuclear
envelopes [67, 68]. However, this type of microscopy, dependent as it is on fluores-
cence, has, until very recently, failed to be applicable to those types of cells—such
as yeast cells—that are intrinsically photosensitive [69]. The reason for such failure
is of interest as it lies in the nature of the photoexcitation process itself.

Measurement of the intensity of fluorescence in such measurements depends on
excitation dose, ζ:

ζ = Iτ , (3.7)

the product of excitation light intensity, I , and its duration, τ . The S/N ratio of the
fluorescence signal scales with ζ, suggesting that the highest possible dose should be
used. However, it is quite likely that large excitation doses will affect the irradiated
cell’s normal functioning through the toxic effect of fluorophore molecules [70].
Such toxicity is, in essence, a consequence of a photophysical process: it arises
from the photon-induced (or, more likely, multiphoton-induced) dissociation of H2O
molecules which are omnipresent in live biological media. Such dissociation results
in formation of O-atoms or OH radicals, both of which are, intrinsically, highly
reactive. Themagnitude of such phototoxicity is directly proportional to ζ, suggesting
that the minimum possible dose should be used to ensure that the cell that is being
microscopically probed continues to function in normal fashion (the cell continues
to be “live” and not photo-damaged).

This constraint on the value of ζ has, until quite recently, resulted in a large class
of cellular structures and processes remaining outside the ambit of 4D microscopy.
However, a recent advance in deconvolutionmethodology [71] seems to have opened
up the possibility of being able to retrieve microscopy images that are of sufficient
resolution in the presence of a large amount of noise. Thus, it may now be possible
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to employ modest values of ζ—so as not to induce phototoxic effects in yeast (and
other) cells—but, at the same time, still permit relatively sharp images to be retrieved
by making feasible 3D measurements over long enough periods of time to enable
proper 4D imaging.

It is a certainty that further developments in biophotonics, particularly in imaging
technology, will be at the fore in determining how this field develops in the coming
years. Already there are hints of several possible new avenues to be explored, such
as using high quantum efficiency, electron multiplying CCD cameras with >90%
photon detection efficiency in conjunction with high NA optics that enable near unit
collection efficiency for photons emitted by an irradiated cell. An additional benefit of
technological advances in detectors, image capturing software, and fast data transfer
is the possibility of directly imaging ultrafast processes.

A very recent variant of fluorescence-based 4D microscopy is 4D electron
microscopy [72] whose development augers well for imaging of ultrafast phenomena
in a variety of samples, including bio-samples. Electron microscopy of biological
entities is conventionally carried out using phase-contrast imaging of specimens that
are cryogenically cooled [73]. Over the decades electron microscopy has been truly
embraced as a technique of very considerable utility in the life sciences but, at the
same time, it is acknowledged to also impose strict constraints on (i) the coherence
of the electron beam, (ii) the mandatory use of cryo-microscopy stages, (iii) the prac-
tical requirement of capturing a very large number (typically several thousands) of
images in order to achieve adequately reliable reconstruction of the original structure
of the biological entity, and (iv) no possibility of real-time imaging. There are several
variants of 4D ultrafast electron microscopy which seek to overcome the first three
of these constraints. They mostly depend on single electron imaging to visualize
dynamics occurring on ultrafast timescales.

The technique essentially relies on using modestly intense femtosecond optical
pulses, typically of 800nm wavelength, to irradiate a photocathode which generate
electron pulses; another optical pulse initiates a chemical change in the bio-sample by
means of either a photoexcitation process or via a conventional T-jump. Figure3.5a is
a schematic depiction of an apparatus developed by Zewail and coworkers. Here the
third-harmonic of the laser light is used to generate the ultrafast probe electron pulses
at the photocathode whereas the second-harmonic beam is used to electronically
excite the irradiated sample with a well-defined time delay with respect to the probe
electron beam. The electron beam transmitted through the sample can be recorded
either as an image, or an electron diffraction pattern, or, indeed, in the form of an
electron kinetic energy spectrum.

The time delay between the electron packet and optical pulse that initiates pho-
toexcitation determines the timescale of this type of microscope. The important point
about this technique is that the temporal response of the detector that is used to acquire
the signals is no longer relevant. The experimental arrangement attempts to carry out
imaging using only a single electron at a time (only one electron is emitted when
the photocathode is irradiated by the femtosecond laser pulse), so that space charge
effects are of no consequence and, consequently, one does not have to worry about
possible degradation of the coherence and imaging capability of such a microscope.
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Fig. 3.5 a Schematic depiction of a 4D electron microscope. This is a variant of a conventional
pump-probe technique and involves a femtosecond laser pulse producing an ultrafast pulsed electron
beam upon irradiation of a photocathode. The kinetic energy of the electron pulse is probed as
it transmits through the sample which is electronically excited by a pulse of second-harmonic
light from the same femtosecond laser [74]. The sample can be as small as a few nanometres in
size. Varying the time delay between the excitation laser pulse and the probe electron pulse and
recording energy filtered images for each temporal delay yields the sample’s electronic structure.
b Another variant of the 4D electron microscope is the femtosecond photoelectron point projection
microscope [75]. Here, the pump beam electronically excites the sample while the probe beam is
used to generate the ultrafast electron pulses by excitation from a field emission tip. These electrons
are electrostatically accelerated towards the sample. Upon transmission through the sample they
are detected at a distance D from the source

Such single-electron imaging has now been successfully applied to most variants of
electron microscopes, enabling the imaging of ultrafast dynamics in nanomaterials,
with nanoscale resolution [76–78]. The addition of an electron energy spectrometer
augments this type of microscope (Fig. 3.5a), giving rise to what has come to be
known in the literature as femtosecond electron energy loss spectroscopy (FEELS)
[79].
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An application of FEELS that is likely to find increasing utility in the biologi-
cal sciences is photon-induced near-field electron microscopy [72, 74]. Figure3.5b
schematically depicts the business part of the technique [75]: a femtosecond laser
pulse is utilized to directly excite plasmons either in a nanoparticle or at an interface.
During laser excitation, the near-field that develops at the interface permits direct
coupling of the imaging electrons with the photons used to carry out the excitation.
This results in the imaging electrons either absorbing or emitting integer numbers of
photons (the absorption process is most likely due to inverse Bremsstrahlung). Such
absorption/emissionmanifests itself in the electron energy spectra that are measured,
with peaks appearing as sidebands to the zero energy-loss peak, each sideband being
spaced by the photon energy, hν. Energy filtered images can then be reconstructed
using only those electrons that have gained energy from the optical field. The tech-
nique has already found utility in studies of stained cells and protein vesicles [80].

These techniques open new vistas for the imaging of biological entities as well
as for ultrafast imaging of the dynamics that occur in biophotonic structures. The
principle advance is that imaging relies only on electrons that have absorbed pho-
tons from the optical field to create an image that is energy-filtered. Unlike phase
contrast imaging that is the norm in conventional microscopy, here the need for a
high degree of coherence becomes redundant as imaging now relies essentially on
simply selecting only those electrons that have gained energy from the optical field.
Consequently, the attainable spatial resolution is determined by the coherence length
of the near-field. It has already been shown feasible to image biomolecules in aque-
ous environments [81, 82] by tagging themwith nanoparticles that have been chosen
such that they interact strongly with the pump light. Possibilities have already been
demonstrated for dynamical imaging to be carried out of live cells in real time—on
ultrafast timescales.
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Chapter 4
Ultrafast Single-Molecule Spectroscopy

Abstract The detection and spectroscopic studies of individualmolecules has begun
to findwidespread applications in the life sciences.While conventional time-resolved
experiments continue to provide useful information about ensemble-averagedproper-
ties, ultrafast singlemolecule techniques are able to track the photodynamics of single
molecules, revealing their unique transient intermediates. This chapter presents an
overview of single molecule techniques like surface enhanced coherent anti-Stokes
Raman scattering, Förster resonance energy transfer, pump-probe spectroscopy, and
pulse-shaping. These techniques can not only identify but also provide information
about electronic/vibrational wavepacket interferences and relaxation mechanisms at
the level of individual molecules. As an illustration of their relevance in ultrafast
biophotonics, a study of persistence of coherence in an individual photosynthetic
complex under physiological conditions is presented.

4.1 Introduction

Many single-molecule techniques, such as mass spectrometry [1], have been around
for five decades or longer. But these usually work only when samples are in the
gas phase. On the other hand, detection of single molecules in the condensed phase
has become practicable relatively recently [2–4]. In complex and heterogeneous
condensed-phase systems of the type invariably encountered in the life sciences,
the optical response of the constituent molecules is strongly influenced by the local
environment. This results in variation of molecular properties like resonance wave-
length, dipole moment, polarization, fluorescence lifetimes and reaction products
[5–10]. Accordingly, several steady-state experiments have consistently shown that
chemically identical molecules can exhibit environment-dependent varying optical
responses. Thus, the major challenge in biophotonic investigations of biomolecules
is to either ensure identical surrounding for all molecules comprising the bio-system
under study, or to discriminate a weak signal from a single molecule against a large
background. Monitoring individual molecules independently (i) eliminates ensem-
ble averaging, (ii) enables determination of intrinsic properties, and (iii) reveals
the effects of local environment [9, 10]. Furthermore, following the dynamics of

© Springer International Publishing Switzerland 2016
P. Vasa and D. Mathur, Ultrafast Biophotonics, Biological and Medical Physics,
Biomedical Engineering, DOI 10.1007/978-3-319-39614-9_4

61



62 4 Ultrafast Single-Molecule Spectroscopy

individual molecules obviates the need to synchronize the entire complex system
and provides insights into environment-dependent intermediate states in an individ-
ual photocycle [11].

In the case of steady-state single-molecule techniques, detecting the Stokes shifted
fluorescence or Raman scattering signal arising from an individual molecule has
proven to be a reasonably straightforward way to enable background-free identifica-
tion [9, 10, 12]. These techniques have developed into being capable of molecular
specificity, contrast and compatibility with multi-colour and live-cell imaging [13–
17]. Moreover, these techniques have benefited from spectacular breakthroughs in
nonlinear and super-resolutionmicroscopy techniques [18, 19], discussed in Chap.3,
that now allow sub-wavelength scale imaging, down to∼50 nm, at video rates. Since
Raman scattering cross-sections are extremely weak, an enhancement scheme like
surface enhanced Raman scattering (SERS) is generally employed in conjunction
with confocal microscopy to achieve sufficiently high signal-to-noise ratio [12].
Although fluorescence microscopy can successfully detect and identify single mole-
cules, it is not suitable for fast dynamical studies [9, 10, 16, 17] as the highest
achievable temporal resolution is limited by the spontaneous emission lifetime of
the molecule or the attached fluorophore [9, 10]. Unfortunately, for most biomole-
cules and fluorophores, spontaneous emission is a relatively slow process, occur-
ring on picosecond to nanosecond timescale. In contrast, biological processes like
energy/charge transfer, electronic dephasing, isomerization, and vibrational dynam-
ics all occur on femtosecond to picosecond timescales, much faster than the spon-
taneous fluorescence emission. As a result investigating ultrafast processes at the
single-molecule level is beyond the capabilities of conventional fluorescence and
Raman nanospectroscopy [9, 10].

Until recently, ultrafast processes were almost exclusively studied using spatially
integrated, pump-probe [20–25] ormulti-dimensional spectroscopy [26–29] schemes
discussed in Chap. 7, which yield an ensemble-averaged response. Originally devel-
oped for investigating artificial and/or ordered samples, the implicit assumption
underlying these spatially integrated schemes is that all molecules involved are iden-
tical and have no (or identical) interaction with the surrounding [9, 10]. While this
assumption may be valid for many artificial structures, it is certainly not valid for
most biological systems, which strongly interact with the environment. The central
common feature of biological functionalities, like energy/charge transfer in pho-
tosynthesis and vision, is an arrangement of closely packed conjugated molecules
with a high degree of conformational and electronic disorder [30, 31]. Therefore,
it is very relevant to investigate ultrafast dynamics of such heterogeneous assem-
blies using techniques that allow one to differentiate the response of each individual
molecule in its unique local environment. This chapter presents an overview of some
spatially-resolved, ultrafast excitation schemes for analysis of individual quantum
systems (like molecules, or moieties). As we shall see, it is becoming possible to
investigate various aspects of molecular dynamics—like energy transfer, electronic
coherence and wavepacket interference—using these single-molecule schemes.

http://dx.doi.org/10.1007/978-3-319-39614-9_3
http://dx.doi.org/10.1007/978-3-319-39614-9_7
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4.2 Surface Enhanced Coherent Anti-Stokes Raman
Scattering (SECARS)

Raman spectroscopy is a powerful tool that provides information about molecular
structure via the measurement of vibrational modes in single molecules. It accesses
processes that are fast (femtosecond to picosecond) and is molecule specific. How-
ever, Raman scattering cross-sections are extremely weak, ∼1012 times smaller
than those for fluorescence [12, 32]. Therefore, unless an enhancement scheme is
employed, detection of single molecules is close to impossible. Surface enhanced
Raman scattering (SERS) has advanced Raman spectroscopy to the detection limit
of individual molecules under optimized conditions [33–37]. SERS relies on field
enhancement created by surface plasmon polaritons (SPPs) that are excited on metal
nanostructures (Chap. 3) and weak emitter-SPP coupling [25, 38–41]. Existing the-
ories of SERS are based on local field enhancement (in close proximity of metal
nanostructures) and charge transfer complexes but the exact mechanism is still a
matter of investigation [12, 32]. SERS is driven by the dual benefits of plasmonic
structures:

(i) the SPP field enhancement magnifies the intensity of incident light and ensures
better coupling with the Raman scatterer, and

(ii) there is further amplification by the improved out-coupling mechanism of the
plasmonic structure, yielding an enhanced Raman signal.

Raman enhancements by factors as large as 1010–1011 have been reported [12, 32].
The disadvantage is that an optimized nanostructure possessing a plasmon resonance
that overlaps the excitation wavelength is mandatory, and enhancement is experi-
enced by only those molecules that are in close proximity to the metal nanostructure.
Also, it is very sensitive to light polarization and molecular orientation. Despite
these limitations, SERS is now an established single-molecule technique, and a wide
variety of nanostructured metal substrates supporting SPPs have been proposed or
are commercially available [12]. To achieve high spatial resolution SERS is gener-
ally used in conjunction with a confocal microscope. To further improve the spatial
resolution and signal strengths of SERS, a metal tip of an atomic force microscope
has also been successfully employed as a plasmonic resonator [33–37]. The small
tip radius (∼10 nm) and the possibility of controlling the tip-molecule separation
on nanometre lengthscales has enabled tip enhanced Raman scattering (TERS) to
even map a single molecule [37]. Although TERS can provide much higher spatial
resolution compared to a confocal microscope its depth of field is extremely nar-
row, limiting it to surface studies. For biological samples in natural surroundings, a
confocal microscope with a wider depth of field and underwater capability permits
investigations at even ∼100 µm depths; this often proves to be more advantageous
compared to the superior resolution of scanning probe techniques.

SERS schemes are based on spontaneous Raman scattering, as depicted in
Fig. 4.1a. It is possible to improve single-molecular detection sensitivity by com-
bining plasmonic (SERS) enhancements with coherence in a stimulated Raman

http://dx.doi.org/10.1007/978-3-319-39614-9_3
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Fig. 4.1 a Schematic energy level diagrams depicting spontaneous Raman scattering and coherent
anti-Stokes Raman scattering (CARS). b A surface enhanced CARS (SECARS) employing a gold
nano-quadrumer comprising four gold discs of diameter ∼160 nm. The ultrashort pump (ωpu ) and
Stokes (ωs ) pulses generate a SECARS signal (ωas ) from a molecule in the central gap of the
quadrumer [32]

scattering process. Coherent anti-Stokes Raman scattering (CARS) is one such third-
order nonlinear optical process governed by molecular coherence [32, 42, 43]. In
CARS, the pump and Stokes fields, with frequencies ωpu and ωs , interact coherently
through stimulated Raman scattering that is governed by the third-order polariz-
ability of a molecule, thereby generating an anti-Stokes signal ωas with intensity,
IC ARS ∝ I 2pu Is . Being a nonlinear process, it needs relatively high excitation intensi-
ties compared to spontaneous Raman scattering and, hence, CARS experiments are
usually performed using ultrashort laser pulses. The intensity of the CARS signal
is resonantly enhanced when ωpu − ωs matches a Raman-active vibrational level in
the molecule. This two-pulse, resonant as well as coherent process, schematically
shown in Fig. 4.1a, is typically orders ofmagnitude stronger than spontaneousRaman
scattering [42]. The CARS cross-sections can be further boosted by employing an
appropriately designed resonant plasmonic structure [32, 43]. If one or more of
ωpu , ωs and ωas are in resonance with the collective modes of the plasmonic nanos-
tructure, the surface enhanced CARS (SECARS) signal from molecules adsorbed
onto the nanostructure experience the dual benefits of the local fields of the excited
plasmon modes.
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It has been shown that plasmonic nanostructures supporting Fano resonances
can be designed to perform SECARS with single-molecule sensitivity [32]. The
nanostructure used is a gold quadrumer—four coupled gold nanodisks—as shown in
Fig. 4.1b, exhibiting a strong plasmonic Fano resonance [44–47]. The local fields in
a single junction at the centre of the quadrumer structure give rise to highly localized
SECARS enhancement—by a factor of∼1011 relative to spontaneous Raman scatter-
ing! The single-molecule sensitivity of the technique has been verified using a statis-
tically rigorous bi-analyte method, where para-mercaptoaniline (p-MA) and adenine
molecules (both with Raman cross-sections of ∼10−30 cm2 sr−1 in air for near-IR
excitation) were clearly distinguishable from an extremely dilute mixture such that,
on average, only one molecule was present in the quadrumer gap region [32]. The
measurements on several quadrumer substrates showed that spectra were dominated
by either one analyte or the other, or no molecules were detected at all. This con-
firmed that SECARS is observed only for a molecule present at the centre of the
quadrumer, where the field enhancement is maximum [32].

Even though a confocal microscope can provide resolution of ∼500 nm, the
strongly localized character of SECARS helps in substantially enhancing the spa-
tial resolution, to ∼50 nm, and lowering the background as the molecules located
just outside the gap do not contribute to the detected signal. As SECARS employs
ultrashort laser pulses for excitation, it can be easily extended to perform time-
resolved studies on ultrashort timescales. Though advantages and applications of
SERS and SECARS have now been well established for single-molecule identifica-
tion, microscopic understanding and theoretical modeling are yet to be developed.
Also, fabrication of high quality plasmonic resonators relies on advanced lithography
techniques capable of providing sub-10 nm resolution. Therefore, these techniques
remain relatively expensive and difficult to implement at present. However, the high
sensitivity and versatility offered by SECARS can undoubtedly lead to the identifica-
tion and dynamical studies of unknown molecules at the ultimate limits of chemical
sensitivity.

4.3 Förster Resonant Energy Transfer (FRET)

Within the past two decades, single-molecule fluorescence techniques have proven
their potential, and are now routinely used in many biological investigations [48].
They provide data of direct relevance to statistical physics since information is now
obtainable about the distributions and heterogeneity of structures in an ensemble,
and their dynamics [10, 16, 17]. Two main types of single-molecule experiments are
widely employed in biology: force-probe methods using atomic force microscopy
(AFM) or optical tweezers [49], and fluorescence detection [50], especially in com-
bination with Förster resonance energy transfer (FRET). AFM and optical tweezers
have both proved to be remarkably versatile in probing the mechanical stability
and folding dynamics of proteins. Here, we discuss single-molecule fluorescence
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Fig. 4.2 Schematics of
a single-colour Förster
resonant energy transfer
(FRET) with νD > νA and
b multi-colour FRET with
ν1 > ν2 > ν3 > ν4. The
latter permits simultaneous
tracking of more than one
dynamical event on
nanometre length scales

spectroscopy with emphasis on FRET. The scope of FRET continues to expand,
both in terms of questions addressed and in terms of accessible timescales [16, 17].

In its simplified classical description, FRET, schematically shown in Fig. 4.2a,
is governed by the resonance of the transition dipole moments of donor (D) and
acceptor (A) fluorophores. The rate constant of the D→A energy transfer (kFRET )
depends on (i) r−6, with r being the D−A distance, (ii) the fluorescence lifetime of
the donor (τD), and (iii) a characteristic distance R0 that is deduced from the spectro-
scopic properties of D and A. Experimentally, the acceptor fluorescence is detected
by a confocal microscope. Time-dependent changes in the acceptor fluophore signal
provide information about the D−A distance [16, 17]. Due to the r−6 power depen-
dence, FRET signals are extremely sensitive to displacement and rotation on the
nanoscale. However, changes in signal manifest themselves only for relatively small
separations (force) and rotations (torque), thus limiting the dynamic range of this
technique. Typical values of R0 (2–10 nm) make single-molecule FRET suitable for
obtaining nanoscale distance information. A similar but complementary technique,
relying on luminescence quenching, is called photo-induced electron transfer (PET).
Here, static quenching of a fluorophore, typically by tryptophan, is used to obtain
dynamics information based on contact formationwithin proteins or peptides. Unlike
in FRET, the characteristic distances for PET are on sub-nanometre scales [16, 17].
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One of the key challenges of contemporary single-molecule fluorescence imaging
relates to the growingneed to correlatemultiple events in space and time.The function
of most complex biological systems most often entails time-dependent changes in
conformation and composition. If the goal is to understand the macromolecular
mechanisms involved in all of its complexity, the observation of only one molecular
species or the interaction of only a pair of species at a time, provides only a partial
viewand is insufficient [16, 17]. Fortunately, fluorescence techniques readily offer the
possibility to simultaneously observemultiple processes through the use of spectrally
distinct fluorophores [51, 52]. Owing to instabilities and photo-bleaching of the
available fluorophores, however, their selection is often the performance-limiting
factor. In this context, multi-colour single-molecule FRET (Fig. 4.2b) has recently
begun to find its stride as a viable tool in biological investigations [53–55]. Using
this technique, it is possible to simultaneously track translational and/or rotational
dynamics of two or more domains. As a result of sustained efforts in dye and detector
development, labeling chemistry, data analysis, and instrumentation design, multi-
colour single-moleculeFRET imaginghas emerged as a unique technique to elucidate
correlated conformational events in vitro and in living cells [16, 17, 56, 57].

Though versatile and capable of providing information on nanometre length
scales, FRET is, intrinsically, not a time-resolved technique. However, dynamical
information may be obtained using FRET by adding a time-resolved component like
fluorescence correlation spectroscopy (FCS). FCS is based on measuring the fluc-
tuations of fluorescence intensity in time followed by its correlation analysis [58].
FRET-FCS yields dynamical information on nanosecond to microsecond timescales
and can be readily implemented in confocal instruments [16, 17, 58]. In FRET-FCS
or PET-FCS experiments, the long-range distance fluctuations between the donor
and the acceptor fluorophore (or quencher) provide information on the character-
istic timescale of inter-conversion between different configurations of proteins or
polypeptide chains [59–62]. Such combined methods can span more than fifteen
orders of magnitude in time, from nanosecond to hours, allowing a wide range of
biologically relevant processes—like protein folding—to be investigated. Quanti-
tative FRET-FCS studies of unfolded and disordered proteins on sub-microsecond
timescale have enabled rationalization of the foldingmechanism in terms of polymer-
physical concepts [59–62].

Time-correlated single photon counting (TCSPC) is another such techniquewhich
can be coupled with FRET to widen its scope and timescale [16, 52], particularly on
the faster side. TCSPC is used to analyze the relaxation of molecules from an excited
to a lower energy state [63, 64] which occurs via photon emission (fluorescence) in
statistical fashion. By observing how long individual molecules take to emit photons,
and then combining all these data points in an intensity versus time graph yields an
exponential decay curve; typically, several individual excitation-relaxation events are
recorded and then averaged to generate the curve [63, 64]. The assumption is that
the relaxation mechanism is the same for every event and there is no photobleaching
or blinking. A major complicating factor in TCSPC is that decay processes often
involve multiple energy states, and thus multiple relaxation times. Even more com-
plicating is the presence of inter-system crossing and other non-radiative processes in
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a molecule. Though non-linear least squared analysis and multi-exponential fits can
usually yield the different time constants, the analysis can be complicated and is often
susceptible to errors. Another drawback is that it is limited to studying energy states
that result in fluorescent decay, whereas non-radiative relaxation pathways are often
also important. TCSPC can provide time resolution of several picoseconds, limited
only by the bandwidth of the photon-counting and correlating electronics. For higher
time resolution, nonlinear techniques like fluorescence up-conversion [20–22], are
needed but these are difficult to implement at the single-molecule level due to very
weak signals.

4.4 Near-Field Ultrafast Pump-Probe Spectroscopy

Awide variety of elementary biological processes involve ultrafastmolecular dynam-
ics [30, 31, 65–67] that occur on sub-wavelength length scales. This makes direct
space- and time-resolved imaging of these phenomena experimentally challeng-
ing. Spatially integrated ultrafast pump-probe spectroscopy techniques, discussed
in Chap.7, can provide time resolution in the femtosecond range [20–25, 68]. The
main principle here is to use a short pump pulse to excite a set of molecules to a
particular state, thus synchronizing a subset of the ensemble. Next, a second, gen-
erally weak and delayed, pulse probes the evolution of the created population. In
most experiments, a fast optical response process, such as saturation of absorption
or excited state absorption, is measured to track the system’s evolution. A particu-
larly powerful variant is 2D-spectroscopy, which can provide insight into coherent
coupling between two electronic states [26–29]. In spite of the high temporal resolu-
tion, spatial resolution—even in case of confocal schemes—is inherently diffraction-
limited by the wavelength of light and rarely goes beyond a few hundred nanometres.
Electron- and X-ray-based microscopy techniques (Chaps. 3, 11) on the other hand,
achieve much higher spatial resolution, down to the angstrom range [69–75], but are
more instrumentation intensive. Space-time dynamics of electronic and vibrational
wavepackets in molecules and nanostructures can thus be obtained only indirectly,
often requiring additional a-priori knowledge about potential energy surfaces and
the energetics of biomolecules.

Along with confocal microscopy, the last decade has seen development of near-
field optical spectroscopy techniques [76–78] that are based on evanescent rather
than propagating electromagnetic fields. Sub-wavelength optical resolution over the
range 10–50 nm is now readily reached using aperture-based [79, 80] and scattering-
type “apertureless” [81, 82] near-field probes. Combining near-field optical spec-
troscopy with ultrafast laser pulses thus promises the desired simultaneous high
spatio-temporal resolution. Experimentally, the challenge in combining near-field
scanning opticalmicroscopy (NSOM), also known as scanning near-fieldmicroscopy
or SNOM)with ultrafast laser spectroscopy consists in generating ultrashort bursts of
light with sufficient temporal and sub-wavelength spatial resolution. Conceptually,
the most straightforward solution to this problem is to funnel ultrafast light pulses
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through aperture-type near-field fibre probes [83, 84]. A reflective metal coating on
the fibre tip aids better light throughput and spatial resolution. In most experiments,
however, it turns out that the finite dispersion due to the fibre taper, rather than the
pulse broadening induced by the aperture, limits the achieved time resolution. An
alternative way to localize ultrafast laser pulses to spot sizes down to few nanometres
is tomake use of optical field enhancement at the apex of ultrasharpmetal tapers [85–
87]. This configuration is known as scattering-NSOMor s-NSOM (or s-SNOM). The
optical resonances supported bymetal tips typically lie in the visible to near-IR range
and extend over more than 100 nm [76, 88], carrying sufficient bandwidth to support
the generation of localized, sub-10 fs pulses. Depending upon requirements, different
cw or pulsed laser sources can be used in near-field experiments to obtain dynamical
information over a wide range of timescales.

A set-up of a typical ultrafast near-field pump-probe spectrometer is shown in
Fig. 4.3. Laser pulses are sent through a pulse compressor for spectral shaping and
pre-compensation of group velocity dispersion experienced in the near-field fibre
probes before splitting into pumpandprobe pulses [76]. The pulse pair is then coupled
into a near-field probe. The probe tip is maintained in close proximity of the sample
(mounted on a x–y scanner) using the feedback arrangement of an AFM. The near-
field light reflected from the sample is collected through the same fibre and coupled
into a spectrometer or a detector. Several variants of the technique based on the design

Fig. 4.3 Schematic of an ultrafast near-field scanning optical microscope (NSOM). Pump and
probe pulses derived from an ultrafast laser are coupled into a metal coated near-field fibre probe
after appropriate dispersion pre-compensation. The near-field reflected light is collected through the
same fibre and coupled into a spectrometer. The fibre probe is maintained close to the sample which
is mounted on a scanner using an AFM assembly. Different filters can be inserted for selecting
pump and probe spectra



70 4 Ultrafast Single-Molecule Spectroscopy

of the near-field probe and excitation/collection schemes have been proposed and
implemented [76]. Apart from transient absorptionmeasurements, this technique can
also be extended to perform SERS [33–37], THz frequency comb Fourier transform
spectroscopy [89, 90], and spatially resolved electron microscopy [91, 92].

While studies of material properties in semiconductor, organic photovoltaic het-
erostructures and conjugated polymers using near-field transient absorption micro-
scopy are well established [93–95], the adoption of the technique to the life sciences
is challenging due to constraints associated with aqueous environments, very lim-
ited depth of field (essentially meant for surface studies) and toxicity. Nonetheless,
under appropriate experimental conditions, ultrafast near-field techniques are well
suited for biological studies and pharmacological research, for example to visualize
the spatial distribution of specific (macro)molecules in tissue or to investigate the
spatial-temporal drug distribution and drug-uptake into cells [95].

4.5 Control of Single Molecule Electronic Coherence
and Vibrational Wavepacket Interference

Despite the high potential of single-molecule or spatio-temporally resolved pump-
probe spectroscopy, the lack of a phase relation between pump and probe pulses
(particularly for non-degenerate pump and probe spectra) prevents the disentangling
of contributions from coherence and dephasing effects [10, 96]. Clearly, a coherent
excitation scheme, as in case of 2D-spectroscopy [26–29], is necessary.

Figure4.4 depicts the basic notion of a coherent approach for a two-level system.
A single molecule is resonantly excited from the electronic ground (|1〉) to an excited
state (|2〉) by femtosecond double-pulse sequences. Unlike the pump-probe scheme
discussed above, now the pulses are phase-locked [10, 96]. Such excitation induces
stimulated absorption and emission and prepares the system in a certain state which
is best visualized by a Bloch sphere representation (Fig. 4.4a). The Bloch vector
pointing to the poles represents a basis-state of |1〉 and |2〉; any other position indicates
a coherent superposition between these two states [42, 97, 98]. Interaction with the
first pulse generally creates a coherent superposition state corresponding to a rotation
of the Bloch vector away from its initial ground-state position without reducing
its amplitude (Fig. 4.4b). By controlling the carrier envelope phase difference, �ϕ
(Chap. 2), of the second pulse, the Bloch vector can be rotated either away from or
towards the ground state (Fig. 4.4c). In the absence of dephasing, the state created by
the pump pulse is indefinitely preserved, hence, the delay time τpp between the two
pulses is unimportant [10, 96]. The length of the Bloch vector always remains unity.
Now, if the molecule is surrounded by a disordered environment or in the presence of
dephasing, the phase memory between the ground- and excited-state wavefunctions
(or the coherent superposition state) is rapidly erased. As a result the magnitude of
the Bloch vector reduces with time (Fig. 4.4d). Now, the second pulse can affect the
Bloch vector rotation only if τpp is less than the characteristic dephsing time of the

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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Fig. 4.4 a Schematic of a pure two-level system (|1〉 and |2〉) excited by a phase locked pulse
pair with phase difference �ϕ and delay τpp and its Bloch sphere representation. b The first pulse
creates a coherent superposition of the state corresponding to the rotation of the Bloch vector on the
sphere. c In the absence of any disorder, the second pulse either increases the rotation or reduces
it, without altering its length. The delay has no effect on the rotation. d In the presence of disorder,
the phase memory is rapidly erased, resulting in reduction of the length of the Bloch vector. Now,
both �ϕ and τpp affect its length and rotation. If the delay is longer than the dephasing time of the
system, no phase memory is preserved and the second pulse cannot induce coherent rotation

system. Therefore, in the presence of disorder/dephasing the final position of the
Bloch vector tip after the pulse sequence becomes a function of both �ϕ and τpp
[10, 42, 96–98].

To implement coherent-pump-probe spectroscopy, pulse pair generation by a sim-
ple beam splitter based delay line is not sufficient to independently control both τpp
and �ϕ. A more sophisticated approach using a pulse shaper or birefringent wedges
becomes mandatory [10, 96, 99–103]. As a test to influence single molecule elec-
tronic coherences, Hildner and coworkers studied single TDI (terrylene diimide)
molecules in a PMMA film with phase-locked double-pulse sequences at room tem-
perature [10, 96]. In comparison to incoherent pump-probe experiments, which pro-
vide a phase averaged contribution of the electronic coherence (near zero-delay),
the coherent scheme was found to reveal a fascinating interplay between electronic
dephasing and population dynamics, even at room temperature. As discussed in
Chaps. 7 and 8, such coherent superposition between two quantum states plays an
important role in ultrafast biophotonics [30, 31].

Having described the basic phase control mechanism of an individual two-level
system, themethod can be expanded to excitation by broadband ultrashort pulses that
cover several vibrational levels in a particular electronic transition. Such tracking of
coherent molecular wavepacket evolution can yield insight into decoherence times as
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short as 30–40 fs [10, 104–107]. This scheme also forms the basis of coherent control
discussed in Chap. 11. It enables targeted steering of a quantum system through
phase shaped excitation pulses into one state from a multitude of accessible ones,
whilemaintaining the potential of singlemolecule detection [108–110]. The coherent
control of dynamic processes in molecular ensembles has been implemented in a
variety of systems [111–113]. Fortunately, optimal control theory and experiments
on ensembles have demonstrated that complex pulse shapes can often be simplified
to physically more intuitive shapes based on trains of pulses with controlled width,
delay and phase relations [10, 104–107]. Therefore, a pair of broadband ultrashort
pulses with varying τpp and relative carrier envelope phase difference �ϕ (Chap. 2)
can be used to observe vibrational wavepacket interference and phase control for an
individual fluorophore at room temperature [10, 104–107].

4.6 Two-Colour Phase Control of Energy Transfer
in Light Harvesting Complexes

Having set up the basic toolbox for coherent femtosecond single molecule spec-
troscopy, we now discuss one of its important applications in ultrafast biophoton-
ics: ultrafast energy transfer in photosynthetic light harvesting complexes [28–31,
114, 115]. Detailed discussion of the structure of the photosynthetic complex and
the energy transfer mechanisms is left for Chap.7. The recent observation of room
temperature quantum coherent dynamics in these photosynthetic systems has gen-
erated strong efforts, both in experiment and theory, to understand the role of quan-
tum mechanics in biological functionalities [28–31, 114, 115]. So far, experimental
approaches employed to investigate photosynthetic complexes have mainly concen-
trated on 2D electronic spectroscopy of ensembles of pigment-protein complexes
[28, 29], yielding a spatial and temporal average over an inhomogeneous distribu-
tion. Consequently, the study of coherent ultrafast detection of individual complexes
is vital to unravel the role of coherence in the light-harvesting efficiency of natural
photosynthetic complexes.

Consider, by way of illustration, energy transfer in the light-harvesting 2 (LH2)
complex of the purple photosynthetic bacteria, Rhodopseudomonas acidophila [10,
116]. The energy levels of the two LH2 fluophores, B800 and B850, along with the
experimental scheme are depicted in Fig. 4.5. Individual LH2 complexes are excited
by a two-colour pulse pair with delay τpp and phase difference �ϕ generated using
a pulse shaper [10, 104–107]. The ensuing dynamics are probed by detecting the
B850 spontaneous emission from a single complex using a confocal microscope [10,
116]. The first (blue) pulse coherently excites a band of vibrational levels in B800.
Since the energy transfer between B800 and B850 involves quantum coherence,
the excited state population of B850 maintains a certain phase relationship with the
first pump pulse. The second (red) pump pulse, arriving after delay τpp, is in reso-
nance with B850 and is also phase-locked (�ϕ) with the first pulse. Therefore, the
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Fig. 4.5 Schematic of a two-colour phase control on single light-harvesting complex (LH2) con-
taining fluophores B800 and B850 (left). A two-colour phase-locked pulse pair with delay τpp and
phase difference �ϕ is used to coherently excite the two fluorphores. The first (blue) pulse induces
excitation in the B800 band. In presence of coherent energy transfer (V) to the B850 band, the sec-
ond (red) time-delayed pulse modulates the population transfer to B850 excited states via quantum
interference. The resulting probability is probed by detecting the B850 spontaneous emission from
a single complex. Time traces of the spontaneous emission show oscillatory intensity variations as
a function of τpp reflecting quantum interference in population transfer

light-induced wavepacket in B850 can interfere with that generated via the energy
transfer from B800 if τpp is less than the dephasing time of the complex [42, 97, 98].
Thus, the excited state population of B850 can be controlled coherently by varying
τpp and �ϕ. Since the intensity of spontaneous emission from B850 is proportional
to the excited state population, its time evolution is a measure of the coherent pop-
ulation dynamics of the system. A periodic intensity variation as a function of τpp
has been experimentally observed, which clearly reflects the quantum superposition
of the excited states of the two fluophores [10, 116]. Intriguingly, coherence in LH2
is seen to persist for >300 fs, which is ∼10 times longer than the coherence time
of an isolated fluorophore in a solid state polymer environment! Thus, both the pro-
tein scaffold and the relatively strong electronic coupling between the fluophores
play a key role in preserving coherence in the natural environment [117–120]. The
interplay between persistent coherence and environment-assisted dissipation rapidly
directs the excitation energy towards the lowest-energy target levels to prevent relax-
ation via competing loss channels [30, 31, 65]. The observed coupling constants
and decoherence times indicate optimization such that the quantum coherences of
the excited-state energy landscape survive long enough to avoid trapping [98], in
local energy sinks (Chap. 7). Based on these observations, it is suggested that quan-
tum coherence, both intrinsic and that induced by light, is essential in achieving
the highest energy transfer efficiency in photosynthetic light-harvesting complexes
[10, 116]!

Observation of electronic coherence, vibrational wave-packet interference, and
coherent electronic energy transfer highlights the versatility of single-molecule ultra-
fast spectroscopy [9, 10, 16, 17]. From an ultrafast biophotonic viewpoint, the key
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aspect is that individual biomolecules are amenable to investigation in their natural
surroundings. It is important to realize that, due to intermolecular heterogeneity, only
single-molecule experiments facilitate a realistic estimate of the coherence times;
ensemble experiments tend to underestimate the coherence response due to inhomo-
geneous averaging (Fig. 9.1). Another important aspect of single-molecule studies
is that the ergodicity principle (time-averaging equals ensemble averaging) does not
hold for a limited number of measurements made on a disordered system [121].
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Chapter 5
Ultrafast Lasers in Surgery and Cell
Manipulation

Abstract In this chapter we present an overview of two applications that are already
verywell established: laser surgery and cell manipulationwith laser light.We explore
here some of the essential physics that drives the carrying out of surgery and single
cell manipulation using femtosecond-duration laser pulses.

5.1 Introduction

Light has been used by biologists to illuminate a variety of entities for microscopic
investigations over the decades. The intensity of light in such applications is so
low that it precludes any significant influence on the sample that is being observed.
With the advent of lasers as sources of light, focused illumination can often attain
intensities that are strong enough to begin influencing the physio-chemical properties
of matter that is under observation. Indeed, intense enough light can now be utilized
to optically manipulate matter, including living entities. In this context, biologists
encounter an entire gamut of possibilities at different length scales:

(i) At the level of single biomolecules it is possible to utilize strongly focused
continuous wave light to apply forces and torques [1];

(ii) At the sub-cellular level, it is now possible to toggle individual biomolecules
from an active state to a passive state—and vice versa—by photoswitching of
fluorescent labels [2];

(iii) At the cellular level, light has been used to activate membrane channels and
membrane pumps in order to affect alterations of electrical potential across cell
membranes [3], enabling neural circuitry to begun to be experimentally probed;
and

(iv) At the tissue level, ablation induced by pulsed lasers has allowed the cutting of
diffraction limited volumes of tissue and to facilitate transection of cells [4].

Out of these, the ultrafast aspects of light-matter interactions manifest themselves
most prominently in the last category of encounters, and it is this that we shall focus
on in this chapter.
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The use of pulsed lasers, specially those that produce femtosecond-duration
pulses, permits the attainment of high instantaneous peak power that facilitates the
onset of nonlinear (multiphoton) absorption while, concomitantly, avoiding heat
damage to the irradiated sample via linear absorption. The latter results from the
average power from such lasers being very low and the wavelength of the laser light
generally being non-absorbing by biomolecules. Hence, in the course of the last
decade or so femtosecond lasers have begun to be of considerable utility in an entire
gamut of non-surgical applications, like multiphoton laser scanningmicroscopy with
utility in the neurosciences [5, 6], high harmonic imaging of cells, tissues and organ-
isms [7–9], coherent anti-Stokes Raman spectroscopy [10], and nonlinear imaging
of biological entities in general [11].

Pulsed laser irradiation can lead to formation of plasma. As is discussed in other
contexts throughout the rest of this book, femtosecond laser-induced plasma forma-
tion occurs in two-step fashion:

(1) Valence shell electrons undergo a bound→free transition due to multiphoton
and tunnel effects (Chap. 2);

(2) The ionized electrons “feel” the effect of the optical field via
inverse bremsstrahlung (IB). These electrons are accelerated by the pondero-
motive force (Chap.2); the optical field reverses direction after half a cycle and
this leads the electrons to now be accelerated in the opposite direction: towards
their ionic progenitors. Rescattering of these electrons with the progenitors
can give rise to even more electrons. As is shown in Chaps. 2, 6 and 11, this
electron rescattering process takes place on sub-femtosecond timescales and it
also occurs in an aqueous environment—notwithstanding relatively slow-acting
solvation effects—and is, consequently, of importance in a biological context.
These two steps, leading to further ionization and continued generation of ion-
ized electrons, can drive the growth of micrometre-sized plasma bubbles. With
sufficient electron density, the plasma conductivity finally limits the penetration
of the incident laser radiation to a very small skin depth, of the order of a few
tens of nanometres. Such axial localization of the plasma is far less than typical
Rayleigh (confocal) lengths of the incident radiation.

After the pulse duration, the ionized electrons can recombine with the posi-
tively charged ions within the focal volume, typically on picosecond timescales.
The resulting transfer of the electrons’ kinetic energy to proximate material occurs
on timescales that are shorter than the acoustic relaxation time of the material
(typically a few hundred picoseconds). Such impulsive release of energy can rupture
the ambient material via formation of cavitation bubbles (there is further discussion
on bubbles in Chap.11). Such bubbles lie at the heart of laser-induced damage—or
ablation—in the context of biophotonics.

As is indicated in Fig. 5.1, a 100 fs laser pulse of 10nJ energy, as would be readily
obtained from a Ti:sapphire oscillator, can yield a fluence of 1 J cm−2 upon being
focused to a 1µm2 spot. The resulting intensity exceeds 10TWcm−2 during most of
the 100 fs, a value which is more than the threshold for ionization and, thence, plasma
formation. Note that a two-order-of-magnitude larger value of total pulse energy

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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Fig. 5.1 An overview of some scales of laser fluence of relevance in laser surgery. A 10nJ laser
beam (of 100 fs pulses) focused to a spot size of 1µm2 results in a fluence of 1 Jcm−2; this value
constitutes the approximate threshold for plasma formation in a physiological environment. Lower
values of fluence are of utility in imaging and for localized photodamage and photobleaching

would be required to overcome the plasma threshold in the case of a picosecond pulse.
In such cases, the very much higher total pulse energy would most certainly cause
collateral damage to proximate tissue due to heating, bubble formation and expansion
while the pulse is still being applied, and the consequent release of shockwaves. It is
for this reason that ultrafast (femtosecond-duration) laser pulses with fluences close
to the 1 Jcm−2 threshold are preferred for laser surgery applications.

Considerable progress has been achieved in the last decade on application
of femtosecond-duration pulses in biophotonic applications like sub-micrometre
surgery of neuronal and vascular entities [12] and in various types of eye surgery
[13–16]. It is of interest to draw attention to a study that was conducted in Mexico on
the incidence of intra-operative flap complications during eye surgery [17]. Typically,
1053nm light pulses from a femtosecond laser are focused to a ∼3 µm spot, with a
typical accuracy of 1µm, to cut a spiral pattern in the corneal stroma, thereby forming
precise lamellar flaps for surgery. The Mexican study investigated 26,600 patients
who had undergone such eye surgery. Out of these, only 65 patients reported any
complications (constituting 0.24% of the total sample) [17]. An impressive 99.76%
(26,535 patients) had uneventful flap creation using a femtosecond laser beam.
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5.2 Nanosurgery and Manipulation of Cells and Tissues

Biological media are usually transparent to 800nm light that emanates from various
laser sources (like Ti:sapphire lasers, fibre lasers, semiconductor lasers). This state-
ment holds true at low values of irradiance. However, when the laser light is focused
through a microscope objective with high numerical aperture (NA), it became evi-
dent as long ago as the 1980s that highly localized laser-induced effects can begin to
manifest themselves [18, 19]. This realization gave advent to the use of nanosecond
laser pulses, in conjunction with microscope objectives of moderate NA, to carry out
intra-ocular surgery [20]. Subsequent use of femtosecond lasers widened the scope in
very considerable fashion, with the widespread advent of LASIK (Laser-Assisted in
situ Keratomileusis) allowing diverse types of eye surgeries to be performed, ranging
from the creation of corneal flaps [21–24] to various corneal intra-stromal refractive
surgeries [23, 24].

The physics that underpinned such developments came to be unraveled once it
was realized that even when microscope objectives of moderate NA were used, a
host of nonlinear propagation processes governed how the incident laser energy
was spatially distributed on the target. Prominent among such nonlinear processes
was filamentation, caused by the interplay of Kerr self-focusing, group velocity
dispersion, and plasma defocusing [25–29]. We shall discuss these processes later in
this chapter and shall have occasion to invoke them in other parts of the book.

Linear optical processes like diffraction that may occur at apertures might also
play a contributory role [30] and it is, therefore, important to consider the following
practical points. Nonlinear propagation effects manifest themselves more strongly
when shorter laser pulses are used. However, the use of ultrashort pulses with low
NA optics makes it difficult to deposit optical energy in highly localized fashion,
which is what applications like surgery require. Hence, focusing at large values of
NA becomes mandatory from the practical expediency of minimizing the effects of
filamentation as alsomaking the diffraction-limited focal volume as small as possible.
We note that while Kerr self-focusing (Chap.2) requires a certain threshold power to
be surpassed, it is the irradiance threshold that needs to be surpassed for optically-
induced breakdown (plasma formation) to occur. Large values of NA enable the
focused volume to be made smaller and, correspondingly, less incident laser power
is required to surpass the irradiance threshold. Beyond a certain high value of NA, the
threshold for optically-induced breakdown becomes less than the critical power for
Kerr self-focusing. Under such circumstances, it becomes possible to attain energy
deposition on highly localized (sub-µm) scales. In the case of femtosecond laser
pulses (1mJm−2), optically-induced breakdown in water and glass occurs for NA
values equal to, or in excess of, 0.9 [31].

In addition to surgical applications, interest in light-matter interactions at the
cellular and sub-cellular level predates, by many decades, the advent of ultrafast
pulsed lasers. As long ago as 1912 the German physicist turned prominent anti-
fascist, S. Tschachotin, made use of tightly focused ultraviolet light to carry out
optically-induced inactivation of cells and cell organelles [32, 33]. The light used in

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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these pioneering experimentswas of 280nmwavelength, obtained fromamagnesium
spark; it was focused using a microscope objective to a 5 µm diameter spot on a cell
placed on a microscope slide. Of necessity, very long exposure times were required
before any optically-induced modification of cellular properties or structure would
occur. The use of pulsed laser sources opened new prospects. The use of argon ion
lasers in the 1980s enabled exposure times to be shortened but, it was soon realized,
the energy deposition relied essentially on linear absorption of a single photon. This,
in turn, placed certain practical restrictions. For instance, the biological sample of
interest had to be stained with chemical dyes or, instead, laser wavelengths had to
be employed that would be absorbed by the biological sample in its pristine state.
These restrictions, which persist in a wide variety of circumstances and for a large
subset of biological matter, can be an important consideration if one is interested in
optically inducing alterationswithin a cell or an organellewith a view to studying how
specific proteins interactwith cellularmatter in the course of biological processes like
embryonic development and cell proliferation or in the mapping of stress-induced
reaction pathways.

The use of short-pulse (femtosecond) lasers has enabled progress to be achieved
in such functional studies, mainly due to the adoption of one of two different experi-
mental strategies. In the so-called local approach [34] a tightly focused femtosecond
laser beam is utilized to expose within the focal volume one (or very few) target cells
which can be physically dissected or chemically altered. The strategy is to make use
of high enough local laser intensities to be generated such that nonlinear absorption
occurs within the focal volume: cell surgery can thus be performed at any location
within the cell volume independently of its linear absorption properties.

In an alternative, systemic approach, a specific protein is made the target of the
focused laser beam; the protein is accessed by means of appropriate antibodies that
are attached to nanoparticles or chromophores [35–38]. Protein inactivation occurs
upon linear absorption of optical energy by the nanoparticles or chromophores and
can result in thermo-mechanical or photochemical destruction of the protein host. In
this technique the spatial location of the nanoparticles or chromophores within the
cell is immaterial and, in that sense, this is a non-local approach. A cogent description
of how these two approaches have been used in cellular and sub-cellular surgery with
nanosecond, picosecond and femtosecond lasers has been presented in a masterful
review by Vogel and coworkers [34].

There are a plethora of other manifestations of cellular surgery that have been
developed in the course of the decade since femtosecond laser pulses first began to
be employed.

It is established that analytical techniques like polymerase chain reaction (PCR),
including time-dependent variants, are now the mainstay of investigations of cell
constituents and their specific biochemical functions. PCR facilitates the analysis of
minute quantities of biomaterials, including cells. However, these need to be first
separated from tissue samples that are heterogeneous and ultrafast laser techniques
are now coming into their own in this domain. The radiation pressure of an intense
laser beamhas been utilized for laser pressure catapulting (LPC) of dissected samples
into appropriate containers for PCR studies [39]. A related use of ultrashort laser
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beams has been to carry out cell lysis and subsequent catapulting of the contents of
the lysed cell into a micropipette for time-resolved capillary electrophoresis [40],
for fusing together of cells as well as for in-vitro fertilization wherein the laser
beam is used to ablate the outer egg membrane [41]. In recent years less vigorous
processes have been induced by ultrafast laser beams, such as the gentle transfection
of materials like genes into specific cells, wherein the tightly focused laser beam acts
as a sharp “needle” (see [42–45] and references therein).

There have been very diverse applications of femtosecond and longer laser pulses
in surgical and cell manipulation studies. Amongst the earliest of the latter type
of studies succeeded in probing how morphogenetic motion occurs in the course
of embryonal development [46], how nerves regenerate after nerve cells are cut in
worms [47], and how waves of calcium ions can be stimulated in living cells [48].
Several early studies focused on studying cell division, especially on the separa-
tion of chromosomes [49–52], and on quantifying the biophysical properties of the
cytoskeleton and mitochondria [53]. A key question faced by the early researchers
concerned the relative advantages of femtosecond and picosecond laser pulses.

With picosecond laser pulses researchers were able to achieve intracellular dis-
section using energies of the order of 100nJ [50, 52]. Later, it was found that similar
dissection could be achieved with energies that were two orders of magnitude less
(about 1nJ) when femtosecond pulses were employed [47]. These ultrashort pulses
create plasma at lower energy thresholds and can induce very fine effects extending
over spatial volumes thatmay be smaller than the optical diffraction limit. This advan-
tagewas quickly recognized and put to good use in studies covering a very large range
of sizes, from tissues [44, 54, 55] and small organisms [46, 47] to various organelles
[53, 56, 57], including chromosomes [58, 59], and experiments on localized dam-
age induced in DNA [60]. It was appreciated that a critical factor that underlines
differences between femtosecond pulses on the one hand and longer-duration pulses
on the other is the nature of the energy absorption process. For nanosecond pulses,
the threshold for optical breakdown is dependent on how efficiently optical energy
is absorbed by the bio-sample in the focal volume. This is the domain of linear
absorption and the parameter of importance is the linear absorption coefficient of
the bio-sample that is being irradiated. With the use of near-IR femtosecond pulses,
the material’s absorption coefficient ceases to be of primary importance because
nonlinear absorption dominates the transfer of energy from the optical field into the
bio-sample. Concomitantly, the nonlinearity ensures that the effective volume within
which efficient energy absorption occurs is much smaller than in the case of longer-
duration pulses. This affords a distinct advantage to femtosecond pulses: smaller
targets, such as cellular assemblies, can be efficiently irradiated.

Biomolecules will, of course, readily absorb ultraviolet radiation and it is, there-
fore, not surprising that nitrogen lasers also found utility in early studies involving
micro-dissection of tissues. UV pulses offer the advantage of much lower ablation
thresholds than those obtained with visible or near-IR pulses of the same fluence. It
has been shown that UV laser-induced micro-dissection occurs as a consequence of
linear absorption followed by plasma formation followed by the onset of mechani-
cal effects like the generation of shock waves and cavitation bubble formation [18].
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A disadvantage is that themechanical effects are seldom localized and, consequently,
the use of nanosecond long pulses of UV light of even modest energy (µJ range) can
have deleterious effects on cell viability. On the other hand, femtosecond pulses of
near-IR light yield a low energy threshold for plasma formation [61]. Use of such
pulses has enabled fine dissection to be carried out over spatial extents that are smaller
than the optical diffraction limit with only nanoJoules of incident laser energy in a
variety of chromosomes, cell organelles, tissues as well as small organisms [19, 23,
46, 47, 54–56]. As noted earlier, the sub-diffraction-limited spatial effects are a con-
sequence of nonlinear absorption limiting the volume into which the incident laser
energy gets deposited. A concomitant advantage is that nonlinear modification of the
biological sample can be readily imaged using nonlinear techniques such as second
harmonic generation and two-photon fluorescence excitation [43, 46, 47, 54, 57]
(Chap. 3).

Another major step that contributed immensely to progress in the field was the
adoption of gene fusion products to aid microscopic visualization. Green fluorescent
proteins (GFPs) are the most well known example, and they have allowed visual-
ization and ablation of cellular structures at unprecedently high values of resolving
power [46, 47, 62], certainly higher than resolving powers readily achieved with
conventional light microscopy.

5.3 Optical Field Ionization: Plasma Formation, Energetics
and Temporal Considerations

Plasma produced upon irradiation by femtosecond laser pulses is the main driver for
nanosurgical applications and for manipulation of transparent biomaterials. Plasma
is also, potentially, the agent responsible for sample damage in applications such as
high harmonic imaging and in multiphoton microscopy (Chap. 3). It is, therefore,
pertinent to present a brief overview of plasma formation processes that occur upon
femtosecond laser irradiation of biomaterials. For purposes of illustration we shall
focus our discussion on plasma formation in the most common and important of
biological constituents, aqueous water.

A key step in plasma formation is, of course, the formation of free electrons in the
laser-induced ionization process. In the condensed phase, “free” electrons are really
only quasi-free in the sense that ionization implies a transition from the valence band
to the conduction band. Water has been successfully modelled as an amorphous
semiconductor, with a bandgap of 6.5eV [63]. Although there are many models of
solvation and thermalization dynamics of electrons produced upon multiphoton ion-
ization of aqueous H2O, there has been limited success in rationalizing experimental
observations (see, for instance, [64–68], and references therein). Nevertheless, it
seems established that upon irradiation by an intense beam of laser light, multi-
photon excitation and ionization of H2O occurs. With low-energy (<9eV) photons,
electrons that are ejected in the ionization process are expected to be ∼1nm away
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from their parent holes. On the other hand, with higher energy (>11eV) photons, the
photoelectrons may be as far as 3nm away [64]. In both cases the photoionization
process probably involves a sequence of proton transfers and electron transfers to
pre-existing traps although, it is most likely that higher energy photoexcitation leads
to electrons being ejected directly into the conduction band of water. Under strong-
field conditions, that is when incident laser intensities are in the 10TWcm−2 range
and above, it is the tunnel ionization process (Chap. 2) that is expected to dominate
and, under such circumstances, direct transfer to the conduction band is the most
likely scenario that governs electron dynamics.

Another facet to consider when dealing with ionization in the condensed phase
is the effect of solvation. Water possesses a naturally high polarity; this ensures
that a large percentage of electrons produced in the ionization process become sol-
vated. Solvation is said to occur when the proximate H2O molecules form a cage
which “traps” the ionized electrons by acting as a screen of the free charge. It has
been estimated that such solvated states live for period that are as long as ∼500 ps
[64–68].

The effects related to propagation of intense femtosecond laser pulses through
the liquid water also need to be taken into consideration in understanding the overall
dynamics. Filaments (or plasma channels) can form, and refractive index variations
can occur which can, subsequently, lead to transient absorption. The shadowgra-
phy technique has been utilized to characterize the spatial and temporal variation
of refractive index and transient absorption induced by a filament generated as an
intense 120 fs long laser pulse propagates in water [69]: electron densities as high as
∼1018 cm−3 are shown to be readily achieved in liquid water.

Upon reaching the conduction band, the ionized electrons are subjected to accel-
eration by the ponderomotive potential when intense enough laser pulses are utilized.
Electronkinetic energies in excess of 5eVcanbe reachedupon irradiationby1350nm
light at 25TWcm−2 intensity; corresponding values at the same incident intensity
are as high as 9eV in the case of longer wavelength, 2200nm, light. Single pho-
ton energies corresponding to other wavelengths that are employed are as follows:
1064nm (1.17eV), 800nm (1.56eV), 532nm (2.34eV), and 355nm (3.51eV). These
values demand that 6, 5, 3, and 2 photons, respectively, are needed to overcome the
6.5eV bandgap in water. For laser pulses in excess of a few hundred femtosecond
duration, it is probably a fair assumption that ionization of water occurs the instant
6.5 eV worth of energy is supplied. The situation becomes somewhat modified when
even shorter laser pulses are utilized. Now, the effective value of the bandgap is that
which takes account of the oscillation energy of the ionized electron as it continues
to experience the optical field. If we denote the bandgap as �, then the ionization
energy can be expressed in terms of the Keldysh formulation (Chap.2) as

�e f f = � + e2E2

4mω2
, (5.1)

where E , ω denote the optical field’s amplitude and angular frequency, respectively,
e is the electronic charge, and m is the exciton reduced mass:
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1

m
= 1

mc
+ 1

mv

, (5.2)

withmc being the effectivemass of the ionized (quasi-free) electron in the conduction
band andmv being the mass of the hole in the valence band. It is clear why�e f f ∼ �

for long pulses: it is only with ultrashort pulses that the magnitude of the optical field,
E , becomes large enough to be an important factor.

As already noted, the quasi-free electron produced upon ionization continues
to experience the optical field and one of the consequences is that it can absorb
photons via a non-resonant IB process. In addition to the electron and the photon, the
presence of a third particle, like theH2O+ ion, is necessary in order to conserve energy
and momentum in the course of the IB process. We have also noted that a second
consequence will be that the ionized electron undergoes a reversal of its initial post-
ionization trajectory after half an optical cycle, once the direction of the laser field
changes. A sequence of such IB events is that an electron may gain enough kinetic
energy so as to be able to induce further ionization, this time via a simple electron-
molecule collision that occurs due to laser-field-induced rescattering (Chap. 2). It is
not difficult to imagine that a sequence of such events can lead to the possibility
of avalanche ionization: this can occur if the incident laser intensity is high enough
to overcome the loss of quasi-free electrons from the focal volume—via diffusion
processes, or by recombination.Although it is known that electron-ion recombination
cross sections are very low in the case of atomic ions—the recombination then occurs
mostly by radiative processes and, even more rarely, by a dielectronic process—
the cross sections can be very large when the interaction is between low energy
electrons and molecular ions like H2O+ or OH+. The latter process is known as
dissociative recombination and cross sections for such recombination events can be
as large as 10−14 cm2 for very low electron energies [70] as would be encountered in
aqueous environments of biological relevance. Electron depletionwill certainly occur
very efficientlywhen dissociative recombination occurs. Hence, avalanche ionization
would require the rate of energy gain by quasi-free electrons via IB to proceed much
more rapidly than the rate at which dissociative recombination occurs.

In order to gain some further insight into the overall energetics, let us also consider
the following. Collisional ionization is integral to the avalanche ionization process.
For a quasi-free electron to induce further ionization, it must possess kinetic energy
in excess of the effective ionization energy,�e f f , referred to above. In the condensed
phase, it is known that the critical energy, Ecrit , for bands possessing parabolic energy
dispersion can be deduced using [71]

Ecrit = �e f f
(1 + 2μ)

(1 + μ)
, (5.3)

where the value of μ = mc/mv can be unity in the case of a symmetric band structure
(one in which the Fermi level lies at the centre of the bandgap). However, μ < 1
in the case of semiconductors [71]. Its value for water remains unknown; a value of

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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μ = 1 is often used [34]. Following this assumption, we note that Ecrit = 1.5�e f f

for collisional ionization to occur in aqueous water. More detailed consideration of
the energetics requires knowledge of the collision cross sections in water, and on
their energy dependence [34, 72].

Quantitative insights into the temporal considerations that govern the ionization
dynamics in water are also difficult to obtain but the following qualitative picture can
be constructed subject to, as noted in the following, prevailing controversy.Avalanche
ionization—ionization due to electron rescattering—has to proceed on slower time
scales than direct optical field induced ionization. This is a consequence of the former
requiring the occurrence of several IB events in cascade before Ecrit can be attained
by the quasi-free electrons. Given the 6.5eV bandgap in water, the value of �e f f

is about 7 eV for a Keldysh parameter of 2. Under these circumstances, collisional
ionization by the quasi-free electrons would only occur when 1.5�e f f ∼11eV is
attained. For initial optical field ionization by intense 800nm light, this necessitates
the ionized electron to undergo eight successive IB events before it can have enough
energy to induce ionization. If we estimate the time between successive collisions
in aqueous water to lie between 1 fs [73] and 2 fs [74], it requires about 13.6 fs for a
doubling of the number of quasi-free electrons that can take part in inducing colli-
sional ionization. This assumes that every collision involves absorption of a photon
via the IB process. A detailed analysis of the temporal aspects [72] has led to the
conclusion that avalanche ionization plays only a minor role in femtosecond laser
induced breakdown of aqueous media like water. However, theoretical as well as
experimental evidence is claimed which is supposed to illustrate exactly the oppo-
site scenario: that avalanche ionization dominates the femtosecond laser induced
breakdown of aqueous media like water [75–77]. The controversy awaits resolution!

5.4 Some Quantitative Considerations

To gain quantitative insights into the physics that drives cell surgery with
femtosecond-long laser pulses, it is relatively simple to consider plasma formation
in water that would occur in the vicinity of the threshold for optical breakdown—just
below the breakdown threshold and just above it. But how does one determine the
breakdown threshold? In the earlier days of laser surgery, the use of nanosecond and
picosecond laser pulses produced breakdown that was inevitably accompanied by
formation of a luminous plasma that could be readily seen by the naked eye andwhich
served as a benchmark for the onset of optical breakdown. Cavitation and shock-wave
emission also occurred, and observation of bubbles would also aid in estimating the
incident fluence at which breakdown occurred. With the use of femtosecond pulses,
plasma luminescence usually becomes visually obvious at fluence values that are
much higher than those at the threshold for optical breakdown and recourse has to
be taken to observation of bubble formation. However, as was subsequently realized,
nanobubble formation can often occur that is not visually discernible although the
effects of such bubbles can sometimes manifest themselves [78, 79]. These physical
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Fig. 5.2 Typical dynamics of the formation and “bursting” of nanobubbles, with resulting shock-
waves which can have a major influence on laser surgery considerations

signals are usually due to effects of shock waves that are created upon the bursting
of the nanobubbles (Fig. 5.2). Clearly, the disruptive nature of such shockwaves are
of considerable relevance in the context of laser surgery.

In the absence of direct visual information pertaining to nanobubbles, recourse
must to be taken to theoretical avenues to determine the optical threshold and, to this
end, a critical electron density, σcr , within the laser focal volume is defined at which
the plasma formed upon optical breakdown of water becomes strongly reflective and,
at the same time, absorbing

σcr = ε0mc

e2
ω2, (5.4)

where ε0 is the vacuum dielectric permittivity. At incident laser wavelengths of 355,
512, and 1064nm, the corresponding values of σcr are ∼9 × 1021 cm−3, ∼4 ×
1021 cm−3, and ∼1 × 1021 cm−3. A value of σcr = ∼1 × 1021 cm−3 is commonly
used to represent the breakdown threshold [34]. In most quantitative considerations
it is assumed that the incident energies used in laser surgery are low enough to pre-
clude consideration of nonlinear propagation effects, such as filamentation. It is also
assumed that plasma formation occurs in purewater. It is, however, quite possible that
proximate biomolecules and absorbing dyes may modify the energy level structure
sufficiently to permit new linear as well as nonlinear absorption processes.

Numerical simulations can be carried out to determine how the ionized electron
density (σ, the electron density in the conduction band) evolves with time upon expo-
sure to intense laser pulses. A generic rate equation [61], as depicted in Fig. 5.3, is
found to be of utility. Here, η p denotes the ionization induced by the strong optical
field—either via multiphoton ionization or tunneling—while ηc is the contribution
to the electron density via the electron rescattering mechanism. This second contri-
bution depends on, of course, the number of electrons that are already ionized, and
this is denoted by σc. The last two terms in the equation (Fig. 5.3) represent losses
that may occur due to (i) diffusion of ionized electrons from the laser focal volume
and (ii) to electron-ion recombination. The diffusive losses also depend on σc; the
losses due to recombination involve an electron-hole pair and, consequently, depend
on σ2c.



88 5 Ultrafast Lasers in Surgery and Cell Manipulation

Fig. 5.3 The time evolution of the density (σ) of ionized electrons upon irradiation of biological
matter with pulses of intense laser light. The top portion shows an intense, 40 fs laser pulse (800nm
wavelength) incident—from the right—on a 1cm quartz cuvette containing water. Note the forma-
tion of a plasma channel (filament) within the water. The rate of change of σ with time is determined
by the rate equation comprising the four terms that are shown. When the incident laser pulses are of
femtosecond duration, the relatively slow loss mechanisms due to electron-ion recombination and
diffusion out of the laser focal volume may be ignored

The loss terms shown in Fig. 5.3 account for electron loss processes that occur
relatively slowly and they can safely be ignored in cases where ionization occurs as a
result of irradiation by femtosecond pulses. However, they are important to consider
when longer (nanosecond) pulses are used.

As has been demonstrated in comprehensive simulation studies carried out by
Vogel and coworkers [61], it is recommended that instead of using the Keldysh para-
meter, γ that is of utility in gas-phase ionization of atoms (Chap.2), it is often better
(certainly more correct) to revert to the original formulation provided by Keldysh
for photoionization in the condensed phase [80]:

γ = ω

e

(

ε0c0m�′

4Ie

) 1
2

, (5.5)

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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where Ie is the atomic ionization energy. The effective ionization energy, �′, that is
required in order to create an electron-hole pair in a condensed medium with band
structure can be written as [80]:

�′ = 2

π
�

(

1 + γ2
) 1

2

γ
G

[

(

1 + γ2)− 1
2

]

. (5.6)

Here, G
[

(

1 + γ2
)− 1

2

]

is an elliptic integral of the second kind. Under conditions

that γ � 1, the photoionization rate scales as I ke , where k denotes the number of
photons required to jump the bandgap.

In computing the contribution made to the electron dynamics (Figs. 5.3 and 5.4),
by the rescattering ionization term, it is often assumed that in the course of its
rescattering trajectory, each participating electron gains an average energy from the

Fig. 5.4 An overview of some scales of “free” electron densities with reference to approximate
thresholds for optically-induced processes like cellular damage, dissection, transfection, bubble
formation and macroscopic damage like ablation. The threshold values assume that water is the
medium in which the bio-sample is placed and that 800nm light pulses of 100–200 fs duration are
used. Such pulses are focused using large numerical aperture objectives (NA∼ 1.3–1.4). The largest
electron densities (≥1021 cm−3 require the use of an amplified laser system (usually operating at
1–10kHz repetition rate) while the lower values of electron density are usually achieved with a
femtosecond oscillator, typically operating at ∼80 MHz repetition rate
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optical field that is equivalent to 1.5�′ [34, 81]. Each such rescattered electron then
contributes to the overall ionization rate as [81]:

ηc = 1

1 + ω2τ 2

[

e2τ

1.5ε0c0n0mc�′ I − mcω
2τ

M

]

, (5.7)

where n0 denotes the refractive index of the medium (usually water) at frequency
ω, τ is the mean time between collisions, and m, M denote, respectively, the mass
of the electron and the water molecule. At high values of incident laser intensity,
I , the rate for rescattering ionization scales linearly with I . Values of τ have been
estimated to be as fast as 1.7 fs [74]. It is also noteworthy that recombination of the
ionized electrons with water molecules is not as simple a process as it would be in
conventional gas-phase dissociative recombination. In the condensed phase that will
inevitably be encountered in biophotonics, the ionized electrons become hydrated,
on timescales of about 300 fs, and such hydrated electrons have a mean lifetime that
has been reported to be as long as ∼300ns [82]. This is of relevance in the context of
plasma-mediated damage by low-energy electrons and OH radicals that occurs upon
irradiation of DNA in water by femtosecond-long pulses of intensity in the tens of
TW cm−2 range [83, 84], as is discussed in Chap.6.

The laser-induced generation and subsequent acceleration of “free” electrons in
biological media determines how optical energy gets deposited in the medium. Col-
lisional interactions, including non-radiative recombination, between such electrons
and the plasma constituents result in generation of heat. Both the evolution of the
temperature distribution that results from such interactions, and the subsequent bub-
ble dynamics, have been comprehensively treated in a cogent review [34] in amanner
that is of direct relevance to laser surgery considerations.

5.5 Femtosecond Laser Axotomy

Axotomy refers to the severing of axons, and femtosecond laser surgery has begun to
be utilized to carry out precision axotomy in studies that aim to probe how genes and
molecules affect the process of nerve regeneration and nerve development. Obtain-
ing insights into the processes that govern regeneration of nerves is, of course, a
critically important step towards the development of treatments for a host of neuro-
logical diseases [85]. Amongst the earliest realization that femtosecond laser surgery
techniques (Fig. 5.4), by using high peak intensities, allow effective reduction of the
energy threshold for removal of tissue (via ablation) and, thereby, allow a wide vari-
ety of surgery to be carried out with only an oscillator-based source, led to the use of
femtosecond pulses to cut single axons inside the roundworm, Caenorhabditis elan-
gans [47]. Pulse energies as low as a few tens of nJ in 200 fs long pulses of 800nm
light were shown to vapourize minute axon volumes (as small as 0.1 femtolitres,
taking a mean axon diameter to be 300nm). By filling the thus-axomotized neurons
with an appropriate dye, it was possible to establish the physical disconnection of

http://dx.doi.org/10.1007/978-3-319-39614-9_6
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individual axons [47]. The low laser energies used in such experiments precluded
the intervention of cavitation-induced physical effects and the 1 kHz repetition rate
ensured that the average power was only about 10 µW, thus also precluding the
possibility of thermal effects.

Larval-stage worms were used as laser surgery targets; circumferential axons
located towards the dorsal side were laser-cut at their mid-body positions, with the
rest of the axon being untouched. It was observed [47], via fluorescence imaging, that
the laser-cut axons initially retracted. It was seen that axon regeneration occurred
after about 24h: the regenerated axons were fully functional, as indicated by the
apparently normal locomotion of the worms.
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Chapter 6
Biophotonics in Ultrashort, Intense Optical
Fields

Abstract Ultrashort pulses of intense laser light affect matter with which they inter-
act and, in turn, matter also affects the light pulses. In this chapter we consider both
“laser-matter” and “matter-laser” interactions from the viewpoint of biophotonic
applications. Propagation of intense light through matter gives rise to visually spec-
tacular phenomena like supercontinuumgeneration and filamentation. Such phenom-
ena have been used to quantitatively probe damage induced in DNA by low-energy
electrons and OH-radicals. They have also provided high sensitivity diagnostic of
stress markers in human saliva. The chapter also discusses possibilities of biopho-
tonics applications of such strong-field phenomena without the need for very high-
intensity lasers.

6.1 Ultrashort, Intense Optical Fields

As has already been discussed in Chap.2, intense optical fields are an inescapable
consequence of ultrashort laser pulses produced in amplified laser systems. Ready
availability of such lasers has now empowered researchers to carry out wide-ranging
studies on how such ultrashort pulses of light propagate through transparent media,
including media that is biologically relevant—such as water. Interest in such studies
is propelled by fundamental considerations [1–3] and by tantalizing prospects of
applications in diverse ventures like the control of lightening in the atmosphere [4–
6] and remote sensing [7] on the one hand to the stand-off monitoring of atmospheric
pollutants using broadband, time-resolved spectroscopy [8, 9] on the other.

When intense pulses of light induce multiphoton processes within materials with
large bandgaps, energy is readily transferred from the incident optical field to the
material that is being irradiated. Such energy transfer facilitates a number of practical
opportunities in effecting bulk modifications in materials [10], such as forming—
in controlled fashion—voids and micro-cracks due to micro-explosions and optical
breakdown [11]. It is also readily possible to induce change of refractive index
[12] which enable various processes to occur within materials, like the formation
of colour centres and laser-induced oxidation-reduction of ions of transition metals,
heavymetals and rare-earth elements [13]. Such laser-inducedmaterialmodifications
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prove to be of utility in the formation of waveguides [14] and photonic crystals
[15], in the development of three-dimensional optical memories [16, 17] and, from a
biophotonics perspective, in the formation ofmicro- and nano-fluidic channelswithin
materials. Controlled laser machining within bulk material, without alteration of the
surface properties of the irradiated material, is an area of considerable contemporary
biophotonic interest and it can be easily appreciated that it is of utmost importance
to develop proper insights into the major physical factors that govern the overall
propagation dynamics [2, 3, 18].

There are two spectacular manifestations of the propagation dynamics involving
ultrafast pulses of intense laser light: filamentation and white light generation (also
known as supercontinuum generation). Both these processes coexist and serve as
a signature that the laser-matter interaction is describable not merely in terms of
laser-induced breakdown, as was discussed in Chap.5. As shall become obvious
in the following, the dynamics that accompany filamentation and supercontinuum
generation are considerably richer than the formation of plasma due to breakdown.
Filamentation manifests itself in the course of propagation through the medium
while, at the same time, supercontinuum generation is visualized downstream of the
medium, after propagation. Much remains to be accomplished before satisfactory
insights are developed into the overall propagation dynamics in the strong-field,
ultrashort regime. Nevertheless, it is eminently possible to utilize both filamentation
and the supercontinuum in potentially useful biophotonic applications.

6.1.1 Filamentation

In the course of propagation an intense laser pulse experiences a refractive index
that is intensity-dependent; this is a consequence of the optical Kerr effect (OKE)
that was introduced in Chap.2. OKE is the progenitor of the phenomenon known
as “self-focusing”, a process that occurs when the power of the incident laser pulse
is greater than a certain critical power. The critical power for self-focusing, Pcr , is
expressed in the continuous wave (cw) limit as [2]:

Pcr = 3.72λ2

8πn0n2
, (6.1)

where n0, n2 are, respectively, the linear and nonlinear (intensity-dependent) refrac-
tive indices of the medium, and λ is the incident laser wavelength. For near infrared
light (λ ∼ 800nm) propagating through air, the value of Pcr is∼3GW[19]. For prop-
agation through condensed media of biological interest—water—the corresponding
value is ∼4.3 MW.

The dynamics that drive the spatio-temporal wave collapse due to self-focusing
was postulated by Townes and coworkers about half a century ago [20]. However,
even at that time it was realized that the self-focusing action cannot continue indef-
initely: it would eventually give rise to an infinity in intensity! Nature ensures that
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various mechanisms set in that help arrest the purely self-focusing action and, thus,
avoid the infinity catastrophe. Such mechanisms include diffraction, group velocity
dispersion, self-phase modulation, and pulse self-steepening, higher-order nonlinear
effects,χ(5) effects, and defocusing induced by plasma formation; all these contribute
to the overall propagation dynamics in the form of single or multiple filaments or
plasma channels. At very high values of incident laser power, multiple filamentation
can occurwhich scaleswith laser power [21]. Factors affecting the length of filaments
and the density of the plasma within these channels are the initial pulse intensity,
initial pulse duration, and beam convergence [22, 23]. Note that, in the anomalous
dispersion regime, it is expected that the self-guided laser pulses will spread less in
time and space, affording long propagation lengths [24]. Consequently, theoretical as
well as experimental efforts have recently begun to investigate filamentation and SC
generation in the anomalous group velocity dispersion regime [25] and there might
well be that important biophotonics implications emerge from such studies.

Figure6.1 shows a typical image of a filament formed when 35 fs pulses (0.3 mJ
energy) of 800nm light are focused in water. Similar filaments are readily seen in
a variety of condensed media, including crystalline solids, as long as the incident
laser power exceeds the critical power for self-focusing (6.1). Visualization of such
filaments is of utility, as shown in the following.

By imaging a filament, such as in Fig. 6.1, in the transverse direction it becomes
possible to deduce the filament radius (Lmin) as it propagates through the medium.
Typically, the filament radius would be in the range 3–6 µm. From this, estimates
can be made of peak intensities (Imax ) as well as of electron densities (Ne) within
the medium, by taking into consideration the Kerr effect, diffraction, and ionization
responses. Following treatments detailed in [2, 3, 26, 27], the set of equations given
below yield estimates of the peak intensity, electron density, and the multiphoton
absorption cross-section, all from a simple determination of filament radius:

Fig. 6.1 Typical filament formed in water upon its irradiation by a focused beam of 35 fs long
pulses of 800nm light of incident energy 0.3mJ. The incident laser light was linearly polarized
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Imax
∼= ρmax

2ρcn0n2
, (6.2)

ρmax
∼= τpρntW (Imax ), (6.3)

and

Lmin = 2

(

n0
k20n2 Imax

) 1
2

, (6.4)

where τp is the pulse duration, ρc is the critical plasma density (see [28] for a discus-
sion on filaments in a crystal of BaF2), ρnt is the density of neutral atoms, and
W (Imax ) is the photoionization rate in the multiphoton (MPI) regime such that
W (Imax ) = σk I kmax , where σk is the multiphoton absorption cross-section. The
expression for Lmin assumes a Gaussian beam profile and k0 is a value related to
geometrical properties of the focused laser beam [2].

6.1.2 White Light (Supercontinuum) Generation

The propagation of intense femtosecond-long laser pulses throughmatter also results
in the formation, downstreamof the regionwhere filaments are formed, of a supercon-
tinuum, a visually spectacular phenomenon that has continued to be interest for the
past three decades [29, 30]. The continuum appears as a white disk that is surrounded
by concentric, rainbow-like conical emissions (Fig. 6.2); the central, low-divergence
part of the beam that is transmitted through the material has come to be known as
the white light continuum or supercontinuum. The spectral width can be very broad,
usually covering the range from the visible (∼400nm wavelength) to about 900nm.

Various mechanisms have been invoked that might possibly rationalize the super-
continuum(SC)generationprocess: self-phasemodulation [30], ionization-enhanced
SPM [30, 31], with additional contributions from the interplay of diffraction and
instantaneous electronic Kerr nonlinearity [32], stimulated Raman scattering, self-
steepening, and four-wave parametric processes [33–36]. Notwithstanding the
plethora of contributory mechanisms, a definitive understanding of the obviously
rich physics that underpins SC generation continues to be elusive [37]. Pioneering
experiments on the picosecond laser-generated supercontinuum [38] helped estab-
lish that the threshold power required for SC generation usually coincides with Pcr ,
the critical power for self-focusing. It, thus, appears to be the case that self-focusing
also plays a role in generating the white light continuum [31, 39].

Although physical processes that describe SC generation are the same in all Kerr
media, there remain a number of features that occur in water, a material of impor-
tance from a biophotonics perspective, whose true nature remain to be elucidated.
Nevertheless, it is instructive to summarize some pertinent theoretical work on SC
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Fig. 6.2 Supercontinuum generation in water with 45 fs pulses of 800nm light at different values
of incident laser power. The image in the upper panel was measured at low values of incident laser
power, ∼50 Pcr , while the image in the lower panel was obtained at higher power, ∼500 Pcr . The
white central portion constitutes the supercontinuum and its spectral extent covers the range from
∼400nm to ∼900nm. The outer rings clearly visible in the upper panel are referred to as conical
emission

generation specifically in water. A model [34] has proposed that the blue part of
the SC spectrum—the region from ∼400nm to ∼700nm (Fig. 6.2)—occurs due to
optical shock which results from the space-time focussing and self-steepening of
the incident laser pulse. In this model, shock formation determines the dynamics of
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self-focusing, with multiphoton processes (resulting in plasma formation) helping
stop the collapse. Theoretical simulations of propagation in water of 800nm wave-
length pulses of 144 fs duration and ≤20 µJ incident energy have yielded results
that indicate that linear chromatic dispersion also contribute to the spectral width
of the SC spectrum [40, 41], indicating that plasma generation helps determine the
overall shape of the SC spectrum. Long-distance propagation of intense, ultrashort
pulses in water is a process that is dynamic [42] and has been interpreted in terms of
nonlinear X -waves that arise from the combined effect of diffraction, normal GVD,
and self-focusing. As already noted, the robustness of long-distance pulse propaga-
tion in water is a consequence of the interplay between nonlinearity and chromatic
dispersion. The dynamics of X -waves in water have been rationalized in terms of
an effective three-wave mixing (TWM) model with SC generation occurring in the
course of filamentation due to first-order scattering processes analogous to the first
Born approximation [43].

In addition to material properties, the physical attributes of the light delivery
system—the external optics—also come into play as do, indeed, the temporal char-
acteristics of the laser pulse. Most early work on SC generation was conducted at
incident power levels close to Pcr . Under such circumstances, rings and conical
emission constituted a significant portion of the total output signal (Fig. 6.2). At
higher levels of incident power, the central white light portion was seen to over-
whelmingly dominate the total signal output [21]. By using loose focusing geometry
and high incident power, SC efficiency levels in excess of ∼40% [21] have been
demonstrated. Even such impressive conversion efficiency numbers can be further
enhanced, by optimizing physical focusing conditions. Systematic studies have indi-
cated that the position at which the incident laser beam is focused with respect to the
irradiated material largely determines the spectral extent [44]. Such observations are
a consequence of dispersion that broadens the pulse duration of the laser, thereby
reducing its intensity: it has been shown in condensed media that the broadest white
light spectrum is forthcoming when the external optics focuses the incident beam
very close to the start of the medium, confirming that the dispersion does, indeed,
play an important role. But, under real experimental conditions, it is often inadvis-
able to attain such focusing conditions as it frequently gives rise to extensive bubble
formation when water is the irradiated medium [44].

The incident pulse duration, particularly at higher incident powers, also deter-
mines the spectral extent of the white light. Early experiments, conducted using 45
and 300 fs pulses at the same value of laser power [44], showed a significant dif-
ference in the spectral extent attained, especially in the blue region of the spectrum.
The shorter pulses afforded a broader spectrum than 300 fs pulses, a consequence
of the efficacy of SPM being inversely proportional to the pulse duration [29]. Free
electron generation augments SPM, particularly leading to enhancement towards the
blue spectral region [45]. Thus, using pulses of two different durations seems to
indicate that the free electron contribution to SPM is larger in the case of 45 fs pulses
than for longer (300 fs) pulses.

We now consider how SC generation depends on incident laser polarization
and, also, the polarization properties of the supercontinuum itself. It has been
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demonstrated that a considerable improvement is obtained in the polarization extinc-
tion ratio of the SC generated via filamentation occurring in dual argon-filled gas
tubes in tandem [46] as compared to the extinction ratio of the incident laser beam.
Such improvement is most likely a consequence of significant improvement in the
spatialmode quality of the laser beambrought about by filamentation.A consequence
of the supercontinuum that is generated is, of course, the concomitant generation of
ultrashort, few-cycle, laser pulses. It has been shown that it becomes trivially possible
to control the plane of polarization of these few-cycle pulses by placing a half-wave
plate prior to the dual-tube assembly [46]. A detailed discussion on polarization
dependent SC generation, and the polarization properties of the SC that is generated,
has been cogently discussed [46, 47]. In brief, the SC from water upon irradiation
with 100 fs pulses has been shown to reduce when the incident light is circularly
polarized [48]. Theoretically, it has long been held that the effective ionization energy
for circularly polarized light is higher than for linearly polarized light [49] of the same
intensity; correspondingly, MPI is a less efficient process when it is induced by cir-
cularly polarized light [50, 51]. In this context, it is worth noting that the value of
Pcr for circularly polarized light is 1.5 times that for linear polarization [51]. The
free electrons that are generated uponMPI augment SPM and contribute towards the
generation of the blue side of the supercontinuum. The effect of light polarization
on the multiphoton ionization of atoms has been related to the field correlations of
multiphoton processes [52]. It is a consequence of the vectorial nature of the incident
radiation field that affects the transition amplitudes of multiphoton processes: cross
products of matrix elements involving the orthogonal components of the radiation
field occur in the expression of the transition amplitude for circularly polarized light.
These give rise to the dependence of ionization rate on the polarization state of the
incident light field.

Filamentation- and supercontinuum-induced biophotonics generally relies on
peak laser pulse intensities of the order of 1015Wcm−2. At even higher pulse inten-
sities, a new set of biophotonics opportunities open up that rely on laser-induced
acceleration of charged particles—electrons as well as ions—which are beginning
to be considered for use in applications like cancer therapy. But it is often the case
that lower levels of incident power are beneficial for certain biophotonics applica-
tions. Are filamentation and SC generation of relevance at low power levels? The
answer was discovered to be in the affirmative some years ago, as is described in the
following.

6.1.3 Filamentation and Supercontinuum Generation
at Low Power Levels

The use of intense light beams that are tightly focused often induce damage in the
optical medium, and this can be a major concern from the viewpoint of biophoton-
ics applications. It is, therefore, of interest to explore methods of broadband light
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generation without the need to focus the incident ultrashort laser beam with a lens.
The methodology adopted for such experiments involves the use of a wire mesh and
is based on the following premise.

It is expected that, in real life situations, the spatial profile of a train of femtosecond
laser pulses will not have a perfectly smooth envelope of the type shown in Fig. 2.5
but will inevitably contain small amplitude irregularities. In the course of propaga-
tion through any medium such amplitude irregularities might break up into separate
filaments. Such break-up has been described [53] in terms of interference between a
strong beam and one ormoreweaker beams, giving rise to index variations—a conse-
quence of the refractive index being intensity-dependent (the optical Kerr effect that
we encountered in Chap.2). A phase grating results from such interference, which
may diffract the stronger light beam, thus enabling energy to be “spilt” into the weak
beams. The filament formation process is, of course, stochastic and cannot be effec-
tively controlled. Nevertheless, it has been shown [54] that a wire mesh placed in
the path of the incident, unfocused laser beam radiation allows a certain measure of
control to be exercised over the “spilling”of optical energy into the weak beams.

A wire mesh not only induces a modulated intensity distribution in the x-y plane
but also in the direction of the laser beam propagation, the z-direction—the Talbot
effect that is encountered in linear optics. Such intensity modulation is caused by
interferences which produce local intensity maxima and minima. The maxima can
serve as the seed for nonlinear processes in the optical medium and, as a conse-
quence, multiple filamentation can occur due to the pre-existing (small-scale) inho-
mogeneities in the incident laser beam. Because of diffraction and interference, such
inhomogeneities can be responsible for the creation of complicated “hot spots” along
the z-direction. The diffraction induced by the wire meshmay be understood in terms
of a ‘normal’ beambeing affected by a stronger but controlled inhomogeneity pattern.
If the mesh is regarded as a local focusing element, it becomes possible to determine
the efficiency of off-axis (conical) emission. Schroeder and coworkers [54, 55] were
able to demonstrate that conical emission can also be regarded as a loss channel that
counterbalances catastrophic self-focusing discussed above.

The use of a wire mesh in the path of an unfocused laser beam implies that, in
contrast to the usual situation that would be obtained if a focusing lens were used,
the incident laser beam does not first converge and then diverge: the overall beam
remains essentially parallel as it enters the medium to be irradiated. The wire meshes
used in early experiments were made of stainless steel, typically of linear dimension
200µm x 200µm (or 440µm x 440µm) with wire thickness of 50–100µm, so as
to yield a typical 50% transmission of light. By spatially scanning the mesh in a
direction perpendicular to the laser propagation direction it was possible to monitor
the amplitude irregularities expected due to the Talbot effect. Such scanning allows
the irradiated sample experience different laser intensity profiles along the light
propagation direction.

Figure6.3 shows a typical energy profile of SC emissions from water upon its
irradiation by a low-intensity, unfocused (parallel) laser beam of only 600µJ energy.
Altering the distance between the wire mesh and a 5cm cuvette containing water
along the direction of light propagation enabled water to be irradiated by different

http://dx.doi.org/10.1007/978-3-319-39614-9_2
http://dx.doi.org/10.1007/978-3-319-39614-9_2


6.1 Ultrashort, Intense Optical Fields 103

Fig. 6.3 White light generation in water (interaction length of 50mm) with 45 fs pulses of very
weak, unfocused 800nm laser light. The incident pulse energy was only 600 μJ. The top panel
shows prominent peaks and dips that are measured in the intensities of the white light emission
in the far field (60cm away from the sample). These reflect variation of laser energy generated at
different distances between the mesh and water sample. The solid lines are a guide to the eye. The
lower image shows multiple filaments that are formed in water

intensity profiles of the incident light, thus resulting in varying amounts of SC emis-
sion. Consequently, what is observed in Fig. 6.3 is a modulation of the intensity of the
SC emission: positions of low intensity, which correspond to minimum or no white
light, and high intensity (corresponding to maximum white light). Such fluctuations
in the intensity of the SC emission have been simulated using Fresnel’s diffraction
integrals that enables calculations to be made of local intensities [Ep(x0, y0, z)]2 at
any point downstream of the wire mesh in terms of the optical field, Ep [55].

As already noted, the intensity maxima and minima seen in Fig. 6.3 reflect seeds
for nonlinear processes in water. In that sense, the wire mesh can be thought of as
simulating the “normal” case of laser beam propagation, where multiple filamenta-
tion can occur due to small-scale inhomogeneities in the incident beam. An example
of multiple filamentation is shown in the image in Fig. 6.3. The processes of diffrac-
tion and interference can result in such small-scale inhomogeneities giving rise to
complicated hot spot distributions also along the propagation axis.

It is also of importance to assess the extent of spectral broadening that is obtained
using an unfocused laser beam. Figure6.4 shows some typical spectra measured with
a wire mesh, using very low values of incident laser energy. Marginal broadening
is observed at 240µJ but the extent of broadening is significantly enhanced when
the energy levels are in the range beyond 400µJ. Typical efficiency values for such
white light emission were measured to be in the range of 30% [55].
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Fig. 6.4 Spectra of white
light generated in water
using 45 fs pulses of very
weak, unfocused 800nm
laser light. The incident pulse
energy was varied over the
range 240–460µJ by altering
the distance between the
wire mesh and the cuvette
containing the water sample

6.2 Filamentation-Induced Biophotonics

6.2.1 DNA Damage

Recent years have seen the initiation of biophotonics experiments on aqueous DNA
that are based on filamentation-induced dynamics. Irradiation of plasmid DNA in
an aqueous medium by ultrashort pulses of intense laser light result in self-focusing
and the formation of filaments within which optical field-induced ionization of water
occurs. This gives rise to in situ generation of low-energy ionized electrons and free
OH-radicals, the interaction of which with DNA plasmids has been shown to result
in nicks in the DNA backbone: single strand breaks (SSBs) are induced as are, at
higher laser intensities, double strand breaks (DSBs) which are not readily amenable
to repair.

DNA is a naturally-occurring, long-chain polymer that comprises a number of
nucleotide monomers linked to each other by phosphodiester bonds. Under physio-
logical conditions, DNA is very stable: it has a half-life toward spontaneous hydrol-
ysis of ∼130,000years [56]. It has high mechanical robustness, a consequence of its
double stranded and double-helical structure. At the same time, nature dictates that,
along with its mechanical stiffness, it must also be able to withstand fairly large con-
formational changes—like the bending, compression, and twisting of its 3D structure
[57]—in order to be able to effectively pack into chromosomes. The ability ofDNA to
withstand large-scale structural change also serves it well in the primary task nature
has decreed it to perform in the course of replication and transcription: the encoding
and transferring of genetic information.
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Exposure of this robust polymer to radiation causes damage which occurs upon
the breaking of single and double DNA strands. Such damage can potentially be
the most lethal to occur at the cellular level. Strand breakages occur when the sugar-
phosphate backbone is ionized upon exposure of DNA-containingmatter—that is, all
living matter—to high energy radiation (such as energetic X-rays, γ-rays, and such
like radiations from terrestrial and extra-terrestrial sources). Cosmic rays constitute
a major extra-terrestrial source of energetic particles that interact with human cells;
a plethora of chemical oxidizing agents are examples of terrestrial agents of DNA
damage. Up to 500,000 damage events can occur per cell per day, but all of these are
amenable to internal repair: the rate of damage in a healthy cell is more or less equal
to the rate of repair. In a diseased cell, however, the rate of repair is less than the rate
of damage, and this can lead to one of three main consequences:

(i) Senescence: an irreversible state of dormancy;
(ii) Apoptosis, or programmed cell death: this amounts to cell suicide;
(iii) Unregulated cell division: this can lead to formation of a tumour that is cancer-

ous.

DNA defects can assume one of two main forms (Fig. 6.5): (a) either only a single
strand has a defect, in which case the complementary strand can act as a template
to biochemically correct the damaged strand, or (b) two strands are simultaneously
damaged. This is particularly dangerous as double strand breaksmay result in genome
rearrangements within the cell.

6.2.2 Strong Field Experiments with Intense,
Ultrafast Laser Pulses

About a decade ago electron collision experiments on DNA (in dry form) established
a new paradigm: damage to DNA is not only caused by energetic radiation. Even

Fig. 6.5 a Schematic
structure of the double-helix
structure of DNA. b
Schematic depiction of
damage caused to DNA in
the form of a single strand
break (arrow in the upper
figure) or a double strand
break (two arrows in the
lower figure)
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slow electrons, possessing only a few electron volts of kinetic energy, can induce
strand breakages via formation of dissociative temporary negative ion states [58].
Subsequent experiments reported damage to DNA in its native, aqueous state by both
slow electrons and radicals generated, in situ, upon irradiation of water (in which
plasmid DNA was suspended) by 45 fs pulses of intense (1-12 TW cm−2) 820nm
laser light [59]. These low-energy particles—both electrons as well as OH radicals—
induced transformation of supercoiled DNA into relaxed DNA, a signature of strand
breakages (Fig. 6.6). Subsequently, intense field experiments were conducted using
laser pulses of longer wavelengths, 1350 and 2200nm, at the same intensity levels
as in the case of 820nm light (in the TW cm−2 range), and the results of these served
to delineate the role played by OH-radicals in inducing strand breaks in DNA under
physiological conditions [60].

Biologists have long known that enzymes—like gyrases and topoisomerases—
exhibit a propensity for inducing nicks in the DNA backbone. The observation that
nicksmay also be produced in the course of interactions of aqueousDNAwith intense
optical fields strongly suggests that the latter are able to mimic the nick-inducing
action of enzymes. This has biophotonics implications beyond studies of DNA per se
as it highlights the ability of the filamentation-based method of generating slow elec-
trons and radicals within aqueous media as being of importance in diverse situations
in which the effects of low energy radiation need to be probed under physiologically
relevant conditions. There is also peripheral interest in that high-intensity laser light
of wavelength longer than 1300nm is presently characterized as eye-safe in industry.
The observation that strong irradiation of water at such wavelengths induces strand
breakages in DNA raises the obvious question: how safe is “eye-safe”?

In view of the relative novelty of filemantation-based biophotonics, it is of inter-
est to present some experimental details. In experiments on aqueous DNA the key
initiator of the damage-inducing dynamics is the strong optical field that initiates the
process of excitation, ionization, and dissociation ofH2Omolecules, yielding species
like H2O�, H2O+, OH, OH�, and slow electrons. Collisions between electronically
excited states of water and ionized water molecules give rise to the formation of OH
radicals [61]

H2O
∗ + H2O

+ → OH + H3O
+, (6.5)

which are long-lived (with lifetimes in the µs time scale) [62]. Slow electrons, of
specific energy, can also attach to H2O via a resonant process known as dissociative
attachment. For instance, 7 eV electrons help form an H2O− state that survives for a
few hundred attoseconds [63] before dissociating:

e + H2O → H2O
− → OH + H−. (6.6)

It is the slow electrons and OH-radicals that are generated, in situ, in these strong-
field interactions with H2O that, in turn, induce transformation of initially super-
coiled DNA into relaxed DNA, the extent of which can be quantified using gel
electrophoresis [59].
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Fig. 6.6 Irradiation of water containing DNA plasmids (pBR322) by intense, 40 fs long laser
pulses induces the formation of a plasma channel (filamentation), as depicted by the bluish channel
shown in the upper image. After irradiation for 30s, the DNA is separated—offline—using gel
electrophoresis. Post-separation, the gel is stained with ethidium bromide, a DNA binding fluores-
cent dye, that helps quantify the amounts of DNA in different forms (see text). The lower panel
shows that prior to laser irradiation [pBR322 (−)], almost all (∼97%) of DNA is in the supercoiled
state, with only about 3% in the relaxed stated. After 30 s of laser irradiation, [pBR322 (+)], the
ratios are almost reversed: now ∼95% of DNA is in the relaxed state while only about 2% is in the
supercoiled state. There is also a component that is DNA in linear form. Relaxed DNA structures
are indicative of single strand breaks; linear DNA is a signature of double strand breaks

Typically, only a tiny fraction of DNA suspended in water might be expected to lie
within the laser-induced plasma channel (Fig. 6.1). But it has been established [64,
65] that strong thermal gradients are set up as the laser beam propagates through
water. These gradients set up convective flow such that DNA molecules within the
interaction volume are constantly replenished.

The question that arises from the results shown in Fig. 6.6 is: “Is the damage to
DNA caused by low-energy electrons or by low-energy OH-radicals?”

A technique that has been effectively utilized [59, 60] to delineate the effects of
electrons andOH radicals relies on the introduction into DNA-dopedwater of minute
quantities of chemical scavengers of low-energy electrons and/or OH radicals. Of
course, such chemicals have to be judiciously selected such that they do not, on
their own, induce single strand breaks (SSBs) and/or double strand breaks (DSBs).
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Experiments conducted with 40 fs pulses of 800nm light revealed that the percentage
of relaxed DNA varied with concentration of both OH and electron scavengers; the
quenching rate that was measured by varying the scavenger concentrations indicated
that OH radicals were, in fact, four times more likely to cause SSBs than slow
electrons [59].

Subsequent experiments made use of ultrashort pulses of longer wavelengths
−1350 and 2200nm—at intensities in the TW cm−2 range, to further clarify the role
of OH-radicals in strand breakages [60]. At these longer wavelengths the pondero-
motive potential (Chap.2) accelerates the ionized electrons (prior to solvation) to
much higher velocities than in the case of 800nm irradiation. This is simply because
the accelerated electrons’ kinetic energy scales quadratically with wavelength and
linearly with intensity [66]. Higher energies (say, in excess of ∼10 eV) preclude the
electrons from playing any significant role in the formation of temporary negative
ions states as dissociative attachment cross sections are known to fall rapidly with
electron energy [67]. At longer-wavelength, therefore, the electron contribution to
DNA damage is expected to be “switched off” and any DNA damage is likely to be
solely induced byOH-radicals. In the course of these longer-wavelength experiments
[60] it was discovered that linear structures of DNA are also detected (Fig. 6.6) and
these are regarded as signatures of the occurrence of DSBs (which, as has already
been noted, are not readily amenable to repair). The conjecture that electron effects
are no longer important at longer wavelengths was supported by the observation that
pronounced quenching of relaxed DNA only occurred when OH-scavengers (such as
sodium acetate) were added; electron scavengers (like 5-bromouracil) had no effect
[60]. This allowed the deduction to be made that the supercoiled → relaxed
transition observed when irradiation is by longer wavelength pulses is exclusively
induced by OH-radicals [60].

Experiments with OH scavengers also enabled consideration of the possible role
of thermal effects at these long wavelengths. It was shown [60] that with 1350nm
photons and high scavenging efficiency values (500× 1012 s−1), SSBs are quenched
by ∼90% while with 2200nm photons they quench to ∼80%. In other words, there
is more thermally-induced damage at 2200nm than at 1350nm photons, in line with
higher absorption by water of 2200nm light. Thermal gradients are, thus, not a major
contributor to strand breaks although, as noted above, they contribute to the effective
“stirring” of the DNA plasmids throughout the cuvette containing water.

What of damage being induced due to conventional photoinduced effects? The
photoabsorption spectrum of DNA indicates that maximum linear absorption occurs
in the case of 260nm photons, and that such photoexcitation is a likely cause of
lesions, includingDSBs [68]. Photoexcitationwith 1350nmand2200nmwavelength
photons would necessitate 6-photon and 9-photon excitation, respectively. At a fixed
value of photon flux, multiphoton induced damage to DNA occurs more readily in
the case of 1350nm photons than with 2200nm photons. However, the results of long
wavelength experiments indicated that at intensities of the order of 25 TW cm−2,
DSBs are formed only with 2200nm photons and not with 1350nm photons [60],
seemingly clear-cut proof against multiphoton effects playing a role in the DNA
damage dynamics.

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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6.2.3 Strand Breakages: Possible Mechanisms

If the experimental evidence is so overwhelming that it is OH radicals that are the
cause of SSBs and, more importantly, DSBs, it is pertinent to probe how these strand
breaks are induced. It is known from experiments with high energy X-rays and γ-
rays that collisions of OH with DNA account for the majority of radiation damage to
cellular systems [69]. The precursor to the damage is collisionally induced H-atom
abstraction from one of the five unique carbons of the deoxyribose pentose ring.
Collisions of OH radicals with sugar H-atoms give rise to SSBs although it is still
not established whether such breaks occur directly or via some indirect route [70,
71]. By direct collision is meant an OH-induced DSB occurring via radical transfer
between complementary DNA strands [72]. An indirect collision, on the other hand,
implies that energy is inhomogeneously deposited in the host H2O molecules such
that clusters of OH radicals are formed: each DSB then occurs when two proximate
SSBs are induced by separate OH radicals from within such a cluster. This cor-
responds to a “double-collision” process. The scavenger experiments conducted at
longer wavelengths shed some further light on these possible scenarios: DSBs were
found to be scavenged much more readily than SSBs. In other words, the probability
for a two-collision event reduced much faster than a direct (single-collision) event,
providing indications in favour of an indirect “two-collision” process.

Systematic experiments that have been carried out to quantify SSBs and DSBs
in DNA plasmids, with different values of incident laser intensity at 820, 1350, and
2200nm wavelengths, have lead to the conclusion that DSBs are induced primarily
by wavelength effects rather than by laser intensity effects. In this connection we
note that, at an intensity of 25 TW cm−2, values of the ponderomotive potential,Up,
which the ionized electrons experience are 1.5 eV at 820nm, 4 eV at 1350nm, and
11 eV at 2200nm.

6.2.4 Role of Water Molecules: Electronic Structure
Considerations

Electron collisions with H2O molecules will lead to the following scenario vis-a-vis
electronic excitation of water: at electron energies equal to, or in excess of, 9.13
eV the electronically excited H2O� state can undergo dissociation. In this case, the
dissociation process is adiabatically correlated to OH fragments formed in their
electronically excited A2�+ state. The lowest energy electronic configuration of
H2O is (1a1)2(2a1)2(1b2)2(3a1)2(1b1)2, yielding a ground electronic state of X1A1

symmetry. Excitation of an electron from the 1b1 to the 4a1 orbital requires an energy
of∼7.3 eV, producing the electronically excited H2O� state, A1B1, which dissociates
toOH in its ground electronic state, 2�.With only 1.6 eVmore energy, a 3a1 → 3sa1
excitation can be induced. This leads to formation of a higher-lyingH2O� state, B1A1,
which can adiabatically dissociate to excited OH� (A1�+). However, dominantly,
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it nonadiabatically dissociates to produce rotationally hot OH (2�) fragments [73].
Such rotationally excited OH fragments have as much as 4 eV of rotational energy!
The high rotational angular momentum in these OH fragments is a consequence
of the torque that is generated in the proximity of a conical intersection between
potential energy surfaces of the B and X states in the collinear H-O-H geometry
[73]. Rotationally hot OH fragments may have a high propensity (high cross section)
to abstract sugar H-atoms via simultaneous collisions at two different sites, giving
rise to DSBs. This scenario was tested [60] in experiments conducted using 1350nm
photons but at a high enough intensity (75 TW cm−2) to ensure a Up value of 11 eV.
With such energetic electrons, about∼4% of the irradiated DNA did, indeed, appear
in linear form.

Evidence seems to strongly suggest that electronic excitation of H2O such that
dissociation of the resulting H2O� produces rotationally excited OH fragments is a
critical facet of the overall dynamics that lead to formation of DSBs. At very low
intensities (5 TW cm−2) of 2200nm light, there is no evidence of linear DNA being
formed [60]. This is because the energy to which ionized electrons are accelerated
by Up is insufficient to electronically excite H2O molecules to states that dissociate
into hot OH fragments. However, upon increasing the intensity to ∼30 TW cm−2,
as much as 20% of the irradiated DNA is found to be in linear form. It is, therefore,
likely to be the case that attosecond duration dynamics involving ionized electrons
mediate DNA damage dynamics in these strong field experiments!

6.3 Supercontinuum Biophotonics

6.3.1 Supercontinuum-Based Stress Diagnostics in Humans

Propagation of ultrashort, intense laser pulses through medium that contains bio-
logical matter has considerable potential in biophotonics, specifically in biomedical
applications. Early studies probed the propagation of ultrashort (<45 fs) pulses of
820nm light through water doped with minute quantities of biological matter, par-
ticularly tiny concentrations of salivary proteins like α-amylase and various amino
acids [74]. It was observed that with α-amylase dopants in water, there was a very
significant concentration-dependent suppression of SC generation. The interest in
α-amylase in these pioneering studies stemmed from its importance as a poten-
tial marker of stress experienced by humans. There was biochemical evidence that
indicated a positive correlation between physiological and psychological stress and
changes brought about in α-amylase activity in human saliva.

A direct relationship seems to have been established between salivary α-amylase
and biochemical stress markers like catecholamines [75]. This is of importance
as α-amylase has essentially no chemico-physiological relationship with cate-
cholamine molecules or, indeed, with other biochemical stress markers like cortisol.
Hence, α-amylase that is found in saliva might well turn out to be an additional,
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independent parameter in measurements of stress in humans. As a potential stress
marker, α-amylase offers a distinct and important advantage of being non-invasive,
readily and cheaply obtainable, and sensitive [76]. Results ofmicroarray experiments
have offered indications of enhanced α-amylase production in microbial cultures in
the presence of oxidative stress [77]. Oxidative stress is usually a consequence of
the presence of reactive atomic oxygen in a culture. Attempts have been made to
develop sensors based onα-amylase activity to quantify stress. Even in plant systems,
althoughwater-induced stress does not cause a significant change in total protein syn-
thesis it does, nevertheless, give rise to an enhancement in α-amylase mRNA, indi-
cating that regulation of gene expression might well result from metabolic changes
brought about by water-induced stress [78].

It is pertinent to make a few remarks on salivary proteins other than α-amylase.
It now appears established that saliva contains a number of chemical markers that
are of interest in the context of screening, diagnosing, and monitoring clinically-
significant information [79, 80]. Collection of saliva is easy, usually involving gentle
rubbing of a cotton swab on the inner cheek or by spitting into a tube. Significant
salivary biomarkers consist of biomolecules like the globulins (immunoglobulins,
for instance), enzymes (like α-amylase and lysozyme), other sundry proteins (like
statherin andmucin), hormones (like cortisol), toxins and theirmetabolites (cotinine),
DNA, and traces of various heavy metals (such as lead) [80]. Thus, human saliva
is a rich repository that can be used as a clinical specimen with potential to yield
biomedical and physiological information in inexpensive and efficientmanner. It also
appears that saliva can yield information that cannot be readily extracted from blood
serum. Hence, there are sound reasons that saliva-based diagnostics have begun to
attract the attention of the biomedical community [79–81].

Globulins, which comprise α- and β-globulins, are present in human blood; their
concentration is second only to albumins. Immunoglobulins fall in the group of α-
globulins and are antibodies that are produced in blood as it flows in the human
circulatory system in order to offer protection from “invasion” of disease-producing
organisms [82].

Saliva-based studies have suggested that the concentration of salivary constituents
other than α-amylase, like immunoglobulin A (IgA), can also be correlated with
psychological stress which affects certain oral pathology conditions [83–87]. For
instance, studies have offered indications that the IgA level in human saliva is signif-
icantly higher on the day before academic examinations and during them; the level
lowers on the days between these examinations. This opens the possibility of using
the level of IgA as a promising technique to monitor psychological stress in students,
workers [87] and, presumably, authors of books as the publisher’s deadline looms
large. Some correlation also seems to have been established between a person’s sense
of humour and her/his secretory IgA levels [88]!

Experiments to measure SC generation in water and water doped with minute
quantities of salivary proteins have been conducted with 45 fs long pulses of 820nm
light from a Ti-sapphire laser operating at 1 kHz repetition rate at typical incident
energies corresponding to ∼100–400 Pcr . A typical SC spectrum (Fig. 6.7) indicates
the presence of two components:
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Fig. 6.7 Spectra of white
light generated in pure water
as well as water doped with
minute concentrations of a
salivary protein, α-amylase.
45 fs pulses of focused
820nm light were used to
attain an incident intensity of
2TWcm−2

(i) Around 820nm there is a contribution from self-phase modulation (SPM) that
arises from the Kerr nonlinearity; as expected from the discussion in Sect. 6.1,
the resulting spectral broadening is essentially symmetric about 820nm.

(ii) There is also a second component which is asymmetric, towards the blue side.
This arises from processes like space-time focusing, self steepening, and plasma
formation that results when free electrons are generated upon field-induced ion-
ization of water. These electrons significantly affect the white light spectrum
in terms of a positive frequency deviation δω(τp) that results from the negative
contribution to the refractive index�n from the ionized electrons.As already dis-
cussed, the extent of asymmetric spectral broadening that is observed in Fig. 6.7
can be modelled by considering contributions made to the refractive index by
the Kerr nonlinearity, �nK , and by the plasma, �nP [89]:

δω(τp) = −kz
(�nK + �nP)

τp
, (6.7)

where z denotes the propagation distance and k is the wave number.

In addition to asymmetric broadening (Fig. 6.7), it is also noticeable that there is
a significant dip at ∼625nm that is superimposed on the supercontinuum. This is
due to an inverse Raman effect [90]. Upon irradiation of water by intense monochro-
matic light of frequency ν0 and, simultaneously, also with intense white light, the
H2O molecules within the laser focal volume are stimulated: they emit radiation at
frequency ν0 while concomitantly absorbing radiation at frequencies (ν0 + νm) and
(ν0 − νm), where hνm is the energy separation between different vibrational levels in
a given electronic state of H2O or H2O+. It is absorption on the higher frequency side
that accounts for the dip seen in Fig. 6.7; it corresponds to the well-known 3500cm−1

Raman shift in water [90].
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The most noticeable feature of Fig. 6.7 is the change in the shape of the spectrum
as very small quantities of α-amylase are added to water. Even at very small molar
concentrations, like 20µM, the extent of spectral broadening markedly decreases. In
these experiments the incident laser intensity was kept constant, so the extinction of
the white light—as manifested in the decreased broadening of the SC spectrum—is
purely attributable to α-amylase.The extent to which SC production is curtailed by
the salivary protein is also reflected in corresponding extinction of the inverse Raman
spectral feature. At 60µM concentration the remnant broadening is seen to be more
or less symmetrical around the incident laser wavelength: it represents SC production
from self-phase modulation effects. This symmetric broadening hence indicates the
extinguishing of plasma-induced contributions to SC production. α-amylase extin-
guishes the plasma by effectively scavenging the free electrons that are formed in
the course of optical field-induced ionization of water [74]. The disappearance of the
free electrons is what leads to suppression of plasma-induced (asymmetric) spectral
broadening and leaves behind the remnant SPM-induced supercontinuum. This “dis-
appearance” of electrons is attributed to the dissociative attachment process which,
for a triatomic molecule ABC, can be generically represented as

e + ABC → ABC− → AB− + C, (6.8)

or
e + ABC → ABC− → AB + C−. (6.9)

The important consequence of such dissociative attachment (DA) collisions is that
while the reactant part of the equation contains a free electron, the product side does
not. DA, therefore, leads to the scavenging of free electrons. The DA process is a
resonant process and, typically, DA cross sections are very large, sometimes as large
as 10−14 cm−2, for low energy (≤10 eV) electrons. The temporary negative ion that
is the intermediate step in the DA process is usually very short-lived. In the case of
water, the resonant H2O− state in the vicinity of 7 eV survives for only a few hundred
attoseconds [63].

The effective scavenging of electrons extinguishes the plasma, leading to SC
generation that is only SPM-driven and, consequently, symmetric around the incident
laser wavelength.

Is the suppression of the white light a property that is specific toα-amylase?More
than300different proteins havebeendetected in human saliva, and theremaybemany
more. Unsurprisingly, their individual functions are not yet established although it
appears that only α-amylase and IgA amongst them are linked to physiological and
psychological stress in humans.

A number of proteins found in blood serum have also been investigated from the
perspective of SC generation [91, 92] and typical results for two such proteins are
shown in Fig. 6.8. Note that this figure indicates a measure of SC suppression in the
case of IgA, the protein found in saliva but there is no such suppression evident in
the case of a non-salivary protein, IgG. The latter is found in the human pancreas.
Even relatively large concentrations, up to 8% by volume, of IgG failed to indicate
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Fig. 6.8 Spectra of white light generated in water mixed with (left panel) two different doping
levels of the salivary protein immunoglobulin A (IgA) and (right panel) the non-salivary protein
immunoglobulin G (IgG), extracted from blood serum. IgG doping levels as high as 1%were used.
45 fs pulses of focused 820nm light were used to attain an incident intensity of 2TWcm−2

Fig. 6.9 Spectra of white
light generated in water
doped with pancreatic
amylase. 45 fs pulses of
focused 820nm light were
used to attain an incident
intensity of 2TWcm−2.
Note the total suppression of
white light

SC suppression. Similar results have been reported in the case of other pancreatic
proteins, like transferrin and human serum albumin [91]. In contrast, SC generation
in amylase extracted from human pancreas has shown an extraordinary efficacy for
total suppression of white light (Fig. 6.9).

The biomedical community knows that human saliva contains a plethora of elec-
trolytes, immunoglobulins, proteins, enzymes, mucins, and nitrogenous products.
Salivary amylase serves the purpose of catalyzing the chemical breakup of polysac-
charides (starch) into smaller molecular entities and, in doing so, producing maltose
as a product. Human salivary amylase can be found in two different forms [93]: a
glycosylated isoform (of mass around 62 kDa) and a non-glycosylated version (of
mass around 56 kDa) consisting of just under 500 amino acids with three domains.
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The results shown in Fig. 6.7 correspond to an admixture of both these forms. Further
experiments are needed to quantify their ratio. Salivary amylase content in human
saliva becomes elevated in diverse situations, such as ruptured tubalmalignancy, ovar-
ianmalignancy, lesions on the salivary glands, under conditions of renal insufficiency,
acute misuse of alcohol, diabetic ketoacidosis, macroamylasemia, septic shock, car-
diac surgery, tumours, and a variety of drugs [94]. Pancreatic amylase activity is
related to pancreatic trauma, biliary tract diseases, intestinal obstructions, perforated
peptic ulcers, gastritis, duodentitis, acute appendicitis, peritonitis and trauma [94].
Santhosh and coworkers [91] have made the following observation that seems per-
tinent to the present discussion. Only salivary proteins seem to exhibit the property
of being able to effectively scavenge low-energy electrons appears to be consistent
with saliva’s anti-oxidant properties. For humans, saliva presents the first line of
defence against oxidative stress induced by an onslaught of free radicals [95–97] and
the electron scavenging properties that are being ascribed to salivary proteins are
not inconsistent with their already established free-radical scavenging (anti-oxidant)
properties. Non-salivary proteins found within the human body, on the other hand,
have no need to perform electron scavenging tasks!

From a purely optics viewpoint, it may be possible to postulate that the shape of
the SC spectrum alters upon addition of protein dopants because of induced changes
in the chromatic dispersion. However, as has been pointed out [91], this postulate
begs the question as to why only the salivary proteins and not the pancreatic proteins
induce alterations in chromatic dispersion in water.

6.3.2 Supercontinuum Generation in Water at Long
Wavelengths

The last few years have seen increased availability of femtosecond laser sources
that emit at longer wavelengths than the usual 800nm and this has enabled a new
generation of theoretical and experimental investigations into filamentation and SC
generation in the anomalous group velocity dispersion (AGVD) regime [89, 98–
103]. In the AGVD regime plasma channels that are formed as a result of focusing-
defocusing-refocusing cycles are expected to not spread (in time and space) as much
as they would in the normal GVD regime [24]. Under normal GVD conditions, the
collapse of the laser beam due to self-focusing occurs along the transverse spatial
dimensions. In contrast, under AGVD conditions, beam collapse occurs in both the
spatial as well as the temporal dimensions; the latter manifests itself as additional
collapse in the longitudinal direction. As already discussed, such collapse is arrested
when a plasma is formed: the free electrons in the plasma provide a defocusing
mechanism by lowering the refractive index and enabling the pulse energy to be
absorbed by the plasma. Thus, in case of normal GVD, optical energy is rapidly
transferred away from the region of self-focusing and, hence, defocusing occurs. In
the AGVD regime, the anomalous GVD can still continue to transfer energy into the
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collapse region—even after plasma formation has occurred. This counter-balances
the defocusing effect of the plasma. The consequence is that filaments in the AGVD
regime do not spread so much and, as a result, longer filament lengths are expected
before the beam eventually defocuses.

Furthermore, under AGVD conditions, the red components in the incident beam
possess lower velocities than the blue components and, consequently, the frequencies
that are generated during propagation are swept back into themain pulse. This results
in a lower threshold for filamentation than in the normal GVD regime. Thus, the
filamentationprocess is theoretically expected to give rise to a pulse that remainsmore
or less invariant as it propagates: it is almost a spatio-temporal soliton. In practice,
loss of a part of the optical energy does occur, with the conical emission (Fig. 6.1)
being a major factor responsible for such loss [104]. Water has significant linear
absorption in the AGVD regime and it is of biophotonic interest to explore whether,
and how, white light generation from it may be affected by GVD considerations.
SC generation in water has recently been explored over the wavelength range 800–
1350nmwith incident power levels being kept low enough that only a single filament
is formed [105, 106]; GVD values over this wavelength range cover the values from
+24.8 fs2mm−1 at 800nm to −100 fs2mm−1 at 1350nm [107]. Typical spectra of
white light obtained at these different wavelengths are shown in Fig. 6.10.

The linear absorption of 800nm light by water is very weak (0.02cm−1) [108]
and the SC spectrum is seen to extend over the range 350-1250nm, corresponding to
a span of about two octaves. Upon irradiation by 1250nm light, the negative GVD
regime is accessed andwater now has larger linear absorption—of 0.9cm−1—and the
resulting SC spectrum extends further into the infrared, to 1600nm. The efficiency
of SC generation over the wavelength range 400–1100nm is ∼8% [105]. With even
longer wavelength incident light (1300nm), where the linear absorption is more
significant (2.5 cm−1), it requires a higher value of incident energy (5 µJ) to form
a single filament; the extent of the SC spectrum now exceeds 2 octaves: it ranges
from 350 to 1600nm, and exhibits a noticeable dip at ∼760nm as well as a blue side
continuum that peaks at 480nm. The SC generation efficiency in this case is ∼6%
[105]. At 1350nm wavelength, water exhibits very significant absorption (5cm−1)
and, as a result, incident energy values as high as 30 µJ are required to forma a
single filament. The accompanying white light extends more than two octaves (350–
1600nm), with a prominent blue-shifted continuum which peaks at 450nm and has
a distinct dip at 710nm. The blue-sided spectrum is narrower than the corresponding
spectrum measured using 1300nm incident light. The SC generation efficiency is
reduced to 3%.

Water offers the possibility of exploring a strong linear absorption regime at pump
wavelengths where anomalous GVD values are readily accessed. From a biophoton-
ics perspective, the results shown in Fig. 6.10 make clear that SC generation is a
robust process despite the presence of substantial linear absorption which appears to
neither preclude the formation of the blue side continuum nor the extent of the white
light spectrum. “Engineering” of the spectral extent of the supercontinuum gener-
ated using water appears to be a distinct possibility simply by appropriate tuning of
AGVD conditions—the wavelength of the incident laser pulses.
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Fig. 6.10 Typical white light spectra upon irradiation of water by light of wavelengths: 800nm
(top left panel); 1200nm (top right panel); 1300nm (lower left panel); and 1350nm (lower right
panel). The incident energy was 3µJ in the case of 800nm and 1200nm pulses, it was 5µJ in
the case of 1300nm pulses and 30 µJ for 1350 pulses. Each of these energy values ensured a
single-filament-regime

Interesting, and important, physics insights remain to be developed. It has been
postulated that the blue side continuum peak observed in the vicinity of 480nm
may be amenable to rationalization as an isolated anti-Stokes wing resulting from
interference of the SC light field as it undergoes anomalous group velocity dispersion.
Such a process has been detected in fused silica [109]. An alternative rationalization
involves the invocation of a three-wave mixing process in which linear dispersion
plays a crucial role [105], with the spectral peak in the blue side being attributed to
an axial component of conical emission [110].

6.3.3 Supercontinuum Generation in Water
Doped with Nanoparticles

We have seen in Chaps. 3 and 4 how contemporary needs of imaging and microscopy
have fueled efforts to probe nonlinear optical phenomena exerting wide ranging
influence in photonic functionalities like the generation of ultrashort pulses and

http://dx.doi.org/10.1007/978-3-319-39614-9_3
http://dx.doi.org/10.1007/978-3-319-39614-9_4
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the possibility of controlling the frequency spectrum of laser light. However, many
potential applications are often found to be limited by weak nonlinearities that, then,
demand the use of laser pumping thresholds that are uncomfortably high from a bio-
photonics perspective. Enhancement of localized fields by optical techniques might
effectively circumvent such hurdles by boosting the fast, non-resonant, nonlinear
response of biologically relevant materials. In this context there has been recent
interest in exploring the possibility of utilizing surface plasmon resonances (SPRs)
in metal nanostructures, like nanorods and nanospheres embedded within biopho-
tonic materials. Such nanostructures exhibit strong field localization on ultrafast
timescales [111–113] potentially providing the sought-after enhancement mecha-
nism. Size-tuned and shape-tuned SPRs may also offer promise of lowering the
pumping threshold required for SC generation.

Most of the initial work carried out to probe how SPRs might influence SC gener-
ation was theoretical in nature and yielded only limited insights into mechanisms
behind the anticipated enhancement of white light [114–117]. This was mainly
because it proved difficult to experimentally realize the conditions that were assumed
in the theoretical calculations. Experimentswere subsequently initiatedwhich probed
SC generation in water doped with gold nanoparticles of different shapes and sizes,
under irradiation by ultrafast (35 fs) laser excitation at very modest values of incident
power [118]. Figure6.11 shows some typical SC spectra obtained from water doped
with Au nanoparticles whose sizes were varied so as to produce SPRs at 861, 617,
and 554nm. Spectra of the incident laser pulse and of white light obtained from pure
(undoped) water are also shown. The SC spectra of doped water, covering the range
855–620nm, show asmuch as 63nm enhancement of spectral width compared to that
in pure water. The broadening is more when the SPR overlaps the excitation laser’s
spectrum. It appears that judicious use of SPRs may prove useful for several appli-
cations involving imaging and microscopy—with only modest incident intensities
(incident power levels less than 10Pcr ).

Note that introduction of dopants produced no significant change in the overall
morphology of the filament produced inwater (Fig. 6.11a) but the SC spectra revealed
significant broadening that, in all cases, was asymmetrical around the incident laser
wavelength of 800nm. For λR = 861nm, the spectral extent was large (173nm) com-
pared to the corresponding value (63nm) obtained with undoped water. The peak
of the SC spectrum was at 816nm, somewhat blue-shifted. Conversely, when the
dopant had a value of λr = 617nm, the SC spectrum was much weaker although
the spectral extent was not significantly narrower. A phenomenological model based
on self-phase modulation accounts for these observations, taking into consideration
contributions made by the plasma channel (filamentation) to the third-order suscep-
tibility of water. The model also accounts for self-steepening of the falling edge of
the ultrafast laser pulse—by introducing a time-dependent phase profile. The model,
though simplified, successfully reproduces the observed spectral asymmetry around
800nm [118].

Systematic measurements indicate that the width of the SC spectrum appears
to be only weakly dependent on the position of the SPR (value of λr ) while the
enhancement in yield is both size as well as shape dependent. These attributes are of
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(a)

(b)

Fig. 6.11 a Image of a single filament formed in water irradiated by 35 fs long pulses of 800nm
light at an incident power of 60MW. The water sample was doped with gold nanoparticles whose
surface plasmon resonance, λr , was at 861nm. b Typical white light spectra from water doped with
Au nanoparticles with values of λr = 861, 617, and 554nm. Spectra of the incident laser pulse and
of white light obtained from pure (updoped) water are also shown

significance from the viewpoint of biophotonics as they afford yet another possibility
of being able to “engineer” SC production by the relatively simple expedient of
doping with nanoparticles of different sizes and shapes.
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Chapter 7
Ultrafast Quantum Mechanical Processes
in Plants

Abstract By conventional wisdom, quantummechanical processes are not expected
to manifest themselves in large systems like biological complexes at room temper-
ature. However, ultrafast time-resolved spectroscopic investigations have yielded
evidence to the contrary, suggesting that long-range quantum mechanical effects do
occur in biological systems under physiological conditions. This chapter addresses
some of the topics relevant to the functional role played by quantum processes in
ultrafast biophotonic phenomena in plants along with their experimental investiga-
tions. We also briefly introduce the concept of quantum mechanical superposition
and describe some important ultrafast spectroscopy techniques that may be used to
explore coherent effects in biology.

7.1 Introduction

Are biological systems too complex to be easily described by the fundamental laws
of physics and their associated mathematical models? The development, in the last
decade or so, of several imaging and time-resolved techniques has led to the quest
for physical and mathematical descriptions of microscopic biological systems and
processes. Schrödinger’s lecture series [1] and his famous book, “What is Life?”, in
which he correctly predicted some of the functional features of DNA, are amongst
several well known examples of such early attempts [2–5]. Over the last decade,
interdisciplinary approaches seeking consideration of biological systems in a wider,
more quantitative, perspective have rapidly progressed, and an increasing number of
branches of physics and mathematics are beginning to find applications in biology.
These developments have raised questions like: Are quantum effects important in
biology? Do they assist, perhaps enhance, a biological function? Since all atomic
and molecular interactions rely on quantum mechanics, they certainly ought to be
important from a microscopic viewpoint [1–3]. However, these effects have hitherto
not been expected to manifest themselves on physiologically relevant length- and
time-scales. Nevertheless, recent experimental evidence has begun to suggest that a
variety of biological systems have succeeded—through evolutionary pressures—in
harnessing some of the unique features of quantum mechanics to their advantage.
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These features include coherent superposition of quantum states on physiologically
important timescales and long-range tunneling [5, 6]. With hindsight, it is not sur-
prising that an ordered arrangement of closely packed conjugated molecules will
form the basis for the occurrence of these quantum effects.

One of the most important quantum effects—other than tunneling—is that a sys-
tem can exist in a superposition of states. A classical system cannot. Therefore, we
may consider a biological system that exploits coherent superpositions of states for
some practical purpose to be the most direct evidence of quantum effects in biology.
In this and the following chapter, we present a brief overview of phenomena occur-
ring in plants and animals like (i) quantum effects in light-harvesting, (ii) charge
transfer in photosynthesis, (iii) radical pair evolution in avian magnetoreception, and
(iv) isomerization in early vision events. Some of these exploit quantum coherence,
but not all. Particularly, in (i), (ii) and (iii), it is the persistence of coherent super-
position that plays a central role [4, 5]. However, all of them involve displacement
of energy and/or an electron wavepacket from one location to another through an
energetically higher, thus a nonclassical, state instead of classical “downhill” hop-
ping. Pictorially, it is like going through a wall instead of climbing it. Throughout
this book, we have also explored biological functions in which quantum effects, like
long-range tunneling of electrons through proteins and energy landscapes, play a vital
role (Chaps. 1 and 9), but here quantum coherence is not involved. Since these effects
generally occur on ultrafast timescale, several nonlinear spectroscopic techniques,
mainly the different variants of two-dimensional (2D) spectroscopy, are being used,
modified and developed to investigate coherent superpositions of quantum states and
pathways [7, 8].

Perhaps the most intriguing and counterintuitive manifestation of quantum effects
in biology is that of avian navigation in the earth’s magnetic field. It appears to be
the case that such navigation depends on exploiting the earth’s magnetic field to tune
radical pair production that aids both orientation and navigation. The possibility that
complex biological systems perform what is essentially a kind of spin resonance
experiment in order to navigate is certainly fascinating and is discussed in Chap.8.

7.2 Quantum Coherence

In a simple two-level system, an atom or an exciton that makes a transition from
an excited state to the ground state emits a photon with a characteristic frequency
ω0. This irreversible process is the most fundamental light-matter interaction and
has been adequately described as a damped harmonic oscillator [9–11], as already
discussed in Chap. 2. So far, we considered absorption and emission by only a single
atom or a single molecule. Now, we look at what happens with an ensemble of
molecules, as in an aggregate of biomolecules.

In general, even very weak interactions that occur before wavefunction overlap
and covalent bonding take place can have dramatic effects on the optical response
[12, 13]. The simplest system to study, yet one that is very instructive, is the physical

http://dx.doi.org/10.1007/978-3-319-39614-9_1
http://dx.doi.org/10.1007/978-3-319-39614-9_9
http://dx.doi.org/10.1007/978-3-319-39614-9_8
http://dx.doi.org/10.1007/978-3-319-39614-9_2
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dimer (two molecules bound together, usually by weak van der Waals forces). As
long as the separation between monomers is larger than the size of a monomer,
the point dipole approximation holds true and, consequently, a simple electrostatic
interaction model can provide quantitative information about (i) the magnitude of
the shift in resonance energy, (ii) the oscillator strength of dimer transitions, and
(iii) the polarization of dimer transitions. However, quantum mechanics provides a
more general description of the phenomenon, preserving predictions of the simpler
electrostatic model. In the approximation of negligible ground-state interaction and
only one of the monomers being in an excited state, the total Hamiltonian, ̂H , of the
coupled monomer system can be phenomenologically written in the form of a 2× 2
matrix

̂H =
(

H11 V12

V21 H22

)

. (7.1)

Here, Hii represents an individual monomer and V12 = V ∗
21 represents the dipole

coupling between two monomers [10, 11]. The coupled system is schematically
depicted in Fig. 7.1a. Equation7.1 provides a straightforward way of describing the
linear optical response of the dimer. It incorporates some of the quantum mechan-
ical effects within a semi-classical approach and can be easily extended to more
advanced Bloch equations or the density matrix formalism. In presence of damping
and disorder, V12 �= V ∗

21. Owing to its simplicity and wide scope, (7.1) has been

Fig. 7.1 a Schematic representation of dimer formation. b The dipole coupling V12 between the
two monomers gives rise to two superposition states with energies E+ and E−. Excitation by a
sufficiently short pulse can reveal the coupled system dynamics. c The dynamics are character-
ized by out-of-phase oscillations (period h

2V12
) in the monomer number density. In presence of

damping, the oscillations are observed only during the coherence time of the system, which can be
much shorter than the population relaxation time
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successfully used to explain experimental results. Diagonalization of (7.1) leads to
new states, ψ± = 1√

2
[φ∗

1φ2 ± φ1φ
∗
2] and respective energies, E± = H11+H22

2 ± Vi j .
The new states so obtained represent the coherent superposition of singly excited
monomer states (Fig. 7.1b). Each of φi is a stationary solution associated with an
individual monomer [5, 11, 14, 15]. The [+] and [−] states of the dipole model
described above are the symmetric and antisymmetric wavefunction compositions.
The dimer dynamics can now be described as the superposition of these symmetric
and anti-symmetric wavefunctions (basis states).

The dipole interaction governing the formation of the coherent superposition—the
entangled states—leads to a periodic transfer of energy between monomers via the
emission and re-absorption of photons [11, 14, 15]. Thus, the nondiagonal coupling
elements of Vi j represent the oscillatory terms that govern the quantum dynamics,
at a characteristic angular frequency 2Vi j

�

. As depicted in Fig. 7.1c, excitation by a
sufficiently short laser pulse can reveal these coherent out-of-phase oscillations in the
individual monomer’s number density. In the absence of any damping or interaction
with the surroundings (like solvent molecules), dephasing does not occur: the system
continues to stay in the coherent superposition. In reality, it would decay at a rate
determined by the interaction of the individual monomer with the surrounding and
the nature of the coupling element, Vi j . Thus quantum coherence, when associated
with a dissipative mechanism, leads to energy transfer between individual systems
as well as to the surrounding [11, 14, 15].

Our aim here is to answer the question: Is there any biological process that relies
on quantum mechanics to perform a task that either cannot be carried out classically,
or is carried out more efficiently than the best classical equivalent? We qualitatively
describe how coherent energy transfer involving entangled states is much more effi-
cient than the classical incoherent energy hopping.

A typical example of an energy transport mechanism in biophotonics is that of
light-harvesting complexes (LHCs) in plants and photosynthetic bacteria [4, 5, 12,
16–18], as shown in Fig. 7.2 These complexes comprise photosynthetic pigments
and proteins surrounding a photosynthetic reaction centre. They funnel the photon
energy absorbed by the antenna pigments towards the reaction centre via a bridge
system. Conventional wisdom would dictate that dipole coherence decays quickly
in such systems and, hence, energy transfer is mainly via a classical “downhill”
mechanism mediated by inter-site hopping. In the following we briefly discuss three
energy transfer mechanisms which may possibly occur in such LHCs [4, 5, 12, 16,
19–21].

The constituent molecules of LHCs are spatially ordered and closely packed,
as confirmed by X-ray diffraction and other imaging techniques [4, 5, 21, 22].
Their interaction might, thus, lead to the formation of entangled states supporting
resonant energy transfer. As shown in Fig. 7.2a, the energy from the antenna system,
An, is transferred to Bri , which is one of eight states in the bridge system, Brn ,
via Förster type energy transfers [4, 5, 22, 23], where the energy transfer between
states occurs incoherently. Due to the dipole interaction, Bri is not isolated but is
coherently coupled to the other sites in the bridge system. The photon energy from
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Fig. 7.2 Energy transfer in a typical photosynthetic light-harvesting complex (LHC). a Energy
transfer from an antenna site, An, consisting of a photosynthetic pigment to a final photosynthetic
reaction centre, Rn, via the coherent superposition of bridge sites, Brn (only five of eight are
shown). The x-coordinate is the reaction coordinate; the y-axis denotes energy. The shaded area
defines the extent of the coherent superposition of the bridge states. The dashed, solid and dotted
arrows represent energy transport via Förster type, coherent and inter-site hopping, respectively.
Interestingly, the energy is efficiently funneled from An to Rn even though there are lower-energy
intermediate bridge sites, Brii and Briii . b Similar to a but the energy oscillates back and forth
among the bridge system sites before being transferred to Rn. cClassical “downhill” energy transfer
between An and Rn by inter-site hopping via the bridge system. The lower energy sites Brii and
Briii act as energy sinks, hindering the flow of energy (grey dotted arrows), thus yielding a very
inefficient transport mechanism

An is thus transferred to a collective state, that is, a coherent superposition of local
wavefunctions of the bridge system. As there is strong coherence between various
sites (Fig. 7.2a), even if only one of these sites, for instance, Brv , is relatively strongly
coupled to the reaction centre, Rn, it will result in energy transfer from An to Rn.
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Onwhat timescale does such energy transfer occur? This depends on the strengths
of the An − Bri and Br − Br couplings. If the coupling is weak, the initial energy
transfer is slow and only the collective state, as in Fig. 7.2a, is populated at the end
of the An → Bri transfer. If the initial transfer is fast, and the coupling is strong,
the energy will coherently oscillate back and forth among various sites (Fig. 7.2b)
before it is completely transported. In either case, the energy reaches Brv and then,
finally, Rn very efficiently [4, 5, 19–23]. Interestingly, in this picture the energy
transfer may occur in spite of An and Rn not being strongly coupled to the same
site in the bridge system. Also, each bridge site could be coupled to several other
sites but only those which are nearly resonant will receive a large fraction of the
energy, even though they are spatially separated and other energetically lower states
are available. In the classical “downhill” type of transfer, even if one of the sites,
Brii , is energetically lower it will act as an energy sink or a trapping site, hindering
energy transfer (Fig. 7.2c).

A more microscopic picture of the implications of quantum coherence for energy
transfer suggests that superposition states permit excitation energy to flow back and
forth (Fig. 7.2b). Thus once transferred to one of the Bri sites, the system can simul-
taneously sample energy exchange rates from all constituent states and can efficiently
direct energy transfer to the most effective site (Brv) without any loss [5, 19]. When
viewed in this way, the system is essentially performing a quantum computation simi-
lar to that proposed inGrover’s search algorithm: sensingmany states simultaneously
and selecting the one with the highest transfer efficiency [24]. In inter-site hopping,
the excitation moves stepwise from one bridge site to another, dissipating energy at
each step—in similar fashion to a classical search algorithm, where only one state
can be occupied at a time. Thus, the coherent superposition of states funnels energy
much more efficiently than would incoherent transport through the bridge sites.

For many years, it was believed that in complex biological systems coherence
would not survive for more than a few femtoseconds. As a consequence, coherent
processes were disregarded [4, 5, 19–23]. However, ultrafast spectroscopy is begin-
ning to reveal the relevance of coherent processes in biological systems.

7.3 Ultrafast Spectroscopy

Though entanglement is beginning to be accepted as a natural feature of coherent
evolution, it continues to be viewed as a fragile and exotic property of isolated sys-
tems in pure states. However, the occurrence of entanglement is more widespread
than previously anticipated: it exists in biological systems under physiological sur-
roundings [25]. Studies of coherent effects in ultrafast biophotonics are attracting
attention, with the primary questions being: Can we detect entanglement? Can we
quantify coherent effects? The important parameter in this context is the extent and
nature of damping as it rules the entanglement and dictates the lifetime of the coher-
ent state. Typical lifetimes of coherent states in biological systems are ∼100 fs [4,
5, 19–23]. Hence, time-resolved studies of such coherent effects need recourse to
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ultrashort pulses: the shorter the pulse, the betterwould be the resolution.We describe
two such endeavours (for detailed discussions, see [7, 8, 26–28]).

The simplest time-resolved technique to probe coherent dynamics is pump-probe
spectroscopy [29–31]. Here, the pulse train from an ultrafast laser is divided into
two: the biosample is excited by one pulse train (the pump, which is generally more
intense) and the changes it induces in the sample are probed by the second pulse
train (the probe, generally weaker), which is suitably delayed with respect to the
pump. A property of the probe (typically, transmission or reflectivity) is monitored
to investigate the changes produced by the pump in the biosample. The resulting
differential transmission (or reflectivity) maps, �T/T (τpp,ωpr ) = (Ton − T )/T ,
can yield detailed information about the dynamics of the biosystem being studied.
Here, ωpr is the probe frequency and Ton (T ) is the transmitted or reflected probe
pulse spectrum in the presence (absence) of the pump pulse, recorded as a function
of the delay, τpp, between pump and probe pulses. Pump-induced nonlinear optical
processes—like saturation of absorption, excited state absorption, Stark shift and
stimulated Raman scattering—are some of the mechanisms that govern the transient
differential signal. Depending upon the characteristics of the pump/probe pulses and
the spectral quantity being monitored, several variants of this technique have been
developed [26–32]. To investigate coherent dynamics, the pump and probe pulse
spectra and polarization have to be identical and the pulse duration has to be shorter
than the coherence lifetime of the system. For an isolated system, like an isolated
LHC, or one with few optical transitions, pump-probe spectroscopy can provide
information about the coherence as well as the excited state population dynamics.
In Chap.4, we have discussed investigation of coherent energy transfer dynamics
in a single LHC using pump-probe spectroscopy with shaped pulses. However, for
biosystems, it might not be able to distinguish if the two ormore observed resonances
are coupled or not. Also, in presence of multiple damping mechanisms, it becomes
difficult to identify individual contributions.

A signature of the correlated dynamics in a composite biomolecule is a split-
ting of the characteristic absorption spectrum of the composite. Such changes are
very challenging to observe because of two primary difficulties: (i) due to the ultra-
fast nature of the photochemical reaction, themeasured absorption spectrum changes
transiently on ultrafast timescales, and (ii) due to the presence of other spectral broad-
eningmechanisms, like inhomogeneous broadening, the splitting ismasked.Ultrafast
two-dimensional spectroscopy [7, 8, 19, 20], schematically shown in Fig. 7.3a, is an
emerging technique that seeks to address both these difficulties. It allows tracking
of spectral changes in real-time; it also offers a possibility to separate contributions
from incoherent (inhomogeneous broadening in an ensemble) processes from quan-
tum coherence and permits measurement and imaging of the non-diagonal coupling
elements of the Hamiltonian of a multilevel system. Essentially, it is akin to real-time
imaging of the density matrix of a biosystem.

Unlike usual pump-probe techniques, 2D spectroscopy utilizes three excitation
pulses to induce nonlinear polarization in a sample [33, 34].An example of a 2Dpulse
sequence is shown in Fig. 7.3a. Two pump pulses are used to excite the biosample.
The time delay between these pulses (τ ) is generally within the coherence time of the

http://dx.doi.org/10.1007/978-3-319-39614-9_4
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Fig. 7.3 a A set-up for 2D spectroscopy. A pump-pulse pair (separated by τ ) excites the biosample
and resulting changes are monitored by a delayed (T ) probe pulse. The transmitted probe pulse
is heterodyned with a reference pulse to get ωt . By varying τ and T , information about coherent
dynamics can be obtained. b A typical 2D map of a system comprising two coupled resonances.
The diagonal peaks correspond to the individual resonances, whereas the cross-peaks are due to the
coupling V12

system. At some time T after the pump pulses, a third pulse probes the sample, and
the emitted field provides information about how the system has evolved. The emit-
ted field is often detected by heterodyning with a reference pulse in order to retrieve
frequency and phase information. The heterodyned signal is usually collected in the
frequency domain by a spectrometer, yielding ωt . In all these measurements phase
stability between the pump pulses has to be preserved. Several approaches have been
attempted to simplify the generation of phase stabilized pulse sequences including
the use of birefringent wedges [35–39]. Upon Fourier transforming the recorded
spectra, the delay axis (τ ) is correlated to excitation and emission energies (a 2D
map) of the constituent sub-systems at a given pump-probe delay T . Other vari-
ants involving three excitation pulses but no heterodyning include 4-wave mixing
and photon-echo spectroscopy [35, 36, 40, 41]. Implementation of pulse-shaping
techniques have also made it possible to adapt 2D spectroscopy to other multidi-
mensional methods [42], including extension into the UV regime [43, 44]. With the
development of high-intensity coherent X-ray sources (Chap. 11), multidimensional
X-ray spectroscopy [45, 46], is expected to provide promising new perspectives on
electronic structure, energy-transfer and charge-transfer processes.

http://dx.doi.org/10.1007/978-3-319-39614-9_11
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Figure7.3b depicts two coupled resonances, and the resultingmap exhibiting diag-
onal peaks corresponding to excitation of and emission from individual resonances.
Here, coupling ensures that excitation of one of the resonances also results in emis-
sion by the other, giving rise to cross-peaks (Fig. 7.3b); these are a characteristic
signature of the coupling. Apart from real-time imaging of coupling, this technique
can also help estimate the extent of inhomogeneous broadening in an ensemble.
Independent control over the polarization and spectrum of the three excitation pulses
enables studies of more complex correlations and provides information about the
orientation of transition dipole moments. Among many other biologically relevant
proteins and composite molecules, LHCs have been successfully investigated using
2D spectroscopy [19, 47].

7.4 Ultrafast Light-Harvesting and Energy Transport
in Photosynthesis

During photosynthesis the light energy, mainly from our sun, is absorbed by light-
harvesting antennas and is then transported to a reaction centre where charge sepa-
ration creates stable and storable chemical energy [4, 5, 19–23]. Though the com-
position and architecture of plants and organisms vary, the overall function of the
photosynthetic system—to create a charge separated state [4, 5, 16–18] with∼100%
quantum efficiency—is surprisingly similar! Light-induced processes of many pho-
tosynthetic organisms and pigments have been studied and two limits of excitation
energy transport have been identified: (i) incoherent Förster type or hopping, and (ii)
coherent phonon-induced relaxation between exciton levels. The important factor in
deciding which of the two processes will dominate is the ratio of dipole coupling,
Vi j , to the disorder, �. The disorder may be either due to damping or competing
processes like electron-phonon interactions.

Vi j

�
� 1 defines the weak coupling regime and Förster transfer dominates. Vi j

�
≥ 1

corresponds to the strong coupling regime and here, a coherent superposition occurs
and the wavefunctions of the system’s energy eigenstates, usually called Frenkel
excitons [16], are primarily delocalized across the interacting pigment molecules.
While both limits can be described by quantummechanics, it is the real experimental
situation that decides the choice of basis (molecular or excitonic) states. The ratio Vi j

�

also determines the extent of exciton delocalization and system dynamics. Generally,
both energy transport mechanisms coexist and both have to be accounted for in
developing microscopic understanding of the transport mechanism [48–51].

7.4.1 The Structure of the LHC: An Efficient Quantum
Machine

The precise biological structure and pigment constituent of LHCs vary between
organisms. For example, purple bacteria use highly symmetric ring-like structures
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(a)

(b)

Fig. 7.4 Highly efficient photosynthetic quantum machinery of green sulphur bacteria. a The
schematic illustrates absorption of light by the chlorosome antenna (An) and transport of the result-
ing excitation to the reaction centre through the FMO protein (Brn). The exceptionally large chloro-
some antenna (green circles) is composed of roughly ∼200,000 bacteriochlorophyll-c (BChl-c)
molecules encased in a lipid-protein structure to facilitate capture of as many photons as possible.
The photo-excitation in this antenna is transferred (red dashed arrows) to the reaction centre (Rn)
via one of several FMO complexes connected to the baseplate. b The BChl-a arrangement of one
of the FMO monomers obtained by X-ray diffraction. It comprises eight (although only seven are
shown here) closely packed BChl-a molecules encased in a protein scaffold. Some pairs of chro-
mophores are moderately strongly coupled to form dimers (coloured arrows). The excitation arrives
from the chlorosome at one of the sites, typically thought to be the site denoted as 1 (represented as
Bri in Fig. 7.2). This excitation is then coherently transported to coupled BChl-a molecules. Once
it arrives at site 3 connected to Rn (represented as Brv in Fig. 7.2), it irreversibly enters the reaction
centre to start a charge-separation process

for light harvesting, whereas green plants and cyanobacteria have LHCs with ran-
domly arranged chlorophyll pigment molecules [4, 5, 16–18]. Such diversity reflects
the necessity for organisms to adapt in response to different natural habitats and
physiological conditions. One of the simplest and most-studied examples is the LHC
of green-sulphur bacteria [4, 5, 19, 21, 52], schematically shown in Fig. 7.4a and
briefly discussed in Sect. 7.2. This LHC has a very large chlorosome antenna protein
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(An), consisting of ∼200,000 bacteriochlorophyll-c (BChl-c) molecules encased in
a protein-lipid structure, for capturing sunlight and thriving even in low-light condi-
tions. The energy collected by these chlorosomes is transferred to the reaction centre
through a specialized structure called the Fenna-Matthews-Olson (FMO) complex
(bridge system, Brn). The reaction centre (Rn) protein is nature’s version of a solar
cell; it carries out charge separation and transfer. What is remarkable is the observed
efficiency of this LHC. Almost every absorbed photon is successfully transported
to Rn, even though the electronic excitations at An and Brn are very short-lived
(∼0.5 ns). If not transferred much faster than ∼0.5 ns, the energy is lost via lumi-
nescence [4, 22].

In 2007, Engel and co-workers obtained evidence for quantum coherent energy
transfer in the FMO complex using ultrafast 2D-IR spectroscopy and since then,
the FMO protein has become one of the mainstays of quantum biology [19–23,
34]. Owing to its relatively small size and solubility in water, it has also been well
characterized using X-ray diffraction [4, 5, 21]. The FMO complex normally exists
in a trimer of three independent complexes, each of which consist of eight BChl-a
molecules bound to a protein scaffold (Fig. 7.4b). The latter is the primary source of
decoherence and noise butmay also assist in protecting coherent excitations (Chap.4)
in the complex; it plays a role in promoting high transport efficiency. The complex is
connected to the chlorosome antenna through what is called a baseplate. Excitations
enter the FMO complex from this baseplate, transferring one of the closely packed
BChl-a molecules (represented as Bri in Fig. 7.2) into its first singlet excited state.
The structure of the FMO Hamiltonian indicates that some pairs of chromophores
are reasonably strongly coupled (owing to their close proximity with inter-molecular
separation of only ∼15 Å and favourable dipole orientations) and, hence, they effec-
tively form dimers [4, 21, 53, 54]. The chromophore wavefunctions, or Frenkel exci-
tons, are primarily delocalized across these dimers [16, 55, 56]. One of the BChl-a
molecules (represented as Brv in Fig. 7.2) is connected to Rn. Upon reaching there,
the energy is irreversibly transported to the reaction centre for further processing
[4, 21].

7.4.2 Quantum Energy Transport

The FMO complex is an unusual light-harvesting component because it acts primar-
ily as a wire, to transport excitations between the light-harvesting antenna of green
sulphur bacteria and their reaction centres [4, 21, 52]. Most other light-harvesting
structures, like the antenna complexes associated with the Photosystem II (PSII)
reaction centres in green plants and algae that drive the water-splitting reaction, play
dual roles in light capture and excitation transport [5, 22]. Direct evidence of quan-
tum coherence over appreciable length scales and timescales in the FMO complex
was obtained in 2D spectroscopy of coherent electronic oscillations across multi-
ple pigments within the FMO complex at low temperature (77 K). Surprisingly, the
quantum beating was observed to last as long as 660 fs [19], in stark contrast to the
general assumption that quantum coherences would be rapidly destroyed in complex

http://dx.doi.org/10.1007/978-3-319-39614-9_4
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systems. Several studies have now confirmed that coherence is non-negligible even
at room temperature, for up to 300 fs [34, 57]. Other examples of long-lasting coher-
ence include the main peripheral as well as core light-harvesting antennae in purple
bacteria [known as light-harvesting complex 2 (LH2) discussed in Chap.4, and light-
harvesting complex 1 (LH1), respectively], where measurements of coherent and/or
super-radiant emission [56, 58] suggest that entangled states persist for the lifetime
of the excited state or for the time taken to transfer the excitation to Rn.

The notion of preserving entanglement in complex systems is a challenge for con-
temporary science. In this context, it is astonishing that this fragile quantum property
survives for ∼300 fs in a warm, wet and complicated biological system [34, 57].
However, the key point is how strongly the quantum systems are “wired” together [4,
21, 52]. For FMO it is instructive to compare thermal energy at room temperature
(300K∼26 meV∼160 fs) with the coupling strength between the excitation in the
FMO complex and the protein environment (∼12 meV∼350 fs) and the electronic
coupling strength between BChl-a molecules (∼12 meV). These values are compa-
rable [59, 60]. Therefore quantum effects would, indeed, be important at room tem-
perature [34, 57]. Deduction of the energies and coupling strengths in FMO requires
a combination of quantum chemistry and ultrafast spectroscopy. Fortunately, FMO
is well-studied, and theoretically estimated coupling strengths agree quantitatively
with measured values [54, 59, 60]. A density matrix study of entanglement in the
FMO complex and its temperature dependence [21] has revealed that entanglement
in LHCs depends on the extent of delocalization of electronic excitation. Under phys-
iological conditions it is predicted that entanglement, mainly between chromophore
dimers, persists essentially for the lifetime of the excited state [21]. It is also sug-
gested that finite long-range coherent delocalization of photoexcitation may exist
across several molecular sites [19, 21].

It can be appreciated that a comprehensive theoreticalmodelwould need to include
wave-like energy motion (owing to long-lived coherence terms), electron-phonon
interactions, vibronic transitions, and other non-Markovian processes alongside the
usual population transfer [4, 21, 22, 61]. The role of lattice vibrations within pho-
tosynthetic proteins may not be limited to simply passively encasing the coupled
chromophores; they may actually modulate such couplings by altering the local
dielectric environment such that exciton energies shift to promote coherent trans-
fer [19, 21]. Some of the theoretical approaches mentioned here are based on the
quantum master equation describing the time evolution of reduced density matri-
ces. The ensemble (statistical) average inherent in such an approach may wash out
details of the quantum behaviour [62, 63]. Other theoretical investigations show that
quantum-coherent motion is robust in the individual realizations of the environment-
induced fluctuations, contrary to the intuition obtained from the reduced density
matrices [64, 65]. These results imply that experimental observations of delocal-
ized states indicate the existence of wave-like energy flow in individual complexes
(Chap. 4) and not in an ensemble. Based on these preliminary results, it would be
very rewarding to investigate quantum phenomena at the individual protein level for a
variety of biological processes. Experimentally, ultrafast tomography on LHCs is not
yet possible, but techniques like ultrafast electronmicroscopy (Chap. 3) might enable

http://dx.doi.org/10.1007/978-3-319-39614-9_4
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7.4 Ultrafast Light-Harvesting and Energy Transport in Photosynthesis 135

3D-imaging of the LHC in real-time and enable extraction of individual coupling
elements. It has recently been demonstrated that polarization-dependent ultrafast
2D spectroscopy [47, 66] can determine the orientation dependent excitonic dipole
moments and, consequently, dynamical estimation of density matrix elements is
within reach!

If quantum coherent dynamics are indeed present at room temperature in the FMO
complex (andother parts of a light-harvesting apparatus),what purpose do they serve?
A higher transport efficiency is a plausible answer [67]. Many models have sought to
address if, how, and why nature relies on quantum coherence to “move” electronic
excitation through the FMO complex [61]. It is not immediately obvious that light-
gathering efficiency is necessarily improved by quantum coherence, but it could be
the resistance to “trap states”, the robustness to survive under different conditions,
or improved regulation of light harvesting which, via evolutionary pressures, would
have helped organisms thrive in a low-light conditions [34, 61, 68, 69].

Though existence of quantum coherence is now widely accepted, alternative
explanations exist that do not fully rely on entanglement [70–73]. These focus on
different types of protein environments surrounding the FMO complex, or treating
the protein environment as a markovian and uncorrelated thermal bath in which each
site in the FMO complex is subjected to individual random environmental fluctua-
tions [61, 74, 75]. A combination of an excitonic state and a rapid incoherent transfer
to the reaction centre has also been suggested [76]. However, because of the strong
coupling (∼12 meV) between electronic excitations and protein environments [59,
60], the consensus is that models that treat each site individually are inadequate [77,
78]. Despite the positive results and predictions we have discussed, recent analysis
has indicated that benefits in efficiency provided by quantum models may be only a
few per cent [79]; nonetheless, even a few per cent improvement in overall efficiency
may be vital in an organism’s attempt to survive in low-light conditions [4, 21].

Only very few in vivo observations of coherence have been performed [80, 81].
Experimentally, excitations are induced using laser pulses with a high degree of
coherence. In vivo, excitations are generated by incoherent sunlight or through energy
transfer from another antenna complex. Does quantum coherence still play a signifi-
cant role in such a situation? Most experimental and theoretical results that we have
discussed have omitted the recently discovered eighth BChl-a molecule. There are
contradictory reports about its constructive role in coherent transport [82–84]. In
higher plants the photosynthetic apparatus is more complex and less ordered, sug-
gesting that the energy landscape must be very rugged and adaptive [34]. Thus, it
could be that the quantum coherence seen in FMO complex plays an even more
important role in complex systems. Observation and validation of quantum transport
is one of the big open problems in ultrafast biophotonics. A broader understanding
of the role of coherence in a larger range of photosynthetic complexes and organisms
(for example, LH-1, LH-2, LHCII, and carotenoids) is urgently needed [85–87].
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7.5 Charge Separation and Transfer in Photosynthesis

Photosynthesis is a complex and remarkable process which is able to adapt to a
fluctuating environment and is also able to self-regulate [16, 17, 88]. Understanding
microscopic mechanisms involved in it is a prime example of research that requires
the combined effort of several disciplines, including quantummechanics, biophysics,
biochemistry, molecular and structural biology, as well as physiology and ecology
[3, 5]. The timescales involved in photosynthetic reactions range from femtoseconds
to days, which again highlights the complexity of this process [5, 16, 17, 89, 90].

As already noted, an extensive body of evidence has lead to the conclusion that
photosynthetic organisms have developed extraordinarily efficient mechanisms for
harvesting solar energy; elaborate LHCs collect solar energy and transfer it to pho-
tochemical reaction centres with almost 100% quantum efficiency within ∼1 ps
[5, 16, 17]. Once inside the reaction centres, the photon energy induces charge sepa-
ration that, in turn, drives slower biochemical reactions, ultimately producing chem-
ical energy. At the heart of a reaction centre is an electrochemical process involving
three coupled electronic states corresponding to the excited bacteriochlorophyll or
chlorophyll “special pair” (donor), the reduced bacteriopheophytin or plastocyanin
(acceptor), and the reduced accessory chlorophyll or bridging chlorophyll [89–92].
The “special pair” (P870 in purple bacteria, P700 in photosystem-I or PSI and P680
in PSII of plants) molecules are very different from antenna chlorophylls. When
they receive energy from the antenna pigments, they generate a redox-active chemi-
cal species with characteristic spectroscopic properties. Excited P680∗ (or P870∗ in
purple bacteria) undergo oxidation (P680+ or P870+) to donate an electron to other
bridging components and then, eventually, to the plastocyanin and to PSI (bacterio-
pheophytin in purple bacteria). The electron transferred by plastocyanin in plants is
finally accepted by the oxidized state, P700+ in PSI. The charge separation in PSI
and PSII, together with the electron transfer through the bridging complexes, leads
to the generation of an electrochemical potential gradient (the sum of the chemical
potential due to differences in concentration and the electrical potential due to the
variation in charge-concentration), which powers ATP synthesis by the protein com-
plex, F-ATPase [89, 93, 94]. The “special” property of this arrangement lies in its
ability to induce electron transfer via a series of proteins within∼200 ps to drive ATP
synthesis. Efficient charge separation occurs only if the photon is absorbed close to
the reaction centre. However, reaction centre pigments like P680, P700 and P870
have relatively lower absorption cross-section, requiring the presence of LHCs for
efficient light absorption.

The remarkable efficiency, adaptivity and directionality of electron transfer in the
reaction centre are all essential for photosynthesis towork.Dense and precise packing
of the participating proteins is essential, as the the resonant energy transfer efficiency
strongly depends on the distance between the chromophores [89, 90]. In recent
years, several attempts have been made to mimic this highly sought-after chemical
catalyst for light-driven charge separation in artificial photovoltaics (Chap. 10). The
architecture of the light-harvesting and reaction centre complexes contains important
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secrets about how to efficiently capture, transfer, convert, and store solar energy [89].
Ultrafast spectroscopic studies have focussed on understanding the design principles
of photosynthetic systems but they continue to present challenges: the choice of
pigments, their particular protein environments, relative distances, and orientations
produce broad inhomogeneous transitions that reflect varying degrees of electronic
coupling, disorder, and dynamical fluctuations of the protein matrices. The ultrafast
nature of the energy-transfer and charge separation processes further complicates
an already demanding spectroscopic problem. As already noted, 2D visible and/or
IR spectroscopy has emerged as a valuable tool for probing the structure-function
relationship in natural photosynthetic complexes [19–21, 23, 34, 42, 95].

7.5.1 PSII Reaction Centre Complex

Recent efforts aimed at structural determination of photosynthetic complexes have
provided a comprehensive description of the architecture of energy transduction in
oxygenic photosynthesis that has been sought for several decades. Structural and
spectroscopic insights into these complexes have yielded an accurate framework for
the exploration of processes as well as of the evolutionary pressures that shaped the
photosynthetic apparatus of various organisms [89, 90]. All four protein complexes
that are necessary for the light-driven reactions of photosynthesis (light-harvesting
and electron transport) in green plants reside in chloroplasts, organelles that are
bound by a double membrane structure (Fig. 7.5). The protein cofactors are con-

Fig. 7.5 A schematic depiction of the distribution of the four photosynthetic protein complexes,
PSI, PSII, cytochromeb6f andATP synthase (F-ATPase), in the chloroplast of green plants and algae.
Chloroplasts are organelles (∼5 µm) bound by a double membrane structure. The third membrane,
the thylakoid contains four unevenly distributed protein complexes. The regions consisting of stacks
of thylokoids are called grana, which are connected by a non-stacked membrane called the stroma
lamellae. The fluid surrounding the thylakoids is the stroma. The principal water splitting reaction
involving charge separation occurs in PSII
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tained in a third chloroplast membrane known as thylakoid. As depicted in Fig. 7.5,
the cofactors have a specific location and are not evenly distributed throughout thy-
lakoids. The two photosystems PSI and PSII containing numerous pigments for light
harvesting and reaction centres have evolved to operate with a high quantum yield
that is unmatched by any artificial system. Though found in the same organelle, PSI
and PSII have different structure, function and quantum yields. Understanding the
link between structure and function in this unique system still remains a challenge
in ultrafast biophotonics. Though the steady state structures of PSI and PSII have
already been extensively studied using electron microscopy [96, 97], knowledge of
the dynamical structural changes of pigments and their distributions, as obtained by
time-resolved X-ray diffraction and electron microscopy (Chaps. 3 and 11), should
eventually help explain their roles in determining photosynthesis efficiency [89, 90].
Here, we provide a brief description of the structure and function of PSII. A number
of extensive texts and several comprehensive review articles on these subjects are
available [89, 90, 98].

PSII is a complex that catalyzes the thermodynamically most demanding pho-
tochemical reactions in living systems: absorption of light, the splitting of water
into oxygen, reducing cofactors necessary to fix carbon dioxide, and the production
of organic molecules [17, 42, 89, 99]. It is a unique process of water oxidation
requiring absorption of four light quanta that provides almost all of the Earth’s
oxygen. Although some other inorganic chemical reactions can do a similar job,
those reactions are so violent that biological processes would not be able to sustain
them [89]. Therefore, the evolution of PSII was absolutely crucial for the emergence
and endurance of green plants [95]. The PSII reaction centre complex is composed of
D1 and D2 proteins binding six chlorophylls, two pheophytins, and two β-carotenes.
The central cofactors, chlorophylls and pheophytins, involved in charge transfer are
arranged in two quasisymmetric D1/D2 branches. The charge separation mainly
proceeds along the D1 branch [100, 101]. On excitation, the energy is delocalized
among these cofactors leading to collective Frenkel excitonic excited states [5, 16,
17]. These are mixed with charge-transfer states, that is, these excitons exhibit a
non-uniform electron density [95, 102]. These states provide ultrafast channels for
both exciton relaxation and charge transfer. However, as in LHC [61, 74, 75], the
reaction centre also has to cope with energetic disorder. Fast nuclear motions (intra-
and inter-pigment and protein vibrations) give rise to dynamic disorder, whereas slow
protein motions constitute static disorder. This disorder determines the energy land-
scape (Chap. 9), which modulates the energy of the electronic states and determines
the most favourable electronic configuration to initiate charge separation. Owing to
the likelihood of multiple protein conformations within the ensemble, unproductive
conformations may also appear, leading to energy losses. A possible mechanism to
minimize such losses is to initiate charge separation from several different protein
conformations [103]. Despite present knowledge about the possible pathways and
timescales of charge separation, the precise mechanism responsible for the high effi-
ciency of this process remains unknown. Here we address three key questions: (i) is
electronic coherence present in charge transfer occurring in the PSII reaction centre?
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(ii) does the charge transfer involve multiple pathways? and (iii) if present, does
quantum coherence enhance the charge-separation efficiency?

7.5.2 Observation of Quantum Coherence PSII Charge
Transfer

It is well-established that effective photosynthesis requires an efficient charge sepa-
ration and transfer across protein complexes [104]. Yet, many aspects of how protein
structure and dynamics control charge transfer, especially on the ultrafast timescale
during the early stages of photosynthesis is only partly understood. In the 1990s,
the remarkable direct visualization of coherent nuclear motion in the excited state of
the primary electron donor in the bacterial reaction centre suggested the functional
role of protein dynamics in the primary charge-transfer reaction [105]. However, no
clear evidence of quantum coherence was observed. More recently, transient absorp-
tion spectra has shown that protein motions modulate the electron-transfer rate [106,
107], but the quantum coherent nature of the transfer has remained illusive. The
observation of long-lived coherence in photosynthetic LHCs (Sects. 7.4 and 4.6)
triggered intense experimental and theoretical efforts to establish the role of quan-
tum coherence in promoting the efficiency of photosynthesis [19–21, 23, 34, 42,
95]. In the context of charge transfer, quantum coherence between the electronic
states involved might introduce wavefunction correlations, enabling the excitation to
transfer rapidly, and at the same time coherently sample multiple pathways without
losing energy. Therefore, it may render the process of energy and charge transfer
less sensitive to the intrinsic disorder of pigment-protein complexes and allow these
systems to successfully reach their final state, avoiding energy losses [95].

When P680, the electron donor in PSII, is photoexcited, an electron transfers
through a bridging chlorophyll to a pheophytin acceptor within ∼2 ps [106, 107].
Experimental studies of this process have focused on understanding the speed
and high efficiency of the reaction: an electron is transferred for each photon
absorbed [104]. Conventional electron-transfer theory fails to account for such reac-
tions, because it assumes that electron transfer is slow compared to the relaxation
of the protein complex as a whole, and the complex therefore equilibrates before
the electron-transfer step. However, spectroscopic measurements have shown that
the protein motion cannot keep up with the pace of charge separation [106, 107].
If so, does the protein complex dynamics play any role in the reaction centre func-
tion? Wang et al. suggest that the slow protein dynamics may help overcome barrier
potentials produced by the membranes or by the environmental factors that could
potentially slow down the electron-transfer rate [106, 107]. The influence of bio-
molecular dynamics on electron-transfer rates is not limited to the regime of ultra-
fast electron-transfer reactions. Recent studies of nonadiabatic electron transfer over
long distances (Chap.9) have shown that protein motion is crucial for electronic
coupling interactions [108–110]. Other studies have also shown that the resonant
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electronic-vibrational configuration sustains, regenerates, or even creates coherence
between electronic states during the timescale of energy and electron transfer. This
mechanism does not require coherent laser excitation; it is also valid for incoher-
ent sunlight excitation [111, 112]. To obtain a comprehensive understanding of
the PSII reaction centre functions, experimental (2D spectroscopy) and theoretical
methods [95], have been combined to show the electronic-vibrational (vibronic)
coherences occur within reaction centre and that these coherences strongly correlate
with efficient and ultrafast charge separation. Their observations demonstrated that
(i) long-lived coherences are observed in the PSII reaction centre at room temper-
ature for ∼400 fs, (ii) they have vibronic origin (quantum beat frequencies match
those of chlorophyll vibrational modes), (iii) they persist on the timescale of charge
separation, and (iv) multiple exciton-charge-transfer pathways exist to initiate charge
separation. Furthermore, observations based on the relative amplitude of quantum
beats also indicate that a large fraction of the reaction centre exhibit correlated
dynamics [95]. Therefore, the structure as a whole makes essential contributions
to the ultimate high quantum efficiency.

Calculated population dynamics have demonstrated that the efficiency and speed
of energy and electron transfer on ultrafast timescales in the PSII reaction centre
strongly correlate with the degree of electronic coherence between the excited and
primary charge transfer states aswell aswith surrounding cofactors [95]. The stronger
the coherence, the faster andmore efficient is the process. Thus, as evidenced by ultra-
fast 2D spectroscopy and theoretical modeling, the electronic coherence undoubtedly
plays a major role in photosynthesis [19–21, 23, 34, 42, 95]. Therefore, in line with
recent theoretical work [112–115], it seems established that vibronic coherences
survive unfavorable background noise and may play an essential role in charge-
separation dynamics. It seems evident that photosynthesis has evolved delicately
tuned and robust “machinery” to provide the required exciton and vibrational mode
matching for efficient solar-energy conversion. It operates on the principles of a
quantum-designed light trap [116].

7.6 Carotenoids in Photosynthesis

Carotenoids are, alongwith chlorophylls, another class of pigments, that are abundant
in nature. They are found inmost organisms, but also can be synthesized by plants and
microorganisms [22]. Although they are perhaps best known for their bright colours,
they have multiple functions. They serve as light-harvesting pigments covering a
region of the spectral range not accessible by chlorophylls, and they protect against
excessive light by quenching excited states of chlorophylls [22, 117–120]. Other than
these, they are known as efficient quenchers of highly reactive singlet oxygen and
other reactive radicals by intercepting the chain of oxidative reactions [22, 121, 122].
There is accumulating evidence that this anti-oxidative function is a key mechanism
of protection against various diseases, including cancer, arteriosclerosis, andmacular
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degeneration in humans. Yet knowledge of the detailedmolecularmechanism of such
actions is very limited [121, 122].

The diversity of carotenoid functions is unmatched by any other class of natural
pigments. The functional variety is directly related to their unique spectroscopic prop-
erties resulting from the structure of the carotenoid molecule [22]. Like in LHCs and
reaction centres, an approach employing femtosecond time-resolved spectroscopy
and electron microscopy could potentially provide ideal platforms for experimental
and theoretical investigations of carotenoids dynamics.
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Chapter 8
Ultrafast Quantum Mechanical Processes
in Animals

Abstract Several biologically-relevant functionalities are knownwhich are initiated
by ultrafast elementary photochemical reactions like energy/charge transfer, radical
pair production and cis-trans-isomerizations. Such reactions are driven by quantum
mechanical processes, which contribute to making them fast, efficient and robust.
This chapter presents an overview of the current understanding of ultrafast interac-
tions involved in primary light-initiated reactions that govern magnetoreception and
vision in animals. Two other mechanisms, photoreactivation of DNA and olfaction,
are also mentioned.

8.1 Introduction

Several phenomena in biological systems are explicitly quantum mechanical in
nature, including, for example, the formation and breaking of chemical bonds and
the accompanying molecular dynamics. Molecular properties of entities like myo-
globin, ATP, and quinones—important in charge/energy transfer chains—are also
known to be governed by non-classical processes [1–4]. Indeed, the biological rele-
vance of quantum effects is being established with discoveries that there exist a class
of bio-processes that are not possible to rationalize entirely on the basis of classical
dynamics. The previous chapter, and the next one, discuss how the high efficiencies
and adaptivity of photosynthesis and charge transfer in proteins are attributable to
quantum mechanical effects—like superposition and tunneling—in the initial stages
of these processes. Here, we present an overview of few of light-induced physi-
ological processes in animals; we shall see that the quantum mechanical arrange-
ment/rearrangement of electronic states on ultrafast timescale are an essential part
of the overall dynamics.

Mechanisms like avian magnetoreception and vision, discussed here, involve
remarkable sequences of events. Quantum mechanics plays an important role not
only in the light-induced initial step but also in the chain of chemical reactions that
follow. Other examples of quantum mechanically driven bio-photonic processes in
animals include deactivation of DNA excited states to avoid photodamage, vita-
min D synthesis, cell photoprotection by melanin, bioluminescence and circadian
clocks [1–4].

© Springer International Publishing Switzerland 2016
P. Vasa and D. Mathur, Ultrafast Biophotonics, Biological and Medical Physics,
Biomedical Engineering, DOI 10.1007/978-3-319-39614-9_8

145



146 8 Ultrafast Quantum Mechanical Processes in Animals

8.2 Avian Magnetoreception

There is compelling evidence based on behavioural studies that numerous organisms,
including magnetotactic bacteria, insects, amphibians, fish and birds, utilize the abil-
ity of magnetoreception for orientation and navigation using the Earth’s magnetic
field [4–9]. Though there is no doubt that these creatures can sense weak magnetic
fields, and that magnetoreception is biologically relevant as it governs orientation,
navigation as well as long-range migration, the precise underlying mechanism is
not entirely understood, probably because its features vary largely from animal to
animal [3]. One hypothesis to explain the mechanism responsible for magnetic field
sensing in homing pigeons, for instance, is that oriented chains of clusters of mag-
netic iron compounds (magnetite) are present in the upper beak of these birds. They
are coupled to a special class of receptors such that the mechanical torque created
in response to magnetic field variations acts as a polarity-sensitive magnetic com-
pass [3, 4, 10]. Behavioural experiments on other species, for example, European
robins and some migratory birds, indicate that magnetoreception in them is akin to
an inclination compass, insensitive to polarity [11]. There are indications that this
intriguing property of such non-polar compasses is actually based on a photoreceptor
rather than a magnetoreceptor [3, 10, 12]. It is potentially a light-initiated chemi-
cal reaction occurring in cryptochrome, which is sensitive to changes in the Earth’s
magnetic field [13]. Other important features of this type of evidently complex mag-
netic sensors include (i) strongly wavelength selective response, (ii) high sensitivity
to magnetic field, (iii) adaptability to slow field changes, and (iv) disruption due to
magnetic pulses and weak oscillating magnetic fields [3, 10, 12, 14–17].

The first mechanism, which involves magnetic compounds, was thought to be
satisfactorily explained on the basis of classical electromagnetism [4], which is,
relatively, a slowmechanism. However, contradictory reports have recently appeared
that show the magnetite deposits to be a kind of macrophage which do not participate
in the magnetic sense [18]. The second mechanism is ill understood and is postulated
to depend on the participation of two electronic states, particularly the spin singlet (S)
and triplet (T) states possessing slightly different energies [4, 19]. Invoking electron
spins implies that the mechanism is entirely quantum mechanical in nature, and at
least for the initial light-induced steps, it involves ultrafast dynamics. The possibility
that biological systems perform a kind of spin resonance experiment to sense external
stimulus as an aid in yearly migration is both fascinating and intriguing.

8.2.1 Radical Pair Mechanism

To explain the observed properties of a light-dependent biological compass, radical-
pair generation has been proposed as a plausible mechanism [3, 4, 19]. It was already
well known that radical pairs and different spin states can mediate magnetic field
sensitive photochemical reactions via Zeeman interactions, but the required field
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Fig. 8.1 Schematic of a radical pair scheme proposed to rationalize light-induced avianmagnetore-
ception. The absorption of a blue-photon generates a radical pair A•B• which exists in a coherent
superposition of two spin-states, S (singlet or anti-parallel) and T (triplet or parallel). The Earth’s
magnetic field affects the S ↔ T inter-conversion which, in turn, alters the rates (kS and kT ) of
each spin-state reaction to generate a magnetic field dependent biological response

strengths were expected to bemuch stronger than the Earth’smagnetic field,∼45µT.
In biological systems, it has been conjectured that the quantum dynamics of non-
equilibrium electron spin states of the radical pair change the yields of chemical reac-
tions even though the Zeeman interaction with the geomagnetic field is more than
six orders of magnitude smaller than the thermal energy per molecule! Classically,
the effect of such a weak interaction on reaction rates would be entirely negligible
[4, 7, 20]. The quantum mechanical radical pair mechanism seems to be the only
model in which a weak external magnetic field is able to influence a macroscopic
response via extremely feeble interactions. Although the exact details and the steps
involved are quite complex, the standard radical-pair model [3, 4, 20, 21] is schemat-
ically summarized in Fig. 8.1.

A radical pair, or a pair of bound molecules with each one having an unpaired
electron (A•B•), is created by photoinduced electron transfer. This pair is in a spin-
correlated entangled state which can have either anti-parallel (S) or parallel (T) spin
configuration. The superposition state then evolves under the combined effect of
the Earth’s magnetic field via Zeeman interactions and internal nuclear hyperfine
interactions, leading to coherent inter-conversion (S ↔ T ) between S and T states.
As the inter-conversion is influenced by the local magnetic field, the lifetime of
the radical pair and the fractional yields of the two products are determined by
the extent and timing of the S ↔ T step. Thus, the biological response becomes
sensitive to the weak geomagnetic field on a microscopic level. If the radical pair has
a fixed orientation or is immobilized, the tensorial nature of the interactions implies
a directional magnetoreception, forming the basis of a biological photochemical
compass [3, 4, 22–27].

This radical pair picture seems established and has, indeed, been successfully used
over the last four decades for quantitative interpretation of a variety of experimental
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data [4, 28]. However, the precise nature of the radical pair that might be involved
remains unknown! As magnetoreception in many birds is found to be also light
sensitive, particularly to blue wavelengths, a series of radical-pair photochemical
reactions occurring in cryptochromes found in the retina may be potential candi-
dates [3, 4, 7, 29]. Some of the clearest experimental demonstrations of this funda-
mentally quantum-mechanical effect, without which there would be no significant
response to changes in the Earth’s magnetic field, are observations of quantum beats
in the luminescence recombination of radical ion pairs in non-polar solvents [30–32].
Theoretically, simplemodels involving radical pair generation and highly anisotropic
nuclear spin configurations are sufficient to explain the wavelength selectivity, direc-
tionality and the disruptive effect of time-dependent external magnetic fields on the
biological compass [3, 33].

8.2.2 Photocycle of a Flavin Blue-Light Photoreceptor

Most biologically relevant photoreceptor proteins contain chromophores that per-
form photoinduced charge transfer, or an isomerization reaction, as the initial step
of the chain of events that lead to a specific type of signalling [2, 34]. Flavin chro-
mophores are an important class of such proteins; theymediate a variety of blue-light
responses of microorganisms, plants and animals, based on photoinduced electron-
and proton-transfer reactions. Flavin-binding phototropins and cryptochromes con-
trol functionalities like the direction of growth, chloroplast movement, stem elonga-
tion, leaf expansion, circadian rhythms [2, 34] and, aswe have seen, avianmagnetore-
ception [3, 4, 7, 29]. To explain the underlying response mechanism in flavin adenin
dinucleotide (FAD) based blue-light receptors, reaction models involving a combi-
nation of hydrogen bond and structural rearrangements were suggested on the basis
of high-resolution crystal structures [2, 35, 36]. However, ultrafast spectroscopy on
two different FAD-binding proteins provided the much needed detailed insight into
the reaction mechanism that leads to the signalling state stimulating the biological
response [37–39]. The typical photocycle of the FAD-binding protein is schemati-
cally depicted in Fig. 8.2. Following photoabsorption by the FAD chromophore, an
electron is transferred from a nearby amino acid, on picosecond timescales, to form
the FAD− anion. FAD− is then rapidly protonated, through proton transfer from
the tyrosine molecule, to form a neutral FAD•T yr• radical pair [38]. The sequence
of quantum dynamical events involving proton transfers between tyrosine, gluta-
mine, and FAD is suggested to lead to the long-lived signalling states, FADH • and
FAD•T yr•, conveying the biological response:magnetoreception. Although the ini-
tial step is quite fast, the entire signalling event occurs on µs times because it takes
relatively long for the spin dynamics to be affected by a very weak interaction [3, 4].
Similar photocycles, but with different time constants and intermediates, have also
been postulated for other FAD-binding proteins [37, 39]. It is, therefore, believed
that charge transfer processes in the flavin chromophore are the key to rationalizing
the photoresponse of chryptochromes and light-induced avian magnetoreception.
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Fig. 8.2 Typical photocycle of flavin adenin dinucleotide (FAD) binding blue-light photoreceptors
like cryptochrome. The photoinduced transient state, FADH•, formed via charge transfer reactions
produces a radical pair FAD•T yr• with a nearby tyrosine molecule. The Earth’s magnetic field
controls the S ↔ T inter-conversion of the radical pair, constituting a mechanism underlying avian
magnetoreception and some other biologically relevant functionalities

8.2.3 An Effective Photochemical Compass

As interaction energies involved in magnetoreception are much smaller than thermal
energies, a radical pair reaction must fulfil a number of chemical, magnetic, kinetic,
structural, and dynamic requirements for the photochemical compass to be effective
under ambient conditions [7]. Based on results of time-resolved spectroscopy, these
can be qualitatively described as (i) the radical pair must be formed in a coherent
superposition of electron-nuclear spins and each of the spin-states (S and T) should
undergo a unique spin-selective reaction, (ii) availability of suitable anisotropic
hyperfine interactions to enhance differences in S and T state dynamics, (iii) the
radical pair lifetime must be long enough to allow the weak magnetic field to affect
the spin dynamics, (iv) other spin-spin interactions, and spin relaxation mechanisms
if present, should be much weaker and slower, and (v) the alignment of the radical
pair must be preserved sufficiently long for directional information to be processed.
These criteria are, of course, interlinked but not always mutually compatible. For
example, a stronger interaction requires shorter inter-radical distances whereas weak
spin-spin interaction demands sufficient separation from surrounding nuclei. Such
requirements impose stringent conditions on both the protein structure and on the
chemical reactions [7, 40]. These factors and their effects on spin-dynamics have
been investigated experimentally as well as theoretically; however, uncertainty still
prevails about the strength of the magnetic field interactions and other intrinsic as
well as extrinsic relaxationmechanisms [3, 4, 26, 27, 40–43]. Detailed time-resolved
structural analysis following the photoexcitation of flavin chromophore may provide
more insights into the radical pair production and dynamics at various stages of the
signalling chain.
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8.2.4 Experimental Investigations

Apart from its biological relevance, the radical pair mechanism also offers opportu-
nities for developing a sensitive molecular magnetic compass. Accordingly, several
experimental studies ofmagnetic field effects on radical-pair reactions have been car-
ried out in solutions. However, they showed detectable effects only for field strengths
higher than ∼10 mT, much larger than the Earth’s field [44]. Recently, the observed
sensitivity of such reactions has gradually increased, mainly by selection of partici-
pating organic molecules [45]. Maeda and coworkers demonstrated one of the most
sensitive radical-pair interaction in a triad composed of linked carotenoid, porphyrin
and fullerenemolecules [46]; they foundmagnetic field sensitivities down to∼50µT,
of the same order as the Earth’s field. However, the angular dependence could be
demonstrated only for stronger field strengths, of the order of mT. Their experiment
is discussed in more detail in Chap.10 in the context of developing a biomimetic
magnetic compass.

As mentioned earlier, cryptochrome is a ubiquitous photoactive protein contain-
ing FAD that resides in the retina (it is also present in plants and bacteria). It is the
potential photoreceptor responsible for radical pair production [29]. Very recently,
in vitro experiments performed on cryptochrome extracted from the plant Arabidop-
sis thaliana have successfully shown magnetically sensitive radical-pair reactions.
Changes in reaction yield by ∼25% for a 30 mT field and ∼1% for a 1 mT field
have been reported [47]. Although these are still much larger the Earth’s magnetic
field, it is speculated that much stronger response may be observed in vivo due to
the specific arrangement of the protein and its surrounding.

The topic of enhanced magnetic interaction has also been addressed theoretically
and several factors like configuration, hyperfine interaction and environmental noise
have been considered [25, 48, 49]. Results indicate that the behaviour of the biolog-
ical response can even be counterintuitive, for example environmental noise aiding
performance (as in the case of photosynthesis) rather than affecting it adversely [50].
Other models involving long-lived dipole moments as compared to the yields of
chemical reactions have also been proposed [51]. Experiments have also identified a
neural substrate in pigeons which can process magnetic sense information [52]. The
area of the brain that contains this substrate was shown to respond to field direction,
intensity, and polarity [10, 18, 52]. More experiments on the neural properties of
organisms in which the radical-pair model might be applicable are vital, and may
shed further light on the relevance of the radical pair mechanism.

Experimentally, the main obstacle to verification of the radical pair model is to
show that cryptochromes, or other candidate molecules, can generate radical pairs
that respond to the strength as well as direction of the extremely weak geomagnetic
field [7, 15, 29, 47]. Ultrafast single molecule spectroscopy and imaging techniques
(Chaps. 3 and 4) may prove to be of utility in such investigations. Another intrigu-
ing aspect is that though much stronger—but slowly varying—fields do not disrupt
magnetoreception, radio frequency oscillating fields as weak as 50 nT do disrupt
the magnetic sense in some bird species [17, 53]. Although theories [54] have been

http://dx.doi.org/10.1007/978-3-319-39614-9_10
http://dx.doi.org/10.1007/978-3-319-39614-9_3
http://dx.doi.org/10.1007/978-3-319-39614-9_4
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proposed to explain these behavioural experiments [14, 15], more systematic
in vivo and in vitro experiments are certainly needed to understand the mecha-
nism. One interesting possibility is that of employing shaped magnetic pulses to
coherently control the quantum dynamics to mimic the environmental response [48,
55]. Even in behavioural experiments, if it could be shown that birds are able to
respond to the encoded directional information in these oscillating fields, this would
strongly favour the quantummechanical radical pair mechanism. Such effects would
be almost impossible to describe using any other magnetoreception mechanism [3,
4]. Finally, although the basic principle of radical pair production seems to have
been rationalized [3, 4, 20, 21], the potential chromophore has been recognized [7,
29], and the brain area active during the magnetic response has been identified [52],
almost nothing is known about the signalling pathway that leads to the biological
response. As cryptochrome is involved, a visual pathway seems likely [29, 33], but a
deeper understanding of the chain of events connecting the S/T yield to a neurolog-
ical signal is vital not only to obtain conclusive evidence in favour of the radical pair
mechanism, but also to develop a comprehensive understanding ofmagnetoreception
in general.

8.3 Ultrafast Photoisomerization in Vision

For many organisms, the ability to sense and respond to various light conditions
through light-sensing proteins or photoreceptors plays a crucial role in their sur-
vival. We have seen that there are natural pigments or photoreceptors like chloro-
phylls, carotenoids and cryptochromes, that convert light-signals into a biological
response via ultrafast quantum mechanical charge transfer reactions [2–4]. There
is another class of photoreceptors that mediates biological signalling via conforma-
tional changes. An isomerization (trans-cis or cis-trans) of a carbon-carbon double
bond in an extended conjugated chromophore system is one such biologically rele-
vant conformation change [34]. These structural changes may, in turn, lead to altered
interactions or binding of other components in the signalling pathway that finally trig-
gers the biological response [56, 57]. Perhaps the best known biological photorecep-
tor exhibiting light-induced conformation is rhodopsin with its retinal chromophore
responsible for triggering vision process in our eyes (and in other animals).

Microbial rhodopsins like bacteriorhodopsin (bR) and halorhodopsin, present in
various unicellular organisms, belong to a family of photoactive proteins undergoing
similar photochemical reactions but they carry out distinctly different functions of
light-driven ion transport and photosensory signalling [2, 4]. Sensory rhodopsins or
phototaxis receptors are the eyes of primitive organisms controlling the cells’ swim-
ming behaviour in response to changes in light intensity and colour. Even though
these rhodopsin type of proteins control different signalling pathways, all of them
possess the same basic configuration of seven trans-membrane helices forming the
binding pocket for the retinal chromophore. Though rhodopsin and bR have been
investigated most extensively, there are reports on other rhodopsin-type proteins,
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Fig. 8.3 Schematic of the isomerization potential energy surfaces (PES) of rhodopsin based on a
two-state model. Ultrafast spectroscopic tracking has shown that the wavepacket dynamics through
the conical intersection following impulsive excitation by a 10 fs pulse occur on timescales of
200–500 fs

confirming that these proteins are not only structurally similar but that their photo-
cycles are also comparable [2, 4].

Absorption of light by the retinal chromophore causes it to isomerize (11-cis to
all-trans for rhodopsin and all-trans to 13-cis for bR). For rhodopsin, the initial iso-
merization initiates a sequence of dark unidirectional reactions that ultimately leads
to the detachment of the retinal chromophore from the protein [2, 4, 58]. Following
early picosecond experiments on rhodopsin, ultrafast studies with improved time
resolution and associated theoretical calculations identified several steps in the pho-
tocycle preceding the formation of the first stable product [59–63]. From such work,
conversion of the 11-cis retinal chromophore to its all-trans form in rhodopsin was
identified as the primary ultrafast (200–500 fs) event in vision [2, 4, 64]. A simple
two-state model using a one-dimensional potential energy surface (PES), depicted
in Fig. 8.3, was suggested to rationalize experimental observations. Accordingly, an
optical excitation creates a population on the repulsive part of the excited-state PES,
and the downhill motion of the population on this surface leads to the isomerization
at the PE minimum (the sink, corresponding to the bond twist angle of 90◦).

Ultrafast isomerization, with a high quantum yield of 0.65, and the storage of con-
siderable energy in the first stable bathorhodopsin intermediate [65–71] suggested an
unusually fast and efficient photo-activated unidirectional reaction [2, 4, 64]. Con-
sequently, rhodopsins reactivity has been attributed to a conical intersection [72, 73]
between the curves for the ground and excited electronic states (Fig. 8.3) enabling
fast and efficient conversion of photon energy into a chemical signal [74–76]. The
non-adiabatic coupling induced by the conical intersection is yet another exam-
ple of a biologically relevant process in which quantum mechanics is expected to
play an important role. However, direct experimental evidence for the involvement
of a conical intersection has proved to be challenging because (i) the energy gap
between the electronic states of the reacting molecule changes rapidly on ultrashort
timescales, and (ii) spectroscopically, the intermediate products span a wide range
of wavelengths. Therefore, the experimental technique must combine high temporal
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resolution (∼10 fs) with a broad spectral observation window (∼500–1100 nm) to
follow the dynamics leading to the conical intersection in rhodopsin in real-time
[64, 77].

Polli and coworkers tracked the coherent wavepacket motion of bovine rhodopsin
[64] from the photoexcited Franck-Condon region to the photo-product by monitor-
ing the loss of reactant emission and the subsequent appearance of photo-product
absorption using ultrafast pump-probe spectroscopy. They also carried out molec-
ular dynamics calculations to show excellent agreement between the observations
and the expected electronic state crossing shown in Fig. 8.3, indicating that the struc-
tural evolution from the initial towards the final state is restricted almost exclusively
to the central atoms in the molecule [64]. This localized deformation is promoted
by the tight chromophore-protein binding that restricts other possible degrees of
freedom [78]. Such a self-assembled arrangement is speculated to ensure optimum
funnelling of photon energy to rapidly (within ∼80 fs) drive the targeted atomic dis-
placements. Once isomerization has occurred, the majority of highly strained struc-
tures relax rapidly in the photo-product well (all-trans structure), completing the
primary isomerization reaction. The remaining molecules convert back to the 11-cis
structure. These findings undoubtedly constitute compelling evidence for the exis-
tence and importance of conical intersections in ultrafast visual photochemistry. The
photoisomerization reaction rate in rhodopsin approximately matches the timescale
of molecular torsional vibrations involved in the process [64, 77]. Such a fast reac-
tion is suggestive of a ballistic interaction or in-phase trajectory of the wavepacket
with the molecular vibrations without any dephasing. The speculated vibrational
coherences in support of the ultrafast quantummechanical rhodopsin dynamics have
been experimentally observed in real-time by employing impulsive excitation with a
∼10 fs pulse. This very fast unidirectional reaction in rhodopsin is an example of the
“brute-force” method applied by nature, to ensure maximum efficiency by clamping
unwanted conformational deformations [2].

8.4 DNA Photoreactivation

DNAphotolyases are highly efficient light-driven DNA repair enzymes, which revert
the genome-damaging effects caused by ultraviolet (UV) radiation via a photoreac-
tivation mechanism [34] in the presence of visible light (preferentially violet/blue).
These enzymes occur in almost all living organisms exposed to sunlight, other than
humans and other placental mammals [79, 80]. Spectroscopic and structural analy-
sis has recently yielded a concise view of how photolyases recognize DNA lesions
involving two neighbouring bases, catalyze the repair reaction within a nanosecond,
and still achieve quantum efficiencies close to unity [37–39, 81, 82]. Apart from
these mechanistic aspects, the potential of DNA photolyases for the generation of
highly UV-resistant organisms, or for skin cancer prevention, is being increasingly
recognized.
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Initial experiments on photolyasesmediated enzymatic photoreactivation of ultra-
violet (UV)-damaged DNA were reported more than 50 years ago [81]. The repair
process depends on a non-covalently bound cofactor, FAD, a redox-active catalyst,
which we have seen to also participate in numerous other biological processes. Many
biochemical and biophysical studies have been carried out to unravel the fundamen-
tals of this unique mode of action. The work culminated in the elucidation of a
detailed three-dimensional structure of the enzyme in 1995. However, the geomet-
rical structure of the enzyme alone proved insufficient to fully unveil their repair
action on UV-damaged DNA. Extensive spectroscopic studies have helped under-
stand the transition-state catalytic reactions, electron transfer, bond breaking and
bond forming in DNA photolyase. Recently, ultrafast studies of the photoreduction
dynamics of the neutral radical flavin cofactor (FADH) to the biologically active,
a fully reduced deprotonated flavin FADH− have revealed initial electron-transfer
reactions, occurring on picosecond timescale [83] similar to magnetoreception. The
experiments also revealed faster solvation dynamics of locally-ordered water mole-
cules near the active site. Such dynamic solvation at binding and active sites is critical
to protein recognition and enzyme catalysis [84]. As in the case of light-harvesting
and charge-transfer during photosynthesis, these ultrafast ordered-water dynamics
play a key role in instantaneously stabilizing FADH− to prevent fast charge recombi-
nation [83]. Undoubtedly, the combination of femtosecond spectroscopy with time-
resolved structural studies will make significant contributions to the understanding
of the complex DNA repair dynamics at the molecular level.

8.5 Olfactory Reception

A related area of interest, but one that does not involve photons, is olfactory reception.
Olfaction is the sense of smell, or the activation of related sensory cells in inverte-
brates [85–87]. The mechanism underlying olfactory reception and most interest-
ingly, how such a wide range of odours can be discriminated by a restricted number
of olfactory receptors is still not understood [3, 4]. There have been studies, mainly
behavioural, suggesting that odorants are not solely discriminated by their shape or
the type of binding to olfactory receptors (“lock and key” model). Instead, it has
been suggested that a second ingredient involving the vibrational spectrum of the
odourant (and hence, possibly, ultrafast in nature) is necessary to guide the “lock and
key” mechanism. It has been proposed that this second mechanism may be phonon-
assisted tunneling of an electron between two receptor sites via the odourant. So
far, there are contradictory reports about the role played by the vibrational contribu-
tion [88, 89]. Consequently, olfactory reception is an example where a more detailed
understanding of the protein structure, aswell as its interactionswith a bound analyte,
can elucidate the olfactory reception mechanism on a microscopic level.
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Chapter 9
Energy Landscapes, Tunneling,
and Non-adiabatic Effects

Abstract This chapter introduces the important concept of energy landscapes over
which protein dynamics occur. Some of such dynamics occur on ultrafast timescales
via quantum mechanical tunneling and by other effects that are distinctly non-
adiabatic. Both these facets are considered.

9.1 Introduction

As has been seen in earlier chapters, the focus of contemporary biologists has begun
to discernibly shift from morphological explorations and phenotypic probing of
organisms to seeking insights, in increasingly quantitative fashion, into the underly-
ing mechanisms and processes at molecular levels. Thus, interconnections are now
beginning to be sought between systems-level (large scale) descriptions of biological
entities and processes and molecular-level insights. It is, therefore, quite natural to
expect the physical sciences community to begin contributing to the establishment
of such interconnects...and not merely as instrument providers. Apart from tools and
methods that were initially developed for endeavours in the physical sciences, it is
also concepts developed by physicists and chemists that are now expected to play an
increasingly important role in contemporary biology. Indeed, some of these concepts
have already become an accepted feature of life sciences research. In terms of tools
and methods, we take note of fluorescence, Raman spectroscopy, ultra-high reso-
lution microscopy, and imaging as prominent examples that come readily to mind.
Computational modeling of single-molecule trajectories are amongst several con-
temporary examples of concepts that are now being modified and translated so as
to make them appropriate in a life sciences scenario. For instance, protein dynamics
are now modelled in terms of trajectories on energy landscapes. These landscapes
are multidimensional “cousins” of conventional potential energy surfaces that physi-
cists and chemists have long used to understand molecular dynamics, by considering
the variation of potential energy as a function of internuclear coordinates. As tra-
jectories evolve on such landscapes, processes are often discovered that can only
be understood in terms of quantum mechanical effects like tunneling, and in terms
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of transitions that occur in non-adiabatic fashion: all concepts that are creatively
modified so as to make them applicable in the biological milieu. In the following we
shall provide a working overview of these topics.

9.2 Ultrafast Processes in Proteins

It is instructive to explore the concepts of energy landscapes and dynamical processes
that occur on ultrafast timescales on such landscapes—sometime involving tunneling
and non-adiabatic transitions—by focusing on a specific biomolecule. The protein,
myoglobin (Mb), provides an archetypal biomolecule for this purpose; it is related
to the well known iron- and oxygen-binding protein in blood, hemoglobin. Mb is
a protein that usually exists as a monomer; it comprises 153 amino acids that are
folded into eight α-helices, each of which is interconnected to the others via short
loops. Small molecules, like O2 and CO readily bind to Mb. The resulting bond with
the heme photolyzes with high efficiency, and on ultrafast times—of the order of
50 fs [1].

Results of a number of experiments, conducted using techniques like time-
resolved optical absorption, transient grating spectroscopy, resonance Raman spec-
troscopy, circular dichroism, and photoacoustic calorimetry have offered indications
that, upon irradiation by a femtosecond laser pulse, an initial ultrafast rearrangement
of the heme molecule is the precursor of a whole sequence of structural changes (for
a recent cogent review, see [2] and references therein). The initial ultrafast response
of Mb to the severing of the Mb–CO bond, for instance, has been described in terms
of a “earthquake-like” motion of Mb; the propagation through the Mb structure of
the strain that is released upon ultrafast photoexcitation is said to bear similarities
to how mechanical waves propagate in the course of an earthquake. Experimental
indications of an earthquake-like motion have also been discovered in impulsive
excitation of a bacterial photoreaction centre (Chaps. 4 and 7). Time-resolved X-ray
scattering is now making it possible to track the structural dynamics of other pro-
teins in aqueous media. For instance, it now seems established that, upon exposure to
ultrafast photoexcitation, the backbone C-atoms of which protein helices are formed
expand outwards from the interior; such expansion occurs on picosecond timescales
[3]. Experiments on Mb recently conducted with femtosecond X-ray pulses [from
the Linear Coherent Light Source (LCLS) X-ray free electron laser (FEL), as is dis-
cussed further inChap. 11] have also helped visualization of the structural response of
Mb after irradiation by a femtosecond pulse [2]. These experiments have confirmed
that photo-induced perturbation at the Mb’s active site propagates to the global Mb
structure on ultrafast timescales, as would be expected for earthquake-like phenom-
ena. The time evolution of the spatial extent of Mb as well as its radius of gyration
show collective oscillations of the atoms in Mb, with damping that has been mea-
sured to occur on picosecond timescales [2]. Such experiments pinpoint the utility
of experiments with ultrafast pulses in helping visualize the intrinsic ballistic nature
of protein motion. Such motion, as indicated in Fig. 9.1, usually gets “washed out”

http://dx.doi.org/10.1007/978-3-319-39614-9_4
http://dx.doi.org/10.1007/978-3-319-39614-9_7
http://dx.doi.org/10.1007/978-3-319-39614-9_11
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Fig. 9.1 Motions occurring
within a single protein, like
myoglobin, often exhibit
“earthquake-like” ballistic
features which are now
becoming amenable to
experimental investigations
using ultrafast X-rays [2],
from a free electron laser
(Chap.11). In an idealized
single protein experiment,
the time evolution of the
signal being acquired will
follow the behaviour shown
in (a), with distinct
oscillatory protein motion
that occurs on femtosecond
timescales. Analogous
experiments conducted on
ensembles of proteins (b)
show “earthquake-like”
transitions with femtosecond
duration fine structure,
readily manifesting
themselves only at very short
times (step 1). At longer
times (step 2), thermally
mediated transitions begin to
dominate the dynamics, and
these result in the more usual
exponential-like kinetics.
Note that the individual
proteins in the ensemble will
still exhibit the fine structure

in experiments on an ensemble of Mb molecules done on longer timescale, even
though the individual proteins in the ensemble will each exhibit the signatures of the
ultrafast earthquake-like ballistic events.

Nature has assigned myoglobin the important “task” of storing oxygen, to facili-
tate its diffusion, and to enablemuscles in a human body to undergo phosphorylation.
Phosphorylation is an oxidative process that drives the formation of the free-energy
donor molecule, ATP. The phosphorylation process essentially involves a charge
exchange reaction wherein O2 molecules capture electrons from NADH, leading to
the formation of ATP. While the physics community would be familiar with electron
capture reactions occurring in single collision processes—as in interstellar space and
the Earth’s upper atmosphere—the capture that occurs in the life sciences environ-
ment involves the movement of electrons over considerable distances along chains

http://dx.doi.org/10.1007/978-3-319-39614-9_11
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of proteins. This is accomplished on ultrafast (femtosecond) timescales by traversing
along protein chains via quantum mechanical tunneling [4].

The phosphorylation process plays a critically important role in metabolism, but
it also produces negatively charged molecules—like excited O−�

2 and dianion O2−
2 —

which have very high reactivity. These negatively charged molecules stimulate the
generation of free radicals whose propagation can result in damage to cells which,
in turn, can be the progenitor of both disease [5] and aging [6]. Experimental and
theoretical studies of enzymes that facilitate formation ofO−�

2 andO2−
2 molecular ions

continue to be of considerable contemporary interest especially from the perspective
of developing drugs that might lead to inhibition of their activities.

In addition to probing structural dynamics, Mb also presents several inter-
esting facets of ultrafast reaction dynamics. As already noted, myoglobin stores
O2 molecules. However, it also attaches CO molecules. Both these processes are
exemplified by

Mb + O2 ↔ MbO2, (9.1)

Mb + CO ↔ MbCO. (9.2)

These prototypical reactions, which can serve to provide an overview of some of
the salient features of protein dynamics and protein function, would, of course, be
expected to follow the expectations of the Arrhenius relationship. Physicists and
chemists know atoms and molecules to possess a well-defined ground electronic
state whose properties are quantifiable within limits imposed by the uncertainty
principle. At finite temperatures the ground and excited electronic states of small
molecules are readily described in terms of potential energy surfaces. The time-
dependent transformations between electronic states depend on a single exponential
as exemplified by the Arrhenius relationship for the rate coefficient, kt ,

kt (V, T ) = Ae−( V
RT ). (9.3)

Here, V denotes the height of the potential energy barrier, T is the temperature,
R is the gas constant, and A is the pre-exponential factor. However, experiments
conducted as long ago as the mid-1970s offered startling indications that even the
simplest transformations involving myoglobin and other proteins did not seem to
obey the well-established Arrhenius relationship. It became clear that a more sophis-
ticated approach to reaction dynamics needed to be adopted. What prompted this
realization was the observation that over the temperature range 40–200K, the bind-
ing of O2 or CO to myoglobin does not occur in exponential fashion. Instead, it
appeared to follow a relationship that involved a distribution of potential barrier
heights, V , with a distribution function, β(V ), denoting the probability of the barrier
being at a height between the values V and V + δV .
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It very quickly transpired that V needs to be expressed as a distribution rather than
as a single value not just in the case ofMbCObut also a host of other proteins. At both
low temperatures as well as at room temperature, ultrafast protein dynamics have
to be described in terms of distributions of V , marking a significant departure from
expectations that most chemists and physicists would have from studies of simpler
molecules. There are two obvious rationalizations that can be offered in order to
solve this conundrum:

(i) One can postulate that all myoglobin molecules are not identical to each other.
A conjecture of this type is not expected to raise alarms in the life sciences
community. Biologists are, after all, accustomed to enormous degrees of non-
uniformity. They are used to, for instance, observing that each of the red blood
cells flowing in the reader’s arteries and veins are most certainly not identical to
each other. Physicists, on the other hand, would be most alarmed if they were
confronted by a conjecture that the spectroscopic properties of the N2 molecule
in one part of Earth could be grossly different to those of a N2 molecule in
another part of Earth.

(ii) One could also put forward the suggestion that all myoglobin molecules may
well be identical to each other but the dynamical processes they take part in
proceed non-exponentially in time.

Several experiments, of different varieties, have been carried out [7], whose results
unambiguously point to a clear conclusion: myoglobin molecules are not identical
to each other. At the same time, experiments have also revealed that each myoglobin
does bind to molecules like CO and O2 exponentially.

Spectral lines of protein molecules, like Mb, exhibit inhomogeneous broadening,
giving rise to a “band”. Thus, it ought to be possible to make use of a sharply defined
laser line to “burn” a hole into such a band. By the 1990s experimental observations
of such spectral hole-burning were, indeed, being made [8]. Subsequently, it was
established that not just myoglobin but proteins in general possess distributions of
ground-state electronic levels. The energy widths of these distributions are typically
measured to be larger than those in crystalline materials (typically ≤ 1 cm−1) but
smaller than those in amorphous materials (typically �100cm−1) [9]. In the case
of myoglobin, such distributions of the ground state energy level cannot usually be
described in terms of a single Gaussian function. In most instances, two or more
Gaussian functions are required, in contrast to the prevailing situation in amorphous
materials.

So, unlike the situation that prevails in small molecules, where potential energy
surfaces are utilized to understand, or at least rationalize, many spectroscopic and
dynamical properties, in the case of proteins it appears that there is usually a very
large number of related, but distinct, conformations that constitute the “ground state”.
Indeed, the energy diagram is best represented not by potential energy surfaces but
by energy landscapes [10]. Here, the potential energy of a given protein is expressed
in terms of (3N − 6) degrees of freedom. Hence, the potential energy of a protein
molecule is expressed as a function that has to account for the spatial coordinates of
all the N -atoms that comprise the protein: an energy landscape.
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An energy landscape may be mathematically expressed, in a general sense, as a
continuous function f : X → R, associating each conformational substate with a
certain potential energy, where X denotes multi-dimensional space. We can express
this mathematically by stating that for continuous space, X = R

N . Hence, a hyper-
surface in R

N+1 is the graphical representation of a protein’s continuous energy
landscape. Maxima and minima (hills and valleys) in the energy landscape repre-
sent, respectively, the local maxima and minima of f .

In order to make sense of such energy landscapes, it becomes necessary to under-
stand the organization of the resulting hyperspace. Each valley in such hyperspace
represents a specific energy substate. Within such hyperspace, each energy substate
possesses a different activation barrier, thus accounting for the distributions, β(V ),
discussed above. It transpires that, in practice, typical barrier heights between dif-
ferent valleys can have an extremely wide range of values, from ∼2meV to as high
as ∼1eV.

Figure9.2 is a schematic depiction of what a subset of a generic energy landscape
of a protein might look like. The landscape can be thought of essentially as either

Fig. 9.2 A subset of a generic energy landscape of a protein describing the potential energy as a
function of conformational or reaction coordinates. The full energy landscape would be a hypersur-
face in a multi-dimensional space of the coordinates of all atoms in the protein. At any given time, a
protein is in a specific conformational substate; it constantly samples the energy landscape in order to
locate conformations that are energetically more stable, with each such conformation being denoted
by a minimum that possesses lower potential energy. Transformations between each subset involve
tunneling between the two minima, as is indicated by the horizontal arrow in the upper figure. Such
tunneling, and hence the accompanying conformational change, occurs on ultrafast timescales that
can be probed using photonics techniques like two-dimensional infrared spectroscopy
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a representation of all possible conformations that a protein might assume, or of
the spatial positions of some of the interacting molecular entities within it and their
corresponding energy levels. Such representation is of utility in, for instance, consid-
erations of protein folding: while the structure of a protein can theoretically assume
a nearly infinite number of geometrical conformations along its energy landscape,
in reality proteins relax (or “fold”) such that they assume a geometrical structure
that has the lowest possible energy. This is represented in Fig. 9.2 as one of several
minima of potential energy.

The energy landscape facilitates the description of processes that contribute to
protein dynamics. In turn, the essential physics that drives protein functions can be
understood in terms of energy fluctuations occurring within equilibrium—or quasi-
equilibrium—conformations (corresponding to energy minima—or valleys) as well
as in terms of relaxation of conformations from non-equilibrium states.

Can the structural properties of a protein be correlated to studies of relaxations
and fluctuations within energy landscapes? Perhaps even more importantly, can such
fluctuations and relaxations be used to determine the functional properties of a pro-
tein? Connecting protein structure with the protein’s energy landscape, and relating
these to protein dynamics and resulting biological function are among the key con-
temporary challenges in biophysics. As we shall see below, biophotonic techniques
have begun to play an important role in addressing these challenges by creative
adaptation of photonics techniques and methodologies.

9.3 Tunneling and Non-adiabaticity

We have already noted that experiments carried out to probe how molecules like
carbon monoxide bind to myoglobin have yielded results showing that the rate coef-
ficient for CO binding proceeds according to the expectations of the Arrhenius rela-
tionship at temperatures as low as ∼20K. At even lower temperatures, the binding
rate becomes essentially independent of temperature; such temperature independence
is a signature of tunneling effects.

The Arrhenius relationship contains the exponential factor − (

V
RT

)

. Thus, one
would expect that the reaction rate should vanish in the limit T → 0. However, work
carried out in the late 1920s by the atomic physics pioneer, Hund, offered indications
that quantum mechanical effects—such as tunneling—start to assume importance at
low temperatures [11]. Hängii et al. [12] have prepared a detailed exposition of
tunnelling effects in biological molecules but for present purposes, it is sufficient
to outline a simplified treatment for purposes of illustration. The rate coefficient kt
that quantifies the tunneling of a particle of mass M and kinetic energy E through a
potential barrier, with height V and width w, can be generically written as

kt = Ae
−

(

π2w
√
2ME

h

)

, (9.4)
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where h is Planck’s constant. The equation indicates that tunneling occurs indepen-
dently of temperature and that the propensity for tunneling decreases exponentially
with distance and mass. It is now established that tunneling plays a role in biological
environments in much the samemanner as it does in scenarios that physical scientists
are quite familiar with. It turns out that electrons, for instance, tunnel easily in bio-
logical environments; indeed, their tunneling plays a crucial role in photosynthesis,
as is brought out in Chap.7. Particles that are heavier than electrons also participate
in tunneling. In the case of H+ ions, the potential energy barrier (V ) and the distance
(x) through which tunneling has to occur have to assume very small values in order
that tunneling effects manifest themselves. In this context, proteins again provide an
excellent test-bed. The binding of CO to Mb revolves essentially around the forma-
tion of a Fe–CO bond—the Fe-atom is important as it is associated with the heme
protein. At low temperatures, the potential barrier V for this bond-formation process
is very small, only a few meV [13]. One would anticipate that, typically, distances
involved in bond formation would be of the order of 1nm. In line with formulation
for kt , such numbers make it entirely likely that the rate coefficient that quantifies the
Fe–CO binding process would, indeed, be measurable at low values of temperatures,
and be shown to be essentially independent of temperature, thereby implying the
onset of tunneling.

It is instructive to probe the Fe–CO bindingmechanism a little more deeply so that
another important process can be unravelled: non-adiabatic transitions. In order to
appreciate the meaning of adiabaticity in the context of biophotonics, it is instructive
to recollect some pertinent definitions within the context of how quantummechanics
describes transitions between two distinct quantal states.

Let us consider a quantal system whose energy, at initial time t0, is given by the
Hamiltonian Ĥ(t0). Such a system is said to be an eigenstate of Ĥ(t0)which we label
as ψ(x, t0). Let us now alter external conditions so as to change the Hamiltonian in a
continuous fashion, thus giving rise to a final Hamiltonian Ĥ(t1) at some later time
t1. The system will evolve into the final state ψ(x, t1) according to the Schrödinger
equation. The concept of adiabaticity comes into play here: the alteration that we
have effected in the system depends critically on the time τ = t1 − t0 taken for the
alteration to occur. In the case of a truly adiabatic process it is required that τ → ∞,
whereinψ(x, t1), thefinal state, becomes an eigenstate of thefinalHamiltonian Ĥ (t1),
whose altered configuration can be written as |ψ(x, t1)|2 	= |ψ(x, t0)|2. In order
to rigourously assess whether an alteration occurs adiabatically or not, it becomes
necessary to evaluate the following: (i) the energy separation between ψ(x, t0) and
proximate states aswell as (ii) the ratio of the interval τ to the characteristic time-scale
of the evolution of ψ(x, t0) for a time-independent Hamiltonian, τin = 2π�

E0
. Here, E0

is the energy of ψ(x, t0). As a working definition, non-adiabatic (sometimes referred
to as diabatic) and adiabatic processes can be described in the following utilitarian
terms.

Non-adiabatic (diabatic) processes are those in which conditions alter so rapidly
that the quantal system is unable to adapt its configuration in the course of the process.
In such instances, the spatial probability density remains essentially unchanged. In
other words, there is no eigenstate of the final Hamiltonian whose functional form is
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the same as that of the initial state. Hence, the final system can be expressed in terms
of a linear combination of states that reproduce the initial probability density.

Adiabatic processes, on the other hand, are those in which conditions change
sufficiently slowly, such that the quantal system is able to adapt its configuration in the
course of the process. Here, the probability density does get modified by the process
such that, if the quantal system starts in an eigenstate of the initial Hamiltonian, it
ends in the corresponding eigenstate of the final Hamiltonian.

Consider now the situation that prior to Fe (in heme) and CO binding to each
other, the lowest-energy configuration of the Fe–CO composite is a quintuplet state.
Upon binding the lowest energy state must, by spin selection rules, be a singlet state.
Whether or not the binding occurs depends on the magnitude of the matrix element
that couples the quintuplet (q) and singlet (s) states, � = Vqs . If the value of �

approaches 0, the binding of CO to Fe will not occur and the Fe–CO composite will
remain on the non-adiabatic potential energy surface that quantum mechanically
describes the initial q state. On the other hand, if � is ascribed a sufficiently large
value, the Fe–CO composite will undergo a “curve crossing” from the initial q
potential energy surface to the final s surface. In the transition region, the reaction
would be said to occur adiabatically, resulting in the successful binding of CO to Fe.
The condition for the adiabatic crossing of potential energy curves (or surfaces) and,
thereby, the deduction of the crossing probability between the q and s surfaces, can
be readily deduced using the Landau-Zener formalism.

This is one more illustration that the physics that drives apparently simple atomic
and molecular systems also plays a role in the much more complex world of bio-
molecular reactions. Consider an overview of one, highly-successful application of a
biophotonic spectroscopic technique that has aided understanding of the dynamics.
We invoke, once again, the attachment of CO to myoglobin.

Folded proteins are usually found to exist in multiple conformational substates,
with each substate being represented by a localizedminimumon the free-energy land-
scape. Figure9.3 illustrates, in schematic form, a possible geometry of the Mb+CO
composite alongwith a representationof twopotential energyminima that correspond
to someenergy substates. Interconversionbetweendifferent conformational substates
of proteins is via tunneling and it has been observed to occur on very fast timescales.
It has been established by means of Fourier transform IR (FTIR) spectroscopy [14]
that the Mb+CO system has three absorption bands, denoted A0 at 1965cm−1, A1

at 1945cm−1, and A3 at 1932cm−1. The Mb+CO composite undergoes interconver-
sions among these three conformational substates under thermal equilibrium, with
the geometrical position of the distal histidine, His-64, playing an important role
in determining the energies of the three substates. Within each of the three minima
in the Mb+CO energy landscape distinct fine structure is found to occur (see the
inset in Fig. 9.3b) that can be discerned by means of ultrafast 2D-IR vibrational echo
chemical-exchange spectroscopy [15]. Such spectroscopy has succeeded in showing
how the protein’s geometrical conformations switch between well-defined substates
of myoglobin on timescales as short as 50 ps. The experimental signal that is mea-
sured in such studies is the growth of cross peaks (Chap.7) in the 2D-IR spectra of
CO as it binds to the heme active site. Such signals are intrinsic signatures because
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(a) (b)

Fig. 9.3 a Structure ofmyoglobin (Mb)with aCOmolecule bond to it, based on the crystal structure
taken from the Protein Data Bank (IDCode 1MWC). b Schematic depiction of a small portion of the
generic energy landscape of a protein showing two conformational subsets, as indicted by the two
potential energy energy minima. Each minimum exhibits fine structure, as shown. Transformations
between each subset involve tunneling between the two minima. Such tunneling, and hence the
accompanying conformational change, occurs on ultrafast timescales that can be probed using
photonics techniques such as 2D-IR spectroscopy

the CO-binding process involves motion of the distal histidine/E-helix that results
in the location of the imidazole side group of the histidine changing. This motion is
accompanied by variations in the vibrational frequency of the CO molecules which
can be readily observed.

9.4 Tunneling: Dynamical Considerations

It is instructive to make some general remarks on tunneling in the context of the
time it takes for a particle—or wavepacket, to be more precise—to tunnel through a
barrier. Apart from its fundamental significance, the seemingly unreal phenomenon
of tunneling has exerted a real and profound influence on various areas of photonics,
ranging from scanning tunneling microscopy [16] to tunnel diodes [17] and, more
recently, to important facets of contemporary attosecond science [18–20]. Despite
this, there continues to be a lack of clarity, for instance, on exactly what tunneling
time means (for a recent, cogent review, see [21] and references therein) even though
experiments in the attosecond domain have begun in recent years in which tunneling
time is deduced [22–25]. It appears that there are significant differences between
the experimental deductions of tunneling time and those expected on the basis of
established theoretical descriptions [21, 26–28]. This augers well for prospects of
vigorous activity in the coming years that seek to resolve the discrepancies and, in
doing so, gain deeper insights into tunneling phenomenawhich, in turn,will influence
our understanding of tunneling within energy landscapes and in other biological
situations.
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In order to appreciate the challenges facing those who are bold enough to under-
takework that seeks to probe tunneling phenomena in biological environments—such
as tunneling on protein energy landscapes—it is instructive to consider some con-
temporary experimental and theoretical studies on tunneling phenomena in single
atoms and molecules. We present an overview of the strategy adopted in such exper-
iments before highlighting some of the theoretical difficulties that are expected to be
encountered in attempting to extend the understanding that has been achieved of the
ionization processes itself—the precursor of tunneling—in atoms to large molecules
and, thence, to proteins and other biological entities.

9.4.1 Experimental Approaches

Most progress seems to have been made in the context of ionizing single atoms and
molecules by exposing them to strong external fields that distort the internal Coulom-
bic field. Femtosecond lasers have proved to be of immense use in such efforts.
Commercially available lasers are readily available that enable focused intensities
in the TW cm−2 to PW cm−2 range to be readily achieved in table-top laboratory
systems. As has already been noted in Chap.2, such intensities give rise to optical
fields whose magnitudes match the Coulombic fields that exist within individual
atoms, molecules and clusters. Irradiation of such entities by these strong optical
fields inevitably results in ionization. The dynamics of ionized (ejected) electrons
are highly non-linear and theoretical treatments have to be non-perturbative. The
field-induced ionization process may also involve rearrangement of core electrons,
not just valence shell electrons. Electrons in core orbitals necessitate consideration
of dynamics that occur on attosecond timescales.

Pump-probe arrangements have usually been employed in recent experiments
[23–25], with attosecond time resolution being a necessary criterion that needs to
be met. Tunnel ionization induced by a strong laser field serves as the pump that
starts the clock. Collision of the rescattered electron, in turn, serves as the signal
(probe) that stops the clock. A somewhat different approach is to link the tunnel
ionization time to the time taken by the electron to return to the vicinity of the ion core,
thereby internally calibrating the attosecond clock on which all such experiments are
essentially dependent. By way of illustration, we consider the latter approach [22].

The strategy is to induce tunneling bymeans of a probe beam that electrostatically
steers, in a lateral direction, the ionized electron. Experimental implementation of
this strategy has permitted measurement of the time at which the ionized electron is
“born”, that is,when it exits the field-distorted tunneling potential barrier, presumably
with zero (thermal) instantaneous kinetic energy. As discussed in the following, the
ionized electron continues to “feel” the effect of the time-dependent optical field:
it oscillates to and fro with the possibility of recombining with the ionic core. On
doing so, photon emission occurs, and this is the process known as high harmonic
generation (see [29] and references therein).Measurement of the time that is required
for both these stages—tunnel ionization and recombination—requires a perturbative
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probe that is able to monitor the trajectories of the ionized/rescattering electron on
attosecond timescales. In [22], the task of such an ultrafast probe is ascribed to a
weak second harmonic laser beam, whose optical field is described by

F2ω = F2ω cos(2ωt + φ)êy. (9.5)

This second-harmonic field is kept weak and is added to the much stronger funda-
mental field

Fω = Fω cos(ωt)êx, (9.6)

that is kept orthogonally polarized to theF2ω field.Here,φ denotes the experimentally
controlled temporal delay between the two fields corresponding to frequencies ω and
2ω.

The essential idea driving the experimental strategy is to rely on theweakF2ω field
to affect only the ionized electron as it emerges from the field-distorted potential.
Once the electron has tunneled through the potential barrier, the F2ω field causes its
trajectory to be laterally displaced. This displacement, if it is large enough, would
prevent the returning trajectory from encountering the ionic core, thereby “switching
off” the recombination process. Hence, it becomes possible to use this lateral dis-
placement as a gate wherein only for certain values of delay,φ, will the trajectories be
favourable for obtaining a signal that is attributable to recombination. Measurement
of high harmonic intensity as a function of φ thus enables determination of the exit
time of the corresponding electron.

The return time can, of course, then be determined by considering the lateral
velocity component of the returning electron. The weak probe beam can be thought
of as an agent for breaking the time-symmetry of electron trajectories in sequential
half-cycles of the optical field, Fω , as reflected experimentally in observation of even
harmonics of Fω . The extent of symmetry breaking maximizes when the returning
electron has maximum lateral velocity component at the moment of recombination.
This component is amenable to experimental mapping by determining the ratio of
even and odd harmonics of Fω as a function of φ, thus permitting disentanglement
of the ionization and recombination times. In the case of helium, such experiments
[22] have yielded ionization times that range from ∼300 as (attoseconds) for the
20th harmonic to as short as ∼100 as for the 70th harmonic. Corresponding values
obtained in the case of CO2 molecules range from ∼250 as for the lower (10th)
harmonic to as short as ∼100 as for higher (30th–35th) harmonics [22].

9.4.2 Ionization, Electron Trajectories

There has been burgeoning interest in strong field molecular dynamics in the course
of the last decade or so but, overwhelmingly, the focus of experimental attention has
mainly been directed towards studying the positively-charged ions that are produced
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in the course of the field-molecule interaction. But high-resolution electron spec-
troscopy has also begun to be effectively put to use to explore the extent to which
oft-used models of atomic ionization in strong fields provide an adequate enough
description of molecular ionization phenomena. This is of particular relevance in
considerations of tunneling phenomena in the biological context: can what we know
about tunneling in an atomic system be applied to a large molecule and, thence, to a
biological entity?

As already noted (Chap.2), it was as long ago as 1935 that the theoretical under-
pinnings of the phenomenon of field-induced electron ejection from an atom were
laid, when Volkov presented his exact solution of the Dirac equation in the presence
of a plane-wave field [30]. Other pioneering work carried out in the 1950s and 1960s
helped to substantiate the theoretical foundations of contemporary studies of field-
induced ionization dynamics in strong fields, with the core of the subject relying
on the theoretical treatment of electron dynamics in intense electromagnetic fields
[31–35]. Contemporary descriptions of how atoms ionize upon irradiation by strong
optical fields overwhelmingly rely on the Keldysh-Faisal-Reiss (KFR) model [26,
36, 37] (in conjunction with a Coulomb correction [38]) and the Ammosov-Delone-
Krainov (ADK) tunneling theory [39]. In all these models, the theoretical description
of the interaction of the optical field with the irradiated atom is approximated by a
zero-range potential. In the case of multi-atom species, however, the spatial extent of
a molecule and, for most biological entities, the associated spatial anisotropy, imply
that atomic descriptions of strong-field ionization might prove totally inadequate in
properly accounting for experimentally determined rates of field-induced ionization.

Over the years some attempts have been made to modify the KFR and ADK
models so as to account for the effects of molecular symmetry, explicitly to account
for the shapes of outermost molecular orbitals [40]. Experimental manifestations of
such orbital effects have also been reported [41, 42]. In the case of small molecules,
like N2, reasonably good agreement has been shown to exist between experimentally
measured rates of ionization and those predicted by KFR-ADK descriptions [43] as
well as bymodified theoreticalmodels [44]. In the case of somewhat largermolecules
(like benzene and ethylene), strong spatial alignment effects have been discerned in
measured rates for total ionization and in angular distributions of ionized electrons
[45] which have been amenable to interpretation in terms of the symmetry of the
highest occupiedmolecular orbital (HOMO) for eachmolecule. It emerges from such
studies that delocalization of the electronic charge cloudwithin suchmolecules needs
to be taken into account for proper characterization of the light-molecule interaction.
To this end, an appropriately length-modified Keldysh parameter (γ) [46], has been
proposed, which seeks to delineate the relative importance of multiphoton ionization
(MPI) and tunneling ionization (TI) in organic polyatomics. Other modifications
to γ that have been suggested include structure-based [47] alterations as well as
molecular orbital based alterations [48]. Figure9.4 schematically summarizes such
modifications.

As already noted, the ionization dynamics of an electron from an atom due to its
irradiation by strong optical fields is theoretically described in terms of either MPI
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Fig. 9.4 Schematic
depiction of various
modifications to the
KFR-ADK descriptions of
ionization processes induced
by strong optical fields (see
text). Here, me denotes the
electronic mass, Im is the
modified ionization energy
and HOMO represents the
highest occupied molecular
orbital

or TI. The boundary between these two ionization regimes is expressed in terms of
the adiabaticity—or Keldysh—parameter:

γ =
√

Ie
2Up

, (9.7)

which can be regarded simply as the ratio of the tunneling time to the half-optical
period. Here, Ie denotes the first ionization energy of the atom while Up is the
ponderomotive potential associated with the oscillating optical field. Experimentally,
variation of the laser intensity (or the nature of the atom) enables a range of γ-
values to be accessed and it now seems very well established that TI dominates the
electron ejection dynamics for small values of γ (
 1). Under these circumstances
the shape of the functional dependence of the energy of ionized electron is essentially
determined by the classical propagation of the electron in the oscillating optical field.
On the other hand, when γ assumes larger values (� 1), it is the multiphoton picture
that more adequately describes the ionization dynamics. Here, atomic resonances
and peaks in electron energy spectra that are due to above threshold ionization (ATI)
manifest themselves. It is probably fair to state that a reasonably robust theoretical
framework is now to hand which can be utilized to understand atomic ionization in
the γ 
 1 tunneling regime. However, corresponding theoretical clarity vis-a-vis
ionization dynamics in the multiphoton regime (γ � 1) is still lacking.

In order to deal with ionization dynamics in molecules (as opposed to atoms), a
simple working recipe has been put forward [46] that utilizes a modified, structure-
based γ-parameter in order to obviate the shortcomings of a zero-range potential that
is implicit in Keldysh’s original γ. A similar approach might need to be adopted to
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extend studies to molecules that are of biological relevance, including proteins. The
working recipe for small molecules comprises the following steps:

(i) Quantum chemistry is employed to carry out an ab initio geometry optimization
for the neutral molecule of interest in its ground electronic state.

(ii) This geometry is then used to compute the wavefunction of the singly charged
molecular ion.

(iii) On the basis of this wavefunction, an approximate rectangular potential well is
derived whose width corresponds to the distance between the classical turning
points within the potential; the depth of this rectangular well is made equal to
the lowest ionization energy of the neutral molecule.

(iv) Superimposed on this rectangular potential is the external, time-independent
potential that approximates the optical field that the molecule is irradiated with.

(v) The semi-classical Wentzel-Kramers-Brillouin (WKB) method is then utilized
to deduce the tunneling rate from this field-dressed potential and the resulting
tunneling frequency is used to derive a structure-modified Keldysh parameter.

Length-based γ-parameters have been applied to aromatic molecules like benzene,
naphthalene and anthracene, and it has been deduced [46] that tunnel ionization
requires much lower threshold values of optical field for molecules that possess
spatially extended electronic orbitals in comparison to the threshold required for
atoms of similar ionization energy. However, the situation is not totally clear as other
experiments conducted on a different set of polyatomic molecules [49, 50] have
yielded results that suggest the opposite: it is energetically more difficult to tunnel
ionize some polyatomicmolecules than atoms possessing similar values of ionization
energy! It is likely that cognizance has to be taken of how polarizable a molecule is
whenmaking comparisonswith atoms of similar ionization energy. The field-induced
polarization of delocalized electrons within some polyatomicmolecules would result
in dynamic shielding effects as far as external fields are concerned. Such shielding
may be expected to contribute additively to the intrinsic potential barrier, thusmaking
the escape of the active electron by tunneling through the barrier energetically more
demanding. Consequently, distinctly higher energy thresholdswould occur for tunnel
ionization of such molecules [51].

Inadequacies of a zero-range potential are a hurdle when one wishes to extend
theoretical considerations from atoms to molecular systems. But there may well be
another hurdle in extending an atomic theory to molecular ionization. Theoretical
approaches to atomic ionization in strong fields rely on a “single active electron”
picture: the applied field interacts with only one electron at a time. While this might
be adequate in dealing with atoms (it is probably also inadequate when one considers
multielectron atoms, likeXe), the electron dynamics that can occurwithin amolecular
potential may possibly present additional problems for theorists. In this context, note
that the limit γ 
 1 that defines the tunneling regime relates only to the tunneling
of a single electron though the potential barrier: it does not identify the adiabaticity
of the electronic response of a molecule.

Consider, by way of illustration, field ionization of alcohol molecules. These are
typical of linear molecules comprising C–H, C–O, and O–H bonds. Electrons that
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are associated with C–H bonds are known to be relatively unpolarizable. If one
takes alcohol molecules to be alkyl derivatives of water (the H-atom in water being
replaced by one or more CH3), we can take our cue from the electronic structure
of the ground electronic state of H2O: (1a1)2(2a1)2(1b2)2(3a1)2(1b1)2. The highest
occupied water orbital, 1b1, is almost a nearly pure 2p atomic orbital on oxygen and
oriented perpendicular to the molecular plane. It has nonbonding character. In the
case of alcohols, the highest occupied orbital retains its nonbonding character, but is
now found to be somewhat mixed with the π-orbitals of the alkyl group. From the
perspective of probing the efficacy, or otherwise, of the atomic KFR-ADK picture
in accounting for strong-field molecular ionization dynamics, we note that alcohol
molecules may simply be regarded as archetypal linear polyatomics of dimensions
that are modest vis-a-vis biological molecules.

By measuring the kinetic energies of the electrons ionized upon irradiation with
intense 800nm laser light [52], it has been found, somewhat unexpectedly, that the
electron ejection dynamics could be readily rationalized in terms of MPI and TI
by employing the conventional (unmodified) Keldysh parameter. Linear alcohols,
it would appear on the basis of electron spectroscopy results, seem to behave in
atom-like fashion even though they have a much extended spatial extent. Even more
unexpectedly, use of the length-modifiedKeldysh parameter yielded information that
was inconsistent with these electron spectroscopy results insofar as disentangling
the dynamics in the MPI and TI regimes was concerned [52]. These measurements
have been extended by using intense pulses of 400nm light. Here, the ponderomotive
potential experienced by the ionized electron is less than the energy of a single photon
and this aids the probing of the purely molecular facets of strong field dynamics [53].
However, here too it was discovered that the “atomic” Keldysh parameter suffices in
adequately describing the ionization dynamics. As in the case of 800nm light, here
too the use of a length-modified γ actually yielded inconsistencies with the observed
electron spectra.

It appears probable that electron spectroscopy will be a useful tool to distinguish
between and discern the transition between MPI and TI. We briefly discuss the
experimental signatures that are of primary importance. We do so with respect to
electron spectra measured with ethanol molecules.

We show in Fig. 9.5 some typical kinetic energy spectra of ionized electrons
that result upon irradiation of ethanol molecules by intense, 100 fs long pulses of
800nm light. By varying the peak laser intensity over the range 10–200TWcm−2 it
becomes possible to span the range of γ-values from 2 to 0.8. The most prominent
feature that stands out in these spectra is the peak structure attributable to ATI.
Each of the peaks in all the spectra are separated from its neighbouring peak by
a single photon energy—1.55eV for 800nm light. Of course these peaks originate
from the multiphoton ejection of an electron from the highest occupied molecular
orbital (HOMO) of each alcohol molecule, leaving the alcohol in its singly-charged
ionic form. Thus, in the case of ethanol, it requires a minimum of 8 photons for
ionization to occur. Additionally, the electron spectrum for ethanol also shows 9-,
10- and 11-photon ATI peaks, with similar behaviour being seen in all the other
alcohols for low values of γ. As values of γ decrease, the sharp ATI peaks become
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Fig. 9.5 Kinetic energy spectra of electrons ejected from ethanol (C2H5OH) upon irradiation by
100 fs long pulses of 800nm light. The numbers above the individual spectra indicate the value of
γ, the unmodified Keldysh parameter. γ-values could be tuned by varying the incident peak laser
intensity (I ) such that, for γ = 0.8, I = 140TWcm−2 while for γ = 2.0, I = 23TWcm−2.
The structure observed at larger values of γ (in the multiphoton ionization regime) are peaks due
to ATI—above threshold ionization—wherein the ejected electron continues to absorb individual
800nm photons even when it is in the ionization continuum. This structure is “washed” out as the
tunneling regime is approached. Similar behaviour has also been seen in other alcohols [53]

less pronounced, finally givingway to featureless spectra asγ approaches unitywhen,
according to Keldysh’s original formulation, ionization is essentially by tunneling.
This trend validates the conjecture [52] that the transition from structured electron
kinetic energy spectrum into a featureless one might be regarded a good signature
of the ionization regime accessed for a given set of experimental conditions (like
laser wavelength, peak laser intensity, and the zero-field ionization energy of the
irradiated species). The overall morphology of each of the electron spectra shown in
Fig. 9.5 is, indeed, in consonance with what one would expect from the conventional
Keldysh picture and the KFR-ADK model, without recourse to any length-based or
structure-based modifications.

This certainly augers well as far as future extensions of these approaches to pro-
teins and other biological entities are concerned.
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Chapter 10
Mimicking Ultrafast Biological Systems

Abstract This chapter explores ultrafast photonic functionalities of certain proteins
in plants and higher organisms and their potential role in designing new devices that
mimic natural systems possessing quantum-enhanced efficiency and adaptability.
The importance of quantum effects in these functionalities has recently been revealed
by ultrafast spectroscopy. We discuss the role of ultrafast biophotonics in developing
biomimetic devices whose quantum properties can be “engineered” for applications
in light-harvesting, solar energy conversion, magnetic field sensing, photonic devices
and single-biomolecular electronics.

10.1 Introduction

Evolutionary pressures have ensured that all living organisms evolve increasingly
well-adapted structures. Such structures, whose development has occurred over geo-
logical timescales, are beginning to inspire new technologies; they have also started
to enable developments in the emerging fields of biomimetics and bionics. These are
areas in which biology-inspired solutions are sought at nano- as well as macro-scales
to solve engineering challenges, such as development of systems and processes that
possess high-efficiency and environmental adaptability along with self-regulating
and self-healing abilities [1]. Such a biomimetic perspective requires the develop-
ment of an approach to fabricate artificial systems that possess the capability to
mimic all or part of a biological system [1]. Bio-inspired displays (photonic crys-
tals mimicking butterfly wings), adhesives (velcro tapes mimicking multiply hooked
structures of seeds and fruits), and water repellant surfaces (microstructures mim-
icking lotus leaves and petals) are amongst already-known examples of biomimetic
technologies.

It is now well established that quantum effects can lead to enhanced performance,
unattainable by purely classical systems, in tasks such as metrology [2], comput-
ing [3], and communication [4]. As discussed in earlier chapters (Chaps. 7, 8 and 9),
there is now a compelling body of experimental evidence to suggest that quantum
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processes are also critical to understanding the functional dynamics of some bio-
logical systems [5–10]. What opportunities do these observations and understanding
offer for the development of ultrafast artificial systems that succeed in mimicking
their natural counterparts? An important question in ultrafast biophotonics, thus,
is whether it is possible to incorporate quantum effects into bio-inspired synthetic
systems in order to develop devices that possess quantum-enhanced functionality.
Amongst several intriguing future directions for biomimetic technologies that rely on
an understanding of quantum effects in ultrafast biophotonics are light-harvesting,
energy transfer, information processing, single-biomolecular devices, and several
sensing applications of, for example, light and weak magnetic fields. Exploration of
such applications and the development of superior materials/devices holds out the
concomitant promise of achieving greater understanding, at a fundamental level, of
the role of quantum mechanics in ultrafast biophotonics.

In this chapter, we focus on the opportunities presented to biomimetic technolo-
gies by natural light-harvesting, charge transfer as well as radical pair production
and tunneling mechanisms discussed in Chaps. 7, 8 and 9. Some other directions,
like all-optical switching and single-biomolecular electronics, are also included. We
briefly present motivations for pursuing these directions, discuss some of the poten-
tial candidate architectures, and challenges that need to be overcome in order to be
able to realize such applications.

10.2 Biomimetic Technologies for Novel Light-Harvesting

Most of the existing, artificial photovoltaic devices are based on large hybrid material
domains that serve both as light-harvesting component as well as for transporting
charge carriers [11–13]. A reason for this is that although remarkable and complex
chemical architectures can now be synthesized, their assembly into macroscopic
structures remains rather poorly and imprecisely controlled. On the other hand, nat-
ural systems addressing similar challenges are generally precisely self-assembled,
highly efficient and remarkably photostable. As discussed in Chap.7, the operation of
the natural photosynthetic apparatus is fascinating owing to its usually complex but
precise structure and the physical principles underlying its function [5–10]. Various
protein units perform specialized and synchronized tasks, such as light-harvesting,
short- and long-range charge separation, extraction of electrons from water, and so
on. These processes are regulated by robust environment-dependent feedback and
control loops [8, 14]. A key challenge in biomemetics, thus, is to learn how to con-
struct artificialmolecular devices that enable the harvesting of sunlight, and the use of
such devices either for direct electric power generation (the photovoltaic approach)
or to drive fuel-producing photochemical reactions (the photosynthetic approach)
[11–13]. The recent observation of room temperature electronic quantum coherence,
that is, the oscillatory motion of delocalized electronic wavefuctions and associ-
ated theoretical development, induced a paradigm shift in understanding the pri-
mary energy and charge-transfer processes in photosynthetic bacteria and in higher
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plants [5–10]. A fascinating, but so far unexplored, perspective would be to exploit
such quantum coherence effects in artificial photosynthetic/photovoltaic systems to
improve their performance.

Significant research efforts are presently aimed at developing artificial light-
harvesting complexes (LHCs) consisting of organized assemblies of pigments and
proteins; these constitute an alternative to conventional solar cell technologies [9,
15–19]. Within the framework of such tailored environments, quantum coherence
could provide an additional functionality in facilitating energy transport through
complex pigment-protein structures [20, 21]. This can be explored by systematic
investigations of various pigment-protein configurations, with controlled distances
and relative orientation, which govern the coupling between individual constituents,
a primary factor in determining the extent of quantum coherence. However, fabrica-
tion of a complete artificial device, for example, a solar cell, also requires extremely
challenging integration of other components, like catalysts and redox reaction steps
leading to energy conversion. More diverse and feasible directions open up when
attention is focused only on mimicking the enhanced light-harvesting or charge-
separation functionalities of natural LHCs rather than a complete photosynthetic
system [9, 15–19].

One promising direction is tomimic the extraordinary ability of somenatural light-
harvesting antenna complexes, such as those in green sulphur bacteria, to function
under very low light conditions prevailing in deep oceans, where there is an average
photon flux of only one photon every 8h [22]. Apart from possible integration into an
efficient photovoltaic device, such an artificial assembly might also work as a single-
photon detector with ultra-high sensitivity [9]. Along with the enhanced energy
absorption and conversion functionalities, natural LHCs also have several defence
mechanisms to regulate energy absorption and transfer by protecting against photo-
and/or oxidation-damage [23]. The current organic photovoltaics sorely lack such
regulatory and protective mechanisms, limiting their widespread usage [24]. Hence,
mimicking the regulatorymechanisms of natural complexes can lead to several unex-
plored possibilities in developing stable organic photovoltaics. Another potential
direction to pursue is to extend the spectral range of operation of biomimetic systems
from visible to far-infrared wavelengths, by incorporating different pigments [17].
Even though established inorganic and/or organic semiconductor technologies and
devices for low light detection and energy conversion are already commercially avail-
able, a biomimetic light-harvesting devices can offer several advantages in terms of
sensitivity, broadband ultrafast response, photostability, room temperature opera-
tion with low noise and high quantum efficiency, smaller footprint, environmental
friendliness and reduced cost [9]. Therefore, over the past two decades, considerable
effort has been focused on developing various biomimetic technologies (schemat-
ically depicted in Fig. 10.1) possessing 100% efficiency in energy transfer, charge
separation and photostability [19]. However, to date, no approach has been suc-
cessful in integrating all these properties in a single device. This is not surprising
because mimicking the entire natural photosynthetic system is a formidable task.
From light capture to conversion, photosynthesis involves numerous delicately bal-
anced reactions and excited states in proteins that are vulnerable to heat dissipation.
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Fig. 10.1 Schematics of the one-step (top) and two-step (bottom) biomimetic artificial photosyn-
thesis processes. The light-induced charge-separation between donor and acceptor is achieved by
replacing natural photosynthetic componentswith synthesized chromophores,molecular aggregates
and functionalized virus proteins

Designing, synthesizing and integrating precisely controlled nanostructures capable
of regulating or inhibiting dissipation channels is one of the most challenging fields
in contemporary synthetic chemistry.

The simplest way to benefit from the extraordinary capabilities of natural LHCs is
to directly incorporate them into a charge collection device that extracts the charge-
separated electrons or the photocurrent. These electrons then constitute the detection
signal for light sensors or the electrical current in a photovoltaic. This approach has
the potential to preserve all the quantum properties of the natural LHCs and was,
in fact, first explored by J.C. Bose in the early 1900s. The field of modern “fast”
biophotonics, seeking quantitative insights into underlying mechanisms at the mole-
cular level, began in 1932 with publication of the Emerson and Arnold experiments
that probed the kinetics and molecular mechanisms of photosynthesis using flashing
light [25, 26]. A key finding of the experiments was that 2480 chlorophyll molecules
were used for the reduction of one molecule of carbon dioxide per flash of light.
This work led directly to the discovery of light-harvesting photosynthetic antennas,
which resonates down to our day in the form of ultrafast laser spectroscopy studies on
energy migration and conversion in photosynthetic antennas. In this approach, great
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care needs to be exercised to ensure that the functioning of the LHCs is not adversely
affected upon integration into a foreign solid-state environment. Such integration of
a natural LHC into a solid-state electron collection device has been accomplished
by only a few research groups [27, 28]. They have also succeeded in estimating the
internal quantum efficiency of∼12%with predicted increase to∼20% by improved
integration. The limiting factor in this approach is that very little light is absorbed
by the thin monolayer of self-assembled LHCs. Recently, bio-hybrid devices formed
by electro-spraying columnar chlorosome structures onto dye-coated surfaces, or
by weakly attaching them to electrodes, have yielded encouraging results. Several
other studies have focused on the controlled placement and immobilization of nat-
ural LHCs onto solid surfaces by complex surface lithography and functionalization
techniques [29–31]. A commonly used technique is to form self-assembled mono-
layers on gold or glass substrates and then to selectively chemically modify them to
resist or attract other LHC proteins.

In general, molecular aggregation and Frenkel excitons have been recognized
as useful theoretical frameworks for describing, and imitating, many natural pho-
tosynthetic LHCs [32–35]. Molecular J-aggregates formed by several types of dye
molecules also exhibit similar delocalized collective Frenkel excitons and, hence, are
considered as potential candidates for mimicking LHCs [32, 33, 36]. J-aggregates
posses unique collective optical properties wherein their optical response is fun-
damentally different from that of the individual dye molecules. Structural studies
carried out on natural LHCs show that their highly efficient antennas potentially
consist of cylindrically-shaped aggregates containing several hundred thousand bac-
teriochlorophyll molecules [5, 7–9, 37]. This has inspired further investigations of
light-matter interaction in various artificial π-conjugated molecules and fullerene
derivatives that self-assemble to form supramolecular systems acting as either light-
harvesting antenna or a reaction centre [38]. Additionally, attempts have been made
to produce syntheticmolecular aggregates for light-harvesting and energy conversion
over a broad range of wavelengths [39–43]. In these systems, the energy conversion
generally occurs on ultrafast, femto- to pico-second timescales and was thought to
involve incoherent electron transfer processes [32, 33, 35, 44–46]. However, as is
discussed in the following, ultrafast studies have highlighted the role of correlated
oscillatory motion of electrons and nuclei (vibronic coherence) in charge separation
and transfer processes in biomimetic supramolecular reaction centres [20, 21].

An alternative approach to overcoming the design and synthesis challenges is to
turn to another natural complex: protein self-assembly [9, 47]. Protein self-assembly
is a ubiquitous biological process that occurs at all length scales and with a wide
range of structural motifs (sheets, ribbons, helices). Some of the best understood
protein self-assembly processes occur in viruses where viral proteins protecting the
genetic material self-assemble into a variety of shapes. Self-assembled viral proteins
can provide a rigid scaffold for guiding and organizing other molecules. The use of
viruses to perform such templated self-assembly has been demonstrated with syn-
thesis of structures for battery technologies [48, 49], targeted drug delivery [50],
and for synthesis of artificial light harvesting pigment-protein complexes [51–53].
A favoured virus scaffold used for templating [54] is the tobacco mosaic virus
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(TMV). It is particularly appealing for mimicking natural LHCs due to its cylindri-
cal and disc-like geometries [55], closely resembling the natural antenna complex.
For light-harvesting applications, the TMV protein is selectively functionalized to
facilitate covalent attachment of a wide variety of commercially available chro-
mophores, which in turn mimic donors and acceptors of natural LHCs and produce
energetic landscapes for funnelling photon energy. Using such techniques, efficient
and robust light-harvesting behaviour has already been demonstrated, with broad
spectrum absorption and up to 90% energy transfer efficiency [51, 52, 56, 57].
Another virus that has been used to template structures with potential for light-
harvesting is the M13 bacteriophage [53].

Instead of virus proteins, engineered maquette proteins can also mimick LHCs
[58]. These are functionalized self-assembled protein scaffolds designed from scratch
to ensure the simplest structure for a given functional task. Like synthetic chemistry,
this is a synthetic biology approach that employs iterative and reversible design steps,
but the assemblies in general are non-biomimetic. Specific maquette proteins with
electron [59] or oxygen transport [60] capabilities have already been demonstrated.
A major advantage of protein based light-harvesting structures is their tunability [9].
Chromophore types, densities and orientations can, in principle, be varied and/or
adjusted to achieve a desired response for a wide range of applications. Under-
standing the fundamental trade-offs between different functionalities and developing
rational design strategies are essential for fabricating customized devices to collect
or sense electromagnetic radiation under diverse conditions. Although the assembled
structures of the TMV and several other proteins are well understood, the assembled
state after attachment of chromophores is far less known. Detailed structural and
dynamical analysis of such assemblies can be performed using electron microscopy
techniques (Chap. 3). As with direct molecular aggregates and other approaches,
no virus- or maquette-templated assembly of chromophores has, as yet, been inte-
grated into a photovoltaic or a photon-sensing device. However, the incorporation
of quantum coherence as an essential characteristic in such natural or engineered
protein assemblies may provide additional opportunities for achieving improved
light-harvesting or sensing capabilities in an integrated device.

10.3 Quantum Coherence in an Artificial Reaction Centre

Blends of conjugatedpolymers and fullerenederivatives are prototypical organic pho-
tovoltaicmaterials and potential biomimetic devices formimicking natural LHCs and
their reaction centres. Experiments have shown that the primary charge-generation
mechanism in this class of organic photovoltaics involves a light-induced, ultrafast
electron transfer from the light-absorbing and electron-donating polymer (equivalent
to a chromophore or a pigment) to the fullerene electron acceptor [35, 61, 62]. The
currently accepted model for their basic working principle in an organic hetero-
junction device includes elementary steps like photon absorption by the polymer,
generation of Coulomb-bound electron-hole pair (generally Frenkel excitons) in the

http://dx.doi.org/10.1007/978-3-319-39614-9_3
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Fig. 10.2 a Structure of the carotene-porphyrin-fullerene triad, one of the supramolecules used
for fabricating biomimetic photovoltaic devices. b Schematic of a biomimetic solar cell comprising
chromophores and carbon nanotubes. As in a natural reaction centre, charge separation and transport
in such conjugated polymer systems involve quantum dynamics and vibronic coherence between
donor and acceptor molecules. c Due to coherent coupling, unlike the unidirectional incoherent
transfer, the charge oscillates between the donor and the acceptor before being finally transferred
to the acceptor

donor phase, exciton diffusion to the donor/acceptor interface, charge separation
or dissociation of exciton at the interface and transfer of free charges to the elec-
trodes [61–63]. So far, the photocurrent generation in this class ofmaterials is believed
to mainly involve incoherent transfer processes occurring on pico- to femto-second
timescale [35, 64–66].

Recently, ultrafast spectroscopic measurements were performed to elucidate the
role of quantum dynamics and vibronic coherence in primary charge separation
and transfer processes in artificial light-harvesting by polymer-fullerene blends
at room temperature [20, 21]. As discussed in Chap.7, quantum coherence and
vibronic modes play a key role in high efficiency quantum mechanical energy
and charge transfer processes in photosynthesis [5–10]. Dynamical studies have
been carried out on the photoexcited supramolecular carotene-porphyrin-fullerene
triad (Fig. 10.2a) and on conjugated polymer-fullerene derivative blended films
(poly-3-hexylthiophene-[6,6]-phenyl-C61 butyric acid methyl ester, P3HT:PCBM
blended films). A supramolecular carotene-porphyrin-fullerene triad is expected to
be more photostable than a simpler porphyrin/fullerene dyad because of the protec-
tive role of the carotene in suppressing photobleaching, as in natural reaction centres
[20, 21]. The supramolecules consist of a porphyrin/polymer ring as the primary
light absorber, a fullerene as an electron acceptor and a carotene group serving as
a hole stabilizer. These prototypical materials, depicted in Fig. 10.2a, b, act as bio-
mimetic artificial reaction centres and exhibit typical power conversion efficiencies
of ∼5–10% [67–69].

http://dx.doi.org/10.1007/978-3-319-39614-9_7
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From extensive and careful experimental and theoretical investigations, it seems
established that photoexcitation of the porphyrin triggers an ultrafast electron trans-
fer to the fullerene with a charge-separation yield of up to ∼95% [70]. Subsequent
electron transfer and charge separation occurs on a picosecond timescale whereas
the relaxation to the ground state is a slow mechanism occurring on microsecond
timescales [71]. Though the timescales and the major steps involved in photocurrent
generation are known, the ultrafast microscopic mechanisms underlying the pri-
mary charge-transfer could not be unveiled due to insufficient time resolution. Only
very recently high-time resolution spectroscopy experiments demonstrated coherent
vibrational motion of the acceptor (fullerene) molecule, on a few tens of femtosec-
ond times, upon impulsive excitation of the donor (porphyrin or polymer) molecule
[20, 21]. Comparison with theoretical simulations suggests coherent vibronic cou-
pling between electronic and nuclear degrees of freedom and the resulting correlated
oscillatory motion of the wavepackets, as occurring in natural reaction centres, is the
primary driving mechanism that triggers charge delocalization and transfer in these
prototypical systems.

A consistent and general picture of the elementary photoinduced charge-transfer
process in the P3HT:PCBM blend emerges from detailed experimental and theoret-
ical studies [21]. Optical excitation locally creates an electron-hole pair on the poly-
mer moiety. The strong vibronic coupling between electronic and nuclear degrees of
freedom promotes a delocalization of the optically excited electronic wave packet
across the interface. Both the electronic density and the nuclei display correlated
oscillations on the same timescales, essential for ultrafast charge transfer from donor
to acceptor. The observation of coherent electron-nuclear motion in a non-covalently
bound complex, averaging over a macroscopic ensemble of P3HT:PCBM moieties
with variable environment and interfaces, is strong evidence for the dominant role of
quantum coherences in the early stages of the charge transfer dynamics in this class
of organic photovoltaic materials [20, 21].

An optical excitation locally launches an electron-hole pair wavepacket onto the
excited state surface of the absorber. The strong vibronic coupling between electronic
and nuclear degrees of freedom induces delocalization of this wavepacket across the
interface via coherent nuclear motion of the carbon backbone [20, 21]. Unlike the
unidirectional incoherent transfer, the charge oscillates between the absorber and
the acceptor with a period of a few tens of femtoseconds (schematically depicted
in Fig. 10.2c). The transient charge generation on the acceptor leads to gradual
rearrangement of the molecular geometry and a concomitant time-dependent change
of the acceptor potential energy surface that helps stabilize the charge accumulation.
Theoretical simulations have shown that the vibrational degrees of freedomare essen-
tial for charge separation and transfer.Clampingof either donor or acceptormolecules
does not result in any charge transfer to the fullerene moiety. Hence, it is the coherent
motion of strongly coupled electrons and ions that drives the charge separation, while
the surrounding environment apparently plays a less important role [70], in contrast
with photosynthesis. As the reader can imagine, the probability for charge transfer
is also large whenever the polymer and fullerene molecules are transiently brought
into resonance. Taken together, the experimental and theoretical results imply that
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not only the geometric orientation and electronic structure of a photovoltaic mate-
rial but also the flexibility of its molecular structure (governed by donor-acceptor
linking groups) are important for optimizing the performance of biomimetic photo-
voltaic devices [20, 21]. It would be interesting to explore optimization of vibronic
coupling in developing more efficient and photostable organic photovoltaic mate-
rials. Though found to be less affected by the environment, introducing coupling
to the surrounding, for example to the polarity of the solvent or the matrix, might
provide environment-assisted charge separation and transport, making these devices
adaptive to different illumination conditions. It would also be interesting to carry out
structural investigations of these supramolecules using time resolved X-ray and/or
electron diffraction techniques [7–9], to obtain information about light-induced ultra-
fast molecular rearrangements of the type that have already been observed in isolated
molecules in gas-phase experiments with intense, few-cycle laser pulses [72–74].

10.4 Biomimetic Magnetic Field Sensors

As discussed in Chap. 8, birds navigate by exploiting the quantum-mechanical evo-
lution of photoexcited radical pairs, a process that is dependent on the latitude-
dependent inclination of the Earth’s magnetic field [8, 75–80]. Although a definitive
mechanism of this radical pair production and evolution remains unknown, it can
be used to develop artificial devices for magnetometry [81]. Though magnetometry
is a well-developed field [82], and many magnetic field sensors are commercially
available, there is still a need to develop low-cost, reliable weak magnetic field sen-
sors operating at room temperature. The most sensitive detector of a DC, or low
frequency, magnetic field, is a quantum mechanical Josephson effect based SQUID
magnetometer which can detect fields of ∼10−14 T; but this needs cooling to cryo-
genic temperatures and has a slow response time. Nanoscale magnetometers relying
onmanipulating quantummechanical spin coherence have recently been constructed
using nitrogen-vacancy centres in diamond [83, 84]. Since magnetic field is a vec-
tor quantity, a magnetic field sensor should provide information about the overall
strength as well as the field direction. However, the latter task—of determining a field
direction—is typically more challenging. Though remarkable quantum mechanical
SQUID-based magnetic field sensors are already commercially available [82], an
ultrafast, nanoscale, low-cost, reliable, room temperature biomimetic magnetic field
sensor—or a chemical compass—remains on the wish list.

There are several theoretical and simulation studies demonstrating the radical pair
mechanism for detecting weak magnetic fields [81]. However, experimental realiza-
tion remains to be achieved. Proof-of-principle experiments for demonstrating sensi-
tivity of a photo-activated radical pair reaction in artificialmolecules to themagnitude
and direction ofweakmagnetic fields have been reported [85, 86]. Themolecule used
in these experiments [20] is, helpfully for our discussion of artificial light-harvesting
applications, a carotene-porphyrin-fullerene triad (Fig. 10.2a). Figure10.3 shows a
schematic of the set-up used; the orientation of the triad was fixed by immobilizing

http://dx.doi.org/10.1007/978-3-319-39614-9_8


188 10 Mimicking Ultrafast Biological Systems

Fig. 10.3 Schematic of the experimental arrangement (top) used to measure the anisotropy of the
magnetic field dependence of carotene-porphyrin-fullerene triad dynamics (see text). An anisotropic
magnetic fieldwas generated in the x–y plane by two pairs of Helmholtz coils. The triad, represented
by the red arrow, was immobilized in a liquid crystal matrix with its axis parallel to the x-direction.
The pump and probe pulses were also polarized in the horizontal (x–y) plane. The relaxation time
of the photochemically formed radical pair, measured using pump-probe spectroscopy, exhibits a
periodic variation as a function of angle θ (bottom), reflecting the magnetic field anisotropy. Such
field dependent variation in the photochemically generated radical pair lifetime can be exploited as
a biomimetic chemical compass, sensitive to the magnitude and direction of the magnetic field

it in the nematic phase of a liquid crystal [85]. Upon green-light irradiation, the
triad generates a delocalized exciton-hole pair (Frenkel exciton) extending over the
entire extent of the supramolecule [32–35]. The magnetic field dependence of the
sub-microsecond recombination rate of this radical pair state, recorded via transient
absorption measurements at 113 K, demonstrated a high sensitivity towards mag-
netic field strength and direction, being able to detect field magnitude variations
down to ∼50 µT, and directional variations down to mT [85]. A greater sensitivity,
faster response times and higher operation temperatures are expected with better
optimization of the molecular composition of the chemical compass. For compari-
son, the magnitude of the Earth’s magnetic field varies between ∼20 and ∼50 µT.
The main question to be addressed for the development of such biomimetic mag-
netic sensors is the optimization of the molecular structure for the generation of the
photoexcited radical pair. The photoreceptor that hosts the radical pair mechanism
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in birds is the cryptochrome flavoprotein [8, 75–80]. It would be interesting to try
this structure, or its variants, for radical pair production. The desirable factors for
this purpose include a molecular structure supporting sufficiently small separation
between the photoexcited radical pair, optimum radical pair relaxation time and its
magnetic environment [79, 86–88]. The radical pair lifetime should be long enough
for the weakmagnetic field to affect coherent recombination dynamics, but should be
short compared to other incoherent spin relaxation dynamics which are insensitive
to magnetic field effects. Some designs to introduce magnetic nanostructures which
not only immobilize the chemical compass but also enhance the field sensitivity
and optimize the recombination rate have already been proposed [89]. Fabrication
of a prototypical quantum mechanical magnetic compass is still an open field and
highlights the need for a systematic study of molecular structures, efficient radical
pair production and its dynamics. Real-time visualization of structural reorientation
of molecular structure caused by the magnetic field will be important in optimizing
device architecture.

10.5 Biomimetic Bacteriorhodopsin Devices

As noted in earlier chapters, biological systems evolve a variety of functionalities that
provide comparative advantages. In Chaps. 7 and 8, we have come across a relatively
rare class of photochromic proteins designed to convert light stimuli into a physio-
logical signal. One such light-conversion mechanism is that of isomerization (trans
to cis or cis to trans) of a carbon-carbon double bond in an extended conjugated chro-
mophore system, that ultimately leads to a biological response [90, 91]. As already
noted, these photochromic proteins play a key role in photosynthesis, magnetore-
ception, and in visual perception. Due to their importance, numerous studies have
been undertaken to elucidate their structure, optical response, and the mechanisms
of how light energy is converted into chemical energy or into physiological signals
[8, 90]. In several cases, the microscopic mechanisms have been found to occur on
ultrafast timescale and involve quantum mechanical processes [90–93]. One of the
best known biological photoreceptors is the rhodopsin molecule with its retinal chro-
mophore (Chap.8) that is responsible for the triggering vision. Microbial rhodopsins
present in various unicellular organisms have similar functionality, but they carry
out two distinctly different functions: light-driven ion transport and photosensory
signalling that controls swimming [90]. A rather simple representative of the class
of microbial rhodopsins, bacteriorhodopsin (bR), was discovered about four decades
ago [94]. It is a highly stable light-activated proton pump produced by halobacte-
ria and is the key protein for photosynthetic capabilities in halobacteria. bR is one
of the most studied proteins for use in bioelectronic and biomimetic devices [95–
97]. Soon after its discovery, proposals for biomimetic photochromic applications
of bR in all-optical switching, three-dimensional optical memories, real-time holo-
graphic processors and artificial retinas, were explored [95, 96, 98–103]. Though
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most ultrafast studies have been performed on bR, the results are also applicable to
other rhodopsins because of structural and functional similarities.

An important question for biomimetic applications is: whatmakes bR so attractive
over other proteins and conventional inorganic or organic photochromic materials?
The key to the answer lies in the physical mechanisms of bR, which are under-
stood on a molecular level, and are used as genetic tools to redesign the protein
[95, 96]. Several investigations have shown that even naturally occurring bRhas quite
attractive properties: unlike in photosynthesis, only a single bR molecule is needed
to convert light energy into chemical energy [104, 105]. For photochromic applica-
tions, its photosensitivity and photostability are far better than synthetic materials.
It occurs as a two dimensional crystal structure, which is extremely stable against
chemical and thermal degradation; it can also be modified to a large extent, thereby
serving as a platform for a whole new class of materials [95, 96]. These character-
istics make bR not only an attractive candidate for biomimetic applications but also
for investigations of other biomaterials.

The bR protein, comprising seven transmembrane alpha helices, is arranged in a
two-dimensional hexagonal lattice of trimers in a lipid bilayer that is often referred
to as the purple membrane [106–109]. The inherent stability of the semi-crystalline
matrix allows the protein to survive and remain functionally active in the most
extremeenvironments.Whenenvironmental oxygenbecomes scarce anddrops below
a level necessary to sustain oxidative phosphorylation, the bacteria express bR to gen-
erate energy via photosynthesis [109]. The absorption of a photon by the retinal chro-
mophore of bR is one of the most efficient and stable photochemical reactions found
in nature [110, 111], with a quantum efficiency of 65% for the primary step [112].
After decades of research, the photocyclic mechanism of proton pumping of bR is
well characterized and several models have been proposed to explain its complex
photocycle, made up of a series of transient photochemical and conformational inter-
mediates [113–116]. The primary light-absorbing moiety of bR is an all-trans retinal
chromophore that is bound to the protein via a protonated base linkage. Absorption
of light by the retinal chromophore causes it to isomerize (all-trans to 13-cis for bR
and 11-cis to all-trans for rhodopsin). Only the first step of the entire bR photocycle
is light driven; all the other steps are dark reactions [90]. Ultrafast studies on bR
and rhodopsin, with high time resolution, have identified several spectroscopic inter-
mediates preceding the first stable photoproduct [92, 93]: isomerization in bR is,
indeed, very fast (200–500 fs) and can be a potential candidate for applications in
ultrafast biophotonics [95, 96]. The basic molecular functions of the bR photocy-
cle and their corresponding physical effects are schematically shown in Fig. 10.4.
The light-driven isomerization is followed immediately by a charge separation and
proton transport step accounting for the photoelectric properties of bR. The charge
transport through the molecule requires deprotonation and re-protonation of the base
linkage in the photochromic group, causing a shift in the absorption maximum of
more than 150 nm. Most of the intermediate states of the bR photocycle are charac-
terized by unique optical and proton transport properties making it promising for a
wide range of biomimetic applications like photochromic optical recording, artificial
photosynthesis and seawater desalination [95, 96].
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Fig. 10.4 Basic molecular functions of the bacteriorhodopsin (bR) photocycle. Only the first step
of the entire cycle, involving all-trans to 13-cis isomerization, is light-driven and occurs on fem-
tosecond timescales; others are “dark” reactions that occur on slower timescales. The isomerization
is accompanied by proton transport and a charge separation step on the picosecond timescale. After
about 50µs the deprotonation of the Schiff base leads to the main photochromic shift during the
photocycle. The proton as well as energy transport are completed on the millisecond timescale.
Each step of the photocycle can be used to develop biomimetic devices for chemical information
processing at the molecular or supramolecular level

bR has emerged as one of the most rigorously investigated biomaterial for use
in electronic applications, culminating in the development of numerous prototype
devices that include Fourier transform holographic associative processors, three-
dimensional optical memories, optical bistability and switching, ultrafast light detec-
tion, biosensors and photovoltaic cells [95–97, 117]. Its domain of applications
include encoding, manipulation and retrieval of the chemical information at the
molecular or supramolecular level. Recent advances in genetic engineering and
directed evolution have further helped in optimizing these protein-based devices and
enhancing the potential of bR-based technology. An interesting application of bR in
biomedical devices is that of protein-based retinal prosthesis for patients suffering
from retinal degenerative diseases such as age-related macular degeneration and
retinitis pigmentosa. The proposed retinal implant mimics the light-absorbing capa-
bilities of the homologous native visual pigments simulating the neural network of
the damaged retina [118]. Apart from device applications, bR is also used as a model
system for studying and optimization of optical, electronic, thermal and electronic
properties of other engineered biomaterials [95].

Though naturally-occurring bR has many interesting properties, it cannot be
regarded as an optimized molecule for use in artificial devices [95, 96]. In its native
state, this protein does not function efficiently for a branched and/or partial photo-
cycle. Recent advancements in genetic engineering, particularly directed evolution,
allows for stepwise manipulation of the properties of natural proteins, promoting
their use in nanotechnology [119, 120]. Similar optimization of bR for a synthetic
environment requires enhancing properties of the protein, which are either irrelevant
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or non-essential for biological function, and suppressing those which are essential
in the natural environment. Although researchers are actively studying the structural
properties and intramolecular interactions relevant to bR, many of these mechanisms
still remain unknown [95, 96]. Hence, despite having access to advanced nanotech-
nology and rigorous theoretical models, it is very challenging to predict an ideal
protein structure for a specific application. More extensive experimental investiga-
tions to determine protein structure as well as its ultrafast dynamics and theoretical
modeling are needed in order to make protein based biomimetic devices commer-
cially viable.

10.6 Biomolecular Electronics

Molecular electronics is at the heart of nanoscience [121–124]. Molecules are intrin-
sically quantum mechanical and, consequently, molecular devices exhibit character-
istics that cannot be achieved by conventional classical devices. Organic molecules
have now been successfully incorporated in electronics in the form of organic light-
emitting diodes and inmolecule-based photovoltaics, but the practical use of a single-
molecule as a “molecular transistor” remains elusive. ThoughDNA-basedfield-effect
transistors have been proposed and demonstrated [125–127], a biomimetic single
molecule transistor remains a challenge; most attempts have aimed at replicating
the functionality of a semiconductor transistor with a single organic molecule [128].
Another major challenge is to interface molecules with metallic leads. Carbon-based
electrodes seem to be a promising approach, because in this case the molecules and
electrodes are of the same material and, hence, carbon-carbon bonds will consider-
ably reduce electronic mismatch at the junction interface. To this end, cage macro-
molecular structures or supramolecular aggregates are potential candidates. Driven
by recent breakthroughs in both experiment and theory, single-molecule junctions
are emerging as novel ensemble platforms for understanding electronic structure and
function at metal-molecular interfaces. New and exciting phenomena—such as ther-
moelectric effects, mechanical switching, quantum interference and spin filtering—
have been reported at the single-molecule level. Biological macromolecules have,
over millions of years, evolved into structures that are primed for both specific sur-
face recognition and directional electron tunneling.Aswe have seen, the redox-active
centres of metalloproteins like myoglobin play a central role in respiration, photo-
synthesis, magneto-reception, and vision [129, 130]. Together with recent advances
in molecular manipulation and lithographic fabrication, understanding of the protein
functionalities has led to the point where bioelectronic devices can be designed and
fabricated with good levels of reproducibility [131].

The efficiency with which some of the metalloproteins mediate ultrafast elec-
tron tunnelling is a key to sustaining processes like respiration [129, 130]. Electron-
transfer reactions between donor and acceptor structures (typically both redox-active
sites) separated by distances well beyond van der Waals interactions are common
in nature [59, 132]. Here, the transfer process, as discussed in Chap.9, is usually
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Fig. 10.5 a Schematic of a single-biomolecular junction diode. The symmetric biomolecule (top)
allows for two-way current, acting as a resistor, whereas the asymmetrical biomolecule (bottom)
permits current in one direction only, thereby acting as a single-molecule diode. The device can be
switched between the two states by applying an ultrashort light pulse of appropriate wavelength.
b Schematic of a single-biomolecular tunneling transistor. Electron tunneling from source to drain
via a biomolecule, like a metalloprotein, is controlled by an ultrashort optical or electronic gate
pulse

non-adiabatic with the barrier potential being much larger than thermal energy at
room temperature. The weak electronic coupling is mediated by the potential energy
landscape of the intervening medium. The coupling reduces exponentially with dis-
tance between the acceptor and donor molecules. Metalloproteins offer several spe-
cific advantages over other organic molecules in fabrication of tunnel junctions. In
particular, these proteins are specifically designed to facilitate efficient electron tun-
neling and their primary role in the natural environment is in electron-transfer [133].
Thus, their intrinsic structural properties make them interesting potential candi-
dates for pursuing biomolecular electronics and biomolecular computing [134–136].
Schematics of the typical single-biomolecular junction device [121, 122] are shown
in Fig. 10.5. Some of the metalloproteins have redox-active metal centres which pro-
vide a mechanism for the molecular electronic structure to be switched (changing
the oxidation state of the transition metal centre) by an external optical or electronic
“gate” [137]. In many cases, the metal component of these metalloproteins can be
substituted with negligible change in geometric structure, facilitating examination of
the precise role of the metal centre. Finally, like many biomolecules, these proteins
exhibit interfacial recognition characteristics that may be optimized through genetic
engineering for developing highly efficient sensors [122, 131, 137].

Though many synthetic molecules have been proposed for molecular
electronics [122, 137], developments in this field have met with limited success due
to the inherent complexity of synthesizing precise molecular networks. However,
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such synthetic chemistry related problems may be more easily addressed by utiliza-
tion of biomolecular systems. Another field of biomolecular electronics has, until
very recently, been largely dominated by harnessing the molecular transport prop-
erties of the DNA molecule [131]. Due to its complex structure, reliable transport
measurements have proved to be challenging although evidence for metallic, semi-
conducting and insulating behaviour has begun to be reported [138–142]. A DNA
field effect transistor has been demonstrated for applications in biosensing and infor-
mation processing [125–127]. Recent developments in the emerging research field of
biocomputing based on biomolecular systems for processing chemical information
has achieved high complexity of information processing while using much sim-
pler chemical tools because of natural specificity and compatibility of biomolecules.
Other biomolecular tools, including proteins/enzymes, RNA and even whole cells,
are beginning to be used to assemble computing systems for processing biochemical
information [136].

Interest in biomolecular electronics highlights the need for better understand-
ing of conduction mechanisms in organic materials in synthetic environments
[122, 137]. Examples outlined in this section are the results of recent attempts to use
single biological macromolecules and may, ultimately, yield a biomolecular device.
Future work must, necessarily, include investigations of a variety of lithographically
fabricated device configurations, their response and dynamics [131]. The prospects
of using the evolved characteristics of biological macromolecules are exciting and
promising for developing biomimetic single-molecule devices. In order to success-
fully demonstrate a biomolecular tunnel junction, it is imperative to understand the
dominant mechanisms of charge transport and the environmental impacts. Single
molecule spectroscopy and imaging techniques discussed in Chap.4 will play an
important role in achieving these goals. Other factors like ionic, electrolytic and
hydrogen-bonding in biomolecular tunnel junctions might also be interesting to pur-
sue.
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Chapter 11
Future Opportunities

Abstract In this chapter we present an overview of the prospects of forthcoming
experimental and theoretical advances in areas like the use of femtosecond X-ray
pulses from a free electron laser for ultrashort imaging of biologicalmaterialswithout
causing sample damage, X-ray scattering interferometry, application of terahertz
radiation, frequency combs for broadband high-precision spectroscopy, coherently
controlling biochemical reactions and explorations of biological entities beyond the
quantum limit.

11.1 Outlook

Experimental as well as theoretical methods developed in fields of research as diverse
as femtochemistry, semiconductor physics, statistical mechanics and quantum infor-
mation processing, among others, are likely to open up new directions of research
and development in ultrafast biophotonics. For instance, single-molecule studies
(Chap. 4) have already started providing remarkable new insights into functions of
biological systems [1, 2]. These phenomena were previously hidden in the ensemble
average common to almost all earlier studies. Investigations of quantum-dynamical
phenomena at the single-molecule level are very challenging because of the ultra-
short timescales involved. However, recent observations of vibrational coherence
in individual molecules at ambient temperatures by means of a phase-locked spon-
taneous fluorescence technique auger well for future developments [2]. Applica-
tion of this technique to detect electronic coherence in photosynthetic complexes
(Chaps. 4 and 7) and photoreceptors (Chap. 8) may provide important new insights
into quantum energy flow in biology. In the following we present an overview of
some other topics which, in the authors’ opinions, are likely to be vigorously pur-
sued in the coming years. The prognosis is extremely good for qualitative leaps to
be attained vis-a-vis development of new insights into biophotonics.
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11.2 Femtosecond X-Ray Imaging

The advent of femtosecond-long hardX-rays from free electron laser (FEL) facilities,
such as the Linac Coherent Light Source (LCLS) in Stanford, FLASH (Free electron
LASer in Hamburg), and SACLA (the SPring-8 Angstrom Compact Free Electron
Laser) in Aioi is beginning an entirely new era for biological imaging. The intense,
ultrashort pulses of X-rays that are available from such free electron laser sources
now permit diffraction imaging to be obtained of very small biological structures
on timescales that are too short for radiation-induced damage to occur. Convention-
ally, X-rays from synchrotron storage rings have, over the years, provided invaluable
structural information leading to new insights into a whole gamut of biological mate-
rials. However, all such measurements have required the sample that is to be probed
to be in the formof reasonably large crystals:millions ofmolecules need to be aligned
in a crystal in order for experimentalists to obtain sufficient X-ray signal to produce
sensible diffraction patterns. However, there are many classes of biological materials
that “refuse” to crystallize. One example of many are the human cell membrane pro-
teins, of critical importance as drug targets. In a new generation of experiments that
are beginning to be reported from free electron lasers, structure determinations have
now begun to be made of macromolecular material in nanocrystalline form; such
materials have, thus far, proved difficult to grow as large crystals. As discussed in the
following, ultrashort beams of X-rays now enable millions of diffraction patterns to
be obtained from an intersecting stream of nanocrystals. Amongst the first biological
entities to be studied in this fashion was the membrane protein, photosystem I, in the
form of a stream of nanocrystals of dimensions in the range ∼200–2000nm.

It is known that membrane proteins play a critically important role in determining
the way cells and viruses function. However, insights into their structure and the
dynamics that drive their functioning continue to remain elusive. Photosystem I is
one of the largest of membrane protein complexes (it has a molecular mass of 1
MDa; it comprises as many as three dozen proteins and 381 cofactors). Acting as a
biosolar energy converter, photosystem I is at the heart of the process of oxygenic
photosynthesis (Chap. 7). One of the difficulties of gaining information about this
membrane protein has been its intransigence in producing large enough crystals for
experiments to be carried out. Crystals of photosystem I are expected to possess
symmetry of space group P63, with unit-cell parameters a = b = 281Å and c =
165Å; typically, each crystal comprises as much as 78% solvent by volume.

The major factor that has, for a long time, limited the attainable resolution in
biological imaging has been radiation damage when energetic electrons or X-rays
are used [3]. The ultrafast X-ray pulses that are becoming available from FELs
circumvent radiation damage by using single X-ray pulses that are of such short
duration (10 fs, and even lower) that the pulse has disappeared well before there is
the possibility of any damage to the irradiated sample manifesting itself [4]. This
was first demonstrated at experiments carried out at FLASH: “diffraction before
destruction” at resolution lengths down to 60 Å was demonstrated on samples fixed
on silicon nitride films [5]. Subsequent experiments on photosystem I, carried out

http://dx.doi.org/10.1007/978-3-319-39614-9_7
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at LCLS, demonstrated that the concept of “diffraction before destruction” can also
be operative at sub-nm resolution. This enabled the establishment of a protocol for
structure determination based on accumulating X-ray diffraction data from a sample
that takes the form of a stream of photosystem I nanocrystals [6]. It is interesting
to note that these nanocrystals were no larger than 300nm along their edge, that is
equivalent to only 10 unit cells!

For those biological entities that are intrinsically non-crystalline, it has been possi-
ble to use X-ray pulses from an FEL to obtain diffraction images of materials like the
mimivirus by injecting a beam of cooled mimivirus particles into the X-ray beam [7].
Mimivirus is amicrobe-mimickingvirus,which is among the largest of knownviruses
[8]; its large size (about 0.75µm in diameter) makes it more or less comparable to the
size of the smallest living cells. This makes it too large for a full three-dimensional
reconstruction bymeans of conventional cryo-electron microscopy. Results of calcu-
lations carried out concomitantly with the FEL experiments offered indications that
the energy deposited into the virus by the X-ray pulse heated the virus to a tempera-
ture of over 100,000K after the pulse has left the sample, once again demonstrating
the efficacy of extremely bright, coherent X-ray pulses being so ultrashort that key
damage processes simply do not have time to occur before a diffraction pattern is
recorded from a large macromolecule, a cell, or even a virus prior to it becoming
plasma and exploding.

As in the case of experiments with photosystem I there was no measurable dele-
terious effects of the X-rays on the sample. It has been conjectured that X-ray pulses
from the FEL induce hydrodynamic explosion of µm-sized objects such that the
outside portion of the irradiated sample “burns” first, with heat being transported
inwards, rarefying and destroying outer contours first. As a consequence, trapped
electrons move inwards into the sample, neutralizing the core which has become
positively charged. The inward movement of electrons leads to a positively charged
outer layer, which then peels off on picosecond timescales [5].

It is anticipated that considerable progress will be made in the coming years in
utilizing ultrafast X-rays from FEL sources in order to determine in vivo crystal
structures. Both prokaryotic as well as eukaryotic cells contain proteins in micro-
crystalline form. Such macromolecules have, almost always hitherto, been studied
by first biochemically extracting them from the cells and then recrystallizing them in
vitro for conventional X-ray crystallography, usually with synchrotron sources. Cell
biologists have long pondered over whether the in vitro macromolecular structures
that are experimentally determined fully resemble the real in vivo structures. Fem-
tosecond crystallography that is now becoming accessible at FEL sources makes the
question answerable, and the earliest experiments addressing this issue have begun to
be performed [9]. Experiments have been conducted at LCLS on a toxin (Cry3A) that
is produced by Bacillus thuringiensis (Bt) and stored in bacterial cells as naturally-
formed microcrystals. The measurements involved the streaming of whole Bt cells
into theX-ray beam from the LCLSFEL. The photon energy in the beamwas∼9keV,
corresponding to ∼1.5Å, with a pulse duration of 40 fs, a repetition rate of 120Hz,
and a flux of ∼1011 photons per pulse. The naturally grown crystals of Cry3A in
Bt cells were injected into the path of the X-ray beam; they traversed a distance of
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∼200µm, taking about 3.0–7.5µs to reach the X-ray beam. The conjecture was that
even if this time is sufficient for the cell walls to rupture—an unlikely scenario—it
is still not sufficient for the Cry3A crystals to dislodge from within the Bt cells;
there would most certainly not be enough time for the toxin molecules of the cellular
crystals dislodged from Bt to recrystallize into some different form. As it turns out
in this particular case, the structure that was determined for the in vivo crystals was
essentially the same as that for in vitro crystals. Structure of in vivo crystals have
also been determined in the case of glycosylated cathepsin from Trypanosoma bru-
cei (TbCatB) [10], knockdown of which has been shown to be lethal to the parasite
responsible for sleeping sickness that affects several million people across Central
Africa. The enormous potential that femtosecond X-ray diffraction offers for cell
biology cannot be understated. As already noted, considerable progress is antici-
pated in this emerging area of ultrafast cell biophotonics, perhaps even the prospect
of addressing one of the central themes of cell biology, that cellular components are
structured: cells are far more than floppy bags of freely moving molecules.

So, how are femtosecond X-ray pulses generated in an FEL? Unlike conventional
femtosecond laser systems that rely on the light-emitting properties of materials for
lasing, the heart of an FEL lies in producing high energy electrons and manipulating
their trajectories such that the light they emit is at X-ray wavelengths (1–0.1nm). As
it is primarily free electrons from ionization of atoms that are the progenitors of the
X-rays, this relatively recent entrant into the world of lasers is referred to as an X-ray
free electron laser (XFEL). Figure11.1 is a schematic depiction of how electrons
are produced, by irradiating a photocathode with an intense femtosecond laser beam
and, subsequently, how they are accelerated and their trajectories manipulated by
means of an undulator so as to produce energetic photons.

The fast electrons pass through the undulator in an uncoordinated manner; conse-
quently, the light that they emit is incoherent. The strategy employed in anXFEL uses

Fig. 11.1 Schematic depiction of howultrafastX-ray pulses are generated in a free electron laser.An
intense femtosecond laser irradiates a photocathode. The emitted electrons are accelerated through
an undulator—a region of alternating magnetic fields comprising a series of magnets with North-
South...SN...NS...SN configuration. The ensuing acceleration results in formation of ultrashort X-
ray pulses which are made to impinge on a biosample. This sample can be simultaneously excited
by a second femtosecond laser beam and the X-rays interrogate the excited biosample on ultrashort
timescales



11.2 Femtosecond X-Ray Imaging 203

the concept of self-amplified spontaneous emission (SASE). Instead of the energetic
electrons oscillating through the resonator many times so as to increase the effective
interaction length (as in a conventional laser cavity), in SASE the undulator is timed
such that light emitted by a bunch of electrons interferes with the preceding electron
bunch. This photon-electron interaction results in temporal and spatial modulation
of electron density, generating spectrally narrow emission with relatively long coher-
ence length. SASE has been successfully employed in all XFEL facilities to create
useable beams of coherent X-rays.

Although the use of femtosecond-duration, coherent X-ray beams from XFEL
facilities are opening new vistas for diffraction imaging that unveils the internal
structure of cells and organelles, it is pertinent to draw brief attention to on-going
experimental difficulties that still need to be resolved. One concerns the attainable
spatial resolution: although very good, it is, nevertheless, limited to a few tens of
nanometers. This is a consequence of the poor scattering power of most biologi-
cal samples and, hence, the continuing challenge for experimentalists is to devise
new methodologies that will help recover correct phase information from measured
diffraction images that inevitably possess low signal-to-noise ratio and from lowest-
resolution data.

Some novel approaches are beginning to be explored in attempts to enhance the
attainable spatial resolution by (i) seeking to enhance diffraction signals and (ii) by
more robust phasing. The weak diffraction signals that emanate frommost biological
objects have recently been sought to be enhanced by interference with strong dif-
fracting waves from dispersed colloidal gold particles that are embedded within the
biological sample of interest. X-ray imaging is carried out of these Au-particles and
the biological object of interest together [11]. Interference occurs between the strong
diffraction waves emanating from the Au-particles on the one hand and the much
weaker diffraction waves from the biological object on the other. Such interference
is being utilized to enhance the signals from the biological object to a much more
detectable level by the process of coherent amplification (see Sect. 11.3). Experimen-
tally, the easily-observed positions on the detector of the Au-particles, as determined
by conventional Patterson analysis [11], serve as the initial phase. As Au-particles
are relatively unreactive, this approach is likely to prove to be compatible with the
X-ray imaging of a wide variety of biological objects under physiologically-relevant
conditions; early demonstrations from experimental images obtained using SACLA
appear to testify to this [12].

The next major XFEL facility is expected to be the European XFEL, the precursor
of which is FLASH. Table11.1 summarizes some of the key attributes of this next-
generation XFEL and compares it with the attributes currently exhibited by SACLA
and LCLS.

It is also of interest to make comparison of X-ray photons from an FEL with
photons from femtosecond infrared lasers. As the ponderomotive energy (Chap. 2)
gained by ionized electrons depends on the inverse square root of photon energy, it
is clear that processes like above-threshold ionization, rescattering, and its conse-
quences, such as high harmonic generation, that are readily encountered in femtosec-
ond duration pulses from a conventional laser (Chap.2) are essentially “switched off”

http://dx.doi.org/10.1007/978-3-319-39614-9_2
http://dx.doi.org/10.1007/978-3-319-39614-9_2
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Table 11.1 Comparison of the attributes of XFEL facilities: SACLA in Aioi, LCLS in Stanford,
and the forthcoming European XFEL in Hamburg

Property SACLA LCLS Euro-XFEL

Commissioning date 2011 2009 2017

Repetition rate 60Hz 120Hz 27kHz

Shortest wavelength 0.08nm 0.15nm 0.05nm

Max. electron energy 8GeV 14.3GeV 17.5GeV

Length 0.75km 3km 3.4km

No. of undulators 3 1 3–5

Peak brilliancea 1 × 1033 2 × 1033 5 × 1033

Average brilliancea 1.5 × 1023 2.4 × 1022 1.6 × 1025

a In units of photons/s/mm2/mrad2/0.1% bandwidth

in the case of photons from an FEL. For 92.5eV photons that are readily available
from, for instance, FLASH, at an intensity of 10TWcm−2, the corresponding pho-
ton wavelength is 13.4nm and, hence, the ponderomotive potential is only 160meV.
In contrast, with a photon pulses of similar peak intensity from a Ti:sapphire laser,
where the photon energy is 1.55eV, the ponderomotive potential is a massive 600eV.
For Xe atoms—whose first ionization energy is 12.13eV, the FLASH parameters
yield a Keldysh parameter, γ, of 8.7, well into the multiphoton ionization regime.
Hence, FLASH (as well as LCLS and SACLA) photons of 10 TW cm−2 peak inten-
sity will not induce tunnel ionization while with photon pulses of the same peak
intensity from a Ti:sapphire laser the ionization of Xe will be almost entirely due to
tunneling.

11.3 X-Ray Scattering Interferometry and Molecular
Rulers

Imaging methodologies in cell biology ultimately require both ultrafast time resolu-
tion and atomic-scale spatial resolution so that structural changes may be observed
in an individual biomolecule [4, 13–16]. In the previous section, we have discussed
the ultrafast pulsed X-ray source—the XFEL—which can provide the required time
resolution. In the visible range, in vivo observations have significantly progressed
due to remarkable developments in labeling and single-molecule fluorescence tech-
niques [17, 18]. Appropriate labeling in single-molecule fluorescence measurements
now succeeds in providing positional information with an accuracy of∼ λ

100 , far bet-
ter than the optical diffraction limit ∼ λ

2 . It would be desirable to achieve similar
∼ λ

100 , picometer-scale resolution [19, 20] in X-ray imaging for determining struc-
tures of biomolecules and, indeed, for dynamical studies.

The distances between different molecules or moieties in a given macromolecule
are closely related to its 3D structure. Hence, for a macromolecule with a dynamic
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conformation, distributions of distances betweenmany different pairs ofmolecules or
moieties can, in conjunction with a suitable theoretical model, help define the struc-
tural dynamics. Thus, in principle, the separation between two points—a “mole-
cular ruler”—may be sufficient to experimentally deduce the molecular structure
[21–23]. Though this is a promising approach, most existing rulers are sensitive only
to relative changes in distances. They do not provide absolute distances; nor do they
provide accurate enough occupancy distributions, particularly for a complex system
in which multiple distances (or conformations) coexist. These limitations arise from
(i) averaging of signals over a finite time, (ii) complex nonlinear and non-unique
mapping between the observed signal and the molecular dynamics, and (iii) possi-
ble contributions to the observed signal from other parameters apart from distance.
These limitations result in the lack of distance calibration on an absolute scale, pre-
venting quantitative comparison of experimental results with those obtained from
computational models [21–23].

Small-angle X-ray scattering interferometry address these issues and provides
instantaneous and high-precision distance information that enables precise determi-
nation of macromolecular structures [21–23]. As in the case of fluorescence tag-
ging [17, 18], biomolecules and proteins, for example DNA, are tagged with gold
nanocrystals. Two gold nanocrystal probes are attached to two specific locations in a
macromolecule [Fig. 11.2 (top)], and the mutual interference in the X-ray scattering

Fig. 11.2 Schematic of X-ray scattering interferometry and a “molecular ruler”. A double helix
DNA is labeled with a gold nanocrystal on each of the two DNA strands (top). The X-ray inter-
ference pattern, on Fourier transforming after subtracting the scattering signals from individual
gold nanocrystals and the DNA molecule, yields information about the separation between the two
nanocrystals (bottom)
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of gold nanocystals is measured. As the scattering from gold nanocystals is much
stronger than from organic molecules, due to the higher atomic number of gold and
because the scattering is “instantaneous” compared to the slow atomic motions of
the molecule, the interference pattern needs a much shorter time to record. More-
over, it provides precise information about the relative distance between the two
nanocrystals. Fourier transforming the recorded interference pattern after necessary
data processing (Fig. 11.2) directly provides an un-averaged snapshot of intramole-
cular distance between the gold probes, a structural measure of the thermodynamic
landscape of conformational states. A major advantage of this technique is that data
analysis is totally model-independent and does not require a priori knowledge (or
conjecture) about the structure [21–23].

X-ray scattering interferometry onDNAdouble helices has been reported inwhich
gold nanocrystal probes were placed at 18 different pairs of positions [21–23]. Dis-
tance distributions were measured to determine structural values for DNA helices in
solution for comparisonwith othermeasurements and theoretical models. The results
highlighted the limitations of the prevailing understanding that DNA behaves like
a stiff elastic rod with respect to inherently ubiquitous mechanical deformations.
Experimental investigations have revealed that in the absence of applied tension,
DNA is at least one order of magnitude softer than indicated by single-molecule
stretching experiments. Results have also shown a quadratic dependence between
the end-to-end length in contrast to the linear dependence predicted by the con-
ventional elastic rod model, suggesting more flexibility, occurrence of stretching
over more than two turns of the double helix, and the possibility of long-range
allosteric communication through the DNA structure [21–23]. Using similar label-
ing and X-ray tracking techniques, picometer-scale (∼ λ

100 ) Brownian and rotating
motions of individual DNA molecules tightly linked to gold nanocrystals have also
been reported [19]. The approach of labeling biomolecules with gold nanostructures
and of tracking their scattering and/or interference patterns may, in coming years,
also be extended to pulsed electron probes (Chap. 3) to develop a laboratory-scale
time-resolved single-molecule detection system [20].

Coherent X-ray diffraction microscopy is another lens-less, phase-contrast imag-
ing technique with high image contrast; it is label-free and can be used to investigate
single cell organelles [14, 24–26]. Although well established techniques of electron
tomography have allowed intensive study of the 3D structure of cellular organelles,
they have proved to be difficult to apply to thick samples. X-ray probes can overcome
these limitation without compromising on spatial resolution [25, 27–29].

Coherent X-ray diffraction occurs when a sample is illuminated with a well-
defined wavefront. Upon encountering the scatterer, the phase-sensitive wavefront
undergoes changes which can be utilized for microscopy. The coherently diffracted
wavefront is related to the sample electron-density map by Fourier transform, but
the phase of the diffracted wave is not directly measurable unless more complex
interferometric techniques are employed. Moreover, phase information has to be
retrieved for complete 3D reconstruction of the image. As already noted, coher-
ent X-ray diffraction microscopy provides phase contrast information without using
lenses or sample tagging [25, 30]. Thus, as in optical microscopy, it is superior to

http://dx.doi.org/10.1007/978-3-319-39614-9_3
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conventional absorption contrast imaging X-ray microscopy [28, 29], particularly
for transparent objects like human chromosomes and DNA [25, 31]. Being sensitive,
it also offers advantages in terms of lower radiation dose and better signal-to-noise
ratio (faster data collection) and higher image contrast, even in an aqueous environ-
ment. Reconstructed 3D images of a thick biological sample—an unstained human
chromosome—have successfully reproduced an axial structure which other micro-
scopic methods have been unable to visualize without staining [25]. The concept of
coherent X-ray diffraction can be further extended to perform Talbot interferometry
using a pair of diffraction gratings [32–34]. In this case the phase object is placed
in front of one of the gratings and its structural information is obtained by analyz-
ing the deformation of the fringe pattern. Using this technique, in situ properties of
transparent biological specimens like eye lenses have been measured [32]. The eye
lens, a major ocular component, has a gradient refractive index. The refractive index
variations across the lens are dependent on the distributions and concentrations of
various proteins and, consequently, of various electron density patterns. The interfer-
ograms map these variations and help reveal previously undetected conformations
which might be linked to various developmental stages [32].

Though most of these techniques currently employ a continuous wave X-ray
source, they can all be adapted for use with ultrafast pulsed X-ray and/or electron
sources, which will enable them to simultaneously provide high spatial as well as
temporal resolution. These techniques will then be able to shed light in hitherto unex-
plored directions in ultrafast biophotonics by correlating structures to mechanisms
and functionalities of biomolecules and proteins.

11.4 Terahertz Spectroscopic Probes

Lab-on-a-chip DNA analyzers, DNA biosensors, and gene chips constitute contem-
porary techniques that continue to revolutionize genetic diagnostics. They mostly
identify polynucleotide sequences by detecting the binding of unidentified DNA
molecules to single-stranded oligo- or poly-nucleotideDNAof knownbase sequence.
The unidentified DNA are the “target” while molecules with known sequences are
the “probe”, and the basis of these techniques is the fact that binding of target to probe
molecules is most likely to occur when they possess complementary base sequences.
Such binding is referred to in the literature as “hybridization” and its detection cur-
rently relies on fluorescent labelling (and sensitive optical detection) of molecules
of target DNA [35].

It has long been accepted that such labeling can often be accompanied by certain
deficiencies, such as the fluorescence efficiency showing dependency on the binding
site, and fluorescence yields being variable [36, 37]. From an operational point of
view, labelling often appears to be a step that is unwanted by practicing biologists
in that it appears to introduce complications to the analytical procedure for gene
detection. Consequently, it is not surprising that there has long been an interest in
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seeking an analytical technique that does away with labelling and it is in this context
that there is contemporary interest in exploring terahertz (THz) methods.

THz radiation covers the part of the electromagnetic spectrum that spans the
frequency range from about 0.1–10 THz. This range is especially appropriate for
probing rovibrational excitation in molecules, both neutral and in ionized form, as
well as localized vibrations that often accompany conformational changes in DNA.
THz imaging offers several advantages that optical, nuclear magnetic resonance
and X-ray methods do not, especially relating to conformational information about
biomolecules in cells and tissues and how such changes might relate to biological
functions [38]. One shortcoming of THz radiation in the context of biology is its
very strong absorption by water, a medium in which most biological entities are
immersed. Consequently, most contemporary diagnostic work that employs THz
radiation has been carried out on dry samples, often in powder or thin film form.
Studies of THz absorption have been reported on some proteins, nucleic acids, and
tissues [39–44]. Very recently, time-domain spectroscopy in the THz region has
begun to be successfully applied to enable studies to be carried out on biological
samples in aqueous media [45]. Label-free detection of single-base mutations on
oligonucleotides in aqueous solutions has been reported [45] in which a Ti:sapphire
laser is utilized to produce sub-100 fs pulses that irradiate an InAs emitter of THz
radiation. After passing through DNA molecules in aqueous phase, the THz field
is detected using electro-optical sampling with a ZnTe crystal. Such experiments
can be conducted at room temperature but stringent humidity control is mandatory
(typically, relative humidity levels need to be kept below about 5%). As can be
seen in Fig. 11.3, observable changes in absorption spectra that can be ascribable

Fig. 11.3 Ratio of the THz signal being transmitted through neat LoTE buffer and LoTE buffer
containing different oligonucleotides, Oligo #1–Oligo #4, based on measurements conducted by
Tang et al. [45]. Peaks in the THz transmission function for neat buffer and oligonucleotides occur
at 0.59–0.88 THz and the ratio that is plotted is the transmitted signal intensity: I at 0.88THz/I at
0.59THz
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to single-base mutations have been convincingly demonstrated over the frequency
range 0.2–2.6THz [45].

The oligonucleotide sequences with single-base mutations referred to in Fig. 11.3
are as follows:

Oligo #1: TGGAGCTGGTGGCGTAGGCA;
Oligo #2: TGGAGCTGGTCGCGTAGGCA;
Oligo #3: TGGAGCTGGTTGCGTAGGCA; and
Oligo #4: TGGAGCTGGTAGCGTAGGCA.

The bold, italic letter in each oligonucleotide delineates the different bases. As
is seen, single-base mutations give rise to (i) significantly lower THz transmission
when compared to the neat buffer solution and (ii) the four oligonucleotides exhibit
different absorption spectra, at least over the frequency range 0.2–2.6THz. The rela-
tive changes in absorption peaks hold much promise for useful applications in future
for THz spectroscopic methods of detection, in label-free fashion of single-base
mutations.

11.5 Frequency Comb Fourier Transform Spectroscopy

Along with THz, the mid-infrared spectral region of 2–20µm (500–5000 cm−1)
is a domain of very considerable interest in biophotonics because a large number
of biomolecules exhibit strong characteristic vibrational transitions in this spectral
range. Consequently, mid-infrared spectroscopy has proved to be a powerful tool for
understanding the molecular structure governing microscopic mechanisms, and for
performing non-intrusive diagnostics of composite biological systems [46, 47]. The
low Rayleigh scattering losses in this spectral range are advantageous for tomog-
raphy and imaging in turbid biological media. Fourier Transform Infrared (FTIR)
Spectroscopy has emerged as one of the major tools for biophotonic and biomedical
applications and is making significant contributions in clinical evaluation by pro-
viding molecular-level information that allows investigation of functional groups,
bonding types, molecular conformations and surrounding environment. Research has
been carried out on a number of natural tissues using FTIR spectroscopy because it
is a relatively simple, reproducible, and nondestructive technique requiring only a
small amount of sample with minimum preparation time [46–48].

However, identifying multiple, and possibly unknown, biomolecules requires a
detailed spectroscopic analysis over a broad spectral bandwidth with high spectral
resolution. A broad frequency “comb” comprising a series of discrete, equally spaced
frequencies might prove to be an ideal light source for such applications [46, 49–
55]. Laser frequency combs are coherent light sources that emit a broad spectrum
of discrete, evenly-spaced narrow lines whose absolute frequency is stabilized and
measured to within the accuracy of an atomic clock without the need to employ
a conventional dispersive element-based spectrometer. They can be generated by
a number of mechanisms, including amplitude modulation of a continuous wave
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Fig. 11.4 Time (top) and frequency (bottom) domain representations of an ultrashort pulse train
emitted by a femtosecond laser. The spectral width of the frequency comb is inversely proportional
to the pulse duration

laser or stabilization of the pulse train emitted by a mode-locked femtosecond laser.
Their development in the near-infrared and visible domains has revolutionized opti-
cal frequency metrology [46, 49, 50]. Attempts are now being made to extend fre-
quency comb techniques to the mid-infrared spectral region for FTIR and vibrational
spectroscopy. Efficient mid-infrared frequency comb generation using ultrafast laser
sources promises to significantly expand the variety of possible applications even
further [46, 56, 57]. In particular, new spectroscopic and imaging techniques in the
“fingerprint region”with dramatically improved precision, sensitivity, recording time
and/or spectral bandwidth are being developed which may provide new insights into
several unexplored topics in ultrafast biophotonics.

As schematically depicted in Fig. 11.4, the periodic pulse train of a mode-locked
femtosecond laser can give rise to a regular comb spectrum of a large number of
laser modes with a spacing equal to the pulse repetition frequency [46, 49, 58–60].
Every time the ultrashort pulse circulating in the laser cavity reaches the output
coupler, a fraction of its energy is coupled out of the laser. The emitted pulse train
therefore has a repetition frequency (νrep) given by the inverse round-trip time of
the pulse in the laser cavity. Due to dispersion in the laser cavity, the carrier wave
of the pulse propagates at a phase velocity that differs from the group velocity.
Therefore, the electric field of the out-coupled pulses is shifted with respect to the
pulse envelope by an amount�ϕ (Fig. 11.4). TheFourier spectrumof the electric field
of such a pulse train comprises a series of sharp, equispaced frequency components
given by νn = (n + �ϕ

2π )νrep, where n is an integer. For applications in precision
metrology and spectroscopy, it is mandatory to stabilize �ϕ with high accuracy as
any jitter in �ϕ results in broadening of the comb linewidth. There are modelocked
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femtosecond lasers which can routinely generate phase stabilized pulse trains with
few cycle pulses. Thus commercially available broadband frequency combs have
now matured to become standard instruments of precision metrology. The extension
of high-sensitivity frequency comb techniques to new spectral regions, from THz
frequencies to the extreme-ultraviolet, is likely to open new horizons for advanced
diagnostic instruments in biomedicine [46, 49, 58–60]. Several frequency comb
generation schemes involving mode-locked lasers, difference frequency generators,
optical parametric oscillators, andmicro-resonator based Kerr-comb generators have
been proposed and demonstrated [46, 56, 57]. The last one in particular also has a
small chip-sized footprint and can, therefore, be easily integrated into handheld or
portable devices.

Novel techniques have recently been demonstrated in which the frequency comb
can be directly used to investigatemultiple transitions in an absorbing sample [46, 51,
53, 61–65]. They have been most successfully applied to mid-infrared spectroscopy
of gaseous sampleswhich have strongmolecular fingerprints but themethods are also
promising for liquid and solid samples [66]. These techniques can potentially provide
short measurement times (<1 µs), high sensitivity (<1 pm), and high accuracy over
a broad spectral bandwidth compared to conventional spectroscopy [64]. Experimen-
tally, the frequency comb is selectively attenuated and phase-shifted by molecular
resonances; analysis of the latter relies on well-established Fourier transform spec-
troscopy. The spectroscopic signal is recorded by a single photodetector, overcom-
ing the limitations of dispersive-element based spectrometers [46, 67]. Two different
implementations of Fourier transform spectrometers have been reported: Michelson-
based Fourier transform spectroscopy, and dual-comb spectroscopy. Each has its own
distinct advantages, but both rely on the down-conversion of the high comb frequency
signal to a lower frequency range that can be electronically processed. Both schemes
are an example of a time-domain technique in which the pulse train of a comb is
interferometrically sampled—like in a sampling oscilloscope—by a second pulse
train of different repetition frequency [46, 67]. The two schemes shown in Fig. 11.5
differ in the technique used for generating the second pulse train: a Michelson inter-
ferometer (Fig. 11.5a) or a second synchronized frequency comb source (Fig. 11.5b).
The two interfering frequency combs exiting the interferometer pass the absorbing
sample and beat on a photodetector to generate a time-varying low frequency signal
[46, 67].

Michelson-based Fourier transform spectroscopy employing an incoherent or
coherent broadband source is a well-established technique [46–48]. Therefore,
replacing the traditional light source with a frequency comb is not difficult. Dual-
combspectroscopy, in contrast, has only recently been introduced and its full potential
is yet to be explored. Use of a mid-infrared frequency comb dramatically reduces
measurement time and improves signal-to-noise ratio, even in single-shot measure-
ments, owing to the high spectral radiance of such a coherent source. The sensitivity
may be further enhanced by increasing the path length—perhaps by employing amul-
tipass cell or a high-finesse resonator [46, 51, 53, 61–65]. Extremely high sensitivity
(one part per billion) has been demonstrated using Michelson based mid-infrared
comb FTIR spectroscopy of H2O2 [46, 68]. Another intriguing application explores
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(a)

(b)

Fig. 11.5 Michelson-based (a) and dual-comb (b) Fourier transform spectroscopy. Two synchro-
nized pulse trains with slightly different repetition frequencies are mixed to generate a cross-
correlation interferogram I (t)

combining the potential of broadband near-field microscopy with a frequency comb
to interferometrically map the near-field interaction between a metal tip and polar
organic molecules [69].

An important practical advantage of a dual comb approach is that being a static
scheme, it overcomes shortcomings induced by the moving mirror of the Michelson
interferometer; shorter measurement times are the result [46, 52, 55], with spec-
tral resolution being limited only by the measurement time and the intrinsic comb
linewidth. The lack of efficient mid-infrared frequency comb sources and the dif-
ficulty associated with synchronizing the pulse trains of two combs with interfero-
metric precision have hindered development of this technique. However, an excep-
tionally high spectral resolution of 12GHz within a measurement time as low as
10µs has been demonstrated in proof-of-the-principle experiments [46, 70]. Coher-
ent stimulated Raman dual-comb (imaging) spectroscopy is an alternative technique
for accessing fundamental transitionswith near-infrared combs [71]. Aswas done for
Michelsonbased techniques, dual combbased scanningnear-field opticalmicroscopy
have also been explored [72]. Like in the case of conventional spectroscopy, the spec-
tral range in frequency comb spectrometers is also governed by the bandwidth of
the source. However, in frequency comb techniques, unlike in the case of dispersive-
element based spectroscopy, the resolution and speed are also governed by source
parameters [46, 51, 53, 61–65].
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Though frequency comb spectroscopy is still in its infancy, combining it with
other laser-based tools in nonlinear optics and electronic signal processing may
vastly enhance its range and capabilities. One may even envision chip-size comb
spectrometers based on microresonators being developed for real-time biomedical
applications. Other than precision spectroscopy, frequency combs may also be used
for line-by-line pulse shaping [73], to achieve coherent control over molecular vibra-
tional excitations in biomolecules. Traditional pulse shaping techniques rely on opti-
cal elements that are either not transparent or exhibit very low diffraction efficiency in
this spectral region, limiting the modulation of the time varying electric field. Many
other interesting biophotonic applications, like frequency comb optical coherence
tomography [46, 74] of cells and tissues are also likely to emerge in the near future.

11.6 Coherent Control of Biomolecules

Coherent control is a technique for controlling dynamical processes by means of a
tailored external optical field. It is based on the quantum mechanical principle that
upon excitation, a system can be found in a state that is a superposition of two or
more states. The aim here, as schematically depicted in Fig. 11.6, is to steer quan-
tum superposition or interference of the initial states to a specific target state via
an appropriately chosen optical field [75–77]. Generally, the light field has to be
“shaped” to yield the desired time-dependent spectrum, along with time-dependent
phase and polarization to implement coherent control. As ultrashort pulses have a
broad spectrum, they permit a wide range of possibilities. The simplest shaped pulse
is a chirped pulse, with a time varying frequency (Chap.2). Accordingly, strong chirp

Fig. 11.6 Schematic representation of coherent control. Left A cw excitation generally excites only
a single vibronic state of the system. Middle A transform-limited short pulse excitation results in
simultaneous excitation of several vibronic states. The quantum interference between these states
generates a wavepacket. Right A shaped- or chirped-pulse comprising frequency components with
time-varying amplitudes, phase and polarization selectively excites vibronic levels sequentially,
each with different efficiency. Such a mechanism affects the interference among several pathways,
resulting in enhanced outcome for a particular channel. Thus, proper optimization of the pulse
sequence enables control of the photoreaction in a coherent fashion

http://dx.doi.org/10.1007/978-3-319-39614-9_2
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dependence has been demonstrated in several light-matter interactions like ioniza-
tion [78, 79], high harmonic generation [80] and nonlinear Raman spectroscopy [81].
Alongwith a shaped pulse, the technique also needs an automatic feedback control to
optimize the yield of the target state [82]. Efficient pulse shaping techniques based on
spatial light modulators [83, 84] and optimization control routines involving evolu-
tionary algorithms have been developed [85, 86]. The computational task of finding
a control field for a particular target state is difficult and becomes even more difficult
with increase in the size of the system. Therefore, it is often possible to control only
the outcome of a given chemical reaction, usually involving a specific molecule. In
spite of complexity imposed limitations, the technique has diversified, being used in
spectroscopy [87–89], quantum information processing [90], laser cooling [91, 92],
and plasmonics [93]. The questions to be addressed here are: can coherent control
be implemented on photoreactions that are relevant to ultrafast biophotonics? Is it
possible to steer biologically important reactions by designing the temporal structure
of an optical field?

A photoreaction, similar to that occurring during photosynthesis or vision
(Chaps. 7 and 8), involvesmultiple initial states and can lead tomore than one product
state. Since these photoreactions are triggered by sunlight or light from incoherent
sources, they cannot be steered by the temporal structure of the incident light field.
Also, in complex protein molecules, random fluctuations among the enormous num-
ber of degrees of freedom might be expected to cancel any interference effects. At
the same time, as we have seen in Chaps. 7–9, proteins are highly evolved structures.
Indeed, nature steers relevant photoreactions into the desired final states by employ-
ing coherent superposition of the protein states as well as those of the surroundings.
The quantum interference between multiple pathways in biological systems yields
very high efficiency and adaptivity. In the context of “externally-shaped-excitations”,
coherent control might not be considered to be applicable to biological systems in
physiological surroundings. However, its implementation, particularly on a single-
molecule level (Chap. 4) could be used as a tool to gain deeper insight into coherent
processes in ultrafast biophotonics. It might also help in designing adaptive artifi-
cial systems with high efficiencies by blocking unwanted transitions as in biological
systems.

An alternate test of quantum coherence in ultrafast biophotonics—other than
real-time observation of coherent oscillations using ultrafast 2D spectroscopy or
electron microscopy (Chaps. 3, 4 and 7)—is to photoactivate and manipulate bio-
logical processes by shaped excitation pulses. Use of ultrafast pulses is mandatory
because control can only be achieved on a timescale that is much faster than random
thermal motions (≤1 ps), which scramble phase relationships and cause decoher-
ence. The first experiment that used shaped excitation on a biological chromophore
involved chirped excitation of the green fluorescent protein (GFP), where adapting
the linear chirp to the wavepacket motion in the excited state induced a dynamic
Stokes shift [94]. Later, using feedback optimized coherent control of energy flow
pathways in the light-harvesting antenna complex LH2 of a photosynthetic purple
bacterium, successful steering of ∼30% of the excitation energy into one of the two
available product channels was achieved [95]. It is the efficient Raman scattering of
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chromophores [96] that accounts for the relatively easy convergence of optimization
routines and, consequently, the simplified control.

Which other biological systems or biomolecules are promising candidates for
coherent control experiments? Of course, all biological proteins and DNA are poten-
tial candidates because of the relevance of their folding processes and technological
implications like molecular electronics (Chap. 10). Optical control of the simple
photochemical reaction responsible for the primary step of photoisomerization of
the retinal molecule in bacteriorhodopsin from the all-trans to the 13-cis state is
another example of the application of coherent control in ultrafast biophotonics [97].
It was demonstrated under weak field conditions (where only 1 of 300 retinal mole-
cules absorbs a photon during the excitation cycle) that are relevant to understanding
biological processes. By modulating the phases and amplitudes of the spectral com-
ponents in the photoexcitation pulse, it was shown that the absolute quantity of
the 13-cis component formed upon excitation could be enhanced or suppressed by
∼20% of the yield observed using a short transform-limited excitation pulse having
the same energy. The observations suggested that the shaped-excitation steered the
isomerization through interference effects, a mechanism supported by vibrational
coherence discussed in Chaps. 4, 7 and 8. A weak field excitation to control the
degree of coherence without causing strong perturbation in the biological protein’s
environment and dynamics ismandatory to understand behaviour under normal func-
tional conditions. Strong field excitation conditions inevitably access higher-lying
excited states and substantially perturb the energy landscape through multiphoton
processes [95, 97]. Such effects are usually absent under physiological conditions.
These issues are important for interpreting the function of proteins in natural sur-
roundings. However, they are irrelevant if the final objective is to enhance a particular
reaction outcome. In this context it is apt to point out that strong field control of the
optical field variation within a single 2-cycle 800 nm laser pulse (5 fs laser pulses of
1015 W cm−2 intensity) has been used to selectively break one of the two equivalent
bonds in water molecules [98].

11.7 Probing Biology Beyond the Quantum Limit

The sensitivity that can be attained in experiments on biological entities and processes
that involve optical visualization and tracking is, of course, ultimately limited by shot
noise—an inevitable consequence of the quantization of light. It is, however, becom-
ing obvious that this quantum limit may be circumvented by utilizing optical states
with non-classical photon correlations [99]. Non-classically correlated photons, of
the type extensively used in physics, for instance in squeezed light experiments
[100] and for gravitational wave detection [101], have begun to find utility in several
biological contexts, ranging from quantum optical coherence tomography [102] to
determining protein concentrations via entangled photons [103]. However, although
non-classically correlated photons were used in these (and similar) experiments, the
limit imposed by shot noise was still not overcome.
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It may, at first sight, be considered unlikely that squeezed light can be of utility in
biological environments, the main reason being the use of high numerical aperture
lenses (that are the norm in such experiments) used in conjunction with relatively
thick biological sampleswould lead one to assume that the propagating light becomes
so distorted that its spatial mode does not match the detection mode. This is one of
the constraints that have inhibited the use of squeezed light in biological experiments
for a number of years. Recently, they been overcome in elegant fashion [99] by the
expedience of a dual-field technique to replace the usual single field acting both as an
oscillator and an interrogator of a bio-sample. In this scheme, a Gaussian probe beam
interrogates the bio-sample and, thereby, scatters. A second Gaussian beam whose
phase is π-shifted, is used to independently define the detection mode. A single pho-
ton detector records the resulting interference between these two fields. The utility of
this technique for biologically-relevant studies has already been demonstrated [99]
with optically trapped yeast cells, Sacchoromyces cerevisiae. Intercellular experi-
ments on different cells have established that the thermally-induced motion of lipid
granules inside cells are inhibited by a network of actin filaments which cause the
cells’ thermal motion to be sub-diffusive. In two-field experiments on yeast cells,
one optical field was used to optically trap a yeast cell while a second, shaped
local oscillator field probed the trapped cells’ motion. The parameter that was mea-
sured in these experiments was the mean square displacement (MSD) which, for the
thermally-induced motion of a free particle, may be expressed as [99]:

�x2(τ ) = 〈[x(t) − x(t − τ )]2〉 = 2Dτα. (11.1)

Here, τ is a measure of the time delay between successive measurements and D is
the diffusion constant; α is the cell medium’s viscoelasticity. In the purely viscous
regime, inwhich each yeast cell will undergoBrownianmotion,α = 1. The signature
of the sub-diffusive regime is when α < 1.

Test measurements were conducted on silica beads of a few µm dimension and
they yielded a value of α that was unity to all intents and purposes (0.994 ± 0.006)
[99]. Inmeasurements conducted on yeast cells, values ofαwere obtained that ranged
from 0.6 to 1.0, depending on which part of the local aqueous environment the lipid
particles interactedwith.WhenMSDmeasurementsweremade using squeezed light,
significantly enhanced precision (by ∼22%) was obtained in comparison with mea-
surements using coherent light, allowing up to 64% enhancement of measurement
rate while, at the same time, maintaining precision. The implication of such exper-
iments is that a significantly better experimental capability appears attainable for
making time-dependent measurements of motion in a biological environment. It is
certainly looking likely that further use of squeezed light in biological applications
will be forthcoming which will enhance the scope of biological phenomena and
processes that become amenable to quantitative investigations [104, 105]. As has
been shown [103], ultrafast laser science is likely to play an important role in such
experiments by permitting microfluidic channels to be laser-written, in materials like
fused silica. Writing such microchannels constitutes an extension of well-developed
methods of laser-writing of waveguides [106–108], with strong HF acid used to etch
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the waveguides into hollow channels through which fluids can flow (mainly by cap-
illary action). Crespi et al. [103] have devised an elegant experimental scheme in
which a femtosecond-laser-written microfluidic channel is made to pass through one
arm of a conventional Mach-Zehnder interferometer. When a liquid biological sam-
ple is fed into the microfluidic channel, the relative phase shift of light that occurs in
the sensing arm of the interferometer manifests itself in the interference fringes that
are observed.

11.8 Probing Biology on Attosecond Timescales

It has been demonstrated that trains of attosecond (as) pulses as well as isolated
pulses of duration as short as ∼70 as can be reliably generated by means of the high-
harmonic generation process. Typical photon energies in attosecond pulses range
from ∼15–120eV. Experiments have begun to be conducted that probe dynamics
in the attosecond regime, and these have, in the main, used a combination of a
single attosecond pulse and a carrier-envelope-phase (CEP) stabilized pulse in the
near infrared (∼800 nm wavelength) whose pulse duration is typically ∼5 fs. This,
in itself, presents a not-inconsiderable technical challenge in achieving temporal
overlap of ultrashort and not-so-ultrashort pulses so as to achieve attosecond time
resolution. Initial experiments on atomic systems have yielded intriguing results but
their interpretation continues to present challenges. The influence of two intense,
time-dependent optical fields has to be unravelled, keeping in mind that molecu-
lar potential energy surfaces—of even a one-electron molecule like H+

2 —undergo
very substantial morphological changes in the course of an intense, 5 fs long, CEP-
stabilized pulse [109, 110]. It is certain that attosecond time-resolved experiments on
biomolecules will be rewarding once conceptual barriers (like how to properly deal
with the inevitable transient distortion of electronic structures in ultrashort pulses of
intense optical fields) are surmounted.

Biological entities that are sought to be probed on attosecond timescales will,
almost inevitably, be in the condensed phase. As has been noted [111], such exper-
iments will open the possibility of following, with high sensitivity, changes in the
oxidation state, chemical environment and electronic state of the atomic and mole-
cular constituents by monitoring the effect that electrons (or holes) have on various
sites within the medium. The use of attosecond excitation in such studies will make
it possible to record “images” of biochemical processes like charge migration within
diverse media of biological significance.

We have already discussed tunneling effects that occur in biological molecules
in Chap.9. Tunneling processes occur on attosecond and femtosecond timescales.
There are intriguing possibilities of tunneling effects proving useful for develop-
ing new DNA sequencing methodologies. We know that it is the sequence of four
bases—adenine (A), guanine (G), thymine (T), and cytosine (C)—that determines
genetic information which governs the structure and function of all living entities.
It is not unexpected that efforts have already commenced to develop reliable and
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easy-to-implement techniques that will help establish the order of bases in DNA.
The currently employed methods of such DNA sequencing continue to be compli-
cated and time-consuming: they involve elaborate schemes of optical detection and
computer-intensive sequence determination in order that information is obtained on
the biochemistry that drives DNA fragmentation, amplification and chain termina-
tion. Next generation DNA sequencing (NGS) seeks to improve the throughput of the
process, at lower costs [112, 113], but issues connected with errors and an apparent
limit on the length of DNA that can be probed [114] continue to be barriers. Perhaps
the use of tunnelling DNA sequencing might prove to be useful.

In nanopore sequencing [115–117] single-stranded DNA (in a physiologically-
appropriate aqueous solution) is forced through a nanosized pore. As noted, fem-
tosecond laser writing is employed to fabricate such pores. Ion-induced currents are
generated as the nucleotides block the nanopore, and such currents can be correlated
with the type of base in a given nucleotide. Nanopores used in early studies were
made from biological materials [118, 119] but it is likely that graphene nanopores
may be of utility in future. Graphene offers the advantage of providing an atomic
layer thickness which might permit the attainment of single-base resolution [120–
122]. The transverse ion current generated in such nanopores is, of course, due to
tunnelling—an ultrafast process. Both the magnitude of the tunnelling current as
well as the structural noise that accompanies it, carry signatures of the geometrical
alignment of proximate bases. It has been possible to carry out modelling exercises
by treating DNA as a large-bandgap amorphous semiconductor (with a π-π bandgap
of ∼4 eV) [123].

11.9 Future Opportunities Offered by Ultrafast
Biophotonics

Biological systems achieve several functionalities—respiration involving electron
tunneling, photosynthesis involving quantum coherence, vision and DNA
photolyases—with efficiencies that are usually impossible to imagine in artificial
systems. As we have seen throughout this book, many, if not all, of these capabilities
rely on ultrafast phenomena that occur on nanometric lengthscales and that rely on
very precise arrangements of molecules. Of course, as with everything in nature,
all such molecular arrangements are achieved through self assembly. Ultrafast bio-
photonics, along with methods of synthetic biology, offers exciting opportunities to
develop deeper understanding of these biological functionalities as well as for mak-
ing progress in mimicking nature’s design principles in artificial devices. Potential
areas for developing efficient biomimetic ultrafast devices involve solar energy har-
vesting, sensing, energy storage, and molecular electronics: many other possibilities
await exploration.
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