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Preface

The 13th International Conference on Intelligent Tutoring Systems, ITS 2016, was held
in Zagreb, Croatia, during June 7–10, 2016.

The theme of the conference was: “Adaptive Learning in Real World Contexts.”
It stressed the need for devising learning systems that can adapt adequately to users,
furnishing them with the knowledge they are seeking in real-world contexts, namely,
systems that are effectively usable in everyday learning situations, such as courses in
schools or training programs in companies, but also in informal situations, such as
Web- or App-provided help in using new technologies. The above theme encouraged
conference participants to think about this educational need in our increasingly com-
plex everyday world.

The call for scientific papers solicited work presenting substantive new research
results in using advanced computer technologies and interdisciplinary research for
enabling, supporting, and enhancing human learning. A posters track was also orga-
nized, providing an interactive forum for authors to present research prototypes to
conference participants, as well as work in progress.

The international Program Committee consisted of 102 leading members of the
intelligent tutoring systems community (34 senior and 68 regular) as well as highly
promising younger researchers. The Program Committee chairs were Alessandro
Micarelli from Roma Tre University, Italy, and John Stamper from Carnegie Mellon
University, USA.

Scientific papers were reviewed by three reviewers (one of whom was senior)
through a double-blind process. Only 15 % of submitted papers were accepted as full
papers, about 27 % were accepted as short papers, and just over 30 % were accepted as
posters. These rates show that ITS 2016 was a rather selective, high-quality conference.
We believe that the chosen full papers describe some very significant research and the
short papers some very interesting new ideas, while the posters present research in
progress that deserves close attention.

In the review process we generally respected the reviewers’ evaluations, especially
those made by the senior reviewers. Only in special cases did we depart from the
latter’s recommedations, and only to upgrade the papers involved.

A separate young researchers’ track provided a forum in which PhD students could
present and discuss their work during its early stages, meet peers with related interests,
and work with more senior members of the field (mentors). The young researchers’
track chairs were Darina Dicheva from Winston-Salem State University, USA, and
Toby Dragon from Ithaca College, USA. This track received 11 submissions, of which
three were accepted as papers and four as posters.

The management of the review process and the preparation of the proceedings were
handled through EasyChair.



The ITS 2016 program also included the following workshops and tutorial selected
by the workshop chairs, Stephen E. Fancsali from Carnegie Learning, Pittsburgh, USA,
and Tsukasa Hirashima from Hiroshima University, Japan.

Workshops:

– First International Workshop on Supporting Dynamic Cognitive Affective and
Metacognitive Processes (SD-CAM) by Jason M. Harley and Claude Frasson.

– 2nd International Workshop on Social Computing in Digital Education (SocialEdu
2016) by Andrew Koster, Tiago Thompsen Primo, Rosa Maria Vicari, Takao
Terano and Fernando Koch.

– First International Workshop on Intelligent Mentoring Systems (IMS 2016) by
Amali Weerasinghe, Vania Dimitrova, Lydia Lau and Antonija Mitrovic.

– 2nd International Workshop on Affect, Meta-Affect, Data and Learning (AMADL
2016) by Benedict du Boulay.

– Building ITS Bridges Across Frontiers by Stefan Trausan-Matu, Stefano Cerri and
Mihai Dascalu.

– 5th Workshop on Intelligent Support for Learning in Groups (ISLG 2016) by
Jennifer Olsen, Erin Walker, Roberto Martinwz- Maldonado, Ilya Goldin and Jihie
Kim.

Tutorial:

– Educational Data Analysis Using LearnSphere (Ran Liu, Michae Eagle, Philip
Pavlik, John Stamper)

In addition to the aforementioned contributors, we would also like to thank all the
authors, the members of the Program Committee and the external reviewers, the
Steering Committee and in particular its chair, Claude Frasson.

We are also thankful to our conference scientific sponsors for their support, and in
particular Springer for sponsoring the Best Paper Award and NSF (National Science
Foundation) for funding the YRT. Last but not least, we would like to salute the
Institute of Intelligent Systems under the auspices of which this conference was held.

April 2016 Alessandro Micarelli
John Stamper

Kitty Panourgia
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Understanding Procedural Knowledge
for Solving Arithmetic Task by Externalization
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Abstract. Students build cognitive models for solving a crypt-
arithmetic task in a learning environment that enables them to formally
describe various types of procedural knowledge in a group learning set-
ting in which each student is allowed to refer to the procedural rules
described by the other group members. Experimental evaluation showed
that: (1) three-quarters of participants successfully constructed valid
models with the system, and (2) participants learned to describe pro-
cedural knowledge more precisely not only for the training task (crypt-
arithmetic task) but also for a transfer task (bug identification for a
multi-column subtraction problem).

Keywords: Procedural knowledge · Cognitive models · Externalization

1 Introduction

In cooperation with the experimental approach, the model-based approach is a
primary methodology in cognitive science. Cognitive scientists have used compu-
tational models as research tools for understanding the human mind. The authors
have examined functions of cognitive modeling as a learning tool, and proposed
the learning by the creating cognitive models paradigm [8]. Fum et al. indicated
three advantages of computational cognitive modeling: clarity and completeness,
better exploration and evaluation, and serendipity and emergence [6]. We believe
that these functions may provide students the opportunity to learn more about
human cognitive information processing.

Previous studies have confirmed that creating cognitive models improves
learners’ theory-based thinking. The studies revealed that students more actively
explained experimental data from the theoretical perspectives by creating cog-
nitive models through simulating the experimental results [9,15]. Another ben-
efit of learning by creating cognitive models, i.e., active construction of mental
models, was also confirmed [7]: people tend to construct a mental model of an
object they understand. Acquiring sophisticated mental models is a key issue in
both natural and social science education [5,14]. A mental model is a structural,
behavioral, or functional analogous representation of a real-world or imaginary
situation, event, or process [12]. A mental model can be manipulated and draw
c© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 3–12, 2016.
DOI: 10.1007/978-3-319-39583-8 1
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expectations on target phenomenon; thus, allowing people to predict hypothe-
sized situations by such mental simulations.

There are many trials for improving students’ mental model construction
in natural science domains, but only few in the psychology domain [14]. An
approach for acquiring mental models of human mental operations, i.e., cognitive
information processing, is to identify the procedural knowledge used in solving
a task. For example, when mathematics teachers infer the mental models of
students’ solving an arithmetic task, they are required to identify procedural
rules that students utilize when solving the task [3]. We call such mental models
rule-based mental models.

In a preceding study with two class practices for undergraduates and grad-
uates, participants were required to construct a computational running model
for solving subtraction problems and then develop a bug model that simulated
other students’ arithmetic errors [7]. Analyses indicated that by creating cog-
nitive models, participants learned to identify buggy procedures that produced
systematic errors and to predict expected erroneous answers. These results sup-
port the claim that building computational cognitive models enhances the par-
ticipants’ construction of rule-based mental models, and their mental simulations
by operating the mental model. However this benefit emerges only in the stu-
dents who successfully constructed the computational subtraction model. Half
of the students were not able to program the model; therefore the benefit of the
approach was limited.

The current study aims to develop a learning environment wherein students
more easily construct computational models, and hence expand the benefit of the
approach. In the preceding study, students programmed rule-based models on the
production system architecture. A web-based production system architecture for
novice users, called DoCoPro, was developed based on the server and client model
for educational use [10]. Some students face difficulties in model construction
using such a general production system architecture. Therefore, we developed
a training environment wherein students more easily describe procedural rules,
and examine the validity of the rules while confirming those operations.

Another purpose of developing the learning environment in the current study
is to have students experience the model-based approach in cognitive science, and
understand various advantages of the approach. One important component of
human problem solving is that human inner (mental) functions and externally
observable behaviors are tightly connected. Slight changes in procedural knowl-
edge, such as a lack of specific knowledge, strongly influence problem-solving
paths [11,13]. In the learning environment, students hypothesize a set of pro-
cedural knowledge and examine what problem solving path emerges from the
set. Then, students modify the set by revising, removing, and adding some of
the rules as procedural knowledge, and again observe what external changes in
behavior emerge based on the changes of inner functions. This type of design-and-
test process enhances students’ understandings of the nature of human problem
solving with the advantages of the model-based approach in cognitive science.
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2 Task

The task used in our study is a crypt-arithmetic task. In this study, we propose
an environment wherein students learn procedural knowledge to perform the task
while building a computational model. The following is an example problem:

DONALD D=5
+GERALD
-------
ROBERT

The problem is prima facie simple; however, the cognitive information
processing for its solution is relatively complex. In fact, the multiple types of
procedural knowledge are used during the solution processes. The following are
some examples.

– Numeral processing: If a column is x + y = z, and both x and y are known,
then we can infer z by adding x and y. For example, in the rightmost column,
we know D equals 5; therefore, 0 is assigned to letter T by applying this
procedure.

– Specific numeral processing: If a column is x + y = x, then we can infer
that y equals 0 or 9. For example, in the fifth column, we obtain that E equals
0 or 9 independently, without any other information.

– Parity processing: If a column is x + x = y, and we have a carry from
the right column, then we can infer that y is an odd number. For exam-
ple, in the second column, we obtained a carry by the inference in the first
(i.e., rightmost) column; therefore, we conclude that R is an odd number.

– Inequality processing: If a column is x + y = z, and no carry is sent to the
left column, then we can infer that z is greater than x (or y). For example, in
the sixth column, we know that D equals 5, and no carry is sent to the left
column; therefore, R is greater than 5.

University students easily understand such procedural knowledge sets if they
are given; however, they may face challenges finding the knowledge by themselves
and externalizing it while solving the problem.

3 Learning System

We developed a learning environment to enable students to find and formally
describe various types of procedural knowledge while solving problems. A dis-
tinctive feature of the environment is the group learning setting wherein three
group members (in some cases, two group members) collaboratively construct
their individual model. Specifically, each student is allowed to build his/her
model while referring to rules described by other group members.
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Fig. 1. An example screenshot of the knowledge editor.

3.1 Knowledge Editor

The system comprises two modules: the knowledge editor and problem-solving
simulator. First, students externalize a set of procedural knowledge, i.e., describ-
ing rules, for solving crypt-arithmetic tasks with the knowledge editor.

Figure 1 demonstrates an example screenshot of the knowledge editor wherein
the rule of inequality processing is described, namely, If a column is x + y = z,
and no carry is sent to the left column (b==0 in the figure), then we can infer
that z is greater than x.

3.2 Problem Solving Simulator

The problem-solving simulator is mounted on the learning system. The problem
solver that simulates behavior has the potential to perform an exhaustive search
for the assignments of digits to letters. Specifically, it selects one of the letters
that has not been determined and systematically assigns each digit to a letter. If
a contradiction is found in the process of inference, another assignment is tested.
If the problem solver has no procedural knowledge, it is impossible to derive the
solution because the problem space spreads exhaustively. Students are required
to give the problem solver adequate procedural knowledge with the knowledge
editor.

Figure 2 indicates an example screenshot of the problem-solving simulator,
which presents a problem status (the assignment status of digits to letters) and fur-
ther presents an inference status (a series for information processing step by step).
A list of rules installed for the problem solver is presented on the right-hand side
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Fig. 2. An example screenshot of the problem-solving simulator.

of the window. Group members can refer the rules provided by other members.
Rules that can fire at a specific problem solving step are marked by bold red lines.
In this case, five rules (three own rules and two others’ rules) are available. The
conflict resolution mechanism is simple, and the most specific rule that provides
the most specific inference result has priority for firing. Students can test any rule
by forcibly firing and confirm the resulting inferences. Students can copy other
members’ rules to their own model, and revise those for their own use. Moreover,
students can modify the model very easily. For example, if we delete the check from
each item of the list, students can simulate the behavior of the problem solver with
that knowledge excluded.

The system also presents the problem solver’s behavior, represented as a
search tree of problem-solving processes. Students can confirm inference steps
one by one, forwarding the inference by clicking the inference button. At any
point of the problem-solving process, students can install, delete, or revise knowl-
edge using the editor and restart the inference from the problem-solving point.

The system can simulate a variety of problem-solving processes. For example,
the complete problem solver arrives at the solution from approximately 21 to 42
steps. However, if the specific rule for the fifth column (O + E = O), namely, If
a column is x + y = x, then we can infer that y equals 0 or 9, is excluded from
the knowledge set, then the problem solver requires more than 150 steps for a
solution using the trial-and-error method.
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4 Evaluation

4.1 Participants and Procedures

Participants in the practice included 36 undergraduates from Nagoya University.
Ten groups comprising three members and three groups comprising two members
were constructed. In the initial phase for one hour, they learned how to manage
the knowledge editor and operate the problem-solving simulator. Specifically,
participants were given an example problem: MEST + BADE = MASER; they
installed seven pieces of procedural knowledge for solving the given problem
with the tutor’s guidance, and they simulated behavior at each stage of the
construction process.

After the instruction phase, participants performed pretests. After 10 min of
rest, in the 70-min-long training phase, they were given the problem: DONALD
+ GERALD = ROBERT, and they, by themselves, were required to find a
procedural knowledge set for the solution, install it in the problem solver with
the knowledge editor, and construct a model. In the first part of the training
phase, lasting 30 min, they built their model individually. Then in the second
part of the training phase, lasting 40 min, they revised their model in the group
setting wherein they were allowed to refer to other group members’ rules. In the
final phase, they performed posttests that consisted of equivalent problems to
the pretests.

4.2 Pretests and Posttests

To examine whether students learn to construct rule-based mental models
through trainings for externalizing procedural knowledge with our system, we
conducted two tests for evaluation: review and transfer tests.

Review Test. Participants were presented with an example crypt-arithmetic
task: AB+CB=DE. They were required to describe a rule applicable to the initial
stage of problem solving, and describe it both with natural languages and the
format of the system. The expected rule is: “If a column is x + x = y and a carry
from the right column is zero, then we can infer that y is an even number.”

Transfer Test. Participants were presented with multi-column subtraction
problems and their wrong answers. Two cases were presented: 9008-3149=3969
and 806303-182465=623748. In the identification task, participants were required
to infer erroneous procedures and describe those in natural language. The error
in the problem was as follows: If the top digit of the focused column is zero, then
reach a possible column to the left across zero columns from which a carry is
borrowed and return back across zero columns to the current column at which
the answer is required. The other task was the replication task, wherein the
participants were required to predict wrong answers drawn by the buggy pro-
cedures identified in the identification task. Two problems were used: 708 -139
and 900600803 - 123732349; the predicted answers were 479 and 587778364,
respectively.
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4.3 Result

The following is a representative model construction process. During the simu-
lation process, participants encountered a crucial stage of problem solving and
hypothesized some procedural knowledge required for processing that specific
stage of problem solving. They tried to provide the problem solver with the
procedural knowledge, but usually, they initially failed in the installation. They
noticed the failure by forwarding the problem solving by one step and confirming
that the expected result was not obtained. Through the trial-and-error processes,
once they accurately installed the knowledge set and passed through the crucial
problem-solving stage, they forwarded the inference process and faced another
specific stage of problem solving. They again tried to identify the procedural
knowledge required for the next stage.

Problem Solving Steps. Our initial interest is at what rate and to what
degree the participants accurately identified the procedural knowledge set and
successfully had the problem solver achieve the solution. Figure 3 indicates the
class results: The horizontal axis indicates problem-solving steps, and the ver-
tical axis indicates the ratio of participants who constructed the model that
reached the solution by the problem-solving step indicated on the horizontal
axis. The lower line shows the performance of models constructed at the end
of the individual model construction phase; and the upper line shows the per-
formance at the end of the group model construction phase. Figure 3 indicates
that, throughout group activities, 75 % of participants constructed models that
solved the problem within 150 steps.

Fig. 3. Percentage of undergraduate participants who constructed successful models
for problem solving.
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Table 1. Results of review test.

Natural language System format

Correct Incorrect Correct Incorrect

Pre 3 33 2 34

Post 21 15 16 20

Table 2. Result of identification task in transfer test.

Correct Incorrect

Pre 10 26

Post 22 14

Table 3. Result of replication task in transfer test. SE in parenthesis.

Pretest Posttest

0.75 (0.13) 1.28 (0.13)

Review Test. Table 1 shows the results of the review test. The exact chi-test
shows that the number of successful participants who accurately described the
target rule increased from the pretests to posttests (p < 0.01, two-tailed in
language; p < 0.01, two-tailed in system format).

Transfer Test. Tables 2 and 3 show the results of the transfer test. Table 2
shows that the number of successful participants who accurately describe that
the buggy rule in the identification task increased (p < 0.01, two-tailed). In
addition, Table 3 shows the transition of the score of the replication task whose
full mark was two, thus showing that the score significantly increased from the
pretests to the posttests (F (1, 35) = 16.74, p < 0.01).

5 Discussion and Conclusions

We developed a learning environment to enable students to spontaneously find
and formally describe various types of relevant procedural knowledge when solv-
ing crypt-arithmetic tasks. Our experiment found that three-fourths of partic-
ipants constructed valid models with our system, and appeared to succeed in
identifying and externalizing procedural knowledge for solving such a relatively
complex arithmetic task.

The rate of successful participants who programmed valid models reached a
satisfactory level; however, nine participants, i.e., one-fourth of the total, still
failed to build the models. Two reasons exist for the failure. The first reason
is that seven of the unsuccessful participants installed one or more buggy rules
that caused incorrect assignments; therefore, the search for assignments stopped
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in the middle of problem solving. For these participants, notifications that alert
them of buggy rules may be effective. Other two unsuccessful participants did
not install sufficient rules to reach the solution. In the early stage of problem
solving, thus no rules were found for application, leading the problem-solver
to the trial-and-error search. The model did not reach the solution even after
the number of problem solving steps exceeded 500. For such participants, our
learning environment provides the mechanism that enables them to refer to
the rules proposed by other group members. However, this function for group
problem solving did not work for them.

The scores of both the review and transfer tests significantly increased from
the pretests to post tests. These results support that learning with our system
enhances the participants’ construction of rule-based mental models and their
performance for mental simulations for predicting results in hypothesized situ-
ations. These effects come from participants’ meta-cognitive activities. Multiple
approaches exist for enhancing meta-cognitive activities, such as instruction,
verbalization, self-regulation, debriefing, and self-explanation [1,2,4].

In our practice, participants were required to externalize their procedural
knowledge for problem solving. There are two difficulties in externalization:
inaccessibility and ambiguity. First, procedural rules used for solving crypt-
arithmetic tasks are not difficult for university students. In fact, when partici-
pants are presented with each rule, they easily understand the operations of the
rule. However, some of them were not able to notice such rules as being applicable
nor actually apply them, meaning that the knowledge was inaccessible, and sec-
ond, accurately describing rules is a difficult task for many students. Even when
students can apply a rule, they often face difficulties in describing it accurately.
In a representative case, some conditions for rule firing are excluded from the
rule description even though the rule’s action is correctly described, thus mean-
ing the knowledge is ambiguous. In our learning system, students are forced to
explicitly externalize each rule, and confirm whether the expected behavior is
observed while executing the problem-solving simulator. This design-execute-
confirm cycle enhances participants’ externalization activities, thereby resulting
in positive effects on their meta-cognitive activities.

Finally, Fig. 3 indicates that group activities greatly improved the partici-
pants’ model performance. This implies that the learning design based on inter-
action among members in our learning environment has substantial effects. We
categorized the participants into three groups; high, the participants who were
able to build a model that reached the solution within 150 steps during the single
learning phase (the first 30 min in the learning phase); middle, those who build
such a model during the group learning phase (the last 40 min); and low, those
who were not able to build such a model. The ratio of rules copied from others
to all the rules of his/her model is 0.009 in high, 0.154 in middle, and 0.080 in
low. This implies that the middle-level participants referred to more rules from
others, thus raising the standard of the class activities.
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Abstract. Learning from Problem Solving (PS), Worked Examples (WE) and
Erroneous Examples (ErrEx) have all proven to be effective learning strategies.
However, there is still no agreement on what kind of assistance (in terms of
different learning activities) should be provided to students in Intelligent
Tutoring Systems (ITSs) to optimize learning. A previous study [1] found that
alternating worked examples and problem solving (AEP) was superior to using
just one type of learning tasks. In this paper, we compare AEP to a new
instructional strategy which, in addition to PS and WEs, additionally offers
erroneous examples to students. The results indicate that erroneous examples
prepare students better for problem solving in comparison to worked examples.
Explaining and correcting erroneous examples also leads to improved debug-
ging and problem-solving skills.

Keywords: Intelligent tutoring system � Worked examples � Erroneous
examples � Assistance � Problem-solving � SQL-Tutor

1 Introduction

A worked example consists of a problem statement, its solution and additional
explanations, and therefore provides a high level of assistance to students. WEs reduce
the cognitive load on the student’s working memory, thus allowing the student to learn
faster and deal with more complex problems [2]. Previous research compared the
effectiveness of learning from examples to unsupported problem solving [3, 4], and
showed that WEs are beneficial for learning in well-structured domains. The benefits of
WEs were demonstrated in many studies for novices, but problem solving was found to
be superior to WEs for more advanced students [5]. The effects of Problem Solving
only (PS), Worked-Examples only (WE), Worked-Examples/Problem-Solving pairs
(WE-PS) and Problem-Solving/Worked-examples pairs (PS-WE) have been studied on
novices [6]. The WE and WE-PS conditions resulted in significantly higher learning
effectiveness compared to the PS and PS-WE conditions. However, van Gog [7] later
claimed that the WE-PS and PS-WE conditions were not comparable, because the
examples and problems should be identical within and across pairs. Consequently, she
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employed an example-problem sequence (EP condition) and a problem-example
sequence (PE condition) for learning. The students learned significantly more in the EP
condition than in the PE condition.

In comparison to unsupported problem solving, ITSs provide adaptive feedback,
hints and other types of help to students. Several recent studies investigated the effects
of learning from WEs compared to learning from tutored problems solving (TPS) in
ITSs; a few of those studies found no difference in learning gain but WEs resulted in
shorter learning time [8–10]. Contrary to that, a study [1] conducted in SQL-Tutor, a
constraint-based tutor that teaches database querying in SQL, found that students
learned more from TPS than from WEs; furthermore, the best condition was alternating
worked examples with problem solving (AEP), which presented isomorphic pairs of
WE and TPS to students.

Several recent studies focused on erroneous examples, which provide incorrect
solutions and require students to find and fix errors [11, 12]. Große and Renkl [12]
investigated whether both correct and incorrect examples affect learning in the domain
of probability. They found that erroneous examples were beneficial on far transfer for
high prior knowledge students. Durkin and Rittle-Johnson [11] found that providing
both WEs and ErrExs resulted in higher procedural and declarative knowledge in
comparison to the WE only condition. They did not find any differences between
novices and advanced students.

Surprisingly, there have not been many studies on the benefits of learning from
erroneous examples with ITSs. Tsovaltzi et al. [13] investigated the effect of studying
erroneous examples of fractions in an ITS. They found that erroneous examples with
interactive help improved 6th grade students’ metacognitive skills. Furthermore, 9th and
10th graders improved their problem solving skills and conceptual knowledgewhen using
ErrEx with interactive help. Booth et al. [14] demonstrated that students who explained
correct and incorrect examples significantly improved their post-test performance in
comparison with those who only received WEs in the Algebra I Cognitive Tutor.
Additionally, the ErrEx condition and the combinedWE/ErrEx condition were beneficial
for improving conceptual understanding of algebra, but not for procedural knowledge.

The goal of our study was to investigate the effects of using erroneous examples in
addition to WEs and TPS in SQL-Tutor. Previously, the AEP condition was found to be
superior to using WEs or TPS alone [1, 15]. In this study, we compared the best
condition from that previous study, AEP, to a new instructional strategy which presented
a fixed sequence of worked example/problem pairs and erroneous example/problem
pairs (WPEP) to support learning. Our hypotheses are that the addition of erroneous
examples to WEs and TPS would be beneficial for learning overall (H1), and that their
effect would be more pronounced for advanced students (H2).

2 SQL-Tutor

For this study, we modified SQL-Tutor [16], a constraint-based ITS for teaching the
Structured Query Language (SQL) by developing three distinct modes to correspond to
TPS, WEs and ErrExs. Figure 1 shows the screenshot of the problem-solving interface
we used in this study. The left pane shows the structure of the database schema, which
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the student can explore to gain additional information about tables and their attributes,
as well as to see the data stored in the database. The middle pane is the problem-solving
environment. At the start of a problem, this pane shows only the input areas for the
Select and From clauses; the student can click on the other clauses to get the input
boxes for the remaining clauses as necessary. The right pane shows the feedback once
the student submits his/her solution.

Figure 2 presents the screenshot of the WE mode. An example problem with its
solution and explanation is provided in the center pane. A student can confirm that s/he
has completed studying the example by clicking the Continue button.

The ErrEx mode is illustrated in Fig. 3. An incorrect solution is provided for each
problem, and the student’s task is to analyze the solution, find errors and correct them.
The student can submit the solution to be checked by SQL-Tutor multiple times,

Fig. 1. The student interface of the problem-solving mode of SQL-Tutor

Fig. 2. The student interface of the worked example mode of SQL-Tutor
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similar to the problem-solving mode. In the situation illustrated in Fig. 3, the student
has identified the SELECT clause as being incorrect, and is defining the new version of
it. The student has also added the Group by and Order by clauses.

Previous research has shown the importance of self-explanation for learning [17, 18].
Providing Self-Explanation (SE) prompts is a common method to encourage students to
self-explain. It was found in previouswork thatWEs help improve conceptual knowledge
more than procedural knowledge, whereas problem solving results in higher levels of
procedural knowledge [8, 19]. As a consequence, Najar and Mitrovic [1] developed
Conceptual-focused Self-Explanation (C-SE) prompts that support students to self-
explain relevant domain concepts after problem solving, and Procedural-focused Self-
Explanation (P-SE) prompts that supports students to self-explain solution steps after
WEs. A C-SE prompt is presented after a problem is solved in order to aid the student in
reflecting on the concepts covered in the problem they just completed (e.g. What does
DISTINCT in general do?). On the other hand, a P-SE prompts are provided after WEs to
assist learners in focusing on problem-solving approaches (e.g. How can you specify a
string constant?). C-SE and P-SE prompts were used in the previous study [1] to increase
learning. In order to keep our experimental design consistent with that of [1], our par-
ticipants received C-SE prompts after problems, and P-SE prompts after WEs, to com-
plement learning activities so that both conceptual and procedural knowledge is
supported. Since ErrExs contain both properties of problems andWEs, we provided P-SE
and C-SE prompts alternatively after ErrExs.

3 Experimental Design

The study was conducted with 60 students enrolled in an introductory database course
at the University of Canterbury, in regular labs scheduled for the course (100 min
long). Prior to the study, the students learned about SQL in lectures, and had one lab
session. The version of SQL-Tutor used in this study had two conditions: Alternating
Examples and Problems (AEP), the most effective learning condition from the previous
study [15], and the experimental condition consisting of Worked example/Problem

Fig. 3. The student interface of the erroneous-example mode of SQL-Tutor
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pairs and Erroneous example/Problem pairs (WPEP). In both conditions, the order of
tasks was the same, with the only difference being whether tasks were presented as
problems to be solved, WEs or ErrExs. After providing informed consent, the partic-
ipants were randomly assigned to either AEP or WPEP. The pre-test was administered
online, followed by the 20 learning tasks. After completing all tasks, the participants
completed the online post-test, which was similar in complexity and length to the
pre-test. Figure 4 illustrates the study design.

4 Results

Our study was conducted at a time when the participants had assessment due in other
courses they were taking. Since participation was voluntary, not all participants
completed the study. Twenty-six students completed all activities and the post-test. In
the following section, we present the results of analyses performed on the data collected
for those 26 students (15 in the AEP and 11 in the WPEP condition).

More than half of the participants have not completed the study. Such a big attrition
rate necessitated a further investigation. We compared the incoming knowledge (i.e. the
pre-test scores) of the participants who completed or abandoned the study, in order to
identify whether they were comparable or whether it was the weaker students who have
not completed the study.

The pre/post-test consisted of 11 questions each. Questions 1–6 measured con-
ceptual knowledge and were multi-choice or true-false questions (with the maximum of
6 marks). Questions 7–9 focused on procedural knowledge; question 7 was a
multi-choice question (one mark), followed by a true-false question (one mark), while
question 9 required the student to write a query for a given problem (4 marks). The last
two questions presented incorrect solutions to two problems, and required the student
to correct them, thus measuring debugging knowledge (6 marks). Therefore, the
maximum mark on each test was 18.

The pre-test scores are given in Table 1. There were no significant differences
between the two subsets of participants on overall pre-test scores. There were also no
significant differences on the scores for declarative, procedural and debugging ques-
tions. Therefore, the 26 remaining participants are representative of the class.

AEP WPEP
Pre-test

20 problems and WEs 
(10 isomorphic pairs)

10 problems/WEs (5 isomorphic pairs), and 
10 problems/ErrEx (5 isomorphic pairs), 

presented in alternation

Post-test

Fig. 4. Study design with two conditions (AEP and WPEP)
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4.1 Do the Conditions Differ on Learning Outcomes?

We used the Mann-Whitney U test to analyze the differences between the two con-
ditions (Table 2). There was no significant difference between AEP and WPEP in both
the pre-test and post-test scores. The students in both the AEP (p = .001) and the
WPEP condition (p = .003) improved significantly between pre-test and post-test, as
confirmed by a statistically significant median increase identified by the Wilcoxon
singed-rank test (shown in the Improvement row of Table 2). The effect sizes (Cohen’s
d) are high for both groups, with the WPEP group having a higher effect size. For both
groups, the pre-test and post-test scores are positively correlated, but only the corre-
lation for AEP is significant.

On average, the participants spent 66 min interacting with the learning tasks. There
was no significant difference on the total interaction time between the two conditions.
The students in both groups solved the same number of problems (10). The AEP group
had 10 WEs, while the WPEP group had five WEs and five ErrExs. We expected
erroneous examples to take more time in comparison to WEs, but the difference was
not significant.

Table 1. Pre-test scores (in %) for all students, and for participants who completed/abandoned
the study (standard deviations shown in parentheses)

All participants (60) Completed (26) Abandoned (34)

Overall 65.14 (14.09) 65.81 (13.14) 64.62 (14.96)
Conceptual 55.28 (17.76) 53.85 (17.19) 56.37 (18.36)
Procedural 81.67 (23.26) 85.26 (16.72) 78.92 (27.16)
Debugging 58.47 (23.19) 58.33 (24.15) 58.58 (22.79)

Table 2. Basic statistics for the two conditions

AEP (15) WPEP (11)

Pre-test (%) 67.22 (15.37), med = 66.67 63.89 (9.7), med = 61.11
Post-test (%) 91.11 (12.92), med = 97.22 93.94 (6.67), med = 94.44
Improvement W = 120, p < .005, d = 1.29 W = 66, p < .005, d = 1.73
Pre/post-test correlation r = .58, p < .05 r = .52, ns
Interaction time (min) 65.64 (16.96) 67.09 (10.22)

Table 3. Detailed scores on pre/post-tests

Group Questions Pre-test % Post-test % W, p

AEP (15) Conceptual 57.78 (17.67) 94.44 (10.29) 120, .001**
Procedural 80.56 (18.28) 97.78 (5.86) 36, .011**
Debugging 63.33 (24.56) 81.11 (29.46) 73, .054*

WPEP (11) Conceptual 48.48 (15.73) 91 (8.7) 66, .002**
Procedural 91.67 (12.36) 97.73 (7.54) ns
Debugging 51.51 (22.92) 93.18 (15.28) 45, .007**
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Table 3 shows the scores on different question types. There were no significant
differences on pre-test scores for the two conditions. In the AEP condition, there were
significant differences between pre- and post-test scores on conceptual and procedural
questions, as well as a marginally significant difference on the score for debugging
questions. In the WPEP condition, the students’ scores on conceptual and debugging
questions increased significantly between pre- and post-test, but there was no signifi-
cant difference on the scores on procedural questions. The WPEP group started with a
very high level of procedural knowledge, and that explains no significant difference on
this type of questions.

In order to identify whether the two conditions affected students’ problem solving
differently, we analyzed the log data. As explained previously, ten learning tasks were
problems to be solved. Table 4 reports the number of attempts (i.e. solution submis-
sion), as well as the number of errors (i.e. the number of violated constraints) for the ten
problems. Overall, the AEP group made significantly more attempts (U = 37.5,
p = .018) and more mistakes (U = 44, p = .047) on the ten problems.

The table also reports the two measures for various subsets of problems, identified
on the basis of the previous learning task. We wanted to investigate whether correct and
erroneous examples prepare students differently for problem solving. Problems 4, 8, 12,
16 and 20 were presented in the WPEP condition after ErrEx, whereas in the AEP
condition after WEs. For those five problems, there were significant differences
between the two conditions on both attempts (U = 30, p = .005) and errors (U = 41,
p = .032). On the other hand, problems 2, 6, 10, 14 and 18 were presented to both
conditions after WEs. For those problems, we found no significant differences between
the two groups on either attempts or errors on this subset of problems. These findings
show that erroneous examples prepare students better for problem solving in com-
parison to worked examples, which confirms our hypothesis H1. This is important, as
some of the previous studies (as discussed in the Introduction) have found that worked
examples are superior to other types of learning tasks.

4.2 Comparing Novices and Advanced Students

We were also interested in the effectiveness of the two conditions on students with
different levels of pre-existing knowledge. We classified students into novices and
advanced students based on their pre-test scores (Table 5). The participants whose

Table 4. Analysis of attempts and errors for the two conditions

All problems Problems 4, 8, 12, 16, 20 Problems after WEs
Attempts Errors Attempts Errors Attempts Errors

AEP 4.54 (1.7) 12.87 (8.31) 5.67 (2.14) 17.44 (11.12) 3.41 (1.89) 8.29 (8.09)
WPEP 3.08 (1.06) 7.73 (6.75) 3.49 (1.43) 9.64 (10.47) 2.67 (1.21) 5.82 (7.1)
p <.02** <.05** <.01** <.05** ns ns
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pre-test scores are lower than 66 % (the overall median pre-test score for our sample)
are considered to be novices, and the rest as advanced students.

The Mann-Whitney U test revealed no significant differences between
novices/advanced students in the two conditions, on pre- and post-test scores. The
Wilcoxon signed-rank test showed that novices and advanced students in both con-
ditions improved significantly between the pre- and post-test (p < 0.05). A deeper
analysis of the pre/post-test scores revealed that in the WPEP condition, the score for
debugging questions improved significantly for novices (p < .05) and marginally
significantly for advanced students (p = .059), while only advanced students from the
AEP condition improved their score on debugging questions (p = .01). The novice
AEP students did not improve their debugging knowledge. The normalized gain on
debugging questions only for novices from the AEP condition was 0.15 (sd = 0.71),
while for novices from the WPEP group it was 0.76 (0.3); the difference is marginally
significant (U = 29.5, p = .063, d = 0.96). The fact that both advanced and novice
WPEP students improved on debugging questions rejects our second hypothesis;
contrary to our expectations, both novices and advanced students benefitted from
ErrEx.

5 Discussion and Conclusions

Previous studies show that WEs are beneficial for novices in comparison to problem
solving [6, 15, 20]. In a previous study, alternating WEs with problem solving was
found to the best strategy in SQL-Tutor [1]. However, the inclusion of ErrEx has not
been studied before in this instructional domain. In this study, we compared students’
performance in two conditions: alternating worked examples/problem (AEP), and
worked example/problem pairs and erroneous examples/problem pairs (WPEP).

We found no significant difference between AEP and WPEP conditions on pre- and
post-test performance, but the participants in both conditions improved significantly
their scores on the post-test from the pre-test. Students in the WPEP condition acquired
more debugging knowledge than those in the AEP condition. A possible explanation is
that extra learning and additional time in the correcting phase of erroneous examples
contribute to this benefit. Furthermore, students who learned with erroneous examples

Table 5. Comparing novices and advanced students

Score (%) Pre-test Post-test W, p

AEP (15) Novices (6) Overall 52.31 (7.94) 80.09 (13.77) 21, .028**
Debug. questions 41.67 (20.41) 56.94 (34.73) ns

Adv. (9) Overall 77.16 (9.8) 98.46 (3.7) 45, .008**
Debug. questions 77.78 (14.43) 97.22 (5.89) 36, .01**

WPEP (11) Novices (6) Overall 56.94 (3.4) 91.2 (7.54) 21, .028**
Debug. questions 38.89 (13.61) 87.5 (19.54) 15, .043**

Adv. (5) Overall 72.24 (7.85) 97.22 (3.93) 15, .041**
Debug. questions 66.67 (23.57) 100 (0) 10, .059*
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showed higher performance on problem solving as measured by the number of attempts
per problems and also the number of mistakes made. This suggests that the erroneous
examples aid learning more than worked examples, which confirmed our hypothesis
H1. The WPEP participants learned from both worked examples and erroneous
examples. When students were asked to identify and correct errors in ErrEx, they
engaged in deeper cognitive processing in comparison to when they engage with WEs.
Therefore, they were better prepared for concepts required in the next isomorphic
problem compared to the situation when they received WEs.

Although the present results suggest that ErrExs aid learning, an important issue
concerns the benefit for students with different knowledge levels. Hypothesis H2, like in
[12], was that advanced students would learn more from erroneous examples than
novices. However, we did not find a difference between novices and advanced students
in WPEP; both subgroups improved their debugging knowledge. Furthermore, novices
from the WPEP group improved their debugging knowledge significantly more than
their peers of similar abilities from the AEP group (with the effect size close to 1 sigma).
Therefore, the students with any knowledge level benefitted from erroneous examples.
One of the possible explanations for a different finding in comparison to [12] is in the
instructional domains used in each study. The instructional task of the Große and Renkl
study was probability (a well-defined instructional task), while the students were
specifying SQL queries for ill-defined tasks in our study.

One of the limitations of our study is the small sample size. The timing of the study
coincided with assignments in other courses the participants were taking, so many
participants did not complete the full study. We plan to conduct the same study with a
larger population. McLaren et al. [21] found that erroneous examples led to a delayed
learning effect. However, our study did not include a delayed test. It would be inter-
esting to see the results of the delayed learning effect.

Our study demonstrated that an improved instructional strategy, WPEP, resulted in
improved problem solving, and that it also benefitted students with various levels of
prior knowledge in SQL-Tutor. The results suggest that the students with different
levels of prior knowledge may perform differently with worked examples, erroneous
examples, and problem-solving. In addition, all students in our study learned SQL in
the lectures before participating in our study. One direction for future work would be to
develop an adaptive strategy that decides what learning activities (TPS, WE or ErrEx)
to provide to the student based on his/her student model.
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Abstract. Questioning has been shown to improve learning outcomes,
and automatic question generation can greatly facilitate the inclusion of
questions in learning technologies such as intelligent tutoring systems.
The majority of prior QG systems use parsing software and transforma-
tion algorithms to create questions. In contrast, the approach described
here infuses natural language understanding (NLU) into the natural lan-
guage generation (NLG) process by first analyzing the central semantic
content of each independent clause in each sentence. Then question tem-
plates are matched to what the sentence is communicating in order to
generate higher quality questions. This approach generated a higher per-
centage of acceptable questions than prior state-of-the-art systems.

1 Introduction

Rus et al. [33] describe automatic question generation as a dialogue and discourse
task, drawing on both NLU (Natural Language Understanding) and NLG (Nat-
ural Language Generation). This description is particularly apt for a system such
as the one outlined in this paper which takes raw text as input, performs NLU
analysis [2], and then performs the NLG task of transforming the intermediate
representation into English language questions. McDonald describes NLG as the
process by which thought is rendered into language [16]. In generating questions
from text, we are taking thoughts represented in declarative text and render-
ing them into another form of thought: questioning on the original thoughts.
Piwek and Boyer [28] observe that question generation could be viewed as a
search for algorithms to transform inputs to certain types of outputs, and that
the combinations of inputs, outputs and algorithms are already quite varied in
this developing research area. A caveat could be added to this apt observation,
namely a concern that current state-of-the-art approaches at their core are essen-
tially text processing approaches and there is much work to be done infusing AI
techniques into automatic question generation. Until the day when we can state
with the certainty provided by a Turing test that computers understand nat-
ural language, NLG systems are challenged to move beyond text processing and
illusions of understanding as demonstrated in this exchange with Eliza [36]:

Human: What do you think of natural language generation?
Eliza: We were discussing you, not me.
c© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 23–33, 2016.
DOI: 10.1007/978-3-319-39583-8 3
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Eliza was a chimera. Nevertheless it opened the door to exploring the limits
of human-machine interaction through language. Educational technology is one
of the most important applications of this interaction. Research demonstrates
that students learn very little from reading textbooks, and need dialogue-based
support, including questioning, to gain a deep understanding of material [35].

2 The Importance of Questions in Learning

That questioning improves learning has long been supported by research [3,31],
and recent studies reconfirm this important pedagogical principle [27,29]. The IES
Practice Guide for Teachers [26] discusses 7 evidence-based principles of learning,
2 of which explicitly refer to questioning. The APA and APS jointly conducted a
symposium exploring principles of learning [10], and 6 of these 25 principles deal
directly with questioning. Based on an exhaustive review of research providing
data about which educational strategies work and which do not, Roediger and
Pyc [30] have distilled this information into three principles: (1) the distribution
(spacing and interleaving) of material and practice during learning, (2) the fre-
quent assessment of learning (direct and indirect positive effects of quizzing and
testing), and (3) explanatory questioning. Note that two of the three recommenda-
tions involve questioning, and the other one involves the timing and presentation
of material and questions. Answering questions, whether presented by an instruc-
tor or self-testing while studying, has several positive benefits. First, retrieving
information makes it more retrievable in the future and can transfer to other con-
cepts. Testing helps students identify what they know and what they need to study
further. Test potentiation studies show that students learn more restudying after
taking a test than if they have not taken a test [30]. A foundation of factual ques-
tions is an underappreciated prerequisite to deeper conceptual questions. A doc-
ument from the National Academy of Sciences [4] asserts the importance of stu-
dents building a strong and deep foundation of factual knowledge. This conclusion
is based on research that compares the performance of experts and novices.

Experts, regardless of the field, always draw on a richly structured informa-
tion base; they are not just “good thinkers” or “smart people”. The ability
to plan a task, to notice patterns, to generate reasonable arguments and
explanations, and to draw analogies to other problems are all more closely
intertwined with factual knowledge than was once believed.

3 Prior Work in Automatic Question Generation

Automatically generated questions have been shown to be as effective as human-
authored ones in studies dating from the late 1970 s [38] to 2015 [15]. Even for
QG systems that tend to overgenerate, selecting among automatically generated
questions saves significant amounts of time compared to manually generating
them [13].
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The past decade has witnessed a renaissance in the field of automatic ques-
tion generation. Evidence is in the growth in both the number and diversity of
recent approaches. Despite the early, promising work demonstrated in Wolfe’s
AUTOQUEST [38], the field of automatic generation from text appears to have
been relatively quiet in the closing decades of the 20th Century. In fact, up until
the early 2000 s and beyond, computer-based instructional systems continued
to use frame-based methods in which all course content, including questions,
was authored by hand [39]. The recent resurgence of interest in automatic ques-
tion generation is motivated in part by the evolution of intelligent tutoring and
computer-assisted learning systems, and the need for more rapid development
of questions for these systems.

Apart from a very few outliers in specialized domains with limited results,
the majority of question generation systems input a text source, automatically
parse the sentences, and transform sentences into questions. Two major design
decisions are: (1) selecting parsing software, and (2) deciding whether to use
external templates or internal rules for sentence-to-question transformation. In
a recent survey of question generation approaches for educational applications,
Le et al. [19] observed that template-based approaches tended to perform better
than systems that syntactically rearranged the source text. Our observation is
that generating any question type is theoretically possible in any approach, but
that some approaches make some question types easier to generate than others.

One of the most popular QG approaches involves parsing text with a phrase
structure parser and then forming questions using templates [20,21,32,40] or
transformation rules and tree manipulation tools [1,8,9,13]. Heilman notes [13]
that these purely syntactic approaches do not allow higher-level abstractions that
may be possible with more semantically informed approaches. Nevertheless, as
these QG systems demonstrate, they can be robust and productive methods for
generating fact-based questions.

An alternative to the phrase-structure parse is the semantic role label (SRL)
parse which identifies for each predicate in a sentence, its associated arguments
and modifiers, and specifies their semantic roles. A QG system can then extract
arguments and modifiers for question construction [5,22–24]. These systems are
able to generate a wider variety of questions than the phrase structure approach
and are not as closely bound to the sentence source text.

A third type of parse used in QG systems is the dependency parse, which
connects words in a sentence in a graphical structure based on their grammatical
and functional relations. Although the SRL parse is sometimes referred to as
a shallow semantic parse, certain dependency relations give greater insight into
semantics than the SRL parse. The italicized portions of the sentences in Table 1
were all parsed as Arg1 by the SRL parser. In contrast, the labels provided by the
dependency parser are quite varied, and provide opportunities to glean varied
meanings from what is simply Arg1 in the SRL parse.

Although the dependency parse had previously been used as an ancilliary
tool and for sentence simplification, Mazidi et al. [25] was the first to fully
exploit dependency relations in question generation. The approach described in
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Table 1. Arg1 versus dependency labels

Sentence ArgN Dep. Label Meaning

1. John broke the window Arg1 dobj second entity in relation

2. John was angry Arg1 acomp property of subject

3. John felt that everyone always ignored him Arg1 ccomp proposition of subject

4. John is an angry man Arg1 attr definition of subject

5. John wanted to make his presence heard Arg1 xcomp purpose

6. John began bleeding profusely Arg1 xcomp action

this paper extends that earlier work by adding important observations that can
be gleaned from text structure, as described below, thus infusing more AI into
automatic question generation systems.

4 Approach: Infusing NLG with NLU

Examining the current state of the art of QG reveals that NLU is an underdevel-
oped prerequisite. Typical QG approaches, as described above, parse sentences
then rearrange sentence constituents to transform the sentence into as many ques-
tions as allowed by English grammar rules. In contrast, our approach first classifies
what the sentence is communicating by analyzing the type and arrangement of syn-
tactic and semantic constituents. These sentence patterns fall into a surprisingly
small number of categories. For each sentence, the QG system classifies its sentence
patternprior to the question generationphase.The sentence pattern is key todeter-
mining what type of question should be asked about that sentence. This analy-
sis was based on text extracted from open source textbooks as well as Wikipedia.
Each text passage consisted of the text of one chapter section, or Wikipedia text
of equivalent length. Table 2 describes the distribution of sentence patterns in the
test set, described in Table 3. In order to identify patterns to be included in the QG

Table 2. Pattern distribution in test sets A and B

Pattern Meaning Frequency

S-V-acomp adjectival complement that describes the subject 8 %

S-V-attr nominal predicative complement defining the subject 14 %

S-V-ccomp clausal complement indicating a proposition of subject 7 %

S-V-dobj indicates the relation between two entities 28 %

S-V-iobj-dobj indicates the relation between three entities < 1%

S-V-parg phrase describing the how/what/where of the action 17 %

S-V-xcomp non-finite clause-like complement 8 %

S-V indicates an action of the entity 14 %

other combinations of constituents 4 %
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Table 3. Test sets A (Textbooks) and B (Wikipedia)

No Topic No. Sentences % Generated Grade Level % Accept

A1 Lymphatic System 136 65% 14 62 %

A2 Eukaryotic Cells 165 43% 14 52 %

A3 Federalism 117 70% 14 46 %

A4 International Trade 83 65% 12 56 %

B1 Chemical Bonds 138 46% 14 54 %

B2 Planned Economies 67 50% 15 70 %

B3 Toledo War 83 63% 13 50 %

B4 Tornadoes 151 38% 13 48 %

Average 118 53% 14 55%

system, the following criteria was used: (1) Does the sentence pattern occur fre-
quently across passages in different domains? (2) Is the semantic information con-
veyed by the sentence pattern consistent across different instances? and (3) Does
the sentence pattern identify important content in source sentences so that gener-
ated questions will be meaningful and not trivial?

Algorithm 1. Sentence Object Formation
S ← set of parsed sentences
for each sentence s ∈ S do

DivideIndepClauses(s)
for each indepClause ic ∈ s: do

Step 1: Add predicate complex
ic[pred.label] ← predicate
icRoot = pred.index
Step 2: Add constituents
for each dep ∈ dependencies do

if dep.gov == icRoot then
ic[const.label] ← dp

Step 3: Add ArgMs to IC
for each AM in ArgMs for icRoot do

ic[AM.label] ← AM (causative, locative, etc.)

Step 4: Determine pp type
for each pp in PPs do

if pp == ArgN then
pp.label = ppArg

else
pp.label = ppMod

Step 5: Determine ic structure
Determine ic type (passive, active, ...)
Classify ic pattern
Flag sentences with questionable parse
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For each sentence in a text passage, the system gathers data from both a
dependency parse and an SRL parse in order to form an intermediate represen-
tation from which questions can be generated. The steps involved in creating
this intermediate representation, the sentence object, are given in Algorithm 1.
After a sentence object is created for each independent clause of each sentence,
the sentence pattern is compared against approximately 50 templates. If a tem-
plate matches the pattern, a question can be generated. Templates are designed
to ask questions related to the major point of the sentence as identified in the
pattern (see Table 4). Templates also contain filter conditions which are checked.
Filter conditions may check for the presence or absence of particular verbs (par-
ticularly be, do and have), whether the sentence is in active or passive voice,

Table 4. Sample questions by sentence type

Pattern and Sample

1. S-V-acomp Adjectival complement that describes the subject.

S: Vacuoles are somewhat larger than vesicles.

Q: Indicate properties or characteristics of vacuoles.

2. S-V-attr Nominal predicative complement following copula, often defining the
subject.

S: An antigen is a chemical structure that binds to T or B receptors.

Q: Define or describe an antigen.

3. S-V-ccomp Clausal complement indicates a proposition of or about the subject.

S: Seismic waves indicate that the outer core must be liquid and the inner core must
be solid.

Q: What do seismic waves indicate?

4. S-V-dobj Indicates the relation between two entities.

S: The moon orbits the Earth.

Q: Describe the relation or interaction between the moon and the Earth.

5. S-V-iobj-dobj Indicates the relation between three entities.

S: The Bill of Rights gave the new federal government greater legitimacy.

Q: What gave the new federal government greater legitimacy?

6. S-V-pparg Prepositional phrase that is required to complete the meaning.

S: From outside to inside, the planet is divided into crust, mantle, and core.

Q: From outside to inside, into what is the planet divided?

7. S-V-xcomp Non-finite clause-like complement.

S: The lymphatics eventually merge to form larger lymphatic vessels.

A: For what purpose do the lymphatics eventually merge?

8. S-V May contain phrases that are not considered arguments.

S: Eventually, the general surrendered.

Q: What did the general eventually do?
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and other conditions that are documented in the template file. The source code,
data, and generated questions are available1 for those interested in implementa-
tion details.

Examples of source sentences and generated questions are provided in Table 4.
An independent clause can be viewed as a proposition, and the predicate identi-
fies the relationship, property or state of the entities participating in the propo-
sition. The predicate determines the number of participants, or arguments, that
are allowed [18]. In the S-V-iobj-dobj pattern, for example, there must be 3 enti-
ties identified in the sentence. The predicate is often the main verb but there are
other constructions in which the predicate can be found in other syntactic cate-
gories. The acomp constituent follows a copula verb which has negligible semantic
content in this construction. The meaning is carried by the acomp, which may
be an adjective or a noun. Linguists often used the term xcomp to denote predi-
cate complements of various syntactic categories [18]. In contrast, the universal
dependency relations divide the complements into acomp for AP, attr for NP,
ccomp for subordinate clauses, leaving xcomp for VP. It matters what syntac-
tic category a complement belongs to because this provides important semantic
indications of what the clause is saying. Take for instance a ccomp compared to
a dobj. They differ syntactically in that the ccomp is a clause whereas the dobj
is a phrase. Semantically, the dobj identifies the second entity in the predicate
relation whereas the ccomp can be viewed as an independent proposition either
indicated by or about the subject.

5 Results and Error Analysis

There is no standard way to evaluate automatically generated questions. Recent
work in QG and other NLP applications favors evaluation by crowdsourcing
which has proven to be both cost and time efficient and to achieve results com-
parable to human evaluators [14,34]. A similar evaluation of the generated ques-
tions was conducted using Amazon’s Mechanical Turk Service. Workers were
selected with at least 90 % approval rating on their prior work and who were
located in the US and proficient in US English. To monitor quality, work was
submitted in small batches, manually inspected, and run through software to
detect workers whose ratings did not correspond well with fellow workers. Each
question was rated on a 1–5 scale by 4 workers. The four scores were averaged
and a mean over 3.5 was considered acceptable. The first author gave a binary
acceptable rating to each question. Questions were counted as acceptable if they
received an acceptable rating from the first author and an average acceptable
rating from the MTurk workers. Agreement between this rating and the MTurk
workers’ acceptability score was κ = 0.67.

The QG system output 55 % acceptable questions without any ranking com-
ponent. The most frequently cited state-of-the-art QG system, Heilman and
Smith [11], achieved 52 % acceptable questions after a comparable evaluation,
when considering only the top 20 % of their automatically ranked questions.
1 http://www.karenmazidi.com/.

http://www.karenmazidi.com/
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Future work will add a component for automatically ranking generated ques-
tions in order to raise acceptability rate even further.

Analysis of questions that received unacceptable ratings reveal that 62 %
were unacceptable due to vagueness, 24 % due to minor parsing errors such as
including too many or too few words as dependents of the constituent head,
and 14 % indicate areas for additional work in the system. A key advance in
improving the percentage of acceptable questions will be to eliminate vague
questions through coreference resolution.

6 Discussion

A central observation of this paper is that sentence structure is a key aspect of
natural language understanding and that advances in NLU can benefit question
generation systems. To the degree that computer applications can “understand”
natural language, it is with the aid of lexical resources such as WordNet and
syntax parses. These different types of parses follow different linguistic traditions.
The dependency grammar tradition is probably the oldest, having roots dating
back to ancient Greek and Indian linguistic traditions. Analysis of semantic roles
could be traced back to the Indian karaka theory of the 7th Century [17].

The question that arises in looking at these different approaches is: How well
do any of these types of parses correspond to how humans parse sentences as
we listen to a speaker or read text? Chomsky [6] proposed that we have an
internal grammar in our minds that allows us to make sense of language. This
idea has been controversial since its publication, but recent research in neuro-
science has found some evidence that Chomsky was on the right track, although
the research provides no insight as to whether these structures are innate or
developed through experience. Using magnetoencephalography, researchers at
NYU were able to identify distinct cortical activity that concurrently tracked
auditory input (stripped of acoustic cues) at different hierarchical levels: words,
phrases, sentences [7]. In other words, a hierarchy of neural processing underlies
grammar-based internal construction of language. This exciting research may in
the future be able to tease out what information these hierarchical processes
actually encode. As that occurs, perhaps parsers could be developed in which
sentence structure corresponds to our internally encoded structure. For exam-
ple, it’s doubtful that we hear the beginning of sentence and think: that’s an
NP. Rather, we think: that’s what we are talking about, i.e., the subject. And
the rest of the sentence is just telling us what action surrounded that subject
and possibly other entities. While we await further advances from neuroscience,
it seems practicable to continue research in sentence representation forms that
correspond to an intuitive understanding of sentence meaning, such as the sen-
tence representation discussed in this work, rather than a particular linguistic
tradition.

The question generation system presented here introduced a fresh approach
to analyzing intrasentential structure and meaning that is both intuitive and
practical. The pattern of the constituent structure indicates what meaning can
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be inferred from the sentence. This enables generation of questions relevant to
the central point of a sentence and avoids the overgeneration problem of prior
work. The approach can be implemented with off-the-shelf parsers that provide
both a dependency and an SRL parse. The QG system achieved a question
acceptability rate of 55 %, a rate higher than the top 20 % of ranked questions
from the most cited prior state-of-the-art system. This improvement is due in
part to the internal NLU analysis of what the sentence is communicating which
enabled the system to match to an appropriate template specific to the semantics
of that sentence structure.
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Abstract. Recent research on self-regulated learning (SRL) includes multi-
channel data, such as eye-tracking, to measure the deployment of key cognitive
and metacognitive SRL processes during learning with adaptive hypermedia
systems. In this study we investigated how 147 college students’ proportional
learning gains (PLGs), proportion of time spent on areas of interest (AOIs), and
frequency of fixations on AOI-pairs, differed based on their prior knowledge of
the overall science content, and of specific content related to sub-goals, as they
learned with MetaTutor. Results indicated that students with low prior sub-goal
knowledge had significantly higher PLGs, and spent a significantly larger pro-
portion of time fixating on diagrams compared to students with high prior
sub-goal knowledge. In addition, students with low prior knowledge had sig-
nificantly higher frequencies of fixations on some AOI-pairs, compared to stu-
dents with high prior knowledge. The results have implications for using
eye-tracking (and other process data) to understand the behavioral patterns
associated with underlying cognitive and metacognitive SRL processes and
provide real-time adaptive instruction, to ensure effective learning.

Keywords: Metacognition � Self-regulated learning � Eye tracking � Prior
knowledge � Adaptive hypermedia-learning environments � Process data

1 Introduction

Self-Regulated Learning (SRL) involves a student actively monitoring and regulating
his or her cognitive, affective, metacognitive and motivational (CAMM) processes [1].
Although engaging in SRL can be effective for students, research has shown that
students typically fail to monitor and regulate their CAMM process for a variety of
reasons, including a lack of knowledge and ability to enact effective cognitive strate-
gies, making inaccurate judgments following metacognitive monitoring, lack of interest
in the topic, and inability to regulate negative emotions. Thus, researchers have
designed advanced learning technologies (ALTs), such as adaptive hypermedia [1], and
Intelligent Tutoring Systems (ITSs) [2, 3] to foster SRL for students of different ages
and prior knowledge levels.
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In this study, we make several assumptions regarding SRL as an event that involves
the temporal deployment of CAMM processes that unfold during learning [1, 4] with
an ALT, such as MetaTutor [1]. As such, we have used eye-tracking as an on-line trace
method to capture the temporally unfolding events related to the underlying cognitive
and metacognitive SRL processes during learning about the human circulatory system
with MetaTutor. This study is also based on emerging research on the use of
eye-tracking data to examine the cognitive strategies used during learning with ALTs.
For example, see [5, 6].

Research on self-regulated learning (SRL) has primarily relied on self-report
measures; however researchers are expanding on their measurement methods, and are
including multi-channel data tools, such as eye-tracking, to measure how students
self-regulate their learning with hypermedia-learning environments. For example,
Bondareva et al. [7] showed that gaze behaviors in MetaTutor can be predictive of
learning gains, with 78.3 % accuracy. They used a simple logistic regression model
that uses fixation-related measures (e.g., duration, rate of fixation, etc.) and the pro-
portion of transitions between AOIs, among other measures, to predict proportional
learning gains. Moreover, Conati et al. [5] captured gaze data to determine the pre-
dictive power of attention patterns to adaptive hints in an educational learning game.
Results of this research showed that eye data can effectively be used as a predictor of
learning in ALTs [5]. Similarly, Jaques et al. analyzed eye-tracking data from Meta-
Tutor that included tracking gaze transitions between AOI pairs, as a measure of
engagement. This was shown to be an effective means of determining learners’ bore-
dom (69 % accuracy) and curiosity (73 % accuracy) [8]. Thus, there is evidence that
we can use eye-tracking data to detect students’ SRL behaviors as they learn with
ALTs.

There are many factors that can impact how students self-regulate their learning as
they interact with ALTs. For example, individual differences, such as prior knowledge,
have been found to significantly impact how students deploy SRL processes as they
learn with ALTs [9, 10]. These studies have reported that students with high prior
knowledge of the circulatory system engaged in significantly more metacognitive SRL
strategies, compared to students with low prior knowledge of the topic [9]; and when
students were provided prompts and feedback from pedagogical agents, students with
low prior knowledge of the circulatory system took significantly more notes than
students with high prior knowledge [10]. Thus, it is evident from these studies, and
others, that prior knowledge can significantly impact how students engage in SRL as
they interact with ALTs.

The goal of this paper, therefore, is to determine if prior knowledge has an impact
on students’ fixations on different areas of interest (AOIs), as they learn with Meta-
Tutor, an adaptive hypermedia-learning environment that teaches students about the
circulatory system. As previously mentioned, studies have investigated SRL in ALTs
using eye-tracking data, however the novelty of this paper is to include the impact of
prior knowledge in using eye-tracking to investigate SRL in ALTs. In addition, this
paper examines AOI pairs from text to other specific AOIs, which has not been
examined in previous studies. Therefore, the results from this paper can contribute to
the SRL and ITS communities by providing novel sets of data and challenges to
understanding the complex nature of cognitive and metacognitive SRL processes.
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2 Methods

2.1 Participants and Experimental Design

Participants in this study were 147 undergraduate students (52.4 % female) from three
North American Universities. Their ages ranged from 18 to 38 (M = 20.61, SD = 2.73).
Participants were compensated $10 per hour for participating. Students were randomly
assigned to one of two conditions prior to beginning the study, and on average, had low
pre-test scores (M = 17.18, SD = 4.52) on the 30-item multiple-choice pre-test.

2.2 MetaTutor: An Adaptive Hypermedia-Learning Environment

In this study, students interacted with MetaTutor, an adaptive hypermedia-learning
environment that teaches about the circulatory system [1]. In this version of MetaTutor,
there are 47-pages of text and diagrams, which provide information on different
sub-topics related to the circulatory system. As students learn with MetaTutor, they are
provided with an overall learning goal, which is: learn all you can about the circulatory
system. Specifically, be sure to learn about all the different organs and other compo-
nents of the circulatory system, and their purpose within the system, how they work
both individually and together, and how they support the healthy functioning of the
body. Students are given 90 min to complete several self-set sub-goals (e.g., heartbeat),
and thus achieve the overall learning goal. There are several elements that together
make up the interface of the learning environment (see Fig. 1). On the top left corner,
there is a timer that counts down the time remaining in the session. Students are given a
total of 90 min to attempt to complete their sub-goals, and subsequently their overall
learning goal. The table of contents is located beneath the timer, and provides students
with a list of all the content pages, which they can access by clicking on the page title,
which will link them to the given page. In the center, the content is presented, with the
text on the left and the diagram on the right. The self-set sub-goals are placed just
above the content, and the overall learning goal is located above the sub-goals. There
are seven predetermined sub-goals, which students are guided to set during the initial
sub-goal setting phase: (1) path of blood flow, (2) heartbeat, (3) heart components,
(4) blood vessels, (5) blood components, (6) purposes of the circulatory system, and
(7) malfunctions of the circulatory system. Participants are required to set two
sub-goals during the sub-goal setting phase prior to beginning the learning session,
however they are also able to add more sub-goals during the learning session. At the
top right corner, one of the four the pedagogical agents is displayed. Finally, the SRL
palette is located under the agent, and is where students can indicate that they are going
to engage in different SRL strategies, such as content evaluation or taking notes.

There are four pedagogical agents (PAs) that are embedded in MetaTutor. Each
agent is responsible for promoting the different pillars of self-regulated learning. Gavin
the Guide introduces students to the session, and administers self-report questionnaires,
and the pre- and post-test. Pam the Planner represents the planning processes of SRL,
and assists students with setting sub-goals and activating prior knowledge. Mary the
Monitor exemplifies the monitoring processes of SRL, and assists students to engage in
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metacognitive monitoring, such as judging how well they understand the material on
the page, assessing how relevant the material is to the student’s current sub-goal, and
monitoring how far along the student is in completing his or her sub-goal. Sam the
Strategizer represents the strategizing component of SRL, and emphasizes engaging in
learning strategies, such as summarizing and coordinating informational sources. One
agent is present at a time on screen, and this depends on what learning activity (e.g.,
taking notes, completing a quiz, or setting a new sub-goal) the student is performing.

2.3 Experimental Conditions

Before students interacted with MetaTutor, they were randomly assigned to one of two
experimental conditions. In the prompt and feedback condition, students were pro-
vided with prompts to use SRL strategies, and received feedback on their performance
on quizzes, from the pedagogical agents. During the sub-goal setting phase, Pam the
Planner provided feedback regarding the student’s proposed sub-goal, for example, if it
was too broad. Mary the Monitor prompted students to engage in metacognitive
monitoring strategies, such as judgment of learning [JOL], feeling of knowing [FOK],
content evaluation [CE], and monitoring progress towards goals [MPTG]. In addition,
she provided feedback on their performance using these strategies. For example, she
informed them of their sub-goal quiz score, and whether or not they could proceed to
the next sub-goal. Sam the Strategizer prompted students to create summaries, and
provided them feedback on whether the summary was too long, too short, or done
correctly. Thus, in this condition, students were heavily guided to use cognitive and
metacognitive SRL strategies as they attempted to complete their self-set sub-goals and
overall learning goal.

Fig. 1. Screenshot of the MetaTutor interface
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In the control condition, the agents were present on the screen, however they did
not play an active role. For instance, when students set sub-goals, Pam the Planner
simply suggested a sub-goal for them to set, instead of providing feedback, which
would lead to them trying again. Mary did not prompt students to engage in
metacognitive monitoring strategies, however students could choose to engage in them
on their own. In addition, if students did choose to engage in these strategies, Mary did
not provide them with any feedback. For example, if they completed a sub-goal quiz,
she allowed them to move on to the next self-set sub-goal, regardless of their score, and
without informing them of their performance on the quiz. Finally, Sam the Strategizer
did not prompt students to create summaries, and if they chose to do so, he did not
provide them feedback on the quality of the summary. Thus, in this condition, students
acted as independent (self-regulating) learners, without guidance from the pedagogical
agents. The conditions were similar with regards to the role of Gavin the Guide, who
administered the same self-report measures and the same pre- and post-tests to par-
ticipants. Thus, in both conditions, students were given access to the same science
material and could set the same sub-goals, and so the only true difference between the
conditions was the roles of the three pedagogical agents.

2.4 Experimental Procedure

The MetaTutor study was a 2-day experiment, which lasted for about three hours. On
Day 1, students completed the consent form, and a demographics form. They were then
presented with a series of self-report questionnaires, such as the Achievement Emotions
Questionnaire; AEQ [11]. Finally, students were given the pre-test, which is a 30-item,
four-choice option multiple-choice test on the circulatory system. The Day 1 session
lasted between 30–60 min, and participants were compensated $10 per hour. The Day
2 session involved students learning with MetaTutor. First, they were presented with an
introductory video to the system, and to setting sub-goals. Next, they set two sub-goals
with the assistance of Pam the Planner. They were then presented with a few more
introductory videos, and when those were completed, they began the 90-minute
learning session. During leaning, students could have chosen which pages to navigate
to, they could have read the text and viewed the diagrams, or they could have engaged
in different cognitive (e.g. take notes, summarize) and metacognitive (e.g., JOL, CE)
SRL processes. In addition, students could have completed their sub-goal, reprioritized
their sub-goal, or added a new sub-goal. During the 90-min session, Gavin the Guide
administered the Emotions and Values; EV questionnaire [11], where students reported
on the emotions they were currently feeling (e.g., confusion). At the end of the session,
students were presented with the post-test, which is a counterbalanced, 30-item,
four-choice option multiple-choice test on the circulatory system. Students were then
thanked and debriefed, and were compensated $10 per hour for participating in this part
of the study.

When students learned with MetaTutor, we collected several multi-channel data.
Log-file data captured student-system interactions, such as time spent on different
representations of information, scores on quizzes, pre-test and post-test scores, etc., at
the millisecond level. We also collected eye-tracking data, using an SMI iView RED
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120 Hz eye-tracker [12], which captured students’ eye-tracking data at a rate of 120
frames per second. Students were seated 70 cm from the monitor, which was
“47 � 30” cm, and has a screen resolution of 1680 � 1050 pixels. We calibrated
students’ eyes with a 9-point calibration, ensuring that the visual angle deviated less
than 0.5° horizontally and less than 0.5° vertically. The eye-tracker captured students’
gaze patterns and fixations on different areas of interest (AOI) throughout the interface.

2.5 Materials and Data Coding, Scoring, and Analysis

Coding and Scoring. To determine students’ levels of prior content knowledge, we
conducted a median split, based on pre-test scores, obtained from the log-files. The
median score was .57 (17 out of 30), and so participants with scores higher than .57
were in the high prior content knowledge group (n = 73), while participants with scores
lower than .57 were in the low prior content knowledge group (n = 74). To determine
prior sub-goal knowledge groups, we performed another median split, based on par-
ticipants’ scores on the pre-test, which were relevant to the sub-goals they set during
the sub-goal setting phase. Thus, students’ scores differed based on their performance
on the pre-test, and on the particular sub-goals they set during the sub-goal setting
phase. The median score for sub-goal prior knowledge was .50, and so participants
with scores higher than the median were in the high prior sub-goal knowledge group
(n = 69), and students with scores lower than the median were in the low prior sub-goal
knowledge group (n = 78). In addition, we omitted a total of 27 participants, since they
had scores that were at the pre-test median (17) or the sub-goal pre-test median (.50).

To calculate participants’ proportional learning gains (PLGs), we extracted their
pre-test and post-test scores (i.e., total correctly answered questions out of a total of 30
questions) from the log files. To calculate proportional learning gain, we used the
formula from [6]. To calculate proportional learning gains based on scores relative to
sub-goals set during the initial sub-goal setting phase, we extracted the same pre-test
and post-test scores from the log files, however these scores were adapted to create
pre-test scores that only included questions relevant to the sub-goals, which were set
during the initial sub-goal setting phase. Thus, for example, if question #2 was relevant
to the first sub-goal, but not the second, the score on that question would only be
included in the score for the first sub-goal. Therefore, an additional seven adapted
pre-test scores were created for each participant. For our analyses, we created an
average score of the sub-goal pre-test scores, based on the two sub-goals that were set
during the initial sub-goal setting phase. To calculate this proportional learning gain,
we used the same formula mentioned above [6], but used the average pre-test score,
adapted based on the sub-goals set.

Eye-Tracking and AOIs in MetaTutor. To analyze students’ eye-tracking, data for
each eye were recorded, on an event basis, using the Dispersion-Threshold Identifi-
cation algorithm, as outlined in [13], as either: (1) fixations, when the eye gaze is
focused on a single point or area for more than 80 ms, and does not disperse more than
100 pixels; or (2) saccades, which are rapid eye movements between fixation points,
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and thus disperse more than 100 pixels. We conducted these analyses for participants’
first self-set sub-goal, which they completed. We chose the first sub-goal because the
eye-tracker can only collect data up to two hours, and participants did not complete two
sub-goals in two hours. As such, we wanted to ensure that we had a full data set for
each participant. For this analysis, however, we will focus only on fixations, and we
will not be analyzing saccades.

Using Experiment Center, version 3.4 [12], we marked nine areas of interest (AOI),
based on the different interface elements of the MetaTutor environment. We coded the
times participants spent on different interface layouts (e.g., normal layout, full view
layout), by analyzing their screen recordings of their sessions with MetaTutor (see
Fig. 2). These AOIs include: The Timer, Table of Contents, Learning Goal, currently
set Sub-Goals, the Text Content, Diagram (both maximized and minimized), the Agent,
the SRL Palette, and the Notes overlay. Experiment Center generated a data file for
each participant, which contained the beginning and end time of each fixation, and
which AOI the participant fixated on. Frequencies and mean durations for each AOI
were computed from these data files, and were then converted into time periods pro-
portional to the session, in order to control for unequal session times between partic-
ipants (M = 77.057 min; range: 37.15 to 121.38 min). Students may have different
session times because the timer will stop when a student engages in SRL processes,
thus resulting in different total session times, depending on how many processes he or
she engages in. In addition, we computed the frequencies and durations for pairs of
AOIs, all of which began with the content AOI, and was matched with each other AOI.
Thus, we developed nine AOI pairs, and calculated the frequency of fixations of the
first AOI and the second AOI together; and the proportion of time spent on the fixation
pair. We chose AOI pairs (compared to triplets, etc.) due to the limit in the session time
that we analyzed; i.e., we only analyzed students’ eye-tracking as they completed their
first self-set sub-goal, which resulted in analyzing only 56 % of the session. In addition,
in extracting the AOI pairs, 324 pairs were generated. We chose to focus on the AOI
pairs that began with content only, because, text is the foundation for learning about a
complex science topic, and reading usually triggers monitoring, and the subsequent use
of a learning strategy, etc.

3 Results

3.1 Research Question 1: Are There Significant Differences
in Proportional Learning Gains Between Prior Knowledge Groups,
While Controlling for Condition?

We performed a MANCOVA, with prior content knowledge and prior sub-goal
knowledge as the two independent variables, and proportional learning gain and pro-
portional learning gain based on the self-set sub-goals, set during the sub-goal setting
phase, as the two dependent variables. We used experimental condition as a covariate.

Results indicated, while controlling for condition, a significant main effect for prior
sub-goal knowledge; Wilks’ k = .94, F(2, 141) = 4.93, p = .009, ηp

2 = .07, but not
for prior content knowledge; Wilks’ k = .98, F(2, 141) = 1.47, p = .23, ηp

2 = .02.
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In addition, there was no significant interaction effect; Wilks’ k = 10, F(2, 141) = .12,
p = .88, ηp

2 = .002. Subsequent between-subjects analyses indicated a significant effect
for proportional learning gains based on sub-goals set in the initial sub-goal setting
phase; F(1, 142) = 5.25, p = .023, ηp

2 = .036.
These results revealed that there is a significant difference in proportional learning

gains based on sub-goals set during the sub-goal setting phase between sub-goal prior
knowledge groups. More specifically, students with low prior knowledge of their
sub-goals had significantly higher proportional learning gains based on their originally
set sub-goals (M = 32.73, SD = 29.52) compared to students with high prior knowl-
edge of their sub-goals (M = 11.55, SD = 58.65), while controlling for experimental
condition.

3.2 Research Question 2: Are There Significant Differences
in the Proportion of Time Spent on Different AOIs Between Prior
Knowledge Groups, While Controlling for Condition?

We performed our analyses on a subset of the dataset with eye-tracking data, since we
had full eye-tracking data sets for these participants, thus yielding an n of 30 partici-
pants. For the first set of AOIs, the AOIs associated with learning, we performed a
MANCOVA, with prior content knowledge and prior sub-goal knowledge as inde-
pendent variables, and the proportion of time spent on the learning AOIs: text, diagram,
table of contents, goals, and notes; as the dependent variables. Our covariate was
experimental condition.

Results indicated, while controlling for condition, a non-significant main effect for
prior content knowledge; Wilks’ k = .69, F(5, 21) = 1.87, p = .14, ηp

2 = .31; however,
we did find a significant main effect for prior sub-goal knowledge; Wilks’ k = .58, F(5,
21) = 3.00, p = .034, ηp

2 = .42. There was no significant interaction effect; Wilks’ k = 73,
F(5, 21) = 1.56, p = .21, ηp

2 = .27. Between-subjects analyses (see Fig. 2 for descriptive
statistics) revealed a significant effect for the proportion of time spent on diagrams
between prior sub-goal knowledge groups; F(1, 25) = 14.25 p = .001, ηp

2 = .36; however
no other between-subjects results were significant. Thus, our results revealed that students
with low prior sub-goal knowledge spent a significantly higher proportion of time on the
diagram AOI (M = .042, SD = 031), compared to participants with high prior sub-goal
knowledge (M = .024, SD = .018), while controlling for experimental condition.

For the second set of AOIs, related to SRL strategies, we ran a MANCOVA with
prior content knowledge and prior sub-goal knowledge as the independent variables,
and the four AOIs related to SRL: SRL palette, timer, learning goal, and sub-goals; as
the dependent variables. Again, we used experimental condition as a covariate. Results
indicated no significant main effect for prior content knowledge; Wilks’ k = .83,
F(4, 22) = 1.16, p = .36, ηp

2 = .17; no significant main effect for prior sub-goal
knowledge; Wilks’ k = .89, F(4, 22) = .69, p = .61, ηp

2 = .11; and no significant
interaction effect; Wilks’ k = .94, F(4, 22) = .37, p = .83, ηp

2 = .063. Thus, there were
no significant differences in the proportion of time spent fixating on the AOIs related to
SRL, between prior content knowledge groups or prior sub-goal knowledge groups,
while controlling for experimental condition.
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Finally, to investigate the AOI related to the pedagogical agents, we conducted an
ANCOVA, with prior content knowledge and prior sub-goal knowledge, once again, as
the independent variables, the proportion of time spent on the AOI, where the peda-
gogical agent is located, as the dependent variable, and experimental condition as the
covariate. Results revealed a non-significant main effect of prior content knowledge;
F(1, 25) = .43, p = .52, ηp

2 = .017; a non-significant main effect of prior sub-goal
knowledge; F(1, 25) = 3.04, p = .094, ηp

2 = .11; and a non-significant interaction
effect; F(1, 25) = 1.39, p = .25, ηp

2 = .053. Therefore, these results indicated that there
were no significant differences in the proportion of time spent on the agent AOI, based
on prior content knowledge group or prior sub-goal knowledge group, while control-
ling for experimental condition.

3.3 Research Question 3: Are There Significant Differences
in the Frequency Distribution of Fixations on AOI Pairs Between
Prior Knowledge Groups?

We ran several chi-square analyses. It is important to note that due to the fact that each
pair begins with the same onset, we are aware of the violation of independence for
these analyses. Furthermore, we investigated frequencies of fixations on AOI pairs
because it can be indicative of engaging in SRL; for example a fixation on the content
to a fixation on the timer can be indicative of metacognitive monitoring. We did not
assess the frequencies of fixations on a single AOI because it would not provide enough
evidence of use of SRL.

Fig. 2. Proportion of time spent on AOIs for Prior Sub-Goal Knowledge (PSGK) groups
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We ran a total of eight chi-square tests (a = .00625) with prior content knowledge as
our grouping variable, with eight different frequencies of AOI pairs. Results revealed
significant differences for the content-timer AOI pair; v2(1) = 15.11, p < .001; the
content-diagram AOI pair; v2(1) = 43.99, p < .001; the content-notes AOI pair;
v2(1) = 62.94, p < .001; the content-agent AOI pair; v2(1) = 8.40, p = .0038; and the
content-table of contents AOI pair; v2(1) = 7.94, p = .0048. See Tables 1 and 2 for a
summary of the frequencies and results, respectively. These findings revealed that
participants with low prior content knowledge had significantly higher frequencies of
fixations on the content-timer AOI pair, the content-diagram AOI pair, the content-agent
AOI pair, and the content-table of contents AOI pair, compared to students with high
prior content knowledge. In addition, students with high prior content knowledge had
significantly higher frequencies of fixations on the content-notes AOI pair than students
with low prior content knowledge.

Additionally, we ran eight other chi-square tests (a = .00625) with sub-goal prior
knowledge as our grouping variable, and the same eight frequencies of AOI pairs.
Results revealed a significant effect for the content-diagram pair; v2(1) = 94.90,
p < .001; the content-notes AOI pair; v2(1) = 24.001, p < .001; the content-table of
contents AOI pair; v2(1) = 111.22, p < .001; and the content-timer AOI pair;
v2(1) = 8.26, p = .0041. See Tables 1 and 2 for the frequencies and results, respec-
tively. Overall, these findings suggest that students with low prior knowledge of their
sub-goals had significantly higher frequencies of fixations on the content-diagram AOI
pair, the content-table of contents AOI pair, and the content-timer AOI pair, compared
to students with high prior knowledge of their sub-goals. Alternatively, participants
with high prior sub-goal knowledge had significantly higher frequencies of fixations on
the content-notes AOI pair than students with low prior sub-goal knowledge.

Table 1. Frequencies of AOI pairs based on prior content knowledge group.

AOI pair
CT CA CD CN CToC CSRL CSG CLG

PCK
High 6 12 323 626 862 38 76 27
Low 29 31 515 375 983 65 104 31
PSGK
High 9 23 278 578 696 39 77 26
Low 26 20 560 423 1149 64 103 32

Note. PCK = Prior Content Knowledge. PSGK = Prior
Sub-Goal Knowledge. CT = Content-Timer.
CA = Content-Agent. CD = Content-Diagram.
CN = Content-Notes. CToC = Content-Table of Contents.
CSRL = Content-SRL Palette. CSG = Content-Sub Goals.
CLG = Content-Learning Goal.
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4 Implications for Designing Adaptive Hypermedia
Environments

The findings from this study have implications for the design of adaptive hypermedia
environments. Overall, the results revealed that there were significant differences in
proportional learning gains, proportion of time spent on AOIs, and frequency of fix-
ations on AOI pairs, between prior knowledge groups. More specifically, we found that
students with low prior knowledge, of the sub-goals they set during the initial sub-goal
setting phase, had significantly higher proportional learning gains and spent a signif-
icantly higher proportion of time fixating on diagrams, compared to participants with
high prior knowledge of their sub-goals, set in the initial sub-goal setting phase. These
findings indicate that Sam the Strategizer should engage low-prior knowledge students
in a dialogue to understand the reasons for the prolonged fixations on diagrams. For
example, do prolonged fixations reveal interest in the science topic (i.e., a motivational
variable), additional processing time required to comprehend diagrams (compared to
text), realization of a misconception, which may involve monitoring discrepancies
between existing representations (in long-term memory) and diagrams presented in
MetaTutor, potentially using cognitive strategies to deal with the complex nature of the
diagrams, etc. In general, finding explanations for the prolonged fixations of low-prior
knowledge students on diagrams is key to designing adaptive scaffolding enacted by
the pedagogical agents.

Table 2. Chi-square results for AOI pairs based on prior knowledge.

Prior content
knowledge

Prior sub-goal
knowledge

AOI Pair v2 p v2 p

CT 15.11 .00** 8.26 .0041*
CA 8.40 .0038* 0.21 .65
CD 43.99 .00** 94.90 .00**
CN 62.94 .00** 24.001 .00**
CToC 7.94 .0048* 111.22 .00**
CSRL 7.078 .0078 6.068 .014
CSG 4.36 .037 3.76 .053
CLG 0.28 .60 0.62 .43

*p < .00625; **p < .001
Note. CT = Content-Timer.
CA = Content-Agent.
CD = Content-Diagram.
CN = Content-Notes.
CToC = Content-Table of Contents.
CSRL = Content-SRL Palette.
CSG = Content-Sub Goals.
CLG = Content-Learning Goal.
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Additionally, results indicated that students with low content prior knowledge and
low sub-goal prior knowledge had significantly higher frequencies of fixations on some
of the AOI pairs. However, the only AOI pair with a higher frequency for students with
high prior content knowledge and high prior sub-goal knowledge was the content-notes
AOI pair. One possible explanation of this effect is that students with high prior
knowledge make more fixations to their notes because they already have knowledge of
the science content, and therefore spend more time fixating on their notes either
because they are taking, reviewing, or re-organizing their notes. In contrast, students
with low prior knowledge, who spend more of their time fixating on the content, and
other elements of the interface, such as the timer, and the diagrams, that require them to
learn the science content to complete their sub-goals, and their overall learning goal.
These findings have several design implications. For example, eye-tracking, as well as
other process data (e.g., log-files, screen recordings of student-system interactions)
need to be triangulated in order to determine what is causing high prior knowledge
students to fixate from content to notes more frequently, and to differentiate between
taking, reviewing, and (re-) organizing notes, since each of the note-taking behaviors
have different implications for when and how pedagogical agents should facilitate, and
perhaps intervene during note-taking [10]. In contrast, low prior knowledge students’
more frequent fixations on several other AOI-pairs may be indicative of a lack of a
strategic approach to monitoring and regulating their cognitive and metacognitive
processes, and inadvertently induce extraneous cognitive load and therefore lead to
inferior PLGs. As such, pedagogical agents could be designed to explicitly model and
facilitate students’ search and use of the various AOIs (i.e., interface elements) in order
to facilitate the deployment of SRL processes and learning.

Despite the promise of eye-tracking data for enhancing adaptive instruction with
ALTs [5, 6], results from this study raise several methodological and instructional
issues that need to be addressed by interdisciplinary researchers, including members of
the ITS community. First, it is evident that using eye-tracking data alone is not suffi-
cient to fully capture and comprehend the underlying cognitive and metacognitive SRL
processes deployed by learners during learning with ALTs, such as MetaTutor. As
noted above, the inferences made from eye-tracking data alone are somewhat limited
without additional process data (e.g., need to converge eye-tracking, screen recordings,
etc.) to make accurate inferences regarding SRL processes to better inform design
principles for improving complex learning with ALTs [16]. Second, data on AOI pairs
(see Tables 1 and 2) are very interesting since they reveal significant differences on
potential dyadic transitions from text to other relevant AOIs. For example, both groups
made significant fixations from the science content to the diagrams, and this makes
sense since learning about this topic involves the coordination of multiple represen-
tations of information [14]. Similarly, AOIs with low frequencies (e.g., content to SRL
palette) may reveal that students self-regulate covertly without fixating on the SRL
palette; however, we cannot determine this fully since we need other data to triangulate
and improve the accuracy of this inference. In addition to including other trace data to
augment eye-tracking data, we also need to explore methods from data mining and
machine learning to understand the underlying processes, infer how pertinent variables
(e.g., duration, sequences, and transitions of AOI transitions) are associated with other
temporally aligned data (e.g., does frequent and prolonged fixation on notes allow the
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differentiation between reviewing and re-organization of notes, or do we need the
screen recording to provide context, does prolonged fixation duration on the agent’s
AOI reveal help-seeking behavior, etc.) [17]. In sum, we argue for the collection,
integration, and alignment of multi-channel data to enhance our understanding of
cognitive and metacognitive SRL processes as well as affective and motivational
processes needed to provide students with effective adaptive instruction of complex
science material [1, 15, 16].
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Abstract. Among other factors, student behavior during learning activities is
affected by the pedagogical content they are interacting with. In this paper, we
analyze this effect in the context of a problem-solving based online Physics
course. We use a representation of the content in terms of its position, com-
position and visual layout to identify eight content types that correspond to
problem solving sub-tasks. Canonical examples as well as a sequence model of
these tasks are presented. Student behaviors, measured in terms of activity,
help-requests, mistakes and time on task, are compared across each content type.
Students request more help while working through complex computational tasks
and make more mistakes on tasks that apply conceptual knowledge. We discuss
how these findings can inform the design of pedagogical content and authoring
tools.

Keywords: Student behavior � Content development � Authoring � Online
learning � Problem solving

1 Introduction

The study of student behavior in digital learning environments has been a prevalent
topic in the intelligent tutoring systems research community. This line of investigation
is based on the premise that improved understanding and modeling of student behavior
informs the design of learning environments as well as interventions that encourage
students to perform pedagogically beneficial behaviors and avoid counter-productive
ones. Besides activity levels, specific behaviors like student mistakes, help-seeking [1],
‘gaming’ [2] and navigation style [3] have been the focus of research. Often factors like
student’s prior knowledge, motivational disposition and affective state have been used
to characterize their behavior [2, 4]. Other work has looked at the composition of
learning environment [5] and nature of feedback provided by tutors embedded in those
environments [6] to explain differences in behaviors.
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Our current work has focused on developing and evaluating a Physics course on a
problem-solving based online learning platform described in the next section. In-class
student observation and subsequent analysis of their actions indicated students spend a
varying amount of time and effort while interacting with different types of pedagogical
content included in the Physics course. In this paper, we investigate this observation to
characterize how the content affects student behaviors. Section 3 presents an unsu-
pervised clustering based approach for identifying different types of content authored in
the course. Section 4 uses a dataset of student behavior logs to analyze differences in
behaviors along various content types. Design principles for authoring problem-solving
based online courses are derived from these analyses.

2 Problem-Solving Based Online Learning Platform

The research presented in this paper is conducted in the context of our ongoing work on
the BBN Learning Platform (Learnform)[7], a domain-independent online learning
platform used for the creation and delivery of problem-solving based learning tasks.
Students learn by solving problems like the one shown in Fig. 1 below. A problem
(learning task) starts out with the presentation of problem statement, shown on the left
hand side of Fig. 1. While Learnform supports other forms of responses, all problem
statements in our Physics course use a multiple choice question format.

Fig. 1. A problem-solving task on our learning platform
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Students are allowed to solve a given problem without assistance or they can click
on the help button in which case a decomposition of the problem into a sequence of
steps is presented. The problem solving interface allows free-navigation through the
steps i.e. the students are not required to strictly follow the steps. They can choose to
skip the current step or revisit previous steps as they find it necessary to help them
solve the problem. We consider this as a form of scaffolding achieved through intuitive
user interface design. Furthermore, students are not forced to work through every
element of every step. Rather, they are allowed free-exploration of the problem’s
solution to the extent allowed by the pre-designed steps. Feedback is provided for every
problem-solving action and help in the form of hints are available upon request. The
task concludes when the student inputs the correct answer to the problem.

The high-school level physics course available on this platform covers topics in
Electricity and Magnetism (E&M). Two teachers, working part-time over four months,
authored a total of 114 problems across six topics of E&M. The teachers used the
workbench available on our learning platform to author these problems. The work-
bench comprises a WYSIWYG editor that is used to compose the problem statement
and solutions steps. From an author’s perspective, statements and steps are fixed sized
tiles. In a manner akin to presentation editing software like PowerPoint and Keynote,
these tiles are blank canvases that can be populated with elements like labels, images,
text fields, combo-boxes and option boxes available from a palette. The tiles corre-
sponding to solution steps are carefully designed to guide the students through an ideal
solution to the problem. From a pedagogical point of view, the ideal solution is not the
shortest or fastest solution, but one that exercises all the necessary conceptual
knowledge and procedural skills along the way. As will see in the next section, this
involves construction of various types of tiles that correspond to distinctive sub-tasks
involved in solving Physics problems.

3 Analysis of Content Types

3.1 Dataset

In our current work, we use content from three topics (96 problems) of our Physics
course that have been thoroughly vetted through our content development process. The
three topics include Electrostatics, Electric Fields and DC circuits (resistors only). The
problems include a total of 644 tiles i.e. 96 problem statements and 548 solution steps.
Each problem has at least two and up to thirteen solution steps. In this section, which
focuses on identifying different types of content within these problems, we apply the
same analysis approach on all 644 tiles.

3.2 Representation

We start by representing each tile as a vector of 36 features which can be grouped into
three types: Tile Position, Tile Composition and Tile Layout. Position features indicate
the relative position of the tile within a problem. Statement tiles are positioned at the
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front of tile deck followed by step tiles in the order they appear. Relative position
feature is scaled between 0 and 100 per problem.

Elements are grouped into two types: Interactive (text fields, combo-boxes and
option boxes) and Non-Interactive (labels, images). Composition features include
counts and ratios of various elements available in the editor palette to construct a tile.
Properties of interactive elements are further represented with features corresponding to
number of choices available in combo-boxes and option boxes. Similarly, properties of
non-interactive elements include number of characters included in labels.

Finally, layout feature capture geometric properties of elements such as the tile area
occupied (coverage) and spread of elements on the tile. These features are indicative of
visual appearance of the tile. We use entropy of element distribution among quadrants
of a tile to measure spread. Low entropy indicates elements are concentrated in one
corner of the tile.

3.3 Unsupervised Clustering

We use an off the shelf implementation [8] of an unsupervised clustering (Expectation
Maximization) algorithm to identify 8 different types of content tiles. The number of
clusters is automatically determined by the EM algorithm using the log-likelihood
maximization criteria.

Table 1 shows the cluster distribution as well as average values of prominent
position, composition and layout features across each cluster. The composition features
listed in Table 1 shown proportion of text fields (TxtF), combo-boxes (Cmb) and
option-boxes (Opt) out of all interactive elements on the tile. Similarly, proportions of
labels (Lbl) and images (Img) out of all non-interactive elements are listed. Coverage
(Cvrg) measure listed in Table 1 shows percentage of a tile’s space occupied by all
(interactive as well as non-interactive) elements, where Spread measures the entropy of
interactive elements.

Table 1. Distribution and properties of content (tile) type clusters

Dist. Relative Position Interactive Non-Inter. Layout
Content Type % TxtF Cmb Opt Lbl Img Cvrg. Spread

1. Statement 11.6 0.3 0.0 0.0 100 52.9 47 43.8 0.04
2. Annotate 10.0 29.5 0.0 92.6 7.4 34.6 64.3 35.1 0.27
3. Decide 15.0 47.6 0.0 0.0 100 62 38 38.8 0.11
4. Recall 17.0 51.0 0.0 0.0 100 95.4 0.9 11.4 0.17
5. Apply 5.7 45.2 0.0 16.8 83.2 51.0 49.0 38.9 0.21
6. Calculate 14.6 81.6 80.7 19.3 0 85.2 8.2 39.0 0.35
7. Compute 16.0 61.8 82.3 12.8 4.7 77.4 10.7 59.0 0.44
8. Interpret 10.1 66.7 50.1 4.4 45.4 77.8 20.2 50.0 0.32
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3.4 Examination of Content Type Clusters

As listed in Table 1, each automatically identified content type was manually named
post-hoc by visually examining the tiles that constitute the corresponding cluster. The
cluster names identify problem solving strategies being exercised within the tile.

Hand-picked canonical examples of tiles that illustrate these content types are
shown in Fig. 2. Almost all (73 out of 74) tiles clustered under the first content type are
problem statements. They are the first tile of each problem. 76 % of the problem
statements tiles in our dataset map to this cluster. Statement type tiles only use option
boxes as interactive elements since they are multiple choice questions which are
concentrated (low spread) towards the bottom of the tile. Consistent with standardized
tests, there are usually 4 options (N for mode = 66). These tiles comprise approxi-
mately equal number of labels and images which occupy most of the space on the tile
as indicated by high density.

Annotate type content usually comprise an image and a number of combo-boxes
(dropdown type). These tiles are used to exercise a student’s ability to perform map-
ping of entities (symbols, variables, given values, units) involved in the problem being
solved to a visual representation of the problem. In Fig. 2(2), students map the given
values of resistances provided in the problem statement to a circuit diagram. Annotate
type tiles occur towards the start of a problem’s solution.

Tiles in the Decide cluster occur towards the middle of the problem’s solution.
Students are asked to make an informed decision by choosing from among 2 to 4
options presented. These steps exercise skills such as the ability to develop and recall
strategies for solving problem in that learning domain. Since some of the strategies
presented may be sub-optimal but not completely wrong, feedback authored with such
content should not only inform the student of the correctness of their response, but also
provide a reason.

The most frequently occurring content type exercises a student’s ability to Recall
from their conceptual knowledge. This could include recalling a principle, equation or
terminology. For example, in Fig. 2(4) students are asked to recall the formula for
equivalent resistance in a series circuit. The recall is always facilitated by formulating it as
multiple choice task, usually with 2 options (N for mode = 94 out of 109; Mean = 2.9).
Recall tasks are visually sparse as they do not utilize a lot of area on the tile.

The least frequent content type on the other hand asks student to Apply their
conceptual knowledge within the context of problem specific entities. These tiles can
be considered to be complementary to the Recall type. In fact, through a visual inspect
of a sample of Apply type tiles, we found that these tiles often comprise multiple
vertically organized sections which consecutively recall and apply of conceptual
knowledge.

The Calculate and Compute content types are similar in function and composition.
Both correspond to procedural tasks such as reducing an equation or calculating a
quantity given its relationship to other quantities. Tiles of both content types most often
comprise text fields that elicit numeric values and combo-boxes that elicit physical
units. The main difference between these two types is their layout. Compute type tiles
have a denser coverage of the tile and interactive elements are more widely spread
across the tile compared to any other content type.
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1. Statement 2. Annotate 3. Decide

4. Recall 5. Apply 6. Calculate

7. Compute 8. Interpret

Fig. 2. Canonical examples of content types identified by clustering
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Finally, as the name suggests, the Interpret cluster helps students interpret the
results of parts of the problem’s solutions. Usually designed to reinforce student’s
intuition about a concept, these steps occur closer to end of the solution steps along
with Calculate tiles. The interpretation task itself is often phrased as a True or False
question which may be split over one or more vertically organized sections. It is not
uncommon to have part of the results being interpreted be calculated within these tiles
as indicated by a substantial proportion of text fields.

3.5 Sequence Analysis of Content Types

We apply a state sequencing algorithm developed in our previous work [9] to model the
transitions between the eight content types identified previously. This algorithm
sequences states based on the most frequent (i.e. mode) position of occurrence.
Figure 3 illustrates this model. State size represents corresponding cluster type fre-
quency and connector size indicates transition frequency between clusters.

Starting with the problem statement, decomposition of its solutions usually follows
an Annotate ! Recall ! Calculate pattern. Calculate steps are replaced by Compute
steps in some cases. Other alternate paths taken include Decide ! Recall ! Calculate
and augmentation of Apply ! Interpret steps in some problems after complex com-
putation steps. In general, the above model provides a template for authoring structured
problem solving tasks in the Physics domain.

4 Analysis of Student Behaviors

4.1 Dataset

We use student behavior logs collected from an in-class system evaluation conducted in
April 2015 to extract measures of student behavior. 56 students (33 males, 26 females,
3 unreported; mean age = 17.3 years) enrolled in a Southern California based high
school used Learnform as part of their regular classroom instruction of a Physics
course. The students worked through problems from the Electrostatics topic during one

Fig. 3. Illustration of frequent sequence of content types
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period, and the following week spent another period working through problems from
the DC circuits topic. During these two periods, the students worked through up to 71
problems used in the content analysis in the previous section. Also, as part of our
evaluation, students were administered a pre-test and post-test on the topic of DC
circuits before and after their use of learning platform in the second week. We are not
using the learning outcomes data from the tests in this paper.

The dataset contain different types of student actions performed during problem
solving including responses to interactive elements on tiles, navigation between step
tiles and help requests. 17,244 student actions were logged in the dataset used here.
Student responses to interactive elements are automatically evaluated against valid
answers encoded in an example-tracing tutor model which is used to determine the
number of mistakes made by the students on each tile.

For the measure and analysis presented next, we have filtered this dataset to only
include student actions performed during problem solving tasks that were visited by at
least 5 students. After the filtering, we are left with 12,854 student actions across 36
problems (223 tiles).

4.2 Measures of Student Behaviors

In this work, we report four measures of student behaviors: Activity, %Help Requests,
%Mistakes and Time on task. Activity is measured in terms of number of interactions
each student has with a tile across all available interactive elements on the tile. %Help
Requests measures the percentage of students who requested help on each tile. %
Mistakes is measured as percentage of incorrect responses (mistakes) on each tile.
Finally, Time On-Task measures, in seconds, the amount of time spent by each student
on interacting with a tile. Specifically, it is calculated as the time spent between
interactions with elements on a tile.

Table 2 presents averages of these measures for the content type clusters identified
in the previous section. Also listed is the average number of students who interacted
with tiles of each content type.

Table 2. Measures of student behaviors averaged across content types

Content type #Students Activity %Help
Requests

%
Mistakes

Time
on-task

1. Statement 41.6 2.5 27.2 48.8 8.7
2. Annotate 13.9 3.3 5.0 8.6 21.6
3. Decide 16.6 1.7 6.6 16.6 15.2
4. Recall 17.1 1.6 9.4 22.3 16.2
5. Apply 17.1 2.2 13.5 25.4 14.7
6. Calculate 5.6 5.5 1.8 23.5 52.3
7. Compute 8.8 7.2 50.0 28.2 69.3
8. Interpret 7.6 4.2 10.5 24.4 35.8
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4.3 Observations

Using the number of students who interact with problem statements as the benchmark,
we notice a steep drop off in the number of students who interact with solution steps
offered to them. However, of the students who do interact with the decomposed
solution offered on our system, many of them choose to work on sub-tasks that help
them Decide on a problem solving strategy, Recall relevant conceptual knowledge and
Apply those concepts. This is indicative of the types of steps that students find most
helpful in solving the given problem.

Intuitively, most students appear to not interact with steps involving simple cal-
culations which many students may be able to perform “in-their-head” also indicated
by the least number of students requesting help on those tiles even though they make a
substantial number of mistakes. However, we also notice the students who do choose to
interact with Calculate type steps spend a lot of time (52 s) and effort (5.5 responses
per tile) on those tiles, while making a substantial number of mistakes (23 %). This
pattern of high activity (7.2 responses), large amount of time spent (69 s) and mistakes
(28 %) is amplified in Compute cluster which are essentially a more complex variant of
the Calculate steps. However, the complexity is sufficient to change the students’
metacognitive disposition to request more help. From an authoring point of view, help,
in the form of hints, should be offered on these sub-tasks to encourage increased task
completion [10].

In terms of the other mistakes made by the students, we see that almost half (49 %)
of the interactions with problem statements are mistakes which indicates that the
subject matter (electricity and magnetism) was a good match for the students enrolled
in this course i.e. it was neither too easy that the students did not need any help, nor
completely insurmountable without resorting to guessing.

The small number of help request and mistakes made on Annotate type tiles while
spending a noticeable amount of time on those tiles might be indicative of the limited
pedagogical merit of using this type of sub-tasks in solution decomposition. While it
may be necessary to incorporate them occasionally to ground facts related to the
problem before proceeding down to the rest of the solution, it could be worthwhile to
design less time consuming ways of achieving the same effect.

5 Conclusion

Content analysis of problem solving tasks in the Physics domain has been conducted in
prior work [11] which took a qualitative approach to content categorization. In contrast
to that, the quantitative nature of the feature-based content analysis approach described
in this work makes it applicable to other domains where problem solving based
learning tasks are employed. In addition to offering insights about the type of sub-tasks
that subject matter experts who authored solution decompositions generated, sequence
analysis presented here informs best practices. Specifically, templates based on each of
the content type and their sequences can be included within authoring tools to accel-
erate the content development process. Furthermore, clustering based automated
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content categorization and sequence model developed with the methodology presented
in this paper could guide diagnostics build into authoring tools [12].

This paper also studies the missing link of how content and its layout influences
student behavior in terms of their interaction with learning systems. While this is a
novel extension to contemporary work on student modeling, historically, similar
investigation was pursued in terms of observable measures of cognitive load like task
completion time while performing paper based problem solving tasks [13]. The obvious
next step is analyzing the effect of learner’s interactions with different content types on
learning outcomes. While that analysis is beyond the scope of this paper, the analysis
presented here identifies problem solving sub-tasks that elicit many misconceptions and
help request (or lack thereof). Quantified differences in student behavior across these
content types inform authoring practices. Specifically, Apply and Compute type content
should offer hints on every interactive element whereas Recall, Calculate and Interpret
steps should provide not only informational but also corrective feedback when students
make mistakes.
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Abstract. Game-based practice within Intelligent Tutoring Systems (ITSs) can
be optimized by examining how properties of practice activities influence
learning outcomes and motivation. In the current study, we manipulated when
game-based practice was available to students. All students (n = 149) first
completed lesson videos in iSTART-2, an ITS focusing on reading compre-
hension strategies. They then practiced with iSTART-2 for two 2-hour sessions.
Students’ first session was either in a game or nongame practice environment. In
the second session, they either switched to the alternate environment or
remained in the same environment. Students’ comprehension was tested at
pretest and posttest, and motivational measures were collected. Overall, stu-
dents’ comprehension increased from pretest to posttest. Effect sizes of the
pretest to posttest gain suggested that switching from the game to nongame
environment was least effective, while switching from a nongame to game
environment or remaining in the game environment was more effective. How-
ever, these differences between the practice conditions were not statistically
significant, either on comprehension or motivation measures, suggesting that for
iSTART-2, the timing of game-based practice availability does not substantially
impact students’ experience in the system.

Keywords: Game-based learning � Intelligent Tutoring Systems �
Comprehension � Motivation

1 Introduction

Intelligent Tutoring Systems (ITSs) have produced positive outcomes for students
across a number of domains [1]. The individualized instruction offered by ITSs is most
successful when students engage in extended practice. Unfortunately, students often
become disengaged and bored while using ITSs [2]. Enhancing students’ motivation to
persist in their use of these systems without sacrificing educational benefits has thus
been an ongoing challenge for developers. Implementing educational games and
game-like features is one method for increasing students’ interest in practicing within
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tutoring systems [3]. Games aim to leverage students’ enjoyment to both increase
persistence in practice and encourage deep and meaningful interactions with the con-
tent of the game [4]. Research on the addition of game features to nongame envi-
ronments in order to improve user experience has become an increasingly hot field of
study. Despite attracting attention from fields such as marketing and health, however,
there are many gaps left to be filled in understanding the impact of game-features [5].

The study of ITSs has not reached a consensus on the efficacy of educational games
and game-like features. Clearly, games are not a panacea for all educational goals and
contexts, and their use must be tested broadly and with multiple implementations. For
example, the influence of games has been studied in contexts ranging from classrooms
[6] to military training [7], all with some degree of success. Unsurprisingly, though, not
all game features are equally compelling or appropriate for different goals [3, 8].
Moreover, game features may serve to distract some students from the pedagogical
goals of a system [9–11].

An important aspect of testing the effectiveness of educational games is deter-
mining which specific properties of the gaming experience are important for educa-
tional outcomes and motivation. This can allow developers to make informed decisions
about how to implement game features. For example, one study examined the effect of
making an educational game single-player or multiplayer, and found no differences on
knowledge acquisition or perceptions of the activity [12]. Design analyses of popular
games can also be conducted to extract key properties of positive gaming experiences.
In an analysis of the puzzle game Candy Crush Saga, for example, Varonis and
Varonis [13] identified several important aspects of the game, such as the requirement
for iterative innovation, providing immediate feedback, giving bonuses for exemplary
performance, and allowing players to engage in alternative activities in between
engaging with the main game.

In addition to game features, the timing of game-based practice availability may be
an important factor. Given the mixed results in the literature on the effectiveness of
educational games [14], one possibility is that game-based practice best serves students
at particular time points. For example, a game designed to teach the programming
concept of loops was found to be more effective when played before a more traditional
assignment on the topic than after the traditional assignment [15]. This game was
tightly integrated with the learning material, potentially making it immediately effec-
tive. For systems that add game features to educational activities that may distract from
learning, having all features available immediately may be undesirable.

1.1 iSTART-2

The current study was conducted using the Interactive Strategy Training for Active
Reading and Thinking-2 (iSTART-2) system. iSTART-2 is a game-based tutoring
system that provides reading comprehension instruction by teaching self-explanation
strategy lessons and strategy practice games [16, 17]. iSTART-2 provides 8th grade
through college students with strategies designed to help them construct deep and
meaningful text representations. This is an important academic skill and one that is
difficult for many readers [18]. Although the strategy lessons and practice activities are
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the driving forces in helping students improve, other system features (e.g., game-based
practice) may help to motivate students and indirectly improve comprehension.
However, the game features do not directly teach self-explanation skills. Thus, a key
goal for iSTART-2 is to include game features that increase motivation but do not
distract from practicing self-explanation strategies.

Previous work has compared a game-based version of iSTART to a nongame based
system, and found that students equally benefitted from the two versions of the system
[19]. Another study showed that across time, a game-based version of iSTART yielded
higher enjoyment and motivation than a nongame version [16]. This research suggests
iSTART-2’s game-based practice may be appropriately tuned to enhance motivation
without decreasing learning. However, these findings do not confirm that learning and
motivation have been optimized. Varying the availability of game and nongame
activities may further enhance outcomes. Specifically, early exposure to nongame
practice followed by access to game-based practice may afford students an uninter-
rupted introduction to practice activities, and then introduce motivational features that
motivate their continued effort.

1.2 Current Study

In this study we aimed to determine when to make game-based practice available to
students within the iSTART-2 practice environment. All students in this study began by
watching lesson videos and answering checkpoint questions for each. During two
subsequent study sessions, students practiced within iSTART-2 for two hours. Students
were randomly assigned to begin their first practice session in either a game or non-
game environment. During students’ second practice session, they either continued in
the same environment or switched to the alternate environment. This created a total of
four conditions across the 2 (Initial Practice: Game or Nongame) � 2 (Practice Con-
sistency: Switch or Stay) experimental design.

The game and nongame practice environments differed primarily on the presence of
game features within the practice activities. In both environments, students had access
to one generative activity and one identification activity (see Fig. 1).

In generative activities, students read science texts and write self-explanations in
response to predefined target sentences. After submitting their self-explanation, stu-
dents receive an automated score for the quality of their response [20]. Map Conquest,
in the game environment, allowed students to use the points they earned through their
self-explanations to attempt to “conquer” a game board against computer opponents.
Coached Practice, in the nongame environment, assigned scores to students’
self-explanations, but these scores did not relate to a game activity. However, Coached
Practice did offer additional feedback and suggestions to improve the quality of stu-
dents’ self-explanation in the form of verbal responses from a pedagogical agent.

In identification activities, students read self-explanations that are ostensibly written
by other students. The students’ task is to identify which iSTART-2 strategy was used to
generate that self-explanation. All students receive feedback on the accuracy of their
choices. Bridge Builder, in the game environment, also gives points to students, with
point bonuses for consecutive correct answers. A simple narrative also plays out as
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students give correct answers, allowing an explorer to cross a bridge in search of
treasure. Strategy Identification, in the nongame environment, only gives accuracy
feedback. Within the game environment, students can use the points they earned to
modify the background color of the site, purchase new hair styles and colors for an
avatar, and track their achievements through a list of trophies that they win in the games.
These features are not available in the nongame environment.

Both practice environments were thus nearly identical in terms of the educational
content, but the game environment includes features intended to enhance students’
experience. Learning was measured comparing pretest and posttest performance on
open-ended comprehension questions for a science text. Half of the comprehension
questions were textbase questions and half were bridging inference questions. Textbase
questions require readers to remember information that was directly stated in one
sentence of the text, whereas bridging inference questions require that readers integrate
information across multiple sentences in a text.

Our first hypothesis (H1) was that students would perform better at posttest than
pretest across both question types and across all practice conditions. Improvement from
pretest to posttest on the comprehension measure is indicative of the benefits of
iSTART on students’ ability to comprehend challenging content-area texts.

Two alternative hypotheses center on how the timing of availability for these
features might influence learning. Hypothesis 2a (H2a) was that practice in the game
environment would on average be more beneficial than practice in the nongame
environment. This hypothesis is plausible given that past research has shown benefits
for game-based practice [6, 7]. Hypothesis 2b (H2b) was that the timing of game-based

Fig. 1. The practice activities in the game (top row) and nongame (bottom row) environments
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practice would influence pretest to posttest gain. This hypothesis is based on findings
that game-based practice may impede performance [9–11]. Specifically, this leads to
the prediction that larger benefits would be observed when students switch from a
nongame to game environment, because students receive unadulterated practice early in
the learning process, and then obtain access to motivating game features. Smaller
benefits would be observed, however, when switching from a game to nongame
environment, because during the second session, the system fails to meet students’
expectations for game-based practice.

Our third and fourth hypotheses center on how the timing of availability for
game-based features influenced dimensions of motivation, which should be related to
posttest performance. Three dimensions of motivation were measured at posttest:
students’ reported effort exerted while using iSTART-2, their perception of their per-
formance quality, and their emotional state at posttest. To confirm that these dimen-
sions were related to performance, hypothesis 3 (H3) was that each dimension would
correlate with posttest performance. Hypothesis 4 (H4) was that an interaction would
emerge between initial practice environment and practice consistency. Specifically, we
predicted that students would report higher scores on the motivational dimensions
when their second session was a game environment, and report the lowest scores when
switching from a game to a nongame environment. Thus, our prediction was that
beginning in a nongame environment and switching to a game-environment would,
overall, be the optimal condition. This condition initially provides practice without the
distraction of games, and follows with game-based practice in the second practice
session when students’ motivation may have decreased.

2 Method

2.1 Participants

This study included 149 high school students and recent high school graduates from the
Southwest United States. These students were, on average, 16.22 years of age (range:
13–20 years), with the majority of students reporting their grade level as high school
seniors or sophomores. Of the 149 students, 55 % self-identified as female; 43.6 %
self-identified as Caucasian, 32.2 % as Hispanic, 8.7 % as African-American, 7.4 % as
Asian, and 8.1 % as another ethnicity. Seven students dropped out of the study before
the final session and their data were not included in these analyses; one additional
student’s data were removed from analyses due to technical problems with the pretest
survey.

2.2 Materials

The pretest and posttest included measures of reading comprehension skill and moti-
vation. Reading comprehension skill was assessed through comprehension questions
based on two science passages. The presentation order of the texts (pretest or posttest)
was counterbalanced across students. The texts and questions were modified from those
used in previous research [16, 21]. The texts were selected for their similar length (311

Timing Game-Based Practice 63



and 283 words), Flesch-Kincaid grade level (8 and 9), and linguistic features as
measured by the natural language processing tool, Coh-Metrix [22]. While reading
each text, students were prompted to self-explain 9 sentences. For each text, there were
8 open-ended questions, including 4 textbase questions and 4 bridging inference
questions. The text was not on screen while students answered these questions. The
answers to textbase questions were found within a single sentence of the text, whereas
the answers to bridging inference questions required students to integrate information
between two or more sentences. Each question could receive a maximum of 1 point,
with some questions allowing for partial credit. Two coders independently scored at
least 14 % of the responses for each question, resolved discrepancies, and iterated on
this process until they achieved 95 % exact agreement (all kappa values above 0.8).
After achieving agreement on a question, one coder completed the scoring.

Pretest motivation was assessed using the learning intentions, self-efficacy, and
emotional state dimensions of a modified version of the Online Motivation Ques-
tionnaire [OMQ; 23]. Posttest motivation was also assessed using an adapted version of
the OMQ, and included the dimensions of reported effort, result assessment, and
emotional state.

2.3 Procedure

This project was part of a 5-session study, which lasted approximately 8.5 h in total.
Each session was completed on a different day to avoid fatigue. In session 1, students
completed demographic surveys and a writing task that is unrelated to the current
study. During session 2, students completed pretest measures, including the reading
comprehension questions and the pretest OMQ questions. Students then completed the
iSTART-2 lesson videos. During both sessions 3 and 4, students engaged with the
iSTART-2 practice interface for 2 h. These practice sessions were controlled for time
and not the activities with which students engaged. The initial practice environment
(game or nongame) and practice consistency (whether the environment switched or
stayed the same between session 3 and 4) varied depending on students’ randomly
assigned condition. During session 5, students completed a posttest, which included the
reading comprehension test and the OMQ questions.

3 Results

Analyses were conducted to examine the effects of initial practice (game or nongame)
and practice consistency (switch or stay) on comprehension scores and motivation
measures.

3.1 Comprehension Scores

To determine the effects of iSTART-2 training and practice condition on comprehen-
sion scores, a mixed ANOVA was conducted with test (pretest, posttest) and question
type (textbase, bridging) as within-participant factors, and initial practice (game,
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nongame), and practice consistency (switch, stay) as between-participant factors.
Comprehension scores are reported as the percentage of total possible points that a
student achieved (see Table 1). A main effect of question type emerged such that
students scored higher on textbase questions than on bridging questions [F(1,
137) = 26.99, p < .001, ηp

2 = .165]. This finding serves as a confirmation that the
bridging questions were more difficult to answer. A main effect of test also emerged
such that students scored higher at posttest than at pretest [F(1, 137) = 5.02, p = .027,
ηp
2 = .035]. This finding thus supported H1.

No main effects or interactions involving the two practice condition factors, initial
practice or practice consistency, were significant, failing to support H2a or H2b. The
lack of interactions involving test, question type and practice conditions suggests that
gains for both textbase and bridging questions were similar across conditions. Table 2
displays the pretest and posttest mean scores for each condition as well as the effect size
of the pretest to posttest improvement. Although an interaction did not emerge between
the conditions, the pretest to posttest gain were highest when students remained in a
game environment (i.e., ηp

2 = .081) or switched from a nongame environment to a game
environment (i.e., ηp

2 = .069), and lowest when students switched from a game envi-
ronment to a nongame environment (i.e., ηp

2 = .003). This pattern is partially consistent
with H2b in that switching from a game to a nongame environment led to a lower gain
while switching from a nongame to game environment led to a higher gain. However,
this may be attributable to pretest differences.

3.2 Motivation Measures

Table 3 displays correlations between posttest comprehension scores and the pretest and
posttest OMQdimensions of interest. All OMQmotivation dimensionswere significantly
correlated with posttest performance, supporting H3. To test the effects of practice con-
dition on posttest motivation, between-participant ANCOVAs were conducted with the

Table 1. Pretest and posttest means (and SD) for textbase and bridging questions.

Pretest (SD) Posttest (SD) Mean (SD)

Textbase questions 48.2 % (29.9) 51.6 % (31.0) 49.9 % (26.3)
Bridging questions 39.8 % (24.7) 44.3 % (25.1) 42.1 % (21.6)
Mean (SD) 44.0 % (24.2) 47.9 % (25.0)

Table 2. Partial eta squared values for the pretest to posttest gain for each of the four conditions.

Initial practice: game Initial practice: nongame
Pretest Posttest Effect size Pretest Posttest Effect size

Switch practice environments 47.1 % 48.4 % ηp
2 = .003 46.0 % 51.2 % ηp

2 = .069
Stay in practice environment 40.0 % 46.0 % ηp

2 = .081 43.4 % 46.3 % ηp
2 = .025
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three posttest OMQ dimensions serving as dependent variables: reported effort, perfor-
mance assessment, and emotional state. Initial practice (game, non-game) and practice
consistency (switch, stay) were between-participant factors. Pretest OMQ dimensions
(learning intentions, self-efficacy, and emotional state) served as covariates to control for
pretest differences across conditions that emerged despite random assignment. However,
no main effects or interactions emerged for initial practice or practice consistency (all
Fs < 2.6, ps > .10). This suggests that practice condition did not influence these
dimensions of posttest motivation, failing to support H4.

4 Conclusions

In this study we examined how the timing of game-based practice availability influ-
enced performance and motivation. After completing instructional videos, students
spent 2 two-hour sessions in iSTART-2 practice environments. Students were ran-
domly assigned to begin in a game-based or nongame environment; half of the students
stayed in the same environment during the second practice session and half switched to
the other environment. Overall, we found that students’ scores on comprehension
questions improved from pretest to posttest, supporting H1. Consistent with past work,
these results support the notion that iSTART-2 benefits students’ reading compre-
hension. No effects of initial practice or practice consistency emerged, failing to sup-
port H2a or H2b. Students’ overall benefits were approximately equivalent regardless
of whether they began in a game or nongame practice environment, or whether they
switched or stayed in the same environment. However, the effect sizes of the pretest to
posttest gain were partially consistent with H2b, in that switching from a game to a
nongame environment was least effective, while switching from a nongame to game
environment was more effective. Remaining in a game environment also led to a large
effect size. All motivation dimensions were positively correlated with posttest com-
prehension performance, supporting H3. This suggests that testing for effects of
practice condition on these motivation measures is worthwhile. However, the dimen-
sions of motivation were not influenced by condition, failing to support H4. Reports of
effort and performance quality, and posttest emotional state did not seem to be influ-
enced by the timing of game-based feature availability.

Table 3. Correlations between comprehension scores and motivation measures.

Measure 1 2 3 4 5 6 7

1. Post comprehension -
2. Pre learning
intentions

.28** -

3. Pre self-efficacy .28** .35** -
4. Pre emotional state .17* .22** .27** -
5. Post reported effort .39** .28** .23** .16 -
6. Post result assessment .33** .25** .42** .22** .57** -
7. Post emotional state .32** .32** .34** .43** .39** .37** -

*p < .05, ** p < .01.
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These results align with a past study using iSTART-2 that compared students’
self-explanation quality after 45 min of practicing in a game-like or less game-like
activity, and found no overall difference [24]. For iSTART-2, one possibility is that the
impact of individual game features is small compared to the overall impact of a system
that affords students agency over their learning through choices of practice activities [17].
An additional possibility is that the outcome measures included in this study were not
sufficiently sensitive. Future analyses examining interaction patterns within iSTART-2
may uncover differences between practice conditions. Moreover, posttest motivation was
measured during a separate session to capture students’ overall experience. Testing
students’ motivation more frequently, perhaps during and at the conclusion of each
session, may capture changes in motivation over time that this study could not. In
classrooms, behavioral measures may serve as proxies for motivation, such as how
frequently students practice outside of class assignments.

Overall, the findings in the current project provide support for the effectiveness of
iSTART-2. Although the results do not provide strong evidence for when game-based
practice should be made available in iSTART-2, the pretest to posttest gains across
conditions suggest that students should either be provided consistent access to games or
should begin with nongame practice and then transition to game-based practice. Future
work will continue to explore the features of game-based practice and its timing,
perhaps over longer periods of time that include the gradual release of more than two
games, in order to optimize students’ experience within iSTART-2.
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Abstract. In this paper, we report results of an evaluation study that investigate
the applicability and usefulness of the formal models of the Socratic Method.
Nelson suggested that the Socratic Method, which is employed in teaching
consists of three phases: searching for examples, searching for attributes and
generalizing the attributes. These formal models are intended to serve in a compu‐
terized learning environment where users can train with a chatbot to stimulate
their critical thinking. This paper demonstrates the applicability and the useful‐
ness of the formal models and shows its effectiveness in group discussion where
the chatbot acts as a discussion leader who applies the Socratic Method. The
contribution of this paper is two-fold. First, in the dialogue models, we integrated
critical questions using the question taxonomy of Paul and Elder in the three
phases of the Socratic Method. Second, the formalization of the three phases of
the Socratic Method using state diagrams is a new innovation.

Keywords: Socratic questioning · Socratic method · Critical thinking · Dialogue
models

1 Introduction

Socratic dialogue is considered an effective teaching approach that is used to stimulate
critical thinking (Paul and Elder 2007). Paul defined “critical thinking” as: “Thinking
explicitly aimed at well-founded judgement, utilizing appropriate evaluative standards
in an attempt to determine the true worth, merit, or value of something.” Based on the
definition of “critical thinking” Paul argued that “critical thinking provides us with
definitive and specific tools”. He linked the relationship between critical thinking and
the Socratic Method as follows: “Critical thinking […] is the key to Socratic questioning
because it makes the intellectual moves used in Socratic dialogue explicit and accessible
to anyone interested in learning it, and willing to practice it.” There exists a huge body
of literature about Socratic dialogues and the Socratic teaching approach. However, the
research gap is how to formalize the process of Socratic teaching. In this paper, we
present our attempts to formalize the three steps of the Socratic Method: searching for
examples, searching for attributes, and generalizing the attributes. The formal models
of the three steps of the Socratic Method has been implemented in a chatbot application
and evaluated. This paper reports the evaluation results of these formal models.

© Springer International Publishing Switzerland 2016
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2 State of the Art of Computer Modeling of Critical Thinking

2.1 The Socratic Method

The Socratic Method is rooted back to the philosopher Socrates about whom we know
from the books of Platon, one of the Socrates’ disciplines. “He [Socrates] is best known
for his association with the Socratic method of question and answer, his claim that he
was ignorant (or aware of his own absence of knowledge)”1. It may be true that Socrates
was highly skilled at questioning. However, it is not easy to emulate the types of ques‐
tions he asked at any given point in a discussion. By studying the Socratic dialogues,
Paul and Elder (2007) explicated the components and processes that came to be known
as the Socratic Method. They identified a classification of six classes of Socratic ques‐
tions: (1) questions that require clarification, (2) questions probing assumptions, (3)
questions probing reasoning and evidence, (4) questions probing perspective, (5) ques‐
tions probing implications, (6) questions about the question. This question taxonomy
provides us with specific tools for critical questioning.

Nelson (1970) analyzed the questioning technique of Socrates and developed the so-
called Socratic Method. A Socratic dialogue, according to Nelson, starts with a self-
experienced example. Nelson identified in the habit of Socrates’ dialogues that Socrates
used observations of daily life as examples and pre-conditions of certain judgment to
lead the dialogue partner to the less certain judgment. This is referred to as the abstraction
process. Horster (1994) investigated the theoretical assumptions of the Socratic Method,
modified the abstraction process proposed by Nelson and extracted the Socratic dialogue
in the following steps.

Given a discussion topic (e.g., freedom, happiness, sense of life, ect.), the first step
is to ask the dialogue partner to give self-experienced examples for the specified topic.
The attributes and features of the topic should be contained in each example (i.e., to be
sure that the example is relevant to the topic). The second step is to collect those attributes
and features. As the third step, the collected attributes and features will be summarized.
These three steps of the Socratic Method has been being applied widely not only in
dialogues, but also in a group discussion in the sense of Socratic teaching.

2.2 Applications that Support the Socratic Method

Several educational applications support tutorial dialogues. Olney and colleagues (2012)
presented a method for generating questions for tutorial dialogue. This involves auto‐
matically extracting concept maps from textbooks in the domain of Biology. Five ques‐
tion categories were deployed: hint, prompt, forced choice question, contextual verifi‐
cation question, and causal chain questions. Also with the intention of supporting
students using conversational dialogues, Person and Graesser (2002) developed an
intelligent tutoring system that improves students’ knowledge in the areas of computer
literacy and Newtonian physics using an animated agent that is able to ask a series of
deep reasoning questions according to the question taxonomy proposed by Graesser and

1 http://www.iep.utm.edu/socrates/.
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Person (1994). Lane and VanLehn (2005) developed PROPL, a tutor which helps
students build a natural-language style pseudo-code solution to a given problem. All
these educational applications deployed some kinds of dialogues, however, they did not
apply the Socratic Method.

Hoeksema (2004) developed a group discussion environment that is intended to serve
virtual Socratic dialogues. The author used the collaborative learning environment Cool
Modes (“Collaborative Open Learning Modelling and Designing System”, Pinkwart
et al. 2001) The Socratic dialogues using this discussion environment are intended to be
held similarly in a usual face-to-face environment. Whereas this work focused on devel‐
oping an environment for Socractic group discussions, our goal is to formalize the
Socratic Method in order to help students develop critical thinking.

Otero and Graesser (2001) developed a computational mechanism for triggering
questions. Based on the computational model of a given topic text, the computer should
be able to decide for which situation which question can be posed to the student. For
this purpose, a formalism for describing conditions of posing questions is required. Otero
and Graesser (2001) proposed to use production rules. These rules specify which partic‐
ular questions should be generated when particular elements or configurations of infor‐
mation in the text occur. Each production rule is an “if state, then action” expression. If
a particular state (or Boolean configuration of states) exists, then an action or action
sequence is performed (Anderson et al. 1995).

The goal of our work is to formalize the dialogue steps of the Socratic Method.
Whereas Otero and Graesser used production rules as formalism, we propose to apply
state diagrams, because the dialogue steps could be mapped to the dialogue states intui‐
tively. To our best knowledge, no formalization for the Socratic Method has been devel‐
oped yet. The formalization of the Socratic Method for dialogues is described in this
paper contributes both to the Socratic teaching community (through the integration of
critical questions of Paul and Elder in the Socratic Method) and the community of intel‐
ligent tutoring systems.

3 The Formal Models of the Socratic Method

In this section, we present the formal models for the Socratic Method that was suggested
by Nelson (1970) and extended by Horster (1994) and is applied in dialogues or in group
discussions. In the developed models, a computer agent is required in order to start
conversation by imitating the role of the discussion leader. The computer agent is called
“chatbot” in the developed models. He attempts to apply the Socratic Method in order
to stimulate the discussion participants to critically think about the discussion topic by
searching for examples, searching for attributes, and searching for generalized attributes.
The dialogue starts when the chatbot explains the phases of the discussion (search for
examples, search for attributes, and summarizing the attributes) and gives a discussion
topic.

The first phase starts when the chatbot asks all participants to give examples (cf.
Fig. 1). After a participant Tx gives an example, the chatbot asks Tx to explain more
about the example by applying the question class “clarification”. At this time, Tx thinks
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about the given example again and may dismiss it or elaborate on it. As the next step,
the chatbot asks other participants if they have any concern about the example given by
Tx. If any questions arise, Tx needs to explain his/her example again. Otherwise, the
given example can be added to the collection of examples for the discussion topic and
this collection will be shown to other participants. If the example collection is enough
(the chatbot may determine the threshold for “enough”, for instance, the threshold is
equal the number of participants minus 1), the chatbot asks the participants to vote the
best example that will be worked out in the next phase (i.e., searching for attributes).
After this vote, the first dialogue phase is finished.

Fig. 1. Search for an example

The best voted example is used in the second phase to elicit relevant attributes. First,
the chatbot repeats all collected examples (cf. Fig. 2). The chatbot indicates the list of
elicited attributes as if the discussion leader uses a whiteboard or flipchart to collect
attributes given by the discussion participants (at the beginning, the flipchart is empty).
Then, the chatbot asks the participants to elicit attributes from the examples. If a
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participant Tx gives feedback (i.e., he/she wants to name an attribute), the chatbot asks
Tx to explain the attribute using the question class “clarification” (cf. Paul and Elder
2007). After Tx has elaborated on the named attribute, the chatbot asks other participants
about their opinion or whether they have any question concerning the named attribute.
If any participant Ty has a question, the chatbot asks him/her about his/her question
using the class “questions about the question”. If any participant Ty has an opinion, the
chatbot asks about his/her opinion using the class “questions about viewpoints and
perspectives”. The question (of the class “questions about the question” or of the class
“questions about viewpoints and perspectives”) scrutinizes the question/opinion of Ty
and helps him/her to think about his/her question/opinion again. In case, the participant
Ty has a question, the chatbot forwards this question to the participant Tx and requests
him/her to answer the Ty’s question.

Fig. 2. Search for attributes

This cycle is repeated until no questions from other participants arise. In case, the
participant Ty has an opinion, the chatbot forward this opinion to Tx. Tx may
dismiss his/her named attribute, change it or remain with that attribute. If neither
questions nor opinions arise, the named attribute of the participant Tx will be added
to the list of collected attributes. The chatbot decides to finish this discussion phase
if the list of collected attributes is “enough” (e.g., the threshold can be determined
by the number of participants minus 1). Similar to the threshold for searching
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examples, here, the chatbot may determine that the threshold for attributes is equal
the number of participants minus 1.

Similar to the previous two phases, at the beginning of the third phase (cf. Fig. 3),
the chatbot takes the role of the discussion leader and explains the rules of this phase.
Then, the chatbot presents the list of collected attributes for the discussion topic and
asks the participants to generalize two or more attributes. If a participant Tx notifies that
he/she wants to generalize the attributes, the chatbot asks him/her which attributes on
the list he/she wants to generalize and which rule he/she wants to apply.

Fig. 3. Generalizing the attributes

Horster (1994) suggested three ways of summarizing the attributes: (1) an attribute
is more general than another, (2) a hypernym is used for two or several attributes, and
(3) an attribute is a pre-condition for another attribute. The participant Tx will have the
option to select two or more attributes from the attribute list and select one of three
generalization rules. After Tx has selected a generalization rule, the chatbot will apply
the class of “questions that probe reason and evidence” to ask the participant Tx to
explain his/her decision. Then, the chatbot asks other participants about their opinions
or whether they have any questions. If a participant Ty notifies that he has a question,
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first he needs to summarize the status of the discussion in his/her own words, and then
asks a question or gives his/her opinion. If the participant Ty asks a question, the chatbot
asks about his/her question using the class “questions about the question”. If the partic‐
ipant gives an opinion, the chatbot ask a question about this opinion using the question
classes “questions that probe reason and evidence”. After the participant Ty answers the
question of chatbot, his/her answer is forwarded to the participant Tx. Then, the chatbot
asks the participant Tx to summarize the state of the discussion in his/her own words.
Then, the chatbot asks a question about his/her position. Upon on this question, the
participant Tx may withdraw his/her argument for generalization of attributes, change
or remain the argument (for generalizing the attributes). In case, all other participants
agree with the argument for the generalization of attributes (i.e., no question, no
opinion), the chatbot updates the list of generalized attributes. If the list of generalized
attributes is “enough”, the chatbot can stop the discussion. Horster (1994) proposed an
extension of the Socratic Method that the discussion leader goes back to the phase 2
(searching for attributes) and take the next best example to be discussed in the phases 2
and 3.

4 Evaluation

In order to verify the applicability of the formal models for the three phases of the
Socratic Method, we have decided for an application that is designed to support group
discussion. The application provides a chatbot who acts as a discussion leader applying
the Socratic Method to stimulate the discussion participants thinking about a discussion
topic. In order to show the scalability of the three models of the Socratic Method, in this
group discussion scenario, the number of participants will be more than two. The archi‐
tecture of the application consists of three modules: the user interface is WhatsApp2, the
message handling module is implemented using Yowsup3 (a Python program), and the
chatbot module which is the main module of the application, implements the developed
formal models of the Socratic Method (cf. Sect. 3). This modular architecture allows us
to scale to another other platform, e.g., we can substitute the WhatsApp frontend by a
web-based user interface if necessary. The detailed description of the architecture of this
system is referred to Huse and Le (2016). The goal of our evaluation is to investigate
the research objective: Can the Socratic Method be applied in a computerized educa‐
tional environment by a computer agent effectively? This objective is broken down into
the following research questions:

1. Does the chatbot influence the dialogues positively or negatively
2. Is the dialogue structure, which is dictated by the chatbot, helpful or disturbed?
3. Can the discussion participants benefit from the Socratic Method?
4. Does the Socratic aspect of the dialogue have effect on the discussion participants?

2 http://blog.whatsapp.com/615/WhatsApp-kostenlos-und-n%C3%BCtzlicher-machen
(Access: 07/03/2016).

3 https://github.com/tgalal/yowsup/wiki.
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5. Which question class of the critical question taxonomy (Paul and Elder 2007) can
support which phase of the Socratic Method better?

In this study, we only investigate the first and second research questions.

4.1 Design and Data

For the evaluation study, we invited six persons in the cycle of our friends who are
between 26 and 51 years old. All of them are employed. Only one female participant
knows the Socratic Method. We told the study participants in advance that they should
plan about two or three hours for participating in the group discussion and what they
will need to discuss with other persons in a group discussion using the application. The
introduction into the phases of the Socratic Method will be given by the chatbot. Then,
the chatbot asks the participants to discuss about the topic “happiness”. Since the partic‐
ipants use the frontend WhatsApp to join the discussion, we did not give any specifica‐
tion about the environment where the participants should join the discussion. If any
participant wants to leave the discussion, he/she should acknowledge other participants.
If someone who has left the discussion and wants to participate in the on-going discus‐
sion, this is allowed. The discussion will be interrupted and closed by the chatbot as long
as the last phase is finished. This is important because the rules of the Socratic Method
in the last phase are most complex.

The application logs the whole dialogue. We plan to use the log data in order to
analyze the quality of questions the chatbot poses to discussion participants, whether
participants held the discussion rules according to the Socratic Method, how participants
behave to the chatbot during the discussion, and whether the dialogue follows the three
phases of the Socratic Method.

In addition to dialogue protocols, after the group discussion is finished, participants
are asked to answer a questionnaire. Each question is answered by indicating a value on
the Likert scale between 1 (poor) and 10 (good). The questionnaire consists of four
sections. The first section consists of general questions about the attitude of participants
with respect to the whole Socratic dialogue and the role of the chatbot who adopted the
Socratic Method. The second, third and fourth sections of the questionnaire focus on the
phases searching examples, searching attributes, and generalizing attributes, respec‐
tively.

4.2 Results and Analysis

All participants participated in the group discussion within around three hours. In the
first phase of the Socratic dialogue, the participants found five examples for the topic
“Happiness”: (1) “Happiness means for me to be near to the beloved ones.”, (2) “The
birth of my daughter brought me happiness.”, (3) “I felt my happiness at my wedding.”,
(4) “I had happiness when I got my Berliner cup.”, (5) “I felt my happiness, as we got
our house.”

One example “I felt my happiness when I met my partner.” was posed, but then
removed by one participant. Among the five examples, the one “The birth of my daughter
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brought me happiness.” was voted by the participants as the best one to be worked out
in the second phase. On average, about 1.5 questions for each example were posed by
the participants.

In the second phase, five attributes were given by the participants: (1) “When kids
are born, this is the greatest happiness.”, (2) “At the birth of our kids, we forget our
suffer of daily lives.”, (3) “Love”, (4) “Satisfaction”, (5) “Protective instinct”.

In addition to the five attributes, the participants posed five questions and one
opinion. These attributes are generalized by the participants in the following ones: “At
the birth of our kids, we forget our suffer of daily lives.”, “Satisfaction”, “Love”.

From the number of the examples, attributes and generalized attributes given by the
participants, at the first sight, we can conclude that the participants participated in the
group discussion led by the chatbot actively and that they followed the dialogue structure
according to the Socratic Method.

Table 1 shows the results of the general questions of the questionnaire. Due to the
page limit, we do not investigate the evaluation results for each dialogue phase.

Table 1. Results of general questions about the socratic chatbot

Question Mean (s.d.)
Which impression do you have about the socratic dialogue that you

have participated in?
7.8 (0.7)

Do you think that the questions of the chatbot helped you to rethink
about your contribution (example, attribute, question, opinion)
more critically?

6.5 (2.1)

How did you find the structure of the dialogue that was led by the
chatbot?

8.2 (1.2)

How do you rate the moderation of the chatbot with respect to the
discussion flow?

6.5 (1.5)

How do you rate the explanation and the instruction given by the
chatbot for each dialogue phase?

7.8 (1.1)

In general, the participants found the dialogue positively (m = 7.8). With respect to
the impact of the Socratic questions on the participants, not all participants did agree
(m = 6.5). Two of the participants found the Socratic questions that were posed by the
chatbot not helpful. On the contrary, two other participants found the Socratic questions
helpful. The dialogue structure that was led by the chatbot did not disturb the discussion
(m = 8.2). However, the discussion moderation of the chatbot was rated by the partici‐
pants with a value above average (m = 6.5). The explanation and the instruction of the
chatbot each dialogue phase were useful for the participants (m = 7.8).

Although the mean values of these questions (Table 1) are above average (5), with
respect to the first and second research questions, we can say that the chatbot influences
the group discussion positively and the dialogue structure given by the chatbot did not
disturb the discussion. Since the number of participants in this study is low and the
participants came from the cycle of our friends, this evaluation study is biased and
limited, and thus, we cannot conclude about the statistical significance.
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5 Conclusions and Future Work

In this paper, we have presented three models for three dialogue phases of the Socratic
Method by applying state diagrams. The models are intended to help students develop
critical thinking for a given discussion topic. These models have been validated and
evaluated in a group discussion scenario using an application. The evaluation showed
that the models can be integrated in an educational system for training Socratic
dialogues. The evaluation also demonstrated the tendency that a chatbot who is imple‐
mented with these models can be useful. Since no formal models for the Socratic Method
has been proposed until now, to our best knowledge, the introduced models for three
dialogue phases are the contribution of this paper. In addition, the integration of critical
questions using the question taxonomy developed by Paul and Elder (2007) in the steps
of the Socratic Method can be considered a second contribution in the paper. In the
future, we will analyze data collected from the Sects. 2, 3 and 4 of the questionnaire and
from the logged dialogues.
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Abstract. Intelligent tutoring systems are adapting the curriculum to
the needs of the student. The integration of stealth assessments of stu-
dent traits into tutoring systems, i.e. the automatic detection of student
characteristics has the potential to refine this adaptation. We present a
pipeline for integrating automatic assessment seamlessly into a tutoring
system and apply the method to the case of developmental dyscalcu-
lia (DD). The proposed classifier is based on user inputs only, allow-
ing non-intrusive and unsupervised, universal screening of children. We
demonstrate that interaction logs provide enough information to iden-
tify children at risk of DD with high accuracy and validity and reliability
comparable to traditional assessments. Our model is able to adapt the
duration of the screening test to the individual child and can classify a
child at risk of DD with an accuracy of 91 % after 11min on average.

Keywords: Automatic assessment · Feature processing · Bayesian net-
work · Pairwise clustering · Computer-based screening · Dyscalculia

Intelligent tutoring systems (ITS) are gaining importance in education. A lot of
research has been conducted to represent and model student knowledge accu-
rately, design effective curricula and develop optimal instructional policies. A
large body of work has focused on mining the data logs collected from ITS.
Important topics in this area are automatic stealth assessments such as the eval-
uation of student learning or detection of student properties (e.g. intelligence,
learning disabilities) [31]. Traditional assessments are often time consuming and
have to be supervised by an expert, rendering them expensive in practice. Hence,
this approach does not scale and is therefore not suitable in many cases, such as
MOOCs, large university courses, or widespread screenings in elementary schools
to enable early detection of learning disabilities.
c© Springer International Publishing Switzerland 2016
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Previous work has investigated stand-alone automatic digital assessments,
including research on automatic scoring [5], item generation [18] and game-based
assessment [20]. Furthermore, digital screening programs replacing traditional
neuropsychological tests, for example for dyscalculia [10] or dyslexia [12], have
been developed. Ideally, such computer-based screening programs are seamlessly
integrated into an ITS. This enables not only automatic and non-intrusive assess-
ment of students, but also analysis and detection of student traits that allow for
a better adaptation of the curriculum to the individual needs. Despite these
advantages only few work have addressed such ITS systems with fully inte-
grated assessment. One step in this direction are integrated behavior detectors
identifying students gaming the system [6], finding wheel-spinning students [9] or
modeling engagement, e.g. [1,8,14]. Other work used clustering and classification
approaches to detect students’ mathematical characteristics [23].

In this paper, we propose a pipeline for integrating automatic assessment,
i.e. detectors of student traits, directly into the tutoring system. We validate
our approach for the case of developmental dyscalculia (DD) (a specific learning
disability affecting the acquisition of arithmetic skills [2]) and the game-based
training environment Calcularis [22].

Our pipeline leverages the potential of machine learning algorithms. Its data-
driven nature features several advantages. First, since it builds upon a large set
of student training data, the costs for model building are low and the accuracy
of the classifier can be continuously improved as more student data is added
over time. The test duration can be adapted to each child individually, which
reduces the average test duration substantially. Second, our classifier can be
seamlessly embedded into an ITS (in our case Calcularis [22]), where the assess-
ment runs continuously and non-intrusively in the background. This integration
reduces testing expenses and emotional stress imposed to children is kept at a
minimum. The embedding allows the ITS to leverage the information from the
stealth assessment during the training. Third, our pipeline has the potential to
be applied to a different ITS and be used for the assessment of different student
traits.

We extensively evaluate the accuracy, practicability, and validity of our app-
roach on data logs from 68 children. Our results demonstrate that we can identify
children at risk of DD with a high accuracy (91 % sensitivity, 91 % specificity)
within a short time (11 min on average). We conclude from our results that
recorded user inputs alone could potentially allow for a detailed reconstruction
of student traits and that the integration of stealth assessments may refine the
adaptation of the curriculum that ITS are currently providing.

1 Adaptive Classification Algorithm

Our adaptive classification is based on the training environment Calcularis [22],
a computer-based system for learning mathematics designed for children with
DD. The program is structured into different instructional games, which are



Stealth Assessment in ITS - A Study for Developmental Dyscalculia 81

Fig. 1. Processing pipeline: pairwise distances of features f serve as input for the clus-
tering. We select the representative feature per cluster and determine an optimal feature
ordering. A Naive Bayes model is trained on the selected features. The probabilistic
output of the classifier is used to adapt the test duration to each child.

designed based on current neuro-cognitive theory. Calcularis consists of ten dif-
ferent games representing 100 different skills that are essential for learning math-
ematics. Our model building process consists of four steps (see Fig. 1). We first
extract a large set of candidate features and then perform feature selection based
on common similarity measures. Next, we build our adaptive classifier by first
sorting the selected features and then defining a Naive Bayes model.

Feature Extraction. We identified a set of recorded features that describe
different mathematical properties of the user. These features can be classified
into skill- and game dependent features, and are summarized in Table 1. Skill
dependent features provide information about tasks associated with a specific
skill. The performance P for a skill measures the ratio of correctly solved tasks
for a given number of tasks. We expect children without DD to outperform chil-
dren with DD on these tasks, since mathematical abilities of children with DD
are at a level comparable to the level of children without DD of lower age [3].
Answer time AT is measured for all skills as children with DD tend to have
longer answer times compared to children without DD [17]. They often show
deficits in fact retrieval and tend to have difficulties to acquire arithmetic pro-
cedures [28] which increases answer times for simple arithmetic tasks. We count
typical mistakes TM for a subset of games where such a measure is meaningful.
TM are extracted by matching the erroneous result to a set of error patterns.
As an example switching the digits of the result in an arithmetic task is consid-
ered a typical mistake (e.g. 15 + 9 = 42). The complete set of error patterns
is described in [22]. Additional game dependent features were chosen related to
specific games. The estimation game feature E measures the relative number of
overestimates when estimating the number of points in a point cloud. Whether
children with DD are less sensitive to differences in this number representa-
tion is not consistently supported by recent work [27]. The feature SN for the
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Table 1. Extracted features and abbreviations (bold) used in the screener.

Feature Description

Skill dependent features (extracted at specific skills)

Performance Ratio of correctly solved tasks.

Answer Time Average answer time.

Typical Mistakes Number of typical mistakes committed.

Game dependent features

Estimation Estimating the number of displayed points.

E is the ratio between number of overestimates and task count.

Secret Number Guessing a number in as few steps as possible.

S is the ratio by which the remaining search interval is reduced.

Ordering Is a number sequence ordered ascending?

O is the ratio of false positive and incorrectly solved tasks.

Landing Positioning a number on a number line.

L is the distance to the correct position of the given number).

secret number game measures the reduction of the search interval while repeat-
edly guessing the same number. This feature quantifies common problem-solving
strategies such as bisection of the search interval or linear search. The ordering
game feature O measures the ratio of false positives when assessing whether
numbers are in ascending order. Children with DD are shown to be less efficient
when processing numbers [26], therefore we hypothesize that they will perform
worse when comparing numbers. The landing game feature L measures the error
of the number estimate. Deficits in spatial number representation as often shown
by children with DD [25] are obstructive to this task, thus we expect children
with DD to perform significantly worse compared to peers without DD.

Feature Selection. Our feature extraction yields a few hundred features, each
corresponding to a set of tasks the user has to solve. Therefore, the number of
features directly influences the test duration. To limit the test duration and to
remove possible correlations between features, we only use a subset of features
for classification. We cluster the features into groups based on their similarity
and select one representative feature per cluster. As the different feature types
have different domains (e.g., P ∈ [0, 1], AT seconds > 0) a direct comparison
between the features is not meaningful. We therefore process the features to
make them comparable.

In a first step, we compute a similarity matrix Ki ∈ [0, 1]S×S for each feature
fi, where S denotes the number of children. Therefore, Ki contains the pairwise
similarities between each pair of children regarding feature fi. We design the
matrices based on the nature of each feature and in particular exploiting invari-
ance of the feature types. For example, for the answer time AT we combine a
Gaussian kernel with a log transform to obtain
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Ki(s, u) = exp

(
−‖log(fs

i ) − log(fu
i )‖2

2σ2

)
, (1)

where fs
i and fu

i denote the respective feature values for children s and u. We
incorporate a cumulative beta distribution to design the similarity matrix for the
performance features P. For the SN feature, we designed an exponential ker-
nel. All other features (TM,E,O,L) apply a standard Gaussian kernel. Further
details regarding the design of the different kernels can be found in [24].

In a second step, we cluster the features using pairwise-clustering [21] based
on the pairwise distances dij = ‖Ki − Kj‖F between all feature pairs using
the Frobenius norm. We then compute an optimal matrix T, which contains
the pairwise Hamming distances between child labels, i.e., T(s, u) = 0 if s and
u belong to the same group ∈ {DD,CC}, with CC referring to control, and
T(s, u) = 1 otherwise. For each cluster, we select one representative feature,
which is the one with the smallest distance dti = ||Ki − T||F to matrix T.

Probabilistic Classifier. Based on the selected features, we develop a prob-
abilistic model that adapts the test duration to the individual child. The clas-
sification task is solved using an adapted Naive Bayes model, which assumes
conditional independence of all the features fi given the group label Y (Y = 0
child with DD, Y = 1 CC), but was shown to perform optimally even if the
independence assumption is violated [34]. Correlations between features are low
in our case (average ρ=0.07, <1% significant correlations at α=0.001) because
of our feature selection step. The posterior probability of the group label Y for
a child given N observed features is proportional to

p(Y |f1, ..., fN ) ∝
N∏

i=1

p(fi|Y ) · p(Y ), (2)

where for every feature we choose the density p(fi|Y ) from a set of standard
distributions that best models the data according to the BIC score. We assume
a normal distribution for the features E, SN, O and L, and a Beta, Gamma,
and Poisson distribution for P, AT, and TM, respectively. The prior probabil-
ity p(Y ) is set to the estimated prevalence of DD [30]. Due to the independence
assumption, we can deal with cases where we only observe a subset of all fea-
tures. After observing the first feature f1, we can compute p(Y = 1|f1). Having
observed f2, we infer p(Y = 1|f1, f2) etc. For any threshold τ ∈ [0, 1], the pre-
dicted group label Ŷ can then be computed as

Ŷ =

{
1 p(Y = 1|f1, ..., fn) > τ

0 otherwise.
(3)

Feature Ordering. To determine the optimal ordering of the tasks in the test,
we compute the amount of group information contained in each feature. We
prefer features where the feature values differ substantially across the groups (DD
and CC) and are similar within the group. To assess the quality of each feature
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fi, we use an unpaired t-test for a difference in means of the two independent
groups. We then order the features by sorting the calculated p-values in ascending
order, i.e., the feature with the smallest p-value is asked first.

Stopping Criterion. The optimal point in time to stop the test is heuristically
determined. After observing the first t features the classifier has a current belief
about the group label of a child and predicts the label based on p(Y |f1, . . . , ft) >
τ (see Eq. (2)). Intuitively, we stop the test if observing the next feature would
not contradict our current belief about the group label. As the next feature value
ft+1 is unknown, the feature value in the training data f̂t+1 that contradicts
the model’s current belief the most is taken instead. We stop if observing f̂t+1

is not changing the current belief, i.e., if p(Y = 1|f1, ..., ft) > τ and p(Y =
1|f1, ..., ft, f̂t+1) > τ

2 .

2 Experimental Evaluation

The experimental evaluation of our method was based on log files from 68 par-
ticipants (32 DD, 36 CC) of a multi-center user study conducted in Germany
and Switzerland [32]. During the study, children trained with Calcularis at home
for five times per week during six weeks and solved on average 1551 tasks. There
were 28 participants in the 2nd grade (9 DD, 19 CC) and 40 children in the
3rd grade (23 DD, 17 CC). The diagnosis of DD was based on standardized
neuropsychological tests [4,16,19].

We calculated the accuracy, the specificity and the sensitivity of our model
based on the predicted and the true label of the students (either DD or CC).
All results were computed on unseen students in the test set. Training and
test sets were created using .632 bootstrap with resampling (B = 300). All
parameter estimates are based on maximum likelihood estimation using Nelder-
Mead simplex direct search. The optimization stops when the improvement in
the likelihood is < 10−4 or after 400 iterations. Hyper parameters (parameters
for kernels and features) and features (including feature ordering) were selected
using nested cross validation, employing .632 bootstrap with resampling (B =
300) on top of 10-fold cross validation. The optimal number k∗ of clusters in the
feature selection step was heuristically determined by limiting the maximal test
duration to <35 min. Since we required five recorded tasks per feature (average
recorded task time: 0.39 min), this test duration results in k∗ =17 clusters (which
leads to 85 tasks in the test).

Content Validity. 17 features were automatically selected based on the
recorded data alone. For all features we calculated Pearson’s correlation coeffi-
cient ρ2 and the maximal information coefficient (MIC) [29] between the feature
and the test score to measure the linear and non-linear relationships, respectively.
For most features the relationship is highly non-linear, which prohibits the use of
simple prediction methods such as linear regression. The feature ordering yields
the optimal task sequence in the test as listed in Fig. 2.

The automatically selected features agree well with findings in previous work
on DD. Deficits in number comparison that are shown by children with DD [26]
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llikSredrO.rN/epyT

AT/1 2 Addition 2,1 TC* (’13+8=21’)
AT/2 14 Point set estimation
AT/3 4 Subtraction 3,1 TC* (’122-7=115’)
AT/4 8 Addition 3,1 TC* (’128+4=132’)
AT/5 15 Are numbers sorted ascending
AT/6 12 Spoken to written number
P/1 5 Spoken to written number
P/2 10 Subtraction 2,2 TC* (’56-38=18’)
P/3 1 Find neighbor numbers ±10
P/4 11 Spoken to written number
SN/1 7 Guess a number
SN/2 13 Guess a number
TM/1 3 Subtraction 2,1 TC* (’74-9=65’)
TM/2 9 Assign spoken number to number line
TM/3 16 Addition 2,2 TC* (’23+18=41’)
TM/4 6 Subtraction 2,2 (’48-36=12’)
TM/5 17 Assign written number to number line

* TC : with carrying / borrowing

Coefficient score
0 0.1 0.2 0.3 0.4 0.5

TM/5
TM/4
TM/3
TM/2
TM/1
SN/2
SN/1

P/4
P/3
P/2
P/1

AT/6
AT/5
AT/4
AT/3
AT/2
AT/1

Fig. 2. Selected features and their corresponding skills and ordering in the test. The
relationship between a feature and the test score is shown on the right, using Pearson’s
correlation coefficient (yellow) and the maximal information coefficient MIC (green).
(Color figure online)

are captured by considering temporal and performance values (AT/5, P/3). Chil-
dren with DD exhibit deficits in number processing [13]. Number processing skills
are captured in various features and include again temporal and performance
information (AT/2, AT/6, P/1, P/4). The features extracted from the number
line game (TM/2, TM/5) capture typical mistakes in spatial number represen-
tation [11]. Furthermore, different problem solving strategies are analyzed based
on the Secret Number game (SN/1, SN/2). Finally, difficulties acquiring simple
arithmetic procedures and deficits in fact retrieval that are frequently shown by
children with DD [28] are captured measuring answer times for various arith-
metic procedures in AT/1, AT/3. Interestingly, no features from tasks associated
with subitizing are selected, although subitizing is considered one of the basic
functions often impaired for children with DD [26]. Most of the selected features
correspond well with the type of tasks used in standardized tests for DD such as
counting, number comparison, number representation and simple arithmetical
tasks [4]. Note that the screener includes some features such as typical mistakes
and problem solving strategies that are not captured by paper tests. The type of
the selected features agrees well with other screening tools that measure answer
time, performance and typical mistakes on tasks such as dot enumeration, num-
ber comparison, single digit arithmetic (Dyscalculia Screener Digital [10]) or
recognizing reading and writing of natural number (DyscaliUM [7]).

Criterion-Related Validity. In Fig. 3, left, we compare the performance of the
static and adaptive Bayesian network model with ROC curves. In the static case
(green line), we used all features, i.e., all tasks, while in the adaptive case (red
line) we used early test abortion based on our stopping criterion. Every point on
the curves corresponds to a different threshold τ for the probabilistic classifier.
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Fig. 3. Left. Performance comparison of the classifiers using ROC curves. The adap-
tive approach with reduced test duration (red) shows comparable performance to the
classifier using all features (green). Points on the curves correspond to different proba-
bility thresholds τ at which the model decides if a child has DD. Right. Test durations
for all children (grey) and DD (red). Our adaptive screener requires on average 11 test
minutes to classify a child. Around 40 % can be classified already after 5 min. (Color
figure online)

Our best classifier (selected by cross validation) exhibits a high sensitivity and
specificity of 0.91 for a threshold τ = 0.3 (black dot).

There is no significant decrease in performance when we stop the test early
with our adaptive model, i.e., on average, children are not misclassified more
frequently. In fact, the adaptive classifier that is based on partial data is out-
performing the static approach for a specificity in the range [0.05, 0.15]. As the
features are ordered based on how much information they carry about the group
label, it can be advantageous to neglect those with little information since they
tend to have more noisy information. Our classifier achieves a higher sensitivity
compared to the stand-alone digital screening test DyscalculiUM; no compari-
son can be done with the Dyscalculia Screener Digital as it was standardized
independent of traditional tests for DD.

Test ρ p-value

Convergent validity
Non verbal intelligence [16] 0.44 <10−3

Math anxiety test [26] 0.42 <10−2

Cognitive competence [1] 0.63 <10−7

Discriminant validity
Working memory [19] 0.19 0.13
Verbal intelligence [16] 0.23 0.06
Sport competence [1] -0.17 0.18
Peer acceptance [1] 0.08 0.51
Attentional performance [43] 0.25 0.10

Construct Validity. Construct valid-
ity of our method was assessed by cor-
relating the probabilistic output of our
screener with a series of tests measuring
different cognitive aspects of all partici-
pants. We performed standardized tests
to asses convergent validity and discrim-
inant validity as listed on the right.
We observe moderate to high correla-
tion coefficients for all measures captur-
ing related cognitive concepts and weak correlations to the set of tests measuring
unrelated concepts. These results are comparable to construct validity analysis
of standardized neuropsychological tests that assess mathematical abilities. Cor-
relations for these tests range from 0.22 to 0.73 [15,33].
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Reliability. Classical notion of test reliability in terms of measures such as
Cronbach’s alpha do not apply for our adaptive test due to non tau-equivalence
of the measurements and the fact that our test output is a non-linear function
of item scores. We therefore investigate the split-half reliability of our proposed
model as an approximation to the standard notion of test reliability. We observe
a reliability of 0.87. This is comparable to other mathematical tests where a
reliability in the range of 0.7 to 0.92 is reported [15,16].

Test Duration. Due to our stopping criterion, the test duration is adapted
to the individual child. Figure 3, right, shows the test duration for all children
(grey) and for DD (red). On average, our adaptive screener classifies a child as
DD or CC after only 11 min (at which point the test is stopped). This is notably
shorter than screener durations reported in previous work. In comparison, the
test duration of the Dyscalculia Screener Digital is reported to be between 15 and
30 min [10]. For Higher Education, a test duration of 48 min was reported using
the computer-based screener for DD DyscalculiUM. With our adaptive screener,
roughly 40% of children are already classified after five test minutes. Our static
screener test takes 26.6 min on average, which emphasizes the importance of the
adaptivity. The adaptive stopping criterion is important to retain classification
accuracy as for 43 % of the children the initial classification changed until the
stopping criterion was met.

3 Discussion and Conclusion

We developed a fully data-driven pipeline for the automatic detection of student
traits that can be seamlessly embedded into an ITS. We validated the method
for the case of DD, allowing for non-intrusive and unsupervised screening of
children while they are training with the ITS. The automatically selected fea-
tures are covering a broad range of different characteristics of the children and
are in accordance with the literature on DD. The classifier exhibits high sen-
sitivity (0.91) and specificity (0.91) and adapts the test duration to each child
individually, resulting in an average duration of as little as 11 min. Further, our
method exhibits good construct validity (high correlations to tests measuring
mathematical abilities, low correlations to tests assessing dissimilar abilities).
These findings demonstrate that student traits can be effectively learned from
user inputs alone. This knowledge about student traits allows an ITS to further
adapt the curriculum to the specific needs of the students. In the future we would
like to investigate potential intervention strategies based on the inferred knowl-
edge about student traits. While this work evaluates the proposed model only
for the screening of children at risk of DD, there is nothing inherently DD spe-
cific in the method. As such, our framework can be applied for the unobtrusive
detection of other student traits and using different learning environments.
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Abstract. Making effective problem selection decisions is a challenging
Self-Regulated Learning skill. Students need to learn effective problem-selection
strategies but also develop the motivation to use them. A mastery-approach
orientation is generally associated with positive problem selection behaviors
such as willingness to work on new materials. We conducted a classroom
experiment with 200 6th – 8th graders to investigate the effectiveness of shared
control over problem selection with mastery-oriented features (i.e., features that
aim at fostering a mastery-approach orientation that simulates effective
problem-selection behaviors) on students’ domain-level learning outcomes,
problem-selection skills, enjoyment, future learning and future problem selec-
tion. The results show that shared control over problem selection accompanied
by mastery-oriented features leads to significantly better learning outcomes, as
compared to fully system-controlled problem selection, as well as better
declarative knowledge of a key problem-selection strategy. Nevertheless, there
was no effect on future problem selection and future learning. Our experiment
contributes to prior literature by demonstrating that with tutor features to foster a
mastery-approach orientation, shared control over problem selection can lead to
significantly better learning outcomes than full system control.

Keywords: Mastery-approach orientation � Problem selection � Self-Regulated
Learning � Learner control � Classroom experiment � Intelligent Tutoring
System

1 Introduction

Intelligent Tutoring Systems often are strongly system-controlled learning environ-
ments that adaptively select problems for students based on their knowledge level [13].
Recently, some ITSs have started to grant students control to select their own learning
tasks to elicit higher motivation, which in turn may lead to better learning outcomes [6].
However, prior research has found that students are not good at making effective
problem selection decisions [9]. Fully student-controlled problem-selection was found
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to lead to worse learning outcomes than system-selected problems [2]. Hence some
ITSs created shared student/system control over problem selection (e.g., letting the
system pick problem types while the students select a specific problem from that type)
to prevent students from making suboptimal decisions and achieved comparable
learning outcomes to those achieved with full system control [6]. It is still an open
question how ITSs can be designed to foster better learning outcomes and higher
motivation with shared control over problem selection, as compared to full system
control. In addition, theories of SRL emphasize the important role of motivation in
promoting desirable SRL behaviors [15]. Yet little work with ITSs has adopted a
motivational design (i.e., design to foster motivations) approach to foster appropriate
motivations that will stimulate effective problem-selection behaviors. Most of the
interventions that support SRL processes in ITSs use cognitive and metacognitive
tools, such as prompts and feedback [3, 11]. Furthermore, few of these studies have
measured the lasting effects of the interventions when they are not in effect [1].

We tackle these open questions by applying motivational design to extend an ITS
for equation solving, Lynnette, to help students learn an effective problem-selection
rule, i.e., the Mastery Rule, while fostering a mastery-approach orientation [8]. The
Mastery Rule specifies that students should stop practicing a problem type once it is
fully mastered. An ITS that implements this rule (in a system-controlled manner) led to
better learning outcomes than a fixed curriculum [5]. Our prior classroom studies and
interviews with students revealed that the lack of a mastery-approach orientation might
be a main challenge that keeps students from applying the Mastery Rule when they can
select problems for themselves [8]. A mastery-approach orientation is a type of
achievement goal that is associated with positive learning behaviors such as perse-
verance and willingness to learn new materials [14]. It aligns with the desirable
problem selection behaviors based on the Mastery Rule. It is likely, but unproven that
students with a mastery-approach orientation will apply the Mastery Rule to select
problems and achieve better learning outcomes in the tutor, as compared to full system
control. We therefore added features to foster a mastery-approach orientation. We refer
to these features as the mastery-oriented features.

The current paper describes our classroom experiment that investigated two
research questions: Research Question 1: Compared to full system control over
problem selection, does shared control, supported by mastery-oriented features enhance
students’ (a) problem-selection decisions in the tutor; (b) domain-level learning out-
comes; (c) enjoyment and (d) knowledge of the Mastery Rule? Research Question 2:
Do the mastery-oriented features enhance students’ (a) future problem-selection deci-
sions and (b) future domain-level learning outcomes in an environment with shared
control but without mastery-oriented features, as compared to full system control?

2 Methods

2.1 Experimental Design

The Learning Phase Versus the Future Learning Phase. The classroom experiment
used a two-phase design, with a Learning Phase and a Future Learning Phase, so that
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we could investigate both immediate effects of mastery-oriented shared control
(Research Question (1) and effects on future learning without the mastery-oriented
features (Research Question (2). We created three variations of Lynnette for different
conditions in the two phases, Lynnette-System, Lynnette-Shared and Lynnette-Shared-
Mastery-Oriented. Lynnette-System implements full system control over problem
selection through Bayesian Knowledge Tracing (BKT) and Cognitive Mastery [5], as
in standard ITS. Both Lynnette-Shared and Lynnette-Shared-Mastery-Oriented imple-
ment shared control over problem selection. As shown in Fig. 1, students are free to
select any level they want to practice and decide how much practice they want for each
level. Once the student selects a level, the tutor assigns a specific problem from the
chosen level. Students are able to select problems even after they have fully mastered
that level in these two versions (as calculated by the tutor’s BKT and displayed by the
mastery bars for each level). Only Lynnette-Shared-Mastery-Oriented has the
mastery-oriented features that we describe below. All three Lynnette versions have the
element badges and mastery bars for each level (as seen in Fig. 1).

The experiment started with two conditions in the Learning Phase, and only Levels
1 to 6 were unlocked in this phase. As shown in Table 1, the “Mastery Shared”
condition used Lynnette-Shared-Mastery-Oriented, while the “Standard Tutor” used
Lynnette-System. By comparing these two conditions, we can address Research
Question 1, i.e., whether the mastery-oriented shared control leads to better
problem-selection, learning and enjoyment as compared to full system control. In the
Future Learning Phase, Levels 7 to 9 were also unlocked and the two conditions were
split into four. Half of the participants from the “Mastery Shared” condition were
assigned to use “Lynnette-Shared” and half use “Lynnette-System”. Similarly, half of
the “Standard Tutor” condition switched to “Lynnette-Shared” and half continued using
“Lynnette-System”. The four conditions in the second phase allowed us to investigate
Research Question 2, i.e., the effects of the mastery-oriented features on students’
problem selection and learning outcomes when they are removed in new tutor units
with shared control, compared to full system control.

Fig. 1. Problem selection screen in Lynnette-Shared-Mastery-Oriented in the learning phase
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Mastery Oriented Features in Lynnette. There are four mastery-oriented features in
Lynnette-Shared-Mastery-Oriented that aim at helping students learn the Mastery Rule
and foster a mastery-approach orientation [8]: (1) Tutorial: A tutorial is shown when
students log in to the tutor for the first time. It introduces the concept of Mastery, the
mastery bars, and how to apply the Mastery Rule to select problems. (2) Achievements
and Stars: Two types of Achievements are implemented in the tutor to reward stu-
dents’ good problem selection decisions and perseverance with practicing new prob-
lems, as shown on the right panel of the screen in Fig. 1. Students earn the
Achievements when they select or complete 6 problems in a row. In addition, the
student earns a star each time s/he selects an unmastered problem. (3) Instant Feed-
back Messages on Problem Selection Decisions: Each time the student selects a
problem, either a positive message (e.g., “Good problem selection decision! Water is
still unmastered, so you can learn new skill from it. Don’t be discouraged if you feel it
is difficult. It is ok to make errors when you are learning!”) or a negative message (e.g.,
“You’ve picked Earth but it is already mastered. Your equation solving skill will not
grow if you repeat material you’ve already mastered.”) will pop up and provide
feedback on her/his choice. The language used in the messages emphasizes a
mastery-approach orientation. (4) Problem Selection Recap: The problem selection
recap screen (as shown in Fig. 2) is shown to the students after every 5th problem, in
order to help students review and reflect on their recent problem selection decisions.
The specific problem levels the student has selected are displayed with corresponding
mastery bars showing the percentages of mastery at the time the student selected each
level. The student also receives instant feedback on whether s/he has correctly clicked
the unmastered levels. The names of the problem levels turn green or red when the
student clicks. Green flags a correct click.

2.2 Procedure, Measurements and Participants

The experiment included 294 students from 5 local middle schools. The participants
came from 16 classes, taught by 8 different teachers. Among the 16 classes, 4 were
advanced 6th grade classes, 9 were mainstream 7th grade classes, and 3 were main-
stream 8th grade classes. The participants were randomly assigned to one of the four

Table 1. Conditions of the learning phase and the future learning phase

Learning Phase Future Learning Phase
Conditions Lynnette Version Conditions Lynnette Version

Mastery Shared Lynnette-Shared-
Mastery-Oriented

Mastery to Shared Lynnette-Shared

Mastery to Standard Lynnette-System

Standard Tutor Lynnette-System Standard to Shared Lynnette-Shared

Standard to Standard Lynnette-System
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conditions within each class before the experiment. All conditions followed the same
procedure, summarized in Table 2, consisting of a Learning Phase and a Future
Learning Phase. Three paper tests were given to measure different constructs before
and after each phase of learning. Each equation on the three tests was graded from 0 to
1, with partial credit given where appropriate. The pre-test only had items from Levels
1 to 6. The mid-test and post-test had items that measure equation solving abilities for
all 9 levels. The enjoyment questionnaire was adapted from the Enjoyment subscale of
the Intrinsic Motivation Inventory (IMI). There were three check-box items on the
mid-test to measure the students’ declarative knowledge of applying the Mastery Rule.
The first item tested the students’ understanding of the concept of mastery. The second
item described a scenario and tested whether the students would keep selecting problem
levels that have been mastered. The third item also was scenario-based, and it tested
whether the students were willing to challenge themselves with new problem types to
learn new skills.

3 Results

200 students completed the pre-test and mid-test, and were present in all four class
periods or mastered the first six levels during the Learning Phase. We refer to these 200
students as the Learning-Phase-Sample. 165 students completed the pre-test, mid-test
and post-test. They were present during all 6 class periods (both the Learning and
Future Learning Phases) or mastered all 9 levels. These students constitute the
Future-Learning-Phase-Sample. We report Cohen’s d for effect sizes. An effect size
d of .20 is typically deemed a small effect, .50 a medium effect, and .80 a large effect.
For all ANCOVAs, Teacher was used as a co-variate to account for the variances that
reside within different teachers’ classes.

3.1 The Learning Phase: Research Questions 1.a – 1.d

We first analyzed data from the Learning Phase, to answer Research Questions 1.a-1.d.
The Learning-Phase-Sample was used for all analyses.

Fig. 2. The problem selection recap screen in Lynnette-Shared-Mastery-Oriented
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Problem Selection Decisions (RQ 1.a). To test the hypothesis that mastery-oriented
features will help foster more consistent application of the Mastery Rule, we looked at
the percentage of mastered problems the students selected in the “Mastery Shared”
condition during the Learning Phase (under perfect application of the Mastery Rule, the
students should not select any mastered problems). Twenty out of 102 students
(19.61 %) in the “Mastery Shared” condition selected at least one mastered problem
during the Learning Phase. On average 1.4 % of the problems (SD = 3.8 %) selected
by each student in the condition were mastered problems, indicating good application
of the Mastery Rule when the mastery-oriented features were present.

Learning Outcomes (RQ 1.b). To test the hypothesis that mastery-oriented shared
control over problem selection will lead to greater learning gains than full system
control, we compared the two conditions’ test performance on equation solving. As
shown in Table 3, both conditions scored close to ceiling on the pre-test. An ANCOVA
using the learning gain (Mid-Test-Equations1 minus Pre-Test) as the dependent vari-
able revealed that the main effect of condition is significant (F (1, 192) = 4.486,
p = .035, d = .30). In other words, The “Mastery Shared” condition learned signifi-
cantly more during the Learning Phase than the “Standard Tutor” condition. However,
given the ceiling effect, the students did not improve significantly from pre-test to
mid-test on solving the equations.

Given the ceiling effect on the pre-test, we split the sample based on the median of
the pre-test score (median = .83) into two sub-groups: the Lower-Performing Group
and the Higher-Performing Group. The Lower-Performing Group had 102 students
(mean pre-test = 0.67, SD = 0.18), and the Higher-Performing Group had 98 students
(mean pre-test = 0.98, SD = 0.05). ANCOVAs revealed that overall the two conditions
improved significantly from pre-test to mid-test on Equations1 within the Lower
Performing Group (F (1, 94) = 13.451, p < .000, d = .76). The condition effect was
marginally significant (F (1, 94) = 3.490, p = .065, d = .37), with the “Mastery
Shared” condition improving more than the “Standard Tutor” condition. On the other
hand, there was a significant decrement of the two conditions’ performance from the
pre-test to mid-test within the Higher-Performing Group (F (1, 90) = 25.704, p < .000,

Table 2. Overview of the procedure and measurements of the experiment

Pre-test Learning
phase

mid-test Future
learning
phase

Post-test

• 6 items on equation
solving abilities of
levels 1–6

• 4 41-min
class
periods

• Learning
the first 6
levels

• Mid-Test-Equations1: 6
items on levels 1–6

• Mid-Test-Equations2: 3
items on levels 7–9
• 7 7-point Likert scale items on
enjoyment of using the system
• 3 items on declarative
knowledge of applying the
Mastery Rule

• 2 41-min
class
periods

• All 9 levels
were
unlocked

• Post-Test-Equations1: 6
items on levels 1–6

• Post-Test-Equations2: 3
items on levels 7–9
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d = 1.07), probably representing regression to the mean. No significant condition effect
was found for the learning gains within the Higher-Performing Group.

Enjoyment (RQ 1.c). To test the hypothesis that mastery-oriented shared control over
problem selection will lead to higher enjoyment of using the tutor than full system
control, we compared students’ enjoyment ratings on the mid-test. The “Mastery
Shared” condition reported higher enjoyment (mean = 4.63, SD = 1.59) than the
“Standard Tutor” (mean = 4.52, SD = 1.36). However, an ANCOVA test found the
difference was not statistically significant (F (1, 192) = .450, p = .530, d = .09).

Declarative Knowledge (RQ 1.d). To test the hypothesis that the mastery-oriented
features with shared control will lead to better knowledge of the Mastery Rule, com-
pared to full system control, we analyzed the students’ responses to the three items on
the mid-test. There were 12 options for all three items. The students were instructed to
check all options that apply. We coded the students’ responses to each option as 0 or 1.
On average those in the “Mastery Shared” condition (mean = 0.76, SD = 0.15) scored
significantly higher (F (1, 184) = 8.263, p = .005, d = .59) than those in the “Standard
Tutor” condition (mean = 0.69, SD = 0.17). The “Mastery Shared” condition showed
significantly better declarative knowledge of the Mastery Rule on the mid-test after the
Learning Phase.

3.2 The Future Learning Phase: Research Questions 2.a and 2.B

We performed analyses on students’ problem selection decisions and equation solving
performance. The Future-Learning-Phase-Sample was used for all analyses.

Problem Selection Decisions (RQ 2.a). We tested the hypothesis that the students
exposed to the mastery-oriented shared control over problem selection in the Learning
Phase will transfer and apply the Mastery Rule during the Future Learning Phase with
the shared control. Specifically, we compared students’ problem-selection decisions
between the “Mastery to Shared” condition and the “Standard to Shared” condition. In
the “Mastery to Shared” condition, 15 out of 49 students (30.61 %) selected at least one
mastered problem during the Future Learning Phase, whereas in the “Standard to
Shared” condition, 7 out of 35 (20 %) students selected at least one mastered problem.
Moreover, on average 2.7 % of the problems selected by the “Mastery to Shared”
condition were mastered, while 1.6 % selected by the “Standard to Shared” condition
were mastered. Nevertheless, an ANCOVA test revealed that the difference between
the percentages of these two conditions was not statistically significant.

Table 3. Means and SDs for test performance of levels 1–6 equations on pre-test and mid-test

All sample Lower-performing Higher-performing

Pre-test Mid-test-Equations1 Pre-test Mid-test-Equations1 pre-test Mid-test-Equations1

Mastery shared 0.81 (0.21) 0.85 (0.20) 0.68 (0.20) 0.80 (0.22) 0.98 (0.04) 0.91 (0.14)

Standard tutor 0.84 (0.19) 0.81 (0.21) 0.66 (0.16) 0.70 (0.22) 0.98 (0.05) 0.91 (0.15)
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Learning Outcomes (RQ 2.b). To test the hypothesis that shared control over problem
selection (without mastery-oriented features) will lead to better learning outcomes in
the Future Learning Phase, compared to full system control, we performed ANCOVAs
to analyze students’ learning gains from the mid-test to post-test. Two independent
variables were used in the ANCOVA analyses: (1) whether the students had
mastery-oriented shared control or full system control over problem selection in the
Learning Phase, and (2) whether they had shared versus system control during the
Future Learning Phase. As shown in Table 4, the students’ performance on Equations1
did not change much from mid-test to post-test. An ANCOVA revealed no significant
improvement from the mid-test to post-test for Equations1 for the four conditions.
Also, no significant main effects or interaction were found for Equations1 with the two
independent variables. On the other hand, overall the four conditions improved sig-
nificantly on Equations2 from mid-test to post-test (F (1, 155) = 37.028, p < .000,
d = .98), as well as the whole test (with Equations1 and Equations2 together, F (1,
155) = 16.839, p < .000, d = .66). However, no significant main effects or interaction
were found between the conditions for Equations2 or the whole test.

4 Discussion, Conclusions and Future Work

Our classroom experiment investigated whether mastery-oriented shared control over
problem selection would foster the learning of an effective problem selection strategy,
students’ learning outcomes and enjoyment, as well as future problem selection and
future domain-level learning. We found that shared control over problem selection,
while it was supported with mastery-oriented features, led to better learning outcomes as
compared to full system control in an ITS. Specifically, during the Learning Phase, those
in the mastery-oriented shared control condition improved significantly more than those
in the system-controlled condition on equation solving. Although the two conditions
overall did not improve significantly due to the ceiling effects on the pre-test. Within the
lower-performing group, there were significant learning gains from pre-test to mid-test,
and the condition effect was marginally significant. These results prove that shared

Table 4. Means and SDs for mid-test and post-test equation solving items

Mid-test-equations1 Post-test-equations1 Mid-test-equations2 Post-test-equations2

Mastery to
shared

0.82 (0.23) 0.80 (0.24) 0.38 (0.40) 0.58 (0.40)

Mastery to
standard

0.86 (0.16) 0.85 (0.18) 0.36 (0.40) 0.59 (0.40)

Standard to
shared

0.82 (0.20) 0.86 (0.16) 0.34 (0.41) 0.56 (0.43)

Standard to
standard

0.84 (0.20) 0.86 (0.22) 0.46 (0.45) 0.59 (0.38)
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control accompanied by mastery-oriented features can significantly benefit students’
domain level learning, especially for students with low prior knowledge. How did the
mastery-oriented shared control over problem selection lead to greater learning gains?
First, the students with the mastery-oriented shared control selected almost the same
problems as the system control. They rarely violated the Mastery Rule, put differently,
the students selected mostly unmastered problems as the Cognitive Mastery algorithm
does for the system control. Therefore, we can mostly rule out the possibility that the
difference in learning gains was due to differences in the problem sequences being
practiced. Second, it is likely that the mastery-oriented features (tutorial, feedback,
achievements and problem selection recap screens) might have encouraged the students
to adopt metacognitive strategies such as reviewing, reflecting or summarizing, as a
mastery-approach orientation has been found to be positively associated with use of
such strategies [14]. Prior work has generally found that students with a
mastery-approach orientation achieve better learning outcomes, compared to their
counterparts who focused more on performance relative to others, i.e., with a perfor-
mance orientation [12].

We also found that the mastery-oriented shared control resulted in significantly
better declarative knowledge of the Mastery Rule, as compared to the full system
control condition. It could possibly be attributed to the explicit instructions and
motivational messages from the four mastery-oriented features. On the other hand, the
mastery-oriented shared control did not lead to significantly higher enjoyment of using
the tutor as compared to the full system-controlled tutor. It is likely that the badges, as
well as the mastery bars implemented in the system-controlled condition also made it
enjoyable to students. Prior work on learner control emphasizes its motivational ben-
efits to students [4], but our finding suggests that enabling learner control does not
necessarily enhance students’ enjoyment of the learning experience.

Although the mastery-oriented shared control enhanced students’ learning while it
was in effect, no lasting effect on learning was found with only shared control over
problem selection. For the Future Learning Phase, no significant condition effects were
observed for learning gains on equation solving. In other words, there was apparently
no carry into the next unit of a possible motivational effect on student learning.
Additionally, the equations in this phase were more difficult than the Learning Phase,
and the learning time was reduced to 2 class periods. The students might experience
higher cognitive load when learning more difficult equations within a shorter period of
time, making it difficult to initiate metacognitive processes such as reviewing or
reflecting that relate to a mastery-approach orientation.

Lastly, with respect to problem selection decisions, students with shared control
exhibited good application of the Mastery Rule in both phases. The mastery-oriented
shared control condition selected only about 1 % of mastered problems during the
Learning Phase. Similarly, the two shared control conditions without the
mastery-oriented features in the Future Learning Phase selected around 2 % of mas-
tered problems regardless of whether or not they came from the mastery-oriented
shared control condition. The results regarding problem selection decisions were
slightly surprising, given that in our prior classroom study, students selected 34 %
mastered problems when no Open Learner Model was presented [8]. In other prior
work, we also found students admitting that they would keep selecting easy problems if
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given control over problem selection [7]. There may be two reasons why students made
overall good problem selection decisions in both phases: First, our informal classroom
observations found that the badges and the mastery bars strongly encouraged the
students to complete the levels without repeating already-mastered problems. Although
these two features were designed to make the tutor more fun and reward students’
equation solving progress, not to influence problem selection, they might have moti-
vated the students to make problem-selection decisions based on the Mastery Rule.
A second reason may have been that the environments for this experiment were not
entirely self-regulatory. The students were learning in their math classes and the
teachers sometimes gave informal instructions such as “now you should work on the
newly unlocked levels”. The students were practicing with a “goal” and supervision
from their teachers, which might have influenced their problem selection decisions.

To sum up, the current experiment shows that shared control over problem
selection accompanied by features that foster a mastery-approach orientation in an ITS
leads to significantly better domain-level learning outcomes, as compared to full system
control over problem selection, which is standard practice in ITS. This is a novel
contribution to the literature on the effects of learner control on student learning, which
has generally found that pure learner control leads to worse learning than system
control [2, 10] and that shared control only resulted in learning outcomes that were
comparable to system control [6]. On the other hand, our experiment did not establish
lasting effects of the mastery-oriented features on future learning in a new tutor unit,
with improvement only on declarative knowledge of applying the rule on an immediate
paper test. Future work is warranted to further investigate how to design ITSs that
support learning and motivation of Self-Regulated Learning processes that can transfer
to new learning topics and environments.
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Abstract. Providing choice is known to intrinsically motivate learners
and support self-regulated learning. In order to study the effect of pro-
viding the choice to skip feedback in an online tutor traditionally used
in-natura, we conducted a controlled study in Fall 2015. Experimental
group was given the choice to skip the worked example provided as feed-
back after the student had solved a problem incorrectly, whereas control
group was not. We found that providing the choice did not lead to greater
learning. Experimental group students needed marginally more problems
to learn each concept, and their pre-post improvement was marginally
less. When we analyzed skipping behavior, we found that neither the
grade on a problem nor the grade on the prior problem on the same con-
cept affected a student’s decision to read or skip feedback. Novelty of the
concept on the other hand may prompt students not to skip feedback.
Whether or not students skipped feedback on a problem did not affect
their grade on the next problem on the same concept. Students were
just as likely to skip as not skip feedback on the various problems. Some
students tended to skip far more than others.

Keywords: Worked example · Help-seeking · Intrinsic motivation ·
Programming tutor

1 Introduction

Choice intrinsically motivates learning [1]. In addition, it has been shown to
increase engagement in learning, increase the amount learned in a fixed period of
time and improve the learner’s perceived competence and levels of aspiration [2].
In one recent study of choice in an intelligent tutor, when offered a choice of text
versus video feedback, those who had the choice outperformed those who did not
[3]. On the other hand, in another recent study, learners’ help-seeking choices
were not found to concur with the intention of the provided feedback [4].

We wanted to investigate the effect of providing the choice of reading or skip-
ping feedback in an online problem-solving tutor on programming concepts. The
tutor is adaptive: it uses a pretest to prime the student model, and adapts subse-
quent practice problems based on the student model [8]. Every time the student’s
answer is incorrect, after presenting the correct answer, it presents step-by-step
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-39583-8 10
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explanation of the correct answer, in the style of a worked example [9]. The tutor
is typically used by introductory programming students on their own time, in-
natura, as course assignment.

We had a few reasons to consider this to be a novel study of choice in tutors:

– The tutor associates each problem with one programming concept, e.g., nested
selection statements, back-to-back selection statements. However, these con-
cepts are interdependent. Therefore, we expect transfer of learning to occur
between problems associated with different concepts, especially when the feed-
back is in the style of worked example wherein the entire solution is explained
step by step. Given the potential for transfer of learning, we studied the effect of
providing the student the choice of reading/skipping the step-by-step feedback.
We hypothesized that such choice might enable students to skip feedback
deemed unnecessary without hampering learning.

– The tutor is used in unsupervised setting by students on their own time, as
after-class assignment. In such a setting, students are often more focused on
completing the assignment quickly than on maximizing their learning [10]. So,
when offered the choice to skip feedback, they may exercise it for varying rea-
sons - some related to learning, while others may be related to the expediency
of completing the assignment quickly.

2 The Study

2.1 Participants

The participants of the study were students in introductory programming courses
from 27 institutions in Fall 2015. Since this was a controlled study, institutions
were randomly assigned to control or experimental group. There were 254 stu-
dents in the control group and 341 students in the experimental group who
granted IRB permission to be part of the study.

2.2 Instrument

The instrument used for this study was a software tutor on selection statements
in C++/Java/C#. The tutor presents a program containing one or more selec-
tion statements; has the student predict the output of the program one at a time,
along with the line in the program that produces that output; and grades the stu-
dent’s answer. If the student’s answer is incorrect, it also provides step-by-step
explanation of the correct answer in the style of a worked example.

The tutor covers 12 concepts on one-way and two-way selection statements,
including: execution of the statement when the condition is true/false; classifi-
cation/cascading style nesting; multiple statements appearing back-to-back, and
special cases of the condition of the statement being a declaration/assignment
expression (C++ only). As mentioned earlier, these concepts are interdependent,
e.g., nested and multiple selection statements depend on an understanding of the
execution of the statement when the condition is true/false.
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The tutor is accessible over the web - students can use it on their own time, as
often as they please. It is part of a suite of problem-solving tutors for introductory
programming topics called problets (www.problets.org).

2.3 Protocol

The software tutor administered pretest-practice-post-test protocol as follows:

– Pretest: During pretest, the tutor presented one problem per concept to
prime the student model. If a student solved a problem correctly, no step-
by-step explanation was provided to the student, and no more problems were
presented to the student on the concept. On the other hand, if the student
solved a problem partially correctly, incorrectly, or opted to skip the problem
because the student did not know the answer, step-by-step feedback was pre-
sented to the student and additional problems on the concept were scheduled
to be presented during practice stage.

– Adaptive Practice: Once a student had solved all the pretest problems,
practice problems were presented to the student on only the concepts on which
the student had solved problems incorrectly during pretest. For each such
concept, the student was presented multiple problems until the student had
mastered the concept, i.e., solved at least 60 % of the problems correctly. After
each problem the student solved incorrectly, the student received feedback
listing the correct answer, followed by step-by-step explanation of the correct
answer. Since this was a controlled study, experimental group had the option
to skip the step-by-step feedback whereas control group did not.

– Adaptive Post-test: During this stage, which was interleaved with practice,
the student was presented a test problem each on the concepts that the student
had mastered during practice. No problems were presented on the concepts
the student did not master during practice and the concepts on which the
student had solved the problem correctly during pretest.

Table 1 illustrates a typical sequence of problems solved by a student. The student
solves problem no. 1 on concept no. 1 incorrectly, problem 2 on concept 2 correctly,
problem 3 on concept 3 partially, and does not know the answer to problem 4 on
concept 4, all during pretest, which consists of 12 problems. During adaptive prac-
tice, the tutor presents problems 13, 14 and 18 on concept 1 and problem 15 on
concept 3, and the student satisfies mastery criterion on both these concepts. So,
the tutor schedules post-test problems 19 and 21 on concepts 3 and 1 respectively,
while continuing to present practice problems on the not-yet-mastered concept 4.

The entire protocol was limited to 30 min and was administered back-to-back,
entirely over the web. Since practice and post-test were adaptive, students who
solved at least one problem incorrectly on the pretest spent a mean of 19.35 min
using the tutor whereas experimental group spent a mean of 18.78 min. These
figures include students who ran out of time.

A concept was considered to have been practiced during this session if the
student solved the problem on that concept incorrectly during the pretest, solved

www.problets.org
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Table 1. A typical problem sequence

Pretest Adaptive practice/post-test

Problem no. 1 2 3 4 . . . 13 14 15 16 17 18 19 20 21

Concept no. 1 2 3 4 . . . 1 1 3 4 4 1 3 4 1

Grade Incr Corr Part NotK . . . Incr Corr Corr Incr Incr Corr Post Corr Post

enough problems during adaptive practice to master the concept, and solved a
problem on that concept during post-test, e.g., concepts 3 and 1 in Table 1. If
the student solved the problem correctly during post-test, the practiced concept
was also considered to have been learned.

2.4 Design

We conducted two types of analysis: (1) aggregate analysis to see if the
treatment, i.e., having the option to skip feedback, affected overall learning;
(2) problem-level analysis to see what motivates experimental group students
to skip feedback, and whether skipping feedback affected subsequent grades.
For aggregate analysis, we used:

– Pretest score per problem to verify that the control and experimental groups
were comparable;

– The number of concepts learned as a measure of the amount of learning;
– The number of practice problems solved per learned concept, calculated as

the number of practice problems solved by a student on all the learned con-
cepts, divided by the number of concepts learned by the student: the more
the problems, the slower the pace of learning and vice versa;

– Pre-post change per learned concept as a measure of improvement in learning;
– The number of pretest problems solved and the time spent per pretest

problem - to assess the impact of treatment on the pace of solving problems
during pretest.

The only independent variable considered was treatment: whether students could
or could not skip the step-by-step feedback.

For problem-level analysis, we considered every pair of successive problems
solved by a student on a concept, where the solution to one of the problems
was partial/incorrect or the student did not know the solution. For example,
in Table 1, we considered the following pairs of problems: (1,13) and (13,14) for
concept 1, (3,15) for concept 3, and (4,16), (16,17) and (17,20) for concept 4. Note
that the two problems could be back to back or removed by several intermediate
problems on other concepts. For these pairs, we used the grade (coded as ordinal
values 0 for incorrect, 0.5 for partial and 1 for correct), and time spent per
problem as dependent variables. When we considered only experimental group
data, the independent variable was whether or not students skipped feedback.
When both control and experimental groups were considered, the independent
variable was treatment, i.e., the option to skip feedback.
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2.5 Data Collection

Students could use the tutor as often as they pleased. If a student used the tutor
multiple times, for aggregate analysis, we considered data from only the first
time when the student had solved all the pretest problems. If the student never
solved all the pretest problems, we considered data from the attempt with the
most number of pretest problems solved.

On the other hand, for problem-level analysis, we considered every session of
a student where the student had solved one or more problems incorrectly. In all,
control group solved 573 problems incorrectly, which constituted 497 sequences
of problem pairs on the same concept. Experimental group solved 1350 problems
incorrectly, which constituted 1598 sequences of problem pairs. The two-problem
sequence count is higher because some problems could be part of two pairs -
one with the previous problem on the concept, and one with the next problem,
e.g., problem 13 on concept 1 is part of (1,13) and (13,14) in Table 1. The numbers
are greater for experimental group because the group was larger, and students in
this group used the tutor more often per capita (2.00 versus 1.82 for control group).

2.6 Data Analysis

A typical program produces a sequence of outputs. The tutor awarded grade for
each problem as: (the number of outputs correctly identified in proper sequence -
number of incorrect outputs identified)/total number of outputs in the problem.
Therefore, for aggregate analysis of learning, the score on each problem was
normalized to 0 → 1.0 regardless of the number of outputs in the program.
Univariate ANOVA was used to analyze the data.

3 The Results

3.1 Aggregate Analysis

To begin with, we analyzed the data to see if treatment, i.e., having the option
to skip feedback affected learning. Since feedback and therefore, the option to
skip feedback was provided only when the student solved a problem incorrectly,
we eliminated from analysis, all the students who had solved all the problems
correctly (130 in control group and 114 experimental group), because they did
not receive any feedback from the tutor on any problem.

Effect of Treatment on Problem-solving: We found a significant differ-
ence in the time spent per pretest problem between the two groups [F(1,462) =
8.435, p = 0.004]: control group spent a mean of 81.05 ± 6.67 sec per pretest
problem whereas experimental group spent 69.43 ± 4.37 sec. This is explained
by the fact that experimental group had the option to skip feedback when their
answer was incorrect. So, students spent less time per pretest problem when they
were provided the option to skip feedback. Naturally, we also found a significant
difference in the number of pretest problems attempted [F(1,462) = 4.442, p
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= 0.036]: control group attempted 8.01 ± 0.35 problems whereas experimental
group attempted 8.45 ± 0.228 problems. However, there was no significant dif-
ference in the score per pretest problem between the two groups [.8011 versus
.8127, F(1,462) = 0.566, p = 0.452]. So, the two groups were comparable vis-a-vis
prior preparation.

Effect of Treatment on Learning: Furthermore, there was no significant dif-
ference in the number of concepts the two groups learned [F(1,296) = 0.893, p
= 0.345]: control group learned a mean of 1.52 ± 0.155 concepts whereas exper-
imental group learned 1.43 ± 0.105 concepts. So, the option to skip feedback
did not lead to greater learning. The difference in the number of practice prob-
lems solved per learned concept was marginally significant [F(1,296) = 2.664,
p = 0.104]: control group solved 3.21 ± 0.322 problems per learned concept
whereas experimental group solved 3.56 ± 0.244 problems. So, when provided
with the option to skip feedback, students solved marginally more problems to
learn each concept. The difference in the pre-post improvement in score on the
concepts learned was marginally significant [F(1,296) = 3.129, p = 0.078]: con-
trol group score improved by 0.86 ± 0.053 whereas experimental group score
improved by 0.80 ± 0.037. So, students improved marginally less when provided
with the option to skip feedback.

3.2 Problem-Level Analysis

Next, we considered what may have encouraged experimental group students
to skip feedback, how skipping feedback affected their grade on the subsequent
problem on the same concept, and whether skipping feedback was a behavior
specific to problems or learners.

Effect of Current Grade on Skipping: We analyzed all the problems that
experimental group students solved incorrectly. We found that there was no
significant effect of the grade (incorrect or partially correct), on whether students
skipped or did not skip the subsequent feedback [F(1,1116) = 0.484, p = 0.487].
In other words, incorrect versus partially correct grade on a problem seemed to
have no bearing on whether students chose to read or skip the feedback provided
after solving it incorrectly.

Effect of Previous Grade on Skipping: May be the decision to skip the
feedback was influenced by prior exposure to the concept? The grade of the
student on the first problem in a two-problem sequence (as described at the end of
Sect. 2.4) might reveal the motivation of the student to skip or not skip feedback
on the second problem even after solving the second problem incorrectly.

In Table 2, for each type of grade on the first problem, the number of sec-
ond problems are listed on which the student skipped/did not skip feedback.
No definitive pattern emerges in the data to suggest when students may or may
not skip feedback based on previous problem’s grade. We analyzed the grades
(Correct/Partial/Incorrect) on previous and current problems as repeated mea-
sures for the experimental group, while treating as between-subjects factor,
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Table 2. Counts of reading/skipping feedback based on grade on the previous problem

Did not skip Skipped feedback

Not know 24 16

Incorrect 81 91

Partial 122 104

Correct 98 96

Total 325 307

whether the student skipped feedback on the current problem. While a sig-
nificant drop was observed in the grade from prior problem (0.517 ± 0.033) to
current problem (0.308 ± 0.021) [F(1,552) = 119.974, p < .001], the interaction
between grade and whether feedback was skipped was not significant [F(1,552)
= 0.765, p = 0.382]. In other words, the grade on the previous problem on the
same concept did not seem to affect a student’s decision on whether or not to
skip feedback on the current problem.

Effect of Novelty of the Concept on Skipping: In contrast, when we con-
sidered cases where experimental group students solved only one problem on a
concept, students skipped feedback on 105 problems, and did not skip feedback
on 168 problems. So, students seemed to prefer to read the feedback more often
than not when their answer was incorrect on the first and only problem on a
concept. This suggests that when students see a problem on a concept for the
first time, the novelty of the concept may prompt students not to skip feedback.

Effect of Skipping on the Next Grade: How did skipping feedback affect
the grade on the next problem on the same concept? In Table 3, rows refer to
grade on the first of the two problems. Columns refer to the grade on the second
problem.

We analyzed the (incorrect/partial/correct) grade on current and next prob-
lem as the repeated measure and whether the experimental group student
skipped feedback on the current problem as the within-subjects factor. We found
a significant improvement in grade from current (0.243 ± 0.017) to next prob-

Table 3. Experimental group’s grade on the next problem on the same concept

Without skipping With skipping

Total Don’t Incor Partl Corr Total Don’t Incor Partl Corr

Don’t Know 49 14 6 6 23 40 3 6 5 26

Incorrect 210 4 49 22 135 244 10 42 45 147

Partial 221 5 11 112 93 202 2 23 73 104

Total 480 23 66 140 251 486 15 71 123 277
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Table 4. Improvement in score from current problem to the next problem on the same
concept

Current score Next score

Control group 0.196 ± 0.029 0.766 ± 0.024

Experimental group 0.243 ± 0.017 0.707 ± 0.025

lem (0.707 ± 0.025) [F(1,854) = 912.768, p < .001], but found no main effect for
whether students skipped reading the feedback on the current problem or not
[F(1,854) = 0.118, p = 0.731], and no significant interaction [F(1,854] = 1.763,
p = 0.185]. In other words, whether students skipped or did not skip reading the
feedback on the current problem did not affect their grade on the next problem.

Effect of Treatment on the Improvement in Grade from Current to
Next Problem: When we compared the grades on current and next problems of
experimental group and control group, we found significant interaction between
scores and treatment [F(1,1145) = 12.619, p < 0.001] as shown in Table 4. The
improvement in score from current to next problem was greater for those who did
not have the option to skip versus those who did. In other words, providing the
option to skip feedback led to smaller improvement in learning, which confirms
the earlier result from aggregate analysis.

Effect of Skipping on the Time Spent per Problem: We analyzed the
time spent per problem by the experimental group with versus without skipping
the feedback. As was to be expected, students spent marginally less time on a
problem they solved incorrectly when they skipped feedback (73.22 ± 18.35 sec)
than when they did not (97.08 ± 18.24 sec) [F(1,1297) = 3.271, p = 0.071].

Effect of Treatment on the Time Spent per Problem: When we analyzed
the time spent per problem with treatment as the between-subjects factor, we
found no significant main effect of treatment [F(1,1812) = 0.119, p = 0.73]: the
time spent per problem that was solved incorrectly was about the same whether
feedback was mandatory (88.93 ± 17.82 sec) or optional (85.23 ± 11.23 sec).

Experimental group students spent marginally less time per problem when
they skipped feedback than when they did not. But, they spent about the same
time per problem as control group. So, students who skipped feedback on some
problems spent the time saved by doing so on reading the feedback provided for
other problems that were also solved incorrectly.

Variation of Skipping by Problem: May be students were more likely to
skip feedback on some problems than others? In all, 65 different problems on
12 different concepts were solved by experimental group students. We tabulated
the number of times experimental group students skipped versus did not skip
feedback on each of the 65 problems. We conducted repeated-measures ANOVA
with skipping as the within-subjects factor, to find no significant main effect for
skipping [F(1,129) = 0.082, p = 0.775]. In other words, students were just as
likely to skip as not skip feedback on the various problems.
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Table 5. Experimental group quartiles and their behavior skipping feedback

Total problems Feedback skipped Mean percent Students

Top quartile 404 360 94.81 % 86

Third quartile 325 193 56.58 % 63

Second quartiile 184 63 33.34 % 30

Bottom quartile 196 29 15.17 % 17

Zero Percent 241 83

Variation of Skipping by Student: May be some students were more likely to
skip feedback than others? Experimental group students were grouped into four
quartiles based on the percentage of problems on which they skipped feedback.
Data for these four groups and the group that never skipped feedback is shown
in Table 5. This includes the total number of problems solved incorrectly, the
number of problems on which feedback was skipped, the mean of the percentage
of problems on which feedback was skipped and the number of students in each
group. Clearly, skipping feedback varies by person, i.e., some students skip more
than others: each quartile skipped feedback on more problems than all the lower
quartiles combined. The same cannot be said about the total number of problems
solved incorrectly or the number of students.

3.3 Discussion

This was a study of providing students the option to skip feedback, the feedback
being step-by-step explanation of the correct answer in the vein of worked exam-
ples; and the study was conducted in-natura. Given the potential for transfer of
learning between concepts in programming domain, and the expository nature
of step-by-step feedback, we hypothesized that such choice would enable stu-
dents to skip feedback that they deemed unnecessary without hampering their
learning.

However, the results of the study did not support this hypothesis. Students
who were provided the choice of skipping feedback did not learn more. Rather,
their pre-post improvement was marginally less and they needed to solve mar-
ginally more problems for each concept they learned. Given that 30.82 % of the
students skipped feedback on every problem they solved incorrectly, the provi-
sion of choice may have turned into an instrument for gaming the system [7]
when the tutor was used in-natura: learning from the tutor may have taken a
back seat to quickly completing the tutoring session.

Students do not know when they need help [5]. They must be explicitly taught
how to seek help [6]. Considering that fully 29.74 % of the students in the cur-
rent study never skipped feedback, we may have to also teach students when they
should decline feedback. A happy middle-ground may be to adaptively fade out
worked example feedback. Feedback may also have to be tailored to the charac-
teristics of the learner (e.g., learning-orientation versus performance-orientation)
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[11]. Future work includes investigating the effectiveness of fading-out and tailor-
ing in in-natura use of the tutor.
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ence Foundation under grant DUE 1432190.
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Abstract. In this paper we study the effect of adaptive scaffolding to learning by
teaching. We hypothesize that learning by teaching is facilitated if (1) students
receive adaptive scaffolding on how to teach and how to prepare for teaching (the
metacognitive hypothesis), (2) students receive adaptive scaffolding on how to
solve problems (the cognitive hypothesis), or (3) both (the hybrid hypothesis).
We conducted a classroom study to test these hypotheses in the context of
learning to solve equations by teaching a synthetic peer, SimStudent. The results
show that the metacognitive scaffolding facilitated tutor learning (regardless of
the presence of the cognitive scaffolding), whereas cognitive scaffolding had
virtually no effect. The same pattern was confirmed by two additional datasets
collected from two previous school studies we conducted.

Keywords: Teachable agent � Learning by teaching � Algebra � Adaptive
scaffolding � SimStudent

1 Introduction

Learning by teaching [1] is known to be effective with empirical evidence of students
learning by teaching their peers in various domains [2], across different student pop-
ulations [3], with different types of interactions and formats of tutoring [4]. In this
paper, we use the term tutor learning to refer to the effect of learning by teaching on the
tutor (i.e., a student who teaches his/her peer) [5]. For the currently study, our focus is
on tutor learning in the mathematical domain of solving linear equations.

There has been growing interest in the application of teachable agents to study the
effect of tutor learning, in particular in the field of artificial intelligence in education and
human-computer interaction [6–8]. Teachable agents are synthetic peers that students
can interactively teach.
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Using the teachable agent technology, researchers try to understand the effect of
tutor learning by, for example, mining stereotypic patterns of effective tutoring inter-
actions [9], analyzing cognitive factors that contribute to tutor learning [8], and
studying student’s perceptions and motivations while interacting with synthetic peers
[10]. Yet, the underlying cognitive mechanism of tutor learning is not fully understood.
Without clear understanding of what makes learning by teaching effective, it is
impractical to build a technology to facilitate tutor learning despite its promising
potential for efficacy and large-scale dissemination.

Learning by teaching is a complicated phenomenon with many factors to be
explored. As part of our on-going effort to contribute to advancing cognitive and social
theory of tutor learning, the goal of the current paper is to study the effect of adaptive
scaffolding to facilitate tutor learning, which is motivated by our past study findings as
described in the next section.

2 Learning by Teaching: Lessons Learned

To understand how and why students learn by teaching others, we have developed an
online learning environment for learning to solve equations by teaching, called APLUS
(described in Sect. 4). In APLUS, students learn by teaching a synthetic peer, called
SimStudent [8]. Prior to the current study, APLUS has been used in five Algebra
classroom studies with more than 1,000 middle school students.

Throughout these classroom studies, we have addressed a number of research
questions such as questions about the effect of answering tutee’s questions [11] and the
effect of extrinsic motivation for tutor learning [12].

One of the most important findings thus far is that learning by teaching may not be
effective when students do not have sufficient prior knowledge on the task (how to
solve equations in our case) and do not know how to teach properly [8]. In previous
studies, we often observed that students taught their synthetic peers incorrectly without
realizing they were making mistakes. Students also often taught their peers inappro-
priately—e.g., only teaching “easy” problems, causing the synthetic peer to fail to
develop sufficient skills to solve a wide range of equations.

3 Research Question and Hypothesis

Our previous studies strongly suggest that students need an assistance for successful
teaching in order to facilitate tutor learning. We then hypothesize that providing
adaptive scaffolding will resolve this issue. What kinds of scaffolding should be pro-
vided? From the past studies, we have two working hypotheses.

First, students need to correctly teach their peers how to solve problems. However,
due to the lack of sufficient prior knowledge, students often make mistakes and get
stuck. Adaptive scaffolding on how to solve problems is therefore necessary—we call
this the cognitive scaffolding. We hypothesize that adaptive cognitive scaffolding will
be particularly important for students with low prior knowledge since some level of
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knowledge is necessary for students to have in order to be able to teach their synthetic
peers—the cognitive scaffolding hypothesis.

Second, students need to know how to teach their peers appropriately. Students
need to know, for example, what problem might be useful to teach next and when to
quiz their peers. Adaptive scaffolding on how to teach is therefore necessary—we call
this the metacognitive scaffolding. Even with a low prior knowledge, students might
recognize their mistakes and acquire correct skills on how to solve problems while
teaching if appropriate feedback is given from the tutoring interaction—e.g., the
summary of a formative assessment reveals an inconsistency between the student’s
belief and actual correctness. However, to receive effective feedback, students must
teach their peers properly. Therefore, adaptive metacognitive scaffolding is essential—
the metacognitive scaffolding hypothesis.

Third, it might be the case that students need both cognitive and metacognitive
scaffolding for successful learning by teaching—the hybrid scaffolding hypothesis.

Our research question centers on which of these types of adaptive scaffolding
facilitate tutor learning. To test our hypotheses, we implemented the cognitive and
metacognitive scaffolding on APLUS (Sect. 4) and conducted a classroom study with
the extended APLUS (Sect. 5).

4 Technology Innovation for Learning by Teaching

We have developed an online environment called APLUS (Artificial Peer Learning
environment Using SimStudent) where students learn to solve algebra equations by
teaching a synthetic peer, SimStudent.

SimStudent is a machine learning agent that interactively learns cognitive skills in
the form of production rules through guided-problem solving [13]. SimStudent is an
implementation of programming by demonstration in the form of inductive logic
programming. This is made possible by generalizing examples that show when to apply
particular skills. In the context of learning by teaching, feedback and hints on a step
provided by the student to SimStudent become examples.

Figure 1 shows an example screenshot of APLUS. Details of APLUS have been
published elsewhere (for example [8]); hence we only provide a brief explanation here.
SimStudent is shown as an avatar on the bottom left corner. To teach SimStudent how
to solve equations, a student must enter a problem into the tutoring interface (‘a’ in
Fig. 1). SimStudent will then attempt to solve the problem one step at a time by
applying the skills learned so far. On each step, if SimStudent can make a suggestion,
the student is prompted to provide yes/no feedback about the correctness of the sug-
gested step (‘b’ in Fig. 1). Positive feedback (“yes”) indicates that the student agrees
that the step SimStudent suggested is correct, in which case SimStudent proceeds to the
next step. Negative feedback (“no”) indicates the student’s disagreement. When given
negative feedback, SimStudent attempts to apply another skill and make another
suggestion. If SimStudent cannot find a skill to apply, SimStudent asks the student to
demonstrate the next step, and the student then performs the actual step on the tutoring
interface.
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When a student provides negative feedback to a step SimStudent suggested,
SimStudent occasionally asks the student to explain why he/she thinks that the step is
wrong [11]. Figure 2 shows an example screenshot of SimStudent asking a “why”
question. SimStudent can also compare (1) a previous step in which the same skill was
applied and received positive feedback and (2) the current step which just received
negative feedback. SimStudent then asks the student why the current step is incorrect.
To proceed with the tutoring process, the student must answer SimStudent’s question in
a free-form text.

Students’ goal is to have their SimStudent pass the quiz (‘c’ in Fig. 1). When
SimStudent is quizzed by a student, it attempts to solve quiz problems in a target
section by applying already learned skills. A teacher agent called Mr. Williams, as
shown on the lower right corner in Fig. 1, then provides a summary of the quiz results,
and the student can review the exact solutions made by SimStudent one by one.
APLUS also includes resources for students to review (‘d’ in Fig. 1) and prepare for
tutoring. The resources include worked-out examples with brief explanations on
solutions and a unit overview that provides a quick introduction to equation solving.

We have recently modified Mr. Williams to provide adaptive scaffolding in two
ways: (1) Cognitive scaffolding provides adaptive assistance on how to solve equations.
When a student is not sure about the correctness of a step SimStudent performed, or

Fig. 1 An example screenshot of APLUS.
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when they do not know what a correct next step is, he/she can click on Mr. Williams to
ask for help. Mr. Williams then provide a just-in-time, contextualized assistance to
overcome the student’s impasse. (2) Metacognitive scaffolding provides adaptive
assistance on how to teach SimStudent. When a student is not sure about how to
proceed tutoring, he/she can click on Mr. Williams to ask for help. Four types of
assistance are provided: (a) the quiz assistance suggests when students should take the
quiz and explains why, (b) the problem selection assistance suggests what problem
students should pose next and explains why, (c) the resource assistance suggests when
students should review a particular resource and why, and (d) the impasse recovery
assistance suggests students should restart a problem or give a new problem when they
are stuck for a long-enough time.

5 Evaluation Study

To test the hypotheses on the effectiveness of adaptive scaffolding as mentioned in the
previous section, we conducted a classroom in-vivo study in Algebra classes at three
urban public middle schools in the greater Pittsburgh area in Pennsylvania.

5.1 Method

The study was a randomized controlled trial with three conditions. (1) The metacog-
nitive condition (MC for short) used a version of APLUS with metacognitive scaf-
folding only. (2) The cognitive condition (C for short) used APLUS with cognitive
scaffolding only. (3) The hybrid condition (MC + C for short) used APLUS with both
metacognitive and cognitive scaffolding.

In total, 364 students (7th and 8th grade) participated in the study from 22 algebra
classes. Students were randomly assigned to one of the three conditions.

Fig. 2 SimStudent is asking student to explain why the step is wrong.
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The study lasted for six consecutive days with one classroom period (42 min each)
per day. On the first day, all students took an online pre-test. On the second day,
students first watched a 6-min introduction video on how to use APLUS, and then
started tutoring SimStudent. Students used APLUS for four days. On the sixth day,
students took an online post-test.

5.2 Measures

Students’ learning outcome was measured with the online test scores. The online test
consisted of two parts: a Procedural Skill Test and a Conceptual Knowledge Test.

The Procedural Skill Test has three sections: (a) an equation section that contains
10 problems; 2 one-step equations, 2 two-step equations and 6 equations with variables
on both sides; (b) an effective next step section that has 2 equation problems, each
showing an intermediate solution step with four candidates for a next step and asking
students to indicate if each candidate is correct or not; and (c) an error detection section
with 3 equation problems, each showing an incorrect solution for which students are
asked to identify the incorrect step and explain their reasoning.

The Conceptual Knowledge Test consists of 24 true/false multiple choice questions,
with 7 items asking about variable terms, 6 asking about constant terms, 6 asking about
like terms, and 5 asking about equivalent terms.

In addition to the learning outcome data, we also used the process data that are
detailed interactions between student and system that APLUS automatically logs (e.g.,
problems used for tutoring, tutored steps, quiz frequency, etc.).

5.3 Results

For the following analysis, we included only those students who took both the pre- and
post-tests, and “completed” teaching, which we define as either the student participated
in all four days of teaching SimStudent or had SimStudent pass all quiz sections. As a
result, 257 students are included in the analysis below—89 in the C condition, 88 in the
MC condition, and 80 in the MC + C condition.

5.3.1 Test Scores
Table 1 shows scores for Conceptual Knowledge Test (CKT) and Procedural Skill Test
(PST). There is no condition difference (C vs. MC vs. MC + C) in pre-test score both
for CKT (F(2, 254) = 0.17, p = 0.85) and PST (F(2, 254) = 1.21, p = 0.30). We then
ran a repeated-measures ANOVA, for CKT and PST separately, with test scores as a
dependent variable, and test-time (pre vs. post) and condition (C vs. MC vs. MC + C)
as independent variables.

For the conceptual test (CKT), there is a main effect of test-time (MPre = 0.41 ± 0.24
vs. MPost = 0.48 ± 0.20; F(1, 254) = 22.52, p < 0.001, d = 0.28), but there is no main
effect of condition (MC = 0.44 ± 0.22 vs. MMC = 0.45 ± 0.23 vs. MMC+C =
0.46 ± 0.22; F(2, 254) = 0.26, p = 0.77). The current version of APLUS enhanced
students’ understanding of algebra concepts measured in CKT. The type of adaptive
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scaffolding does not have any impact on students’ learning on conceptual knowledge
measures in CKT.

For the procedural test (PST), the repeated-measures ANOVA suggested the
existence of an interaction between test-time and condition; F(2, 254) = 2.85, p = 0.06.
A simple main effect on condition (paired t-test with test-time as the independent
variable) revealed that students in all conditions showed a reliable increase in PST test
scores, but the effect size is notably smaller in C condition; C: paired-t(88) = −2.55,
p = 0.01, d = 0.20; MC: paired-t(87) = −5.07, p < 0.001, d = 0.41; MC + C: paired-t
(79) = −5.54, p < 0.001, d = 0.40. A simple main effect analysis on PST post-test (an
ANOVA with condition as the independent variable) revealed condition as a main
effect; F(2, 253) = 3.95, p < 0.05. The post-hoc tests confirmed that both MC and
MC + C students scored reliably higher on the PST post-test than C students
(t(175.0) = 2.41, p < 0.05 for MC and t(163.5) = 2.64, p < 0.01 for MC + C), but
there is no reliable difference between MC and MC + C students; t(161.9) = -0.37,
p = 0.71.

In sum, metacognitive scaffolding is helpful but cognitive scaffolding does not
appear to amplify the effect of tutor learning. In other words, adding cognitive scaf-
folding to metacognitive scaffolding does not yield better effects than metacognitive
scaffolding alone.

Since the current study does not include a baseline condition where no scaffolding
is available, we compared the current study with two previous studies we conducted:
Study IV [14] where metacognitive scaffolding (MC) was compared with no scaf-
folding (BL), and Study V where metacognitive plus cognitive scaffolding (MC + C)
was compared with no scaffolding (BL). In Study IV there were 173 students (7th
through 9th grade) in nine Algebra-I classes, whereas in Study V there were 318
students (7th and 8th grades) in 14 Pre-Algebra and 3 Algebra I classes from two
schools.

Figure 3 shows a bar graph of PST pre- and post-test scores. In the graph, the
current study is denoted as Study VI. The relative high test scores in Study IV is
arguably due to the population difference (the only study with 9th graders).

We tested two hypotheses: (C1) all four conditions with metacognitive scaffolding,
regardless of the availability of cognitive scaffolding, show the same gain from pre- to
post-tests; and (C2) the C condition in Study VI shows the same gain from pre- to
post-test as two BL conditions in Study IV and V.

To test these two hypotheses, we ran two repeated-measures ANOVAs, one for
each hypothesis. For (C1), there is a main effect of test-time; F(1, 319) = 100.42,

Table 1. Test scores both for CKT and PST.

CKT PST
Pre-test Post-test Pre-test Post-test

MC + C .42 (.24) .48 (.20) .54 (.22) .63 (.24)
MC .40 (.24) .50 (.21) .53 (.23) .62 (.23)
C .41 (.24) .46 (.20) .49 (.21) .54 (.23)
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p < 0.001. There is also a main effect of condition; F(3, 319) = 19.29, p < 0.001.
There is no statistically reliable interaction between test-time and condition. The same
pattern is found for (C2): a main effect of test-time (F(1, 245) = 11.77, p < 0.001);
condition (F(2, 245) = 18.42, p < 0.001); and no interactions between them.

The data collected from three independent classroom studies all suggest that
metacognitive scaffolding facilitates tutor learning, regardless of the availability of
cognitive scaffolding. However, cognitive scaffolding does not necessarily facilitate
tutor learning (or is equally “effective” as the baseline), and adding cognitive scaf-
folding to metacognitive scaffolding is as effective as the metacognitive scaffolding
alone.

5.3.2 Effect of Cognitive Scaffolding and Students’ Prior Knowledge
To see if cognitive scaffolding helped certain students, we categorized students in the
cognitive scaffolding condition into four groups based on their prior knowledge as
measured in the pre-test score. Table 2 shows procedural pre- and post-test
(PST) scores. The quartile Q1 represents the students who scored lowest on the pre-test.

Fig. 3 PST scores for 7 conditions in Study IV, V, and the current study (Study VI). ** p < 0.01,
* p < 0.05

Table 2. Procedural pre- and post-test (PST) scores for students in the cognitive scaffolding
condition. Students are grouped based on their pre-test quartile.

Q1 Q2 Q3 Q4

Pre 0.37(0.16) 0.40(0.13) 0.54(0.17) 0.66(0.21)
Post 0.44(0.16) 0.47(0.24) 0.53(0.25) 0.70(0.18)
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A repeated-measures ANOVA with test score as a dependent variable and test-time
(pre vs. post) and quartile (Q1 * Q4) as independent variables revealed a main effect for
quartile; F(3, 85) = 11.77, p < 0.001. Test-time is also a main effect; F(1, 85) = 6.57,
p = 0.01. There is no statistically reliable interaction between test-time and quartile. This
result suggests that the “effect” of cognitive scaffolding does not change by students’
prior knowledge.

5.3.3 Why Is the Metacognitive Scaffolding Effective?
We have yet to fully understand what makes metacognitive scaffolding effective. So
far, we found the following. First, the effectiveness of metacognitive scaffolding does
not change based on the student’s prior knowledge (measured as pre-test score). This is
confirmed by dividing students into quartiles based on their PST pre-test scores.

Second, in a previous study, the data suggested that metacognitive scaffolding on
problem selection (i.e., what problem should be taught next) actually influenced stu-
dents to pose more appropriate problems to SimStudent, which in turn facilitated tutor
learning [14]. However, the effect of metacognitive scaffolding on problem selection is
not confirmed in the current study.

Third, there is no notable correlation between the number of metacognitive hints
received and PST post-test scores when pre-test score is controlled. A stepwise
regression revealed that the number of quiz hints received is a statistically reliable
predictor of post-test score (F(1,160) = 6.19, p = 0.01). However, students quizzed
SimStudent an average of nine times in all three conditions.

6 Discussion

The metacognitive hypothesis has been supported. The current and past two classroom
studies all show that metacognitive scaffolding (helping students to teach and prepare
for teaching) is an essential component for successful learning by teaching, whereas
cognitive scaffolding (helping students to solve equations) has no effect relative to no
scaffolding. In the current implementation, the metacognitive scaffolding is opera-
tionalized to support students’ understanding of how to select appropriate problems to
teach, when to quiz their peers, and when to review study materials to prepare them-
selves for teaching (e.g., reviewing worked-out examples and unit overview).

We have yet to fully understand why metacognitive scaffolding, as we defined it in
this paper, helps. One hypothesis is that understanding (and actually applying) proper
teaching strategies increases the likelihood for students to be exposed to opportunities
to learn correct skills (e.g., from worked-out examples) and also to face the knowledge
gap (e.g., a step that a student believes to be correct is marked as incorrect on the quiz
summary). If these ideas are actually the key events that drive tutor learning, then
guiding students to these key events should facilitate students’ learning.

Further research is necessary to understand the underlying mechanism of tutor
learning. We are currently analyzing the process data showing detailed interaction
between students and SimStudent. Sequence mining is one potential technique to
address the question of why metacognitive scaffolding helps.
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We were surprised that the current data do not provide evidence that cognitive
scaffolding, as we defined it in this paper, helps tutor learning. It might be the case,
however, that the current implementation of cognitive scaffolding needs to be improved.
Students might have used the cognitive scaffolding as a mere mechanism to provide
correct feedback and hint—similar to those students excessively asking for hints when
using cognitive tutors just to perform a step correctly—that must be discouraged.
A future study will be designed to explore this new hypothesis.

7 Conclusion

We found that the adaptive scaffolding on how to tutor and how to prepare for tutoring
(the metacognitive scaffolding) facilitates tutor learning, while the adaptive scaffolding
on how to solve problems (the cognitive scaffolding) has virtually no impact on tutor
learning. In the present study, the metacognitive scaffolding provided just-in-time
assistance on what problem should be taught next, when to quiz (i.e., a formative
assessment), when to review resources to prepare for tutoring, and when to recover
from an impasse. The cognitive scaffolding provided assistance on the correctness of
the steps performed by the peer (to provide feedback to the peer), and the next step to
be performed (to provide hints to the peer on what to do next).

In our classroom studies, we often see students get excited about interactively
teaching on a computer with actual dialogue with a synthetic agent. Our data from
recent classroom studies consistently show evidence of the effect of learning by
teaching. Understanding how and why metacognitive scaffolding helps but not cog-
nitive scaffolding is therefore an important research agenda to further advance the
theory of learning by teaching and to build an effective technology for learning by
teaching.
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Abstract. While the use of autograders for code correctness is wide-
spread, less effort has focused on automating feedback for good program-
ming style: the tasteful use of language features and idioms to produce
code that is not only correct, but also concise, elegant, and revealing of
design intent. We present a system that can provide real-time actionable
code style feedback to students in large introductory computer science
classes. We demonstrate that in a randomized controlled trial, 70 % of
students using our system achieved the best style solution to a coding
problem in less than an hour, while only 13% of students in the con-
trol group achieved the same. Students using our system also showed a
statistically-significant greater improvement in code style than students
in the control group.

Keywords: Coding style · Autograding · Automatic hint generation ·
MOOCs

1 Motivation and Overview

Rapid feedback is integral to mastery learning. Prior work has shown that
students learn best through the process of repeatedly submitting, receiving imme-
diate actionable feedback and resubmitting [1,9,13]. Automatic graders (auto-
graders) provide this capability and are thus used extensively in programming
courses, especially Massive Open Online Courses (MOOCs). However, while the
use and development of autograders for code correctness is widespread, less effort
has focused on automating feedback for good programming style [17].

Software with poor code quality has been shown to require significantly higher
maintenance, a sobering fact considering that maintenance dominates software
cost [5]; good coding style therefore has significant implications for the software
industry. By providing students with rapid and actionable style feedback, intel-
ligent tutoring systems can help future software developers develop good coding
style habits early.

Most existing code style tools check code against a fixed set of style rules that
do not depend on the specific code being analyzed. Checkers such as lint(1)
and pylint and existing autograders such as rag [6] are unable to account for
subtleties such as whether using a different data structure, language construct or
c© Springer International Publishing Switzerland 2016
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library call might be stylistically better, and therefore cannot provide actionable
feedback on how to improve style [6,11]. As a result, providing actionable style
feedback usually requires instructors to manually read student code, which can
be resource-prohibitive in large courses. Our university’s rigorous introductory
computer science course relies on over 40 teaching assistants to manually grade
over a thousand code submissions per assignment. Given scarce TA resources,
style is lightly graded on a coarse-grained scale based on a “style guide” given to
students. Automating style grading would save significant instructor time and
could provide more tailored feedback to support mastery learning.

Our approach to providing such guidance automatically is to (1) identify
similarities among student code submissions for a short assignment (a few lines
to tens of lines of code), (2) analyze these similarities using clustering techniques
and Abstract Syntax Tree (AST) comparison, and (3) use them to deliver a
combination of instructor-authored guidance and auto-generated syntactic hints,
such that the guidance provided on a given submission is based on properties of
another student’s structurally similar but stylistically superior submission.

Specifically, we make the following contributions:

1. Two techniques for analyzing similarities in student code for short assign-
ments: one based on unsupervised classification and the other based on dif-
ferencing of the ASTs of student submissions.

2. A workflow based on the above techniques that enables instructors to effi-
ciently provide style feedback for a large body of submissions to the same
assignment, with effort proportional to the number of distinct approaches to
solving the problem, not the number of students.

3. An unsupervised, automated, student-facing workflow that provides stu-
dents with a combination of instructor-authored guidance and automatically-
generated guidance based on similar submissions by other students.

4. A randomized controlled trial experiment demonstrating the efficacy of our
system. Students in the treatment group showed a statistically-significantly
greater improvement in style than students in the control group.

2 Related Work

Most work on hint generation has focused on code correctness. Lazar and
Bratko [14] construct hints for Prolog programs in a generative manner based
on specific editing operations that transform the program code. Rivers and
Koedinger [19] propose a method for automatic code correctness feedback by
using AST differencing to identify a student’s state in a solution space and show-
ing the student another student’s slightly-better program as feedback, developing
various techniques to reduce the vast solution space and make the hint-generation
problem tractable. In contrast, we assume students start with a correct but pos-
sibly ugly solution, which they may have produced on their own or with the help
of such a system and/or verified against a test-based autograder [6].

Whereas early work on providing automated feedback was based on (often
manually-constructed) “bug libraries,” as large corpora of code have become
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available (due the increasing class sizes and the availability of cloud services
such as GitHub), guidance systems have begun generating feedback by compar-
ing student code to an existing corpus. Codex [2] discovers common language
idioms (integral to good style) and detects patterns in the student’s code that
might benefit from applying them. Codewebs [18] tries to identify semantically-
equivalent code blocks in different students’ submissions, to which the same
instructor feedback can be applied. Both approaches use abstract syntax tree
(AST) differencing to compare code exemplars. We use similar techniques to
identify correct student submissions that are similar but have salient stylistic
differences, and use these submissions to generate style feedback.

We also draw upon recent work on using machine learning techniques to
increase instructor leverage. Huang et al. [10] found that clustering ASTs of
student submissions produces clusters that embody similar strategies to solv-
ing the problem and could potentially receive the same feedback. Glassman et
al. [8] hierarchically cluster student submissions, based first on student strategy
and then on implementation. They identify the features required for effective
clustering. We draw upon their work to cluster existing student submissions to
allow instructors to provide predetermined style feedback for students solving
the problem using a particular strategy.

3 Approach

We and others have observed that given a large enough corpus of submissions
to a given programming problem, there exists a range of stylistic mastery, from
näıve to expert [17]. Figure 1 shows three correct submissions from students
with pseudonyms Alice, Bob, and Charlie, who provide three correct solutions
to the same simple problem: given a list of words, return a list of groups such
that all words in each group are anagrams of each other. As the figure shows,
correct solutions vary in length (and therefore complexity) by nearly a factor of
ten. While we could simply show Alice’s solution to Charlie, many conceptual
gaps separate her concise solution from his 30-line solution. In contrast, guiding
students to incrementally improve and discover the best solution has been shown
to be more conducive to mastery learning by reducing cognitive load, especially
for struggling students [20]. Thus, we seek a sequence of hints that will guide
Charlie to incrementally transform his solution to one like Alice’s.

In order to provide style-improvement feedback based on differences between
student submissions, we need a way to measure both style goodness and dif-
ferences. The software engineering literature suggests a variety of metrics of
stylistic quality [12]. We have found empirically that the ABC score, which tal-
lies a weighted count of assignments, branches, and conditional statements in a
block of code [3], is a good proxy for stylistic quality when used on short (a few
lines to a few tens of lines) code fragments. It relies on static analysis only, and
is easy to implement and fast to compute. In general, a lower score is better, but
it is an ordinal metric, i.e. cutting the ABC score by half does not necessarily
imply that the code has doubled in stylistic quality. That said, the choice of
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d e f combine anagrams(words) # A l i c e
words . group by{|w| w. chars . downcase . sort }. values

e n d

d e f combine anagrams(words) # C h a r l i e
rtn = Array .new
words . each do |word |

p(word)
wordDowncase = word . downcase
l e t t e r s = wordDowncase . sp l i t (””)
exist = f a l s e
rtn . each do | rtnAry |

r l = rtnAry [ 0 ] . downcase . sp l i t (””)
if ( r l . length==le t t e r s . length ) t h e n

p( r l )
r l . sort !
l e t t e r s . sort !
match = t r u e
i = 0
r l . each do | r l i |

p((( r l i + ” ”) + le t t e r s [ i ] ) )
match=f a l s e if ( r l i != l e t t e r s [ i ] )
i = ( i + 1)

e n d
if (match == t r u e ) t h e n

( rtnAry << word)
exist = t r u e

e n d
e n d

e n d
( rtn << [word ] ) if ( n o t exist )

e n d
r e t u r n rtn

e n d

d e f combine anagrams(words) # B o b
dict = {}
words . each do |word |

l e t t e r s = word . downcase . each char . sort
if dict . has key?( l e t t e r s ) t h e n

dict [ l e t t e r s ] += [word ]
e l s e

dict [ l e t t e r s ] = [word ]
e n d

e n d
r e t u r n dict . values

e n d

Fig. 1. A 3-line correct solution by Alice, 12-line correct solution by Bob, and 30
line correct solution by Charlie to the same problem, illustrating the range of stylistic
mastery commonly found in the type of assignments used in introductory classes.

algorithm used to compute the quality score is an input to our workflow, and
any metric that obeys the triangle inequality can be used.

The edit distance between the abstract syntax trees (ASTs) is a common mea-
sure of similarity between two code fragments [22]. To emphasize the importance
of higher-level structure (the “problem solving strategy”), we use the normalized
tree edit distance (n-TED) of the AST, which weights nodes closer to the root of
the AST more heavily, thus preventing minor syntactic differences at the leaves
from affecting the similarity score of programs that are structurally similar, but
differ in low-level details [21].

4 Instructor and Student Workflow

Our workflow starts with a corpus of existing submissions to a programming
problem, which may include an instructor-authored canonical solution. This cor-
pus may consist of submissions from a previous offering of the course, or it can
be bootstrapped using submissions from a subset of the students in a large-
enrollment course. We perform an offline computation to generate the AST and
quality score for every submission, and the pairwise similarity between all pairs
of submissions. The submission(s) with the best style score(s) are judged to be
the best possible style exemplars for this problem. The result of this step is an
undirected weighted complete graph in which each student submission is a vertex
and the tree edit distance between submissions are the weights on the edges.

We then cluster the student submissions to aggregate groups of submissions
that use the same problem-solving strategy. We observed that stylistically-better
solutions tend to be densely clustered, whereas stylistically weak solutions tend
to form sparse clusters (informally, there are many more varied distinct ways
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Fig. 2. t-SNE [15] 2D visualization of clustering 425 submissions. Each dot represents
a submission, colors represent clusters, and hovering over a dot shows the actual code
associated with that submission.

to be stylistically “wrong” but only a few ways to be stylistically “right” for a
short assignment). We therefore use the OPTICS density-based clustering algo-
rithm [21].

The instructor then annotates each cluster with three items. The first is a
label: good, average, or weak. A good cluster has solutions close to or identical to
the best solution. Average clusters contain solutions that solve the problem using
a mundane approach and can thus still improve on both approach and language
idioms. Weak clusters contain solutions that generally exhibit lack of knowledge
of one or more important language concepts or constructs that are essential to
solving the problem with excellent style. There is clearly instructor subjectivity
in applying these labels; to aid the instructor, we display an interactive 2D
visualization, as Fig. 2 shows.

The second item is an approach hint for the cluster. Approach hints aim to
correct a misunderstanding or lack of awareness of the best way to approach the
problem; they illustrate the high-level reasoning of how to approach the problem
from a new direction while still leaving the work of developing and implementing
a more elegant solution to student. That is, this is the hint that the instructor
would give a student whose submission was similar to the cluster members.

The third item is an exemplar the instructor chooses from another cluster
that she believes to represent a better approach. In keeping with our philoso-
phy of incremental improvement, we ask the instructor not to simply select an
exemplar from the “best” cluster as part of the approach hints.
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Fig. 3. Example of a chain and the hints generated for such a chain.

In addition to the instructor-authored annotations on each cluster, our sys-
tem automatically produces two other types of guidance. Code Skeletons are
redacted versions of other students’ solutions that demonstrate the key control
flows and structure of a possible solution, while obfuscating variable names and
function call names. Syntactic hints guide the student to add (remove) specific
structures (loops, conditionals, special language constructs, calls to common
built-in or library functions) in order to improve style, based on the presence
(absence) of those features in submissions with better style. Syntactic hints are
derived by chain-building [17], a process that traverses the complete graph gen-
erated in the preparation step to find a path from a given submission to one of
the “best possible” submissions. The path is subject to the constraints that for
each edge A → B, the n-TED structural difference between A and B does not
exceed a set threshold, and B’s style score is better than A’s by a set threshold.
The path is analyzed to determine the most important syntactic hints corre-
sponding to structural features present (absent) in later links in the chain, as
shown in Fig. 3. The feature vectors used in this analysis check for specific lan-
guage features such as built-in functions, language idioms, and basic control flow
constructs in each language; we have constructed feature vectors for Ruby, Java,
and Python.

5 Experiment Design and Setup

We performed an intervention experiment using n = 80 compensated student
participants and compensated teaching assistant participants to evaluate the
efficacy of our system under realistic conditions.1 All recruited participants were
associated with our university’s large-enrollment introductory computer science
course, which introduces a range of programming concepts using the Python
language. Participants were recruited by advertising in the course discussion
forum and were paid US$15 for one hour of their time.

1 IRB Protocol number: 2015-10-8003.
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The primary hypothesis is as follows: Compared with students who are given
only a set of “good style” guidelines, students receiving hints via our automated
workflow will improve their code quality more in a given period of time.

We had a corpus of 265 student submissions of this assignment from a pre-
vious offering of the course. Prior to working with the study participants, we
ran our clustering algorithm on this corpus and labeled each generated cluster
as good, average, or weak; we annotated average and weak clusters with app-
roach hints, and picked exemplars for the weak clusters. To help validate that
the clusters do indeed capture common approaches, we recruited two TAs from
the same course and asked each to write down in their own words a descrip-
tion of the overall approach represented by each cluster’s members, and two
additional TAs to judge whether the descriptions provided by the first two TAs
were similar on a five-point scale. We report a square weighted Cohen’s kappa of
0.71 and an average similarity rating of 3.85 (σ = 0.91). These statistics indicate
that different instructors are able to recognize the approaches captured by the
clusters.

The recruited students were randomly placed into either the treatment group
(50 students) or control group (30 students). Both groups were given the same
Python programming assignment, based on a previous offering of the course but
absent from the current offering. All participants were provided with the “style
guide” authored by the course staff and were allowed access to the Internet
to look up documentation. All participants were shown the same problem and
instructed to submit a solution; participants were allowed as much time as they
wanted (within the one-hour time limit of the experiment) to do so. Upon sub-
mission, participant solutions were automatically evaluated against a set of test
cases for correctness. Upon submitting a correct solution, the participant was
immediately shown the computed “style score” for their solution as well as the
best possible style score for this problem (2.41 based on the corpus of previous
submissions—recall that lower ABC scores are better), and asked to revise their
submission to work towards the best score. The control group was given only
the style guide (reflecting current practice in the course), whereas the treatment
group received specific automatically-generated feedback from our system.

In particular, each submission from a treatment-group student was first ana-
lyzed using k-nearest neighbors to determine which cluster it would belong to.
If it belonged to a good cluster, the participant was shown only a syntactic
hint based on building a chain from his submission to the best submission. If
it belonged to an average cluster, the participant was shown the instructor’s
approach hint for that cluster, and a syntactic hint. If it belonged to a weak clus-
ter, the participant was shown the instructor’s approach hint for that cluster,
and the code skeleton of the instructor-chosen exemplar for that cluster. Code
skeletons are automatically constructed using a regular expression that redacts
variables and function call names while retaining control flow structures.

All participants were asked to repeatedly revise their solution based on feed-
back until they achieved the best possible quality score or exceeded one hour.
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6 Results

We collected every correct submission made during the experiment for both
groups. Figure 4 shows each student’s submission history and the type of feed-
back they received. There was no significant difference in the style score of the
initial submission between the two groups (p = 0.21, Pearson’s χ2 test). How-
ever, students in the treatment group ended with significantly better style scores
(p = 0.007, Kruskal-Wallis H test), indicated in the graph by the treatment
group vertical lines ending much lower than the control group ones (lower style
scores are better with the ABC metric we used).

Fig. 4. Each vertical line represents a student and each dot along the line is a sub-
mission. The color of line segments between dots for the treatment group codifies the
combination of hints the student received— blue: approach + code skeleton, yellow:
approach + syntactic, green: syntactic only. (Color figure online)

Figures 4 and 5 show that the percentage of students that achieved the best
style solution (style score of 2.41) is considerably greater in the treatment group
than in the control group. Moreover, as shown in Fig. 5, students in the treatment
group improved significantly more than those in the control group over the one
hour experiment period. They also showed significantly more improvement per
submission attempt than control group.

?tnacfiingisyllacitsitatSlortnoCtnemtaerTcirteM

% of students achieving best solution 70% 13% Yes (p < 0.001)†

Mean improvement in style score 7.1± 4.9 4.1 ± 3.1 Yes (p = 0.007)‡

Mean improvement per attempt 1.8± 3.12 0.62 ± 1.9 Yes (p < 0.001)‡

Fig. 5. Key results. †Fisher’s exact test ‡Kruskal-Wallis H test
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To evaluate the effectiveness of the different types of guidance, we asked
students to rate the helpfulness of different types of hints on a scale of 1 (not at
all helpful) to 4 (very helpful) immediately after completing the study. We find
that when students were given different types of hints, neither type of hint was
perceived to be significantly more helpful than the others. Specifically, students
reported a mean perceived helpfulness of 3.13 ± 0.79 for syntactic hints (S),
2.77 ± 0.89 for approach hints (A), and 2.85 ± 0.82 for code skeletons (C). We
also studied the ratings distribution for the subset of students who received some
combination of hints (A + S or A + C); at a 5 % significance level (t-test), we
found no evidence of significant difference between the perceived helpfulness of
different types of hints in either group (p = 0.092 for A+S, p = 0.760 for A+C).

7 Discussion, Limitations, Assumptions

While we are encouraged by the positive results, we note some caveats and
assumptions. First, our chosen metric of style (ABC score) favors a particu-
lar definition of style consistent with our own opinions as instructors; different
metrics may better suit the needs of other pedagogy. Second, we rely on the
instructor to write a good approach hint for a cluster. Third, we assume that
the best style solution is represented somewhere in the initial corpus, though
this is easily ensured by including the instructor’s reference solution. Fourth,
although we have tested the clustering and chain-building on other languages
and assignments with good results, the current experiments were conducted on a
single assignment in one language. Finally, while student feedback on the types
of hints suggests that no hint type’s usefulness dominates the others, we plan to
try to isolate the effects of each in future experiments.

A clear limitation of the current system is its ability to examine only a
single function at a time. A standard style guideline is to improve a function by
refactoring it to use “helper” functions, but our system cannot currently handle
such assignments. We would need to enhance our n-TED similarity metric to
account for such submissions.

Our system deliberately provides guidance consistent with two observations
about how professional programmers learn. The first is the importance of con-
crete rather than abstract advice for improving coding style. The “style guide”
provided to students in the course we worked with can be seen as a microcosm of
the well-developed paradigms in software engineering for improving code read-
ability and maintainability, including refactoring and applying design patterns.
Yet the canonical reference books on those topics [4,7] feature an abundance of
concrete examples to illustrate the abstract points. We speculate that like the
professional programmers who are the target audience of such books, students
learn better when a hint or technique is situated in a concrete example, as our
hints and code skeletons try to do, rather than stated as an abstract principle.

Second, programming requires active independent learning. Following good
design principles requires knowledge of language features or library functions
of which students may be unaware. Both syntactic auto-generated hints and
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Class size (number of students) 265 425 448 686 951 986 1607

Number of Clusters 8 3 5 5 3 6 4

Fig. 6. Class size vs. number of clusters for seven comparable assignments.

instructor-authored approach hints can point students in the right direction by
suggesting, for example, “Consider using a call to set()”. Even if a code skeleton
is provided with the hint, the skeleton is sufficiently redacted that the student
cannot simply copy and paste the code without modification. To improve their
code, the student has no choice but to go off and learn about the language feature
or library function suggested by the hint or code skeleton, possibly seeking the
help of peers or instructors in doing so.

Our system allows instructors and students to enjoy these benefits with a
level of instructor effort proportional to the number of clusters, not the number
of students. Our system currently focuses on giving feedback for one function
or method at a time; since good functions should be short [16], there are only a
finite number of strategies that might be used for a function, so we expect the
number of clusters to grow very slowly with the number of students. Figure 6
shows that this is indeed the case for seven such assignments we studied.

8 Future Work

We plan to field-test this system in one or more large-enrollment campus courses
as well as free Massive Open Online Courses (MOOCs) that teach programming
skills. A key question is whether we can observe transfer of improved code style
skills after students interact with our system; MOOCs would be an excellent
testbed for a randomized controlled experiment to measure transfer.

We have not focused on the relatively well-explored area of generating hints
for program correctness, in part because we have observed as instructors that
students will first work toward a correct program “by any means necessary”
(including with the support of automated hints from an intelligent tutoring sys-
tem), and only later think about refactoring and improving its style (if they think
about these things at all). Indeed, this process is reflected in the “red–green–
refactor” cycle [5] espoused by the Test-First Development approach within the
Agile methodology: programmers are advised to start with nonworking code that
fails a correctness test (red), debug it until it passes the correctness test (green),
then refactor the code and design to improve readability and maintainability.
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Abstract. Past studies have shown that Bayesian Knowledge Tracing (BKT)
can predict student performance and implement Cognitive Mastery successfully.
Standard BKT individualizes parameter estimates for skills, also referred to as
knowledge components (KCs), but not for students. Studies deriving individual
student parameters from the data logs of student tutor performance have shown
improvements to the standard BKT model fits, and result in different practice
recommendations for students. This study investigates whether individual student
parameters, specifically individual difference weights (IDWs) [1], can be derived
from student activities prior to tutor use. We find that student performance meas‐
ures in reading instructional text and in a conceptual knowledge pretest can be
employed to predict IDWs. Further, we find that a model incorporating these
predicted IDWs performs well, in terms of model fit and learning efficiency, when
compared to a standard BKT model and a model with best-fitting IDWs derived
from tutor performance.

Keywords: BKT · Genetics · Machine learning · Student modeling

1 Introduction

Models of student learning have been successfully employed by intelligent tutoring
systems to improve learning outcomes for more than two decades. Student modeling
has been used both to individualize curriculum sequencing [1–3] and/or to individualize
hint messages [4, 5]. Each of the modeling frameworks cited here employs a Bayesian
method to infer student knowledge from student performance accuracy, and Bayesian
modeling systems have been shown to accurately predict students’ tutor and/or posttest
performance [1, 3, 6, 7].

These models generally individualize modeling parameters for individual knowl‐
edge components (KCs, also referred to as skills) [8], but not for individual students.
Several studies have shown that individualizing parameters for students, as well as for
KCs, improves the quality of the models [1, 9–12].
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These approaches to modeling individual differences among students have moni‐
tored student performance after the fact, in tutor logs that have been previously collected
to derive individualized student parameters for the tutor module(s). While these efforts
have proven successful, they complicate the actual use of student modeling within an
ITS module, since the concurrent estimation and use of individualized parameters in a
tutor lesson is generally quite challenging, at best. In this paper we examine whether
parameter estimates can be individualized for students prior to embarking on a tutor
module, based on student performance in earlier activities. In particular, we examine
whether parameter estimates can be individualized based on performance in two activ‐
ities that naturally precede tutor modules: reading on-line instructional text and taking
a conceptual knowledge pretest.

We explore this issue in the Bayesian Knowledge Tracing modeling framework [1]
and in a unit of the Genetics Cognitive Tutor [6]. In the following sections we describe
Knowledge Tracing, the on-line student activities, the predictors derived from students’
reading and pretest activities, and our success in using these predictors to model indi‐
vidual differences in student learning and performance in the tutor.

1.1 Bayesian Knowledge Tracing

Bayesian Knowledge Tracing (BKT) [1] employs a two-state Bayesian learning model
for each knowledge component (KC) in a tutor curriculum: at any time a student either
has learned or not learned a given KC. BKT employs four parameters to estimate the
probability that a student has learned each KC:

pL0 the probability a student has already learned how to apply a KC
pT the probability a student learns a KC at each opportunity to apply it
pG the probability a student will guess correctly if the KC is not learned
pS the probability a student will make an error when the KC has been learned

Cognitive Tutors employ BKT to implement Cognitive Mastery, in which the curric‐
ulum is individualized to afford each student just the number of practice opportunities
needed to enable the student to “master” each KC.

Individual Differences. Knowledge Tracing and Cognitive Mastery generally employ
best-fitting estimates of each of the four parameters for each individual KC but not for
individual students. In this work, we incorporate individual differences among students
into the model in the form of individual difference weights. Following Corbett and
Anderson [1], four best-fitting weights are estimated for each student, one weight for
each of the four parameter types, wL0, wT, wG, wS. In estimating and employing these
individual difference weights (IDWs), we convert each of the four probability estimates
to odds form (p/(1 – p)), multiply the odds by the corresponding student-specific weight
and convert the resulting odds back to a probability (Eq. 1). Let i represent the parameter
type, (pL0, pT, pG, pS), k represent the KC and s the student. The individually weighted
parameter for each KC and student, piks, is thus:

piks = pik ∗ wis∕ (pik ∗ wis +
(
1 − pik

)
(1)
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where pik is a best fitting parameter estimate for the KC across all students and wis is the
corresponding individual difference weight for the student.

2 Student Activities in This Study

The genetics topic in this study is gene interaction, which examines how two genes can
interact in controlling a single phenotypic trait. When two genes, each with a dominant
and recessive allele, control a single trait, e.g., coat color in cattle, there can be up to
four different resulting phenotypes (four colors). But, there are many ways the two genes
can interact that result in only two or three different phenotypes. The goal of the Genetics
Cognitive Tutor “process-modeling” lesson in this study is to help students understand
and model the different ways two genes can interact to yield two, or three, or four
phenotype values. This study focuses on three activities on this topic that students
completed in succession: reading gene interaction instructional text online, taking a gene
interaction pretest, and finally using the Genetics Cognitive Tutor module on Gene
Interaction Process Modeling.

On-Line Instructional Text. The online instructional text consisted of 23 screens,
structured like pages in a book. Students could move forward and backward through the
screens, one screen at a time. After a student touched each page once a “done” button
appeared and the student could then continue reading, or exit at any time.

Conceptual Knowledge Pretest. Students completed a pretest with nine conceptual
questions divided into three topics. The first three questions focused on general knowl‐
edge of basic Mendelian transmission with 2 genes, the second three questions focused
on process modeling — reasoning about phenotypes that could or could not result from
given gene interactions, and the last three questions focused on abductive (backward)
reasoning, reasoning about gene interactions that could or could not have given rise to
observed phenotypes. This is not a problem-solving pretest; the last six questions are
not similar to the Cognitive Tutor problems. Instead, they required students to reason
about genetics processes and abductive reasoning more abstractly.

Genetics Cognitive Tutor: Gene Interaction Process Modeling. The Genetics Cogni‐
tive Tutor (GCT) lesson consisted of 5 process-modeling problems. In each problem,
students are given a description of how two genes interact to determine a phenotype,
e.g., coat color in cattle. Students (a) map the description onto one of seven gene inter‐
action templates with 3 menus, (b) identify the phenotypes of the four true-breeding
genotypes. (c) model the offspring genotypes and phenotypes resulting from two
different parental crosses, and finally (d) summarize the phenotypes associated with all
possible individual genotypes and how the phenotypes arise.

The Cognitive Model for GCT Process Modeling. There are an average of 45 steps
in each of these tutor problems. Some of the KCs governing these steps are unique to a
problem, while others are applicable in multiple problems. In this analysis we excluded
KCs that occurred only one or two times across the 5 problems. Of the remaining 31
KCs, 28 appeared 5 times across the curriculum and 3 appeared 4 times.
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3 Predictors

Our goal is to examine the feasibility of setting individual difference weights for students
before students begin work in a tutor lesson. Several studies have focused on incorpo‐
rating individual differences into BKT models from the tutor data itself. Corbett and
Anderson [1] showed that a BKT model with the four IDWs described in Sect. 2 was a
better predictor of individual differences in posttest performance than a standard, non-
individualized BKT model. Pardos and Heffernan [10] individualized just the pL0
parameter, the initial probability the student knows a KC before its first application,
based on either the student’s first attempt at each KC within the lesson or on all attempts
at each KC — and found that either individualized method yielded reliably better fits to
multiple data sets than the non-individualized BKT model. Yudelson et al. [11] indi‐
vidualized both learning parameters, pL0 and pT, based on student accuracy in a tutor
lesson, and found that individualizing pT yielded reliably better fits than the non-indi‐
vidualized BKT model, while individualizing pL0 did not reliably improve the goodness
of fit. Lee and Brunskill [9] derived 4 individual difference parameters based on
performance in a tutor module and found that the resulting model recommended substan‐
tially more practice for some students and substantially less practice for others than the
non-individualized model.

Finally, in an alternative approach to BKT, a variety of student modeling frameworks
grounded in Item-Response Theory employ a single individual difference parameter as
a basic component of the model [12–14].

To date, these approaches estimate individual student differences after the fact on
tutor data that has already been collected. We examine whether individual differences
can be modeled based on prior activities that are natural components of an on-line
learning system so that they can be used when a student first begins an ITS module.

3.1 Predictors Derived from Instructional Text Reading Performance

We examine two measures of student reading performance: reading time, and revisiting
pages in the text.

Reading Time. No prior ITS research employs reading rates to individualize parameters
in a learning environment, but there is substantial evidence that reading time varies
measurably with comprehension difficulty, and it follows that reading time may prove
sensitive to individual differences in comprehension difficulty. Harvey and Anderson
[15] showed that reading times for on-line declarative instruction in the ACT Program‐
ming Tutor are sensitive to differences in processing time necessary to encode familiar
vs. novel material. More generally, an extensive research literature demonstrates that
reading time is sensitive to relative comprehension difficulty [16].

Text Pages Revisited. Students can read through the instructional text as they would
pages in a book. Some students may choose to strictly read forward through the text,
while others may choose to revisit earlier pages in the text. Students who re-read text
may be demonstrating a meta-cognitive self-monitoring skill, which, if it transfers to
problem-solving in the tutor may be correlated with p(T), learning rate in the tutor.
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3.2 Predictors Derived from a Conceptual Knowledge Pretest

Some prior projects have employed pretest accuracy to initialize ITS student models [3,
17]. We examine several measures of students’ pretest performance.

Pretest Accuracy. We examine whether students’ pretest accuracy on each of the three
types of pretest questions, general knowledge, process modeling and abductive
reasoning, predicts individual difference in learning or performance in the GCT gene
interaction process modeling lesson.

Pretest Answer Changes. We examine whether changing answers in the pretest from
a correct initial answer to an incorrect final answer, or vice versa, is a predictor of indi‐
vidual differences in learning or performance in the tutor module. Checking and
changing answers may be evidence of a meta-cognitive self-monitoring skill that may
translate into higher learning rates in the tutor module. Alternatively, it may be correlated
with the slip rate in the tutor, p(S), if the students slipped in making the initial error they
are correcting.

Time on Task. Finally we examine whether time to complete the pretest is a predictor
of individual differences in the tutor module.

4 Methods

The data analyzed in this study come from 83 undergraduates enrolled in either a genetics
or introductory biology course. All students were recruited to participate in the study
for pay. Students participated in two 2.5-hour sessions on consecutive days in a campus
computer lab. In this study, the first session focused on gene interaction and students
read the on-line gene interaction instructional text, took the on-line pretest, and used the
gene interaction process modeling tutor module as the first three activities in this session.
The study focuses on modeling the 83 students’ first actions on 12,287 problem steps in
the tutor module.

4.1 Fitting Procedures

First, we found best-fitting group parameter estimates for each of the 4 parameters (pL0,
pT, pG, pS) in the standard BKT (“SBKT”) model for each of the 31 different knowledge
components in the tutor lesson, with nonlinear optimization. The objective function
takes the observed opportunities for a single skill and a set of group parameters as input
and returns the negative log-likelihood (-LogLik). Optimization ultimately returns the
set of group parameters that best fit the skill. Both pG and pS were bounded to be less
than 0.5, as in [18] to avoid paradoxical results that arise when these performance
parameters exceed 0.5 (e.g., a student with a higher probability of knowing a KC is less
likely to apply it correctly.)

Second, we re-fit the tutor data with an individualized BKT model: We obtained four
best-Fitting Individual Difference Weights (IDWs) for each of the 83 students, one
weight for each of the four parameter types, wL0, wT, wG, wS to construct this “FIDW”
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model. As described in Sect. 1 Eq. 1, each student’s four weights are mapped across the
best-fitting group learning and performance parameter estimates for each of the 31 KCs
to individualize these parameter estimates. The objective function takes the fixed group
parameters, the observed opportunities for a student, and a set of IDWs (wL0, wT, wG,
wS) and returns the -LogLik. Optimization ultimately returns the set of IDWs that maxi‐
mize the fit for the student.

Third, we derived 12 predictive features, 6 from the on-line reading data and 6 from
the pretest data to predict these four individual difference weights for the 83 students,
as displayed in Table 1. We performed a factor analysis on log reading times for the 23
individual pages to reduce the number of predictors. The factor analysis yielded a total
of four factors (RTF1, RTF2, RTF3, RTF4), which each account for at least 10 % of the
variance and align with subtopics in the text, as summarized in the table. These four
factors accounted for 54 % of the total variance and additional factors each accounted
for less than 5 % of the variance.

Table 1. 12 Predictor variables extracted from the on-line reading and pretest data

RTF1 Reading: Time for a 5-page intro with familiar content on basic Mendelian genetics
RTF2 Reading: Time for 6 pages with charts of various ways 2 genes can interact
RTF3 Reading: Time for 3 pages on parental crosses with offspring genotypes & traits
RTF4 Reading: Time for 2 pages with full-page diagrams of dominant & recessive alleles
RRNP Reading: Total number of previous pages re-read
RRTD Reading: Total distance traversed (intervening pages) in re-reading text pages
PACC1 Pretest: % Correct for 3 general knowledge questions
PACC2 Pretest: % Correct for 3 process modeling questions
PACC3 Pretest: % Correct for 3 abductive reasoning questions
PCIC Pretest: Number of answers initially incorrect changed to correct
PCCI Pretest: Number of answers initially correct changed to incorrect
PTime Pretest: Total time to complete the pretest

Fourth, we employed each of these 12 variables to independently predict the four
sets of IDWs: wL0, wT, wG, wS. Since these are multiplicative weights, we fit a trans‐
formation of the weights w/(1 + w). This transformation has the property that the neutral
weight 1.0 (which does not modify the corresponding best-fitting group parameter) is
the midpoint of the transformed scale. We built a robust regression model with the 12
predictors for each of the IDWs. Robust regression is less sensitive to outliers, variable
normality, and other violations of standard linear regression assumptions.

Finally, after deriving the 4 predicted IDWs for each of the 83 students, we recal‐
culated the earlier FIDW BKT model with the predicted IDWs, in place of the best-
fitting IDWs to construct the “PIDW” model. In summary, we have three BKT model
variants:

1. SBKT: Standard BKT model with best-fitting group parameter estimates,
2. FIDW: Standard BKT model with Fitted Individualized Difference Weights,
3. PIDW: Standard BKT model with Predicted Individualized Difference Weights.
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5 Results and Discussion

Table 2 summarizes our results. Columns 2 and 3 summarize the overall fit of the
standard BKT and the two IDW models to the tutor data. Column 2 displays root mean
squared error (RMSE) for the fits and column 3 displays Accuracy (the probability a
model correctly predicts students’ correct or incorrect responses, with a 0.5 threshold
on predicted accuracy). As can be seen, the FIDW model with best-fitting IDWs fits the
tutor data best; it reduces RMSE by 8.7 % compared to the standard, non-individualized
SBKT model (0.2794 vs. 0.3059). The new PIDW model with predicted IDWs is about
40 % as successful as the best-fitting FIDW model: The new model reduces RMSE by
3.6 % compared to the standard SBKT model (0.2950 vs. 0.3509). The FIDW model is
also about 2.4 % more accurate than the SBKT model (0.8948 vs. 0.8742) while the
PIDW model is about 0.8 % more accurate than the SBKT model (0.8812 vs. 0.8742).

Table 2. Goodness of fit of the 3 models and differences in practice needed to reach mastery.

Model RMSE Accuracy # Students
needing
less

# Fewer
opportuni‐
ties needed

# Students
needing
more

# More
opportuni‐
ties needed

SBKT 0.3059 0.8742 – – – –
FIDW 0.2794 0.8948 56 17.27 27 27.04

(46) (17.24) (19) (27.37)
PIDW 0.2950 0.8812 54 10.48 27 11.59

(46) (10.96) (19) (13.58)

Even small differences in model fits, such as what we found in this study, can have
large effects on the amount of recommended work assigned to the student [19]. In order
to explore the practical impact of the individualized models, we examined the number
of practice opportunities that were necessary for students to reach mastery under each
of the three models — that is, the number of opportunities required for pL (the probability
the student has learned a rule) to reach 0.95. This analysis is possible because students
completed a fixed curriculum in this study with 4 or 5 opportunities per KC, and most
students reached mastery for all of the KCS in the available number of opportunities
under all three models.

On average students mastered 94 % of the skills under the SBKT model, 90 % under
the FIDW model, and 93 % under the PIDW model. If a student failed to reach mastery
on a KC under one model, we conservatively estimated that the student would reach
mastery on the next opportunity. On average students needed 57.22 total opportunities
to reach mastery of the 31 KCs under the SBKT model, 53.65 total opportunities under
the FIDW model, and 53.71 under the PIDW model.

The bottom two rows in the last four columns of Table 2 show how many students
need less practice to reach mastery under each of the individualized BKT models than
under the standard BKT model, and how many students need more practice. The
numbers in parentheses show how many students are common to the two sets under the
two models. These columns also show how much more or less practice the students need
before the model would consider them to have mastered the KCs.
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Both individualized models, FIDW and PIDW, substantially modify the amount of
practice needed to reach mastery compared to the standard SBKT model. Under the
best-fitting FIDW model, 56 students needed less practice to master all the KCs than
under the standard SBKT model and on average these students required 17.3 fewer
practice opportunities to reach mastery under FIDW than under SBKT. Under the
predicted PIDW model, 54 students needed an average of 10.5 fewer opportunities to
master all the KCS than under the SBKT model. The two individualized model agree
on a set of 46 students who need fewer practice opportunities to reach mastery, but again
the FIDW model requires less practice (17.2 opportunities) of these students than the
PIDW model (11.0 opportunities).

Under both the FIDW and PIDW models, 27 students need more practice opportu‐
nities to reach mastery than under the SBKT model, but students need 27 more practice
opportunities under the FIDW model and only 11.6 more opportunities under PIDW
model. The two models agree on a set of 19 students who need more practice, but again
the FIDW model requires more practice than the PIDW model.

Overall, the FIDW and PIDW models were in 78 % agreement on which students
needed fewer or more opportunities to master all the KCs than under the standard SBKT
model. The new predicted PIDW model reaches roughly 60 % of the potential learning
efficiency gains identified by the best-fitting FIDW model, and does so without the use
of the student tutor performance data.

5.1 The Predictive Models for the Four Individual Difference Weights

Table 3 displays the coefficients for each of the 12 predictors in the regression model
for each of the four IDWs. The predictors that entered reliably into the robust regression
model are highlighted with asterisks.

Table 3. Coefficient summary table (<0.10, *<0.05, **<0.01)

wL0 wT wG wS

(Intercept) 0.0528 0.0785 0.0623 0.8752**

RRTD -0.0314 0.0317 -0.0061 0.0215

RRNP 0.0221 -0.0055 -0.0056 -0.007

RTF1 -0.0046 -0.0834* -0.0193 -0.0089

RTF2 0.0338 0.0335 -0.0627* 0.0053

RTF3 0.0131 0.017 0.0192 -0.0215

RTF4 -0.004 0.0204 -0.052* 0.0029

PACC1 0.3504** 0.1469 0.1109 -0.3038**

PACC2 0.2154. -0.0398 0.563** -0.3021**

PACC3 0.0841 0.4373. 0.144 -0.1699

PCIC 0.0096 -0.0248 -0.0327. 0.005

PCCI 0.0143 -0.0092 0.0352 0.0189

Ptime 0 0.0004. 0 0.0001

RMSE 0.1809 0.2245 0.2055 0.1443
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The most interesting result is that student behaviors in reading the text are, in fact,
reliable predictors of some individual difference weights. Three of the reading time
factors, RTF1, RTF2, RTF4 each reliably predicted one of the four individual differences
weights (wT, wG, and wG respectively). The pages that load on RTF1 specifically are
introductory pages on basic Mendelian transmission that should be familiar to all the
students and this factor is inversely related to wT — the longer students take reading
what should be familiar text, the lower their learning rate in the tutor. However, student
behaviors in re-visiting pages did not reliably predict any IDWs.

Not surprisingly, more pretest variables reliably entered into the four IDW models.
Differences in student accuracy on general knowledge (PACC1) and on process-
modeling (PACC2) — the same type of reasoning as in this tutor unit — each reliably
predict two of the four IDWs. Three other pretest measures, including student accuracy
on abductive reasoning questions (PACC3) — a type of reasoning not employed in this
tutor unit, total time (PTime) and number of changes from an initially incorrect answer
to a correct answer (PCIC) each marginally predicted one IDW.

6 Conclusion

We have developed and discussed a method of inserting individual student differences
into a traditional Bayesian Knowledge Tracing model that employs pre-tutor reading
and test data to predict individual difference weights. This is important because inte‐
grating IDWs into an intelligent tutor is much easier if the IDWs can be assigned before
the student starts working with the tutor. An advantage of our method is that it can be
implemented easily; only a single adjustment needs to be made to each of the group
parameters before the student starts the lesson. This initial attempt to pre-set individual
difference weights is already quite successful.

The goodness of fit of this new predictive PIDW BKT model falls almost midway
between the standard non-individualized SBKT model and the fitted FIDW BKT model.
Further, the individualized practice recommendations for the predictive PIDW BKT
model are similar to the practice recommendations for the fitted FIDW BKT model,
although the new PIDW model does not identify all the opportunities to decrease the
amount of practice for some students, nor the need to increase the amount practice for
other students, that are identified in the best-fitting FIDW model. However, if imple‐
mented, the PIDW model would result in some students needing an average of 18 %
fewer total practice opportunities to reach mastery with other students needing an
average of 20 % more total practice opportunities. This is a potentially meaningful
difference, as it could lead to students spending just the right amount of time with the
tutor to achieve mastery.

An important finding is that student data from the reading the instructional text is a
useful predictor of learning and performance in an intelligent tutor. Three reading time
factors entered reliably into predictive models for individual difference weights in the
study. Several conceptual pretest variables also reliably predicted individual differences
in learning and performance in an ITS. These results suggest that it is possible to assign
IDWs to students before they begin to use the tutor. We expect, but it remains for future

Estimating Individual Differences for Student Modeling 141



research to explore, that other individual difference frameworks can also benefit from
using data from the prior to tutor activities as predictors for initial IDW assignment.
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Abstract. The Pedagogical Model is one of the main components of
an Intelligent Tutoring System. It is exploited to select a suitable action
(e.g., feedback, hint) that the intelligent tutor provides to the learner in
order to react to her interaction with the system. Such selection depends
on the implemented pedagogical strategy and, typically, takes care of
several aspects such as correctness and delay of the learner’s response,
learner’s profile, context and so on. The main idea of this paper is
to exploit Formal Concept Analysis to automatically learn pedagogical
models from data representing human tutoring behaviours. The paper
describes the proposed approach by applying it to an early case study.

Keywords: Intelligent tutoring systems · Pedagogical model · Formal
concept analysis · Conceptual scaling · Association rule mining

1 Introduction

An Intelligent Tutoring System (ITS) is a software system providing adaptive
educational experiences. Some of the main features of an ITS are: providing
learning activities coherently with learners’ current knowledge and skills in order
to foster meaningful learning; providing individualized feedback able to stimu-
late next learning activities and avoid frustration, demotivation and disengage-
ment due to unsuccessful performances; providing hints helping learners without
replacing them during the execution of their learning tasks. From the architec-
tural viewpoint, an ITS is typically divided into five conceptual components [3]:
Expert Model representing the domain knowledge; Pedagogical (Tutor) Model
providing the knowledge infrastructure to tailor the selection and the provision-
ing of the teaching elements according to the student model; Domain Model
containing the knowledge about the actual teaching material; Student Model
storing learners’ characteristics like, for instance, details about the learner’s cur-
rent problem-solving state and long-term knowledge progress, which are essen-
tial for adapting the experience; Communication (User Interface) Model that is
responsible of the interaction between learner and system. This paper mainly
focuses on the automatic building of the pedagogical model and proposes an
approach based on Formal Concept Analysis (FCA) [2,4] to learn that model
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DOI: 10.1007/978-3-319-39583-8 14



Building Pedagogical Models by Formal Concept Analysis 145

from data gathered by observing: (i) learner’s interactions with an ITS, and
(ii) the support provided by the tutor according to that ITS experience. In [8]
the responsibility of a pedagogical module (that can be considered the software
implementation of a pedagogical model) is depicted by considering its interac-
tions with the other modules. In particular, the pedagogical module is defined
as the set of instructional techniques and strategies and the processes to select
them. Such module receives the information on the learner’s states (cognitive,
affective, psychomotor, social, etc.) and provides the right generalized domain
independent strategy to sustain the learning process. In literature, several works,
dealing with the learning of pedagogical rules, exist. In particular, the authors
of [7] focus on the automatic hints generation by exploiting an approach based
on path finding over the graph of the solution space. In [1], the use of reinforce-
ment learning algorithms to build tutoring rules is proposed. Such algorithms
continuously adjust the set of existing rules by considering their effectiveness
when applied to the intelligent tutoring systems. Furthermore, the authors of
[6] adopt educational data mining techniques to generate pedagogical recom-
mendations. With respect to the existing works, the proposed approach aims at
learning a pedagogical model by using FCA. In particular, the lattice, resulting
from its application, is a flexible structure that can be automatically exploited
by a software agent, or explored by a human tutor, to support decision-making
(tutoring) processes.

2 Overall Approach

This section provides the explanation of the proposed approach and the back-
ground knowledge needed to understand the work details.

2.1 Behaviour of an ITS

From the architectural viewpoint, an ITS is a software agent whose behavior can
be described in an outer (external) loop and an inner loop [10]. The external
loop provides learners with a sequence of tasks (typically of problem solving)
of different difficulties. The default behavior foresees that the next task, to be
presented, has a difficulty greater than the previous presented one (mastery
learning). However, if the learners’ results are negative the ITS can propose a
next task with a lower difficulty or propose alternative learning content. This is
called macro-adaptivity and a number of strategies can be applied to implement
it. Moreover, there is an inner loop for each task where a sequence of steps has to
be executed by the learners in order to achieve the task objectives and provide a
solution for the associated problem. The ITS can provide: (i) adaptive feedback
(positive, negative, etc.) in response to the learners’ answers for the current step,
and/or (ii) hints to anticipate the next step of the same task. Typically, this is
called micro-adaptivity. The set of all possible actions that can be carried out
by the tutor is called tutoring actions. The selection of the right tutoring action
can be accomplished on the basis of pedagogical strategies, learners’ profiles,
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context, domain, etc. According to the above description, the pedagogical model
can be defined as a set of rules (pedagogical rules) that are executed to select one
or more suitable tutoring actions (at the end of a step/task) according to some
variables like, for instance, learner’s performance, emotional/affective states.

2.2 Formal Concept Analysis

FCA is a technique widely applied to build formal lattices that are an effec-
tive data structure exploited in order to address tasks like data mining, ontol-
ogy learning and merging, etc. FCA works on a set of objects having a set of
attributes and considers the notion of formal context specifying which objects
have what attributes; thus a formal context may be viewed as a binary relation
between the object set and the attribute set with the values 0 and 1. FCA starts
with a formal context defined as a triple K = (G,M, I), where G is a set of
objects, M is a set of attributes, and I is a binary relation, s.t. I ⊆ G × M .
In particular, the existence of the relation (g,m) ∈ I means that the object g
has the attribute m. The formal context is often represented as a “cross table”:
the rows represent the formal objects and the columns are formal attributes;
the relations between them are represented by the crosses. In the proposed app-
roach, interactions and their features play respectively the role of objects and
attributes in the matrix describing the formal context.

Definition 1 (Formal Concept). Given a context (G,M, I), for A ⊆ G apply-
ing a derivation operator, A′ = {m ∈ M | ∀g ∈ A : (g,m) ∈ I}, and for B ⊆ M ,
B′ = {g ∈ G| ∀m ∈ B : (g,m) ∈ I}. A formal concept is identified with a pair
(A,B), where A ⊆ G, B ⊆ M such that A′ = B and B′ = A. A is called the
extent and B is called the intent of the concept (A,B).

The subsumption relation among concepts is defined as follows:

Definition 2 (Subconcept). Given two concepts C1 = (A1, B1) and C2 =
(A2, B2), then C1 is a subconcept of C2 (equivalently, C2 is superconcept of C1)
if (A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2(⇔ B2 ⊆ B1). The set of all concepts of a
particular context, ordered in this way, forms a complete lattice.

Starting from the above definitions it is possible to build the formal lattice
by exploiting algorithms like that provided in [5].

2.3 Approach Workflow

The main idea of this work is to build a coherent dataset to provide a good for-
mal context on which applying FCA to generate the lattice that can be further
processed to obtain pedagogical rules and, lastly, collect them into the final ped-
agogical model. The proposed approach can be explained by using the workflow
presented in Fig. 1 where it is clear that the process consists of four phases.

The first phase is needed to define the schema to organize data on which
applying FCA. The schema is defined by modifying an existing one and applying
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Fig. 1. Workflow of the proposed approach.

some adjustments on it. The second phase consists in collecting information
on learners’ and tutors’ behaviours during a real ITS experience (where the
automatic tutor is replaced by a human tutor) and populating the previously
defined schema. The third phase is focused on applying FCA over the obtained
dataset and generating the lattice that organizes the concepts mined from data.
Lastly, in the fourth phase it is possible to explore the lattice in order to obtain
the rules that will be collected into the pedagogical model.

3 Building the Formal Lattice

This Section describes the steps needed to build the formal lattice exploited to
generate the pedagogical rules.

3.1 PSLC Data Schema

In order to provide a generally applicable approach for building pedagogical
models by means of FCA, we propose to start from a data schema adopted
by the Pittsburgh Science of Learning Center (PSLC) DataShop1 for organiz-
ing data generated by users’ interactions (with an ITS). PSLC DataShop is
a data repository and a web application for learning science researchers. It
provides secure data storage as well as an array of analysis and visualization
tools available through a web-based interface. Typically, datasets, adopting such
schema, are tables composed by rows (records) automatically generated by the
logging module of an ITS. Each row describes a single interaction (transac-
tion) among the learner and the system (intelligent tutor). In particular, the
learner is provided with content describing a task (Problem Name), its level
(Level-Number) and a step (Step Name). Next, the learner has to provide a
response that is modelled by using the fields Action, Input, Student Response
Type and Student Response Subtype and has a correctness value provided by
the field Outcome. The learner’s response and other data are evaluated by the

1 https://pslcdatashop.web.cmu.edu.

https://pslcdatashop.web.cmu.edu
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tutor who reacts by selecting a suitable action to provide. The tutoring action
is modelled by means of the fields Tutor Response Type and Tutor Response
Subtype. Further details on tutoring actions are provided by fields like Feedback
Text and Feedback Classification. Additional fields like Is Last Step (a
value informing if this step is the last step of the task), Attempt At Step (a
value informing on how many attempts have been done for the current step in
the current task), Duration (how many seconds the interaction takes), Help
Level and Total Num Hints are used to define a context used by the tutor in
order to perform more accurate selections of her actions. Moreover, KC and KC
Category (KC stays for Knowledge Component) attributes are used to associate
to a specific step, in a given task, a knowledge pre-requisite the learner should
have to successfully execute the step.

3.2 Adjusting the Schema

Starting from the data schema previously described (for the next we will call it
PSLCschema) we need to process it and provide a derived schema: DERIschema
in order to achieve two objectives: (i) making the schema suitable for the con-
struction of a pedagogical model; (ii) adjusting the schema in order to satisfy
the FCA requirements. In order to define such schema we need to apply some
transformations (of existing fields/attributes) and the conceptual scaling opera-
tion. In particular, the latter is needed to provide fields having only two possible
values (true/false, yes/no, etc.) to effectively support the FCA process.

Conceptual scaling is useful when objects (in the formal context) have
many-valued attributes. For instance, if you consider objects like cars it is
possible to have the attribute color that is typically associated to a set of
plausible values (red, green, etc.) and, thus, it is a many-valued attribute. In
the case of the PSLCschema we have mostly many-valued attributes like, for
instance, Attempt At Step, whose admissible values are in the set of numbers
{1, 2, 3, 4, ...}. Now, our goal is to derive a single-valued context from a many-
valued context and thus we need to map each many-valued attribute (in the
PSLCschema) into a set of single-valued attributes. In particular, from Attempt
At Step it is possible to derive four single-valued attributes: One Attempt, Two
Attempts, Three Attempts and More Than Three Attempts. The number of
derived single-valued attributes depends on both the semantic of the multi-
valued attribute and the goal of the process. In this case, we need to know
if the learner provided a correct response soon (one attempt), if she learns by
trying (two or three attempts) or if she has serious problems to provide the
correct response (more than three attempts).

Figure 2(a) provides four rows corresponding to four interactions and show
the values originally associated to the attribute Attempt At Step. Values int-1,
int-2, etc. are interaction identifiers. Once the Attempt At Step attribute has
been scaled we obtain the result reported in Fig. 2(b).

The derived schema (DERIdataset) is presented in Fig. 3. Some additional
considerations have to be done: there is no need to separate different session
interactions or different learners interactions because the focus is on tutoring
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Fig. 2. Applying Conceptual Scaling to Attempt At Step.

Fig. 3. Fragment of the formal context and reduced version of the formal lattice.

decisions; learners interact with the system by using always the same device
and user interface; the obtained pedagogical model should be used in the same
context in which the training dataset has been generated; we did not consider
attributes concerning learners’ profiles because PSLC does not provide it but
we think that such attributes could be very useful for the construction of an
effective pedagogical model; the pedagogical rules obtained at the end of the
process are domain-independent rules.

Among the whole set of attributes of the derived schema (see Fig. 3 for the
whole list of attributes) there are few ones belonging to the tutoring actions
category, i.e., feedback, hints and additional feedback (e.g. reward and motiva-
tion). Such category is important because in the next sections we will define
pedagogical rules on the basis of it.
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3.3 Applying FCA over Prepared Data

In order to apply the FCA over the prepared data we need to perform a three-
steps process: (i) defining the formal context; (ii) computing all the formal con-
cepts; (iii) drawing the formal lattice.

The first step is trivial, in fact, the organization of data into rows (interac-
tions) and the scaling of all multi-valued attributes allow us to simply obtain a
table representing the formal context. The dataset (satisfying the DERIschema)
has been constructed by contemporary observing the interactions of three 5–6
years old learners with an Educational Game App2 running on Android Tablets
(and Smartphones) and the tutor actions provided by an expert (human) teacher
to those learners. The game is organized in problems (tasks) and each problem
can be solved by correctly executing a sequence of steps. At the end of each step,
the teacher reacts to the learners’ answers by providing feedback, hints or other
tutoring actions. A Python script has been used to process the gathered data
and transform them into a CSV file representing the formal context. The CSV
file has been subsequently loaded in the ConExp tool [11].

The second step and the third step are executed by running the ConExp
Build Lattice function. At the end of these steps we obtained the whole set of
formal concepts that are connected to produce a formal lattice. The result of
this computation is reported in Fig. 3. Take care that, the one presented in the
figure is only a sample lattice obtained by applying the Build Lattice function
to only a part of the available attributes in the formal context.

4 Exploiting the Formal Lattice

The formal concepts, obtained by applying FCA, can be explored in order to let
emerge correlations among attributes. In particular, we find correlations among
the attributes in the set of tutoring actions (feedback, additional feedback and
hints) and the set of attributes representing (in some way) the learner’s inter-
action with the task/step content, the context in which such interaction comes
to life and the information (metadata) about the task/step itself. We will focus
on two approaches to extract pedagogical rules from the lattice. The first one
must be performed by a human-based exploration. The second one is completely
automatic and is based on association rule mining algorithms.

4.1 Pedagogical Rules as Association Rules

The pedagogical rules we are looking for are a special case of association rules.
In general, given a set of items I = I1, I2, . . . , Im and a database of transactions
D = t1, t2, . . . , tn and each ti = Ii1 , Ii2 , . . . , Iik and Iij ∈ I, an association rule
is an implication of the form X ⇒ Y where X, Y ⊂ I are sets of items and X ∩
2 This App has been developed by one of the authors of this paper and presented
in a paper accepted at the 8th International Conference on Computer Supported
Education (CSEDU 2016).
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Y = 
. In order to evaluate the importance of an association rule, two features
called support and confidence are defined. The support for an association rule
X ⇒ Y is the percentage of transactions in the database that contain X ∪ Y.
The confidence for an association rule X ⇒ Y is the ratio of the number of
transactions that contain X ∪ Y to the number of transactions that contain
only X.

The FCA-based association rules are defined as follows. An implication X ⇒
Y holds, if the largest concept, in the lattice, that is below the concepts that
are generated by the attributes of X is below all concepts that are generated by
the attributes in Y. These rules are called exact association rules. Furthermore,
valid approximate association rules are rules X ⇒ Y, such that concepts (A1,
B1) and (A2, B2) exist, with (A1, B1) being a direct upper neighbor of (A2, B2),
such that X = B1 holds and X ∪ Y = B2 holds [9].

Lastly, in our work, a pedagogical rule is a special case of an association rule.

Definition 3. Given TA ⊂ M the set of all attributes in M belonging to the
tutoring actions category, a pedagogical rule is an association rule (exact or
approximate) X ⇒ Y where X is a set of attributes not belonging to TA and Y
is a set of attributes belonging to TA.

4.2 Exploring Paths in the Lattice

In the lattice representation, each attribute in the formal context is used to label
exactly one node. If you select a specific attribute you can find the concept (node)
in the lattice to whom such attribute is attached and find exact association rules
by ascending the paths in the diagram, starting from this node.

Let us show an example. If you select the HintLevel#3 attribute it is pos-
sible to know which other attributes are present in the data when there is
HintLevel#3. This information can be easily obtained by ascending the paths
in the diagram starting from the node associated to this attribute and collecting
all attributes found during exploration. In particular, if we consider the for-
mal lattice produced by FCA over the whole dataset, it is possible to note, as
shown in Fig. 4, that when (in data) the attribute HintLevel#3 appears, also
the attributes Motivation, Negative Feedback, OutcomeERROR, 3rdAttempt,
15-25secs and HintLevel#2Received are present. Moreover, starting from the
node labeled with Motivation and NegativeFeedback it is possible to observe
that when these two attributes are present, also the attributes OutcomeERROR
and 3rdAttempt appear. The previous two assertions can be easily transformed
into pedagogical rules. By using the second assertion we can compute the rule:

OutcomeERROR, 3rdAttempt ⇒ NegativeFeedback,Motivation. (1)

The previous rule has the following meaning: if the learner’s answer isn’t
correct and this is the third erroneous attempt for the current step in the current
task, then the (intelligent) tutor has to provide a negative feedback and, at the
same time, it has to provide some action to motivate the learner. Rule 1 has
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Fig. 4. Analysis of the path ascending from HintLevel#3 attribute.

support ≈ 0, 13 and confidence = 1. The ascending exploration produces always
confidence = 1, i.e., 100% of confidence (exact rules).

Moreover, it is possible to observe the descending paths in the diagram start-
ing from the node associated to HintLevel#2. More in details, such node has
four children nodes representing uncertain associations among attributes. The
difference between the ascending and the descending approaches is that in the
second case we obtain less than the 100% of confidence because there exist some
transactions in which the considered attributes do not appear all together. Thus,
we obtain weaker pedagogical rules. For the attribute HintLevel#2, one of the
possible descending path produces the rule:

OutcomeERROR, TaskLevel#1,HintLevel#1Received ⇒ HintLevel#2.
(2)

This rule has support ≈ 0, 05 and confidence = 0, 6 (60%). The descending
exploration produces rules with confidence less than 100% (approximate rules).

4.3 Extracting Association Rules Automatically

In addition to the human-based exploration, it is possible to automatically mine
association rules by means of the Duquenne-Guigues method [9] for getting exact
association rules and the Luxenburger approach [9] for mining approximate asso-
ciation rules. In order to obtain valid pedagogical rules we have to erase those
rules that do not respect the definition of pedagogical rule provided in Sect. 4.1.

5 Results and Final Remarks

This work proposes an approach to build pedagogical models by using Formal
Concept Analysis. The approach has been experimented by using a dataset built
with observations gathered from both the execution of an Educational App for
Android and the tutoring actions provided by a (human) tutor. The result of
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the process consists of a set of association rules forming the pedagogical model.
In our experimentation (supported by the ConExp tool) we applied minsup = 6
and minconf = 60. We obtained 228 rules (49 exact and 179 approximate rules).
When we applied the filter for pedagogical rules we obtained 30 rules (8 exact
and 22 approximate rules). Although the approach has been experimented by
using a small dataset, the experimentation provided promising results. Future
works will follow two directions: (i) considering domain-dependent features and
semantic technologies to allow context-lifting for pedagogical model; (ii) adding
a reinforcement learning algorithm to adjust, at run-time, the learnt rules.
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Abstract. Modeling student learning during tutorial interaction is a
central problem in intelligent tutoring systems. While many modeling
techniques have been developed to address this problem, most of them
focus on cognitive models in conjunction with often-complex domain
models. This paper presents an analysis suggesting that observing stu-
dents’ multimodal behaviors may provide deep insight into student
learning at critical moments in a tutorial session. In particular, this
work examines student facial expression, electrodermal activity, posture,
and gesture immediately following inference questions posed by human
tutors. The findings show that for human-human task-oriented tutorial
dialogue, facial expression and skin conductance response following tutor
inference questions are highly predictive of student learning gains. These
findings suggest that with multimodal behavior data, intelligent tutoring
systems can make more informed adaptive decisions to support students
effectively.

1 Introduction

A fundamental goal of the intelligent tutoring systems (ITS) community is mod-
eling student learning during tutoring so that an ITS can effectively adapt its
tutorial support [1,2]. Student models often observe the behavior and perfor-
mance of the student and then use this information to estimate the student’s
‘hidden’ understanding of the material [3,4]. A variety of approaches to student
modeling have been investigated and employed successfully, such as cognitive
modeling through knowledge tracing [5] and performance factor analysis [6].
Critically, these approaches rely on student task behaviors such as problem-
solving traces.
c© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 154–164, 2016.
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While problem-solving traces have been shown to indicate student progress
or lack thereof, other work has found that multimodal data streams can be highly
indicative of students’ state during learning. For example, multimodal data such
as facial expression, posture, and gestures can predict affective outcomes, such as
frustration and engagement [7,8]. Additionally, multimodal data can contribute
to inferring incoming student characteristics, including self-efficacy [9], personal-
ity [10], and domain expertise [11]. These studies of multimodal behavior during
learning pose a critical open question: what is the relationship between learning
gain and students’ multimodal behavior during tutoring?

To investigate this research question, this paper presents an analysis of stu-
dent multimodal trace data immediately after tutor questions. In the domain of
introductory computer science and in the specific context of tutor inference ques-
tions, we investigate whether multimodal trace data contributes to accurately
predicting student learning gains. The results show that a subset of facial expres-
sion events, together with skin conductance response, immediately after tutor
questions are highly predictive of students’ future performance on a posttest.
These results reveal the significant potential of leveraging multimodal trace data
for student modeling.

2 Related Work

The work reported in this paper is grounded in research on multimodal data
generated during learning, particularly facial expressions and physiological
responses. Multiple studies have explored student facial expression during learn-
ing activities. For example, D’Mello and Graesser developed a multimodal clas-
sifier of expert-tagged student affect using student dialogue, posture, and facial
expression features [12]. A multimodal model built upon all three of these cat-
egories yielded higher classification accuracy than using a subset of the data
streams, achieving a Cohen’s κ = 0.33 for fixed emotion judgments and κ = 0.39
for spontaneous judgments. A study with Wayang Outpost attempted to predict
self-reported affective states using a similar multimodal feature set, with best fit
models achieving a correlation coefficient of up to r = 0.83 [13].

There is some evidence that physiological response is predictive of student
learning. Stein and Levine proposed a theoretical model in which activation of
the autonomic nervous system indicates a mismatch between incoming informa-
tion and existing knowledge, akin to cognitive disequilibrium [14,15]. Further,
they suggest that this state is nearly always an indication of learning. Indeed,
some preliminary work on physiological responses to learning interactions has
indicated support for this theory. Other work has revealed that skin conduc-
tance response after negative feedback and student expressions of uncertainty
were highly predictive of student learning [16]. Negative feedback and student
expressions of uncertainty are both likely to occur in states of cognitive disequi-
librium.
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3 Study Data

We investigate the relationship between multimodal behavior traces and learning
within a tutorial dialogue corpus of computer-mediated human-human tutoring
for introductory computer science. The subject matter focus of the tutorial dia-
logue is Java programming [17,18]. Each session was conducted within an online
remote tutoring system, shown in Fig. 1. The interface consists of four panes: the
task description, the student’s Java source code, the compilation and execution
output of the program, and the textual dialogue messages exchanged between
tutor and student. The content of the interface was synchronized in real time
between the tutor and the student, with the tutor’s interactions constrained to
sending textual dialogue messages and progressing to the next task.

Fig. 1. The web-based tutorial interface for Java programming.

Human tutors (N = 5) were primarily graduate students with previous expe-
rience in tutoring or teaching introductory programming. Student participants
(N = 67) were university students in the United States with an average age of
18.5 years (s = 1.5 years). Data were collected using multiple multimodal sensors
as seen in Fig. 2, including a Kinect depth camera, an integrated webcam, and a
skin conductance bracelet (see following subsections for more detail). The data
were collected during the fall 2011 and spring 2012 semesters. Each student’s
participation was distributed over four weeks across six 40-min sessions. (This
analysis examines only data from the first lesson.) Before and after each tuto-
rial session, students completed a content-based pretest and identical posttest.
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Fig. 2. Multimodal instrumented tutoring session, including a Kinect depth camera to
detect posture and gesture, a webcam to detect facial expression changes, and a skin
conductance bracelet to detect electrodermal activity.

Normalized learning gain was calculated using the student’s pretest and posttest
scores, as shown in Eq. 1.

norm gain =

⎧⎪⎪⎨
⎪⎪⎩

post − pre

1 − pre
post > pre

post − pre

pre
post ≤ pre

(1)

3.1 Task Event and Dialogue Features

As each student progressed through the session, the tutoring system logged dia-
logue messages, typing in the code window, and task progress. No strict turn-
taking was enforced. Students and tutors could type dialogue messages at any
time. All tutor and student dialogue messages were tagged automatically (for
details please see [19]) with a dialogue act annotation scheme for task-oriented
tutorial dialogue [20].

The present analysis focuses on a key tutor dialogue move: inference ques-
tions. Inference questions are questions that require reasoning about content
knowledge or formulating a plan. For example, ‘How can you fix this error?’,
and ‘How do you think this problem can be solved?’ are inference questions.
Questions of this nature are known to stimulate cognitive disequilibrium in stu-
dents [15], which is considered to be a crucial step in knowledge acquisition [21].
The analysis presented here explores the hypothesis that student multimodal
traces following tutor inference questions are significantly predictive of student
learning gain.
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3.2 Facial Expression Features

Facial expression features were automatically identified by a state-of-the-art facial
expression recognition and analysis software, FACET (commercial software that
was preceded by a research version known as the Computer Emotion Recognition
Toolbox, CERT) [22]. FACET provides frame-by-frame tracking of facial action
units according to theFacialActionCodingScheme [23].These actionunits include
such expressions as AU4 Brow Lowerer, AU15 Lip Corner Depressor, and
AU23 Lip Tightener (see Fig. 4 for illustration). Facial features were extracted
from webcam videos. The FACET software provides anEvidence measure for each
facial action unit, indicating the chance that the target expression is present.

3.3 Electrodermal Activity Features

Skin conductance is a type of electrodermal activity [24]. Skin conductance has
two components, tonic, which changes gradually over time, and phasic, which
changes in abrupt peaks [25] in response to a stimulus. These peaks represent
skin conductance response (SCR) events.

A challenge in analyzing SCRs in the context of a series of task and dialogue
events is that SCRs occur in close temporal proximity, even overlapping with
each other. In order to address this concern, this analysis utilizes Continuous
Decomposition Analysis, which decomposes skin conductance data into its tonic
and phasic components and detects overlapping SCRs [25]. This analysis was
conducted using the Ledalab Matlab software, which additionally supports
event-related analysis in the context of SCRs. The threshold for detecting SCRs
was set to a minimum change in amplitude of δ = 0.02μS, based on the results
of prior analysis on this corpus of tutorial dialogue [16].

4 Analysis

The primary objective of this analysis is to identify how multimodal signals fol-
lowing tutor questions can predict learning gain. In order to do this, we examine
the three seconds (a manually-determined interval) following the delivery of an
inference question from a tutor. Student behavior was characterized using the
following features, which were all provided to the predictive models reported
below. (Only the first two of these were found to be significant predictors, as the
results section will describe.)

1. Average Evidence measure for each of the facial expression action units during
the interval.

2. Number of skin conductance responses (SCRs) identified during the interval.
3. Percentage of the interval in which a one-hand-to-face or two-hands-to-face

gesture was observed.
4. Average student distance from the workstation during the interval.
5. Average difference between the highest and lowest points of the student’s

body from the workstation during the interval (indicating leaning).
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To examine the predictiveness of multimodal traces immediately following
tutor inference questions, we averaged the value of each multimodal feature
described above across each tutoring session. These features are conditional aver-
ages of the form Avg(Feature|TutorInferenceQ). If we built predictive models
using only these features, we may identify conditional features that are com-
ponents in a broader, unconditional association between a multimodal feature
and learning gain. To control for this we also included a feature Avg(Feature),
which represents the session-wide average value of that multimodal feature (not
conditioned on any preceding event). For each student and for each feature type
listed above, one value of Avg(Feature|TutorInferenceQ) and one value of
Avg(Feature) were generated.

All features were standardized by subtracting the mean and dividing by the
standard deviation. This set of features was then used in a stepwise regression
modeling procedure that maximizes the leave-one-student-out cross-validated R2

value (the coefficient of determination), while enforcing a strict p-value cut-off of
p < 0.05 after Bonferroni correction for the significance of each included feature.

5 Results

The results show that student facial expression features and skin conductance
response are significantly predictive of learning gain. The predictive model for
normalized learning gain includes six features, four of which are specific to the
multimodal traces from the three-second interval following an inference question
from the tutor. The other two predictors are session-wide features (Table 1).

Table 1. Predictive model for standardized normalized learning gain after tutor infer-
ence questionsa.

Normalized Learning Gain = R2 p

+1.4012 * AU23 (Session-wide) 0.0445 < 0.001

+0.1523 * SCRs 0.2457 < 0.001

+0.7548 * AU5 0.2669 < 0.001

−0.3502 * AU15 (Session-wide) 0.0024 0.002

+0.2856 * AU4 0.0789 0.005

−0.4503 * AU23 0.1893 0.004

+0.6440 (Intercept) 1.000

Leave-One-Out Cross-Validated R2 = 0.8277
aThis model was built as part of a more expan-
sive exploratory analysis. The p-values reported
here have already undergone a Bonferroni correction
p ≤ α/n, where n = 21 is the number of statistical
tests conducted, in order to reduce the familywise
error rate to α = 0.05.
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Fig. 3. A segment of the multimodal data collection illustrating a student’s response to
an inference question from the tutor (“How can you fix your code?”). Sample webcam
frames are displayed, along with standardized FACET readings of the four significant
facial action units and the student’s electrodermal activity. Note the overall increase
in AU4 and AU5, along with a decrease in AU15, as well as activation of an SCR at
approximately two seconds. This student achieved one of the highest learning gains
observed in the current study.

(a) AU4
Brow Lowerer

(b) AU5
Upper Lid Raiser

(c) AU15
Lip Corner
Depressor

(d) AU23
Lip Tightener

Fig. 4. Sample frames from the student webcam illustrating the four significant facial
action unit features appearing in the predictive model, as identified by FACET.
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The results show that session-wide features account for a relatively small
portion of the variance in learning gain: only two facial action unit features
were selected from this set. One of these is frequency of AU15 Lip Corner
Depressor (Fig. 4c) which is negatively predictive of student learning gain.

The other session-wide facial action unit feature that is significant in the
model is AU23 Lip Tightener (Fig. 4d), the session-wide presence of which is
positively correlated with learning. However, this features is also significant as a
stimulus-specific feature but in the opposite direction. Higher frequency of AU23
immediately after tutor inference questions is negatively predictive of learning
gain. The final two facial action unit features that are significantly predictive of
learning gain are AU4 Brow Lowerer and AU5 Upper Lid Raiser (Fig. 4a
and b, respectively) both positively correlated with learning gain. Finally, the
number of skin conductance responses (SCRs) occurring after tutor inference
questions is a significant positive indicator of learning gain (Fig. 3).

6 Discussion

Tutor inference questions require students to reason about their knowledge or
formulate plans for problem solving. Consequently, student multimodal signals
following these pivotal moments offer key insights into the cognitive-affective
phenomena that are associated with learning.

Students displaying more frequent AU15 Lip Corner Depressor after
tutor inference questions learned less. This action unit has been found in prior
task-oriented studies to be a strong predictor of lack of focus [26]. In contrast,
prior work has indicated that AU23 Lip Tightener is frequently associated
with frustration or focused concentration [26,27]. In the current study, AU23
session-wide was positively associated with learning, but immediately following
tutor inference questions it was negatively associated. This finding points to the
importance of further study to tease apart frustration from focused concentra-
tion, particularly in the context of questions that require reasoning or possibly
in the face of cognitive disequilibrium.

AU5 Upper Lid Raiser following tutor inference questions was positively
predictive of learning in the current study, and it has previously been found to
indicate focused attention in task-oriented domains [26]. Expressing this indi-
cator of engagement directly following tutor questions may suggest that the
student is thinking critically about the solution.

AU4 Brow Lowerer following tutor questions was predictive of increased
learning in the current study. AU4 has been associated with frustration [7,8],
and in general, frustration has been found to be inversely related to learning
gains [28,29]. However, these results have been discovered mostly in the context
of session-wide features; different analyses have found these features indicative
of confusion in shorter time periods [30]. Both frustration and confusion are
frequently associated with cognitive disequilibrium [15] which, when resolved, is
beneficial to learning [21]. AU4 following tutor inference questions may indicate
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cognitive disequilibrium at first, the resolution of which fosters learning. In the
tutoring sessions investigated here, AU4 session-wide does not have a significant
relationship with learning.

Prior work on this tutorial dialogue corpus has suggested the importance of
skin conductance responses following events that indicate cognitive disequilib-
rium, such as student expressions of uncertainty or encountering negative feed-
back from the system [16]. We might reasonably infer that inference questions
from the tutor may induce cognitive disequilibrium [15], and so skin conduc-
tance responses following these questions may indicate heightened response that
facilitates learning. Further study is needed to elucidate the causal relation-
ships between tutor questions, student cognitive disequilibrium, skin conduc-
tance response, and learning.

7 Conclusion and Future Work

Modeling student learning during tutoring is central to intelligent tutoring sys-
tems. The results presented here demonstrate that student multimodal traces
can provide insight into cognitive-affective phenomena while yielding accurate
predictions of student learning during tutoring sessions. In particular, facial
expression and skin conductance responses during tutoring were highly predic-
tive of learning as indicated by improvement from pretest to posttest. These
results complement and expand upon prior work investigating these features by
decomposing a tutorial session into salient moments and investigating short-term
responses versus long-term session features.

Future work should investigate how student multimodal signals at other crit-
ical moments in tutoring sessions are related to student learning. For example,
introducing new concepts, or when a student reaches an impasse, are likely key
moments in tutoring. Another promising direction for future work is to examine
affective outcomes such as frustration or engagement, since multimodal signal
analysis holds much promise for providing real-time predictions of these phe-
nomena as well. It is hoped that this line of work will lead to powerful, domain-
independent predictive measures of learning and other cognitive-affective phe-
nomena that intelligent tutoring systems can use to adaptively support student
learning.
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Abstract. Interactively modeling science phenomena enables students to
develop rich conceptual understanding of science. While this understanding is
often assessed through summative, multiple-choice instruments, science note-
books have been used extensively in elementary and secondary grades as a
mechanism to promote and reveal reflection through both drawing and writing.
Although each modality has been studied individually, obtaining a compre-
hensive view of a student’s conceptual understanding requires analyses of
knowledge represented across both modalities. Evidence-centered design
(ECD) provides a framework for diagnostic measurement of data collected from
student interactions with complex learning environments. This work utilizes
ECD to analyze a corpus of elementary student writings and drawings collected
with a digital science notebook. First, a competency model representing the core
concepts of each exercise, as well as the curricular unit as a whole, was con-
structed. Then, evidence models were created to map between student written
and drawn artifacts and the shared competency model. Finally, the scores
obtained using the evidence models were used to train a deep-learning based
model for automated writing assessment, as well as to develop an automated
drawing assessment model using topological abstraction. The findings reveal
that ECD provides an expressive unified framework for multimodal assessment
of science learning with accurate predictions of student learning.

Keywords: Assessment � Multimodalilty � Evidence-centered design

1 Introduction

Formative assessment can play a central role in enabling intelligent tutoring systems
(ITSs) to provide students with personalized, adaptive learning experiences [1].
Effective formative assessment can be used to infer students’ underlying mental models
as well as their movement through learning progressions [2, 3]. The models inferred
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from these assessments can then be used as the basis for real-time feedback and
adaptive support [4]. Formative assessment can improve science learning, and because
science learning often features both drawing and writing activities, intelligent tutoring
systems for science education should support multimodal assessment of both student
drawing and student writing [5].

Evidence-centered design (ECD) provides a systematic approach to designing and
developing assessments [6]. ECD identifies multiple phases in the design process, each
with its own explicit goals. These phases include the creation of a Competency Model,
an Evidence Model, and a Task Model that operate in concert to recognize evidence of
conceptual understanding from student work. For multimodal assessment, ECD can
provide a systematic way of mapping between learning goals and student artifacts from
various modalities that show evidence of student learning. Of particular interest is how
ECD might provide a unified framework for assessing both written and drawn artifacts
of student work for formative purposes.

This paper introduces a new ECD-based framework for multimodal science
assessment. First, we use a multimodal approach to ECD to define a competency model
and a multimodal evidence model for elementary science to understand how conceptual
understanding about magnetism is revealed in both drawing and writing tasks. Specif-
ically we aim to evaluate student writings and drawings using a common competency
model that contributes to a deeper understanding of the relative contributions of the two
modalities. Second, with the long-term goal of integrating multimodal assessments into
an ITS, we present computational models for evaluating student writings and drawings
in real-time and compare their predictive accuracy to expert human scorings. The
findings reveal that ECD provides a unified framework for multimodal assessment of
science learning with accurate predictions of student learning.

2 Related Work

Though much less investigated than short-answer writing assessment, there has been
some work on assessment of learner-generated drawings. Mechanix [7] utilizes
free-hand sketch recognition to convert student drawings in the domain of statics into
free-body equations that the system can then analyze and provide corrective feedback.
Van Joolingen et al.’s SimSketch system seeks to merge free-hand sketching with
modeling science phenomena. The system first segments the free-hand drawing into
distinct objects that can be annotated by the user with a variety of behaviors and
attributes [8]. Students can then run a simulation based on those behaviors and attri-
butes. SimSketch was used in a planetarium setting by elementary students for mod-
eling and simulation, showing evidence for increasing student learning and
engagement. CogSketch [9], which aims to support open-domain sketch understanding,
has been employed to compare the drawings of expert and novice users to analyze
differences in drawings, as well as differences in the ways the drawings are created.

Automatic grading of written short answers has long been the focus of the ITS and
natural language processing (NLP) communities, with short answers being defined as
natural language responses varying in length from one sentence to one paragraph [10].
Many of these approaches, such as the widely used Latent Semantic Analysis [11], rely
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on “bag-of-words” approaches that focus primarily on the occurrence or frequency of
words that appear in text. Other approaches, such as the ones embodied in Educational
Testing Service’s C-Rater, use a variety of preprocessing techniques to generate syn-
tactic relationships between words in a sentence [12]. The technique employed by
Dzikovska et al. uses dependency parses in a facet-based approach to assessment,
which provides more fine-grained information about assessments than a monolithic
overall score [13]. Other approaches have used word embeddings and convolutional
neural networks that incorporate information across sequences of words [14]. Our work
proposes an approach combining word conversion techniques and feedforward neural
networks to address noisy students’ answers that contain various forms of misspellings
to implement a reliable writing assessment solution.

Recent years have also seen a growing interest in evidence-centered design as a
method for interpreting the complex data streams generated by virtual learning envi-
ronments. Gobert et al. used ECD to create predictive models of student inquiry skills
from action logs generated in a science microworld [15]. Rupp et al. utilized ECD in
both the design of an interactive training application for employees of a networking
company, as well as the design of the accompanying assessments [16]. Finally, ECD is
used in conjunction with computational methods such as Bayesian networks and
stacked autoencoder networks to construct “stealth” assessments for educational games
[2, 17]. Our work builds on this line of investigation by introducing a unified frame-
work for multimodal assessment of both drawing and writing based on ECD.

3 The LEONARDO Digital Science Notebook

Data for the work reported here was collected with LEONARDO, a cloud-based digital
science notebook developed for elementary school science education [14]. LEONARDO

was designed for use in the classroom and runs on both desktop computers and tablets.
LEONARDO supports inquiry learning by providing adaptive support to students as they
engage in both virtual and physical lab activities as well as providing them with tools to
create their own visual and written representations (Fig. 1). LEONARDO currently

Fig. 1. Examples of LEONARDO drawing (a) and writing (b) prompts.
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supports three science units: Electricity,Magnetism, andWeather. Each unit consists of
several subunits driven by Focus Questions (FQs), which are organized around an
open-ended driving question (e.g., What makes a magnet magnetic?). The activities and
tasks employed in each FQ were designed to facilitate student learning of the under-
lying science concept to answer the driving question.

In most FQs, students are required to construct written and visual explanations by
completing a series of drawing and writing tasks to solidify and extend their under-
standing of the observed scientific phenomena. To facilitate meaningful writing com-
position, the writing tasks require students to compose short responses, and in some
cases a starter prompt is given to help students build an argument sentence, (e.g.,
A magnet attracts a paperclip because…). In drawing tasks students manipulate built-in
pictorial symbols representing key scientific concepts relevant to the current FQ.
Pictorial symbol manipulation includes selecting appropriate symbols from a toolbar
and organizing them in the drawing field by modifying their direction, alignment and
relative placement. At the end of each FQ, students are presented with their original
answers to the driving question and offered to construct a new response based on what
they have learned so that they can recognize and monitor the change in their own
understanding of the subject matter by comparing their old and new response.

4 ECD Coding Framework

Evidence-centered design is a holistic approach to designing, implementing, evaluat-
ing, and delivering educational assessments [18]. ECD recognizes assessment as an
evidentiary reasoning process that entails making arguments on learning based on the
limited evidence provided by the learner [6]. ECD has gained considerable popularity
in a broad range of fields in recent years, and it has been used in conjunction with
several forms of learning technologies, including game-based learning environments
[2], and educational data mining [1, 16]. The ECD framework formalizes the different
phases in the assessment design process as “layers” and each layer has its own specific
objectives and associated products. In this work, we employed ECD’s Conceptual
Assessment Framework layer to analyze our assessment models in LEONARDO’s mag-
netism unit, and we generated a comprehensive rubric to score students’ drawing and
writing artifacts based on this analysis.

Fig. 2. Application of the ECD process to science notebook task data.
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The Conceptual Assessment Framework layer consists of three components: the
Competency Model, the Evidence Model, and the Task Model (Fig. 2). The first layer
begins by identifying and determining what collection of knowledge, skills or practices
on which the learner will be assessed. These concepts are then combined to form the
Competency Model, sometimes referred to as the Student Model. Once defined, values
in the Competency Model can be inferred across multiple interactions using a variety of
techniques including Bayesian knowledge tracing and dynamic belief networks [4].
The second step is determining what types of observations of student work or artifacts
will provide measurable evidence for the target competencies, including defining
specific evidence for each of the modalities to be evaluated. The Evidence Model is the
product of this layer. The final step focuses on designing tasks—the Task Model—that
will give the learner relevant opportunities to provide the expected evidence. When the
possible evidence that students may exhibit have been identified, the tasks can then be
designed that will require students to generate those evidence. Mislevy and Haertel
note that ECD is a sequential process but can include iterations and refinements within
and across the layers during the design cycle [6].

To develop our models we used a subset of a larger sample of fourth grade students
from the 42 schools who implemented LEONARDO’s magnetism module during the
2013-2014 and 2014-2015 school years. The participating schools are located across
the United States. A total of 98 students from 19 different classrooms were selected
based on the requirement that they completed all eight of the drawing and writing tasks
in FQ-3 and FQ-5 in the Magnetism unit. Although there are six instructional units
(FQs) in the magnetism module, we chose to analyze FQ-3 (What happens to the
particles in an iron object when the object is turned into a temporary magnet?) and
FQ-5 (Can magnets work through materials like paper, cardboard, and metal foil?)
because they provide the richest set of drawing and writing tasks in terms of the
number and variety of the scientific concepts that they address.

An initial coding was completed by two human raters individually grading stu-
dents’ drawing and writing artifacts. Initial practice trials were completed using data
from students not included in the final sample to train raters, formalize the rubric, and
align their interpretations. Cohen’s kappa (j) was run to determine the inter-rater
reliability based on a randomly selected subset of 20% of responses coded by both
raters. A high level of agreement was found between the two raters’ drawing scores, j
= .838 (95% CI, .806 to .869, p < .001) and a substantial level of agreement between
the two raters’ writing scores, j = .754 (95% CI, .669 to .838, p < .001).

Table 1. Meansa and standard deviations for total scores (N = 98)

Questions Min Max Mean SD

FQ-3 drawings 0 100 62.6 32.9
FQ-5 drawings 4 100 60.8 26.2
FQ-3 writings 0 88 28.5 23.6
FQ-5 writings 10 100 63.3 20.9
Post-test 20 95 68.0 20.4
aScores are converted to a 0–100 scale for
ease of interpretation.
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Table 1 shows the students’ drawing and writing scores and post-test performance.
Although the mean scores of FQ-3 and FQ-5 drawings and FQ-5 writings are close to
each other, the mean score of FQ-3 writings is much lower than the others. This might be
explained by the fact that one of the FQ-3 writing tasks asks students to compare their
two drawings, and thus has a higher number of potential concepts to be observed than
the other writings. However, most students’ responses compared only one or two aspects
of their drawings resulting in the lower scores. A hierarchical multiple regression test
was conducted to analyze how student knowledge revealed by multiple drawing and
writing artifacts predict their post-test performance. The first model, which uses only
FQ-3 and FQ-5 drawing scores, significantly predicted approximately 36% variance in
the post-test scores F 2; 95ð Þ ¼ 27:17; p\ :001;R2 ¼ :364, while the second model
containing FQ-3 and FQ-5 both drawing and writing scores significantly predicted about
48% variance in total in the post-test scores F 4; 93ð Þ ¼ 27:75; p\ :001;R2 ¼ :483,
producing an R2 change of .119.

5 Automated Assessment Systems

With the goal of integrating these new assessments into LEONARDO, we used the human
scorings to devise computational assessment models to assess both student drawing and
writing. We next introduce the drawing scoring, using a rule-based system based on
topological features, as well as the writing scoring, using word conversion techniques
combined with feedforward neural networks.

5.1 Automated Assessment of Symbolic Drawings

Building on techniques developed in our previous work [14], drawings are represented
as a set of objects and their associated x, y coordinates and rotation. For example, the
set of possible objects in the drawing space include a paper clip, a plastic straw, a
magnifier bubble to indicate microscopic properties, inert particles, magnetic particles,
and an arrow. For this work we decompose the drawing into a set of topological
relations between these objects. Topological features allow us to discretize a wide
range of continuous features in a way that facilitates symbolic manipulation. In this
case we use these topological relations to generate a labeled graph representation of the
drawing. The first step in the translation from drawings to topological graphs is
encoding the primary elements for the domain. Initially, this consists of defined ele-
ments drawn by the student. In the later steps these elements can be combined into new
elements, such as converting a group of similarly rotated magnetic particles into a
single “aligned particles” element.

After creating the nodes of the graph, edges are generated based on topographical
relationships between elements. Many potential 2D relationships are encoded, with the
goal of generating a sufficiently large number of relationships to capture the relevant
information expressed by the drawing, while excluding irrelevant relationships that will
unnecessarily complicate the computation. For example, one solution could be to
generate a complete set of all possible relations for every pairwise combination of
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elements in the drawing, though, this approach would quickly produce a large amount
of features, many of which are unnecessary for the intended analysis. To simplify this
task, each object is assigned a type. For each type, we specify a set of related types for
which topological relationships will be generated. The set of qualitative 2D relations
used in this work are near, far, intersects, and aligns-with. Finally, more complex
relationships are defined based on combinations of atomic spatial relations. For
example, the point of the magnifier object intersecting with a paperclip generates a set
of contains relationships between the paperclip and the elements that have been drawn
within the larger magnification bubble.

Finally, to convert the symbolic representation into a rubric score, we assign a set of
rules for each rubric component. For example, for the component associated with the
concept of a straw containing only non-magnetic particles, a contains(straw, inert)
relationship must exist, as well as contains(straw, aligned) and contains(straw, una-
ligned) not existing. These rules can also be defined to compare relationships between
drawings, as is required by some components of the competency model.

5.2 A Feedforward Neural Network for Short Answer Analysis

Building automated writing assessments entails devising computational models that
take as input students’ text-based responses and predict as output their grades according
to the pre-specified rubric discussed in Sect. 4. A key challenge posed by the auto-
mated assessment of elementary-grade students’ writing is effectively dealing with
many forms of misspelled words, including cognitive misconceptions (e.g., magnetism
misspelled by magnetizm) and typographical errors (e.g., paperclip misspelled by
paperclip). Misspellings caused by cognitive misconceptions tend to persistently
appear in the student’s writing, whereas typographical errors, such as injecting an extra
character or mistakenly typing a neighboring character, occur in other places less
frequently. To address this challenge, we implement a two-step writing assessment
system, in which the system first creates a dictionary to convert similar words to the
same representative word using Levenshtein edit distance and then trains classifiers
based on a bag-of-words representation based on the induced dictionary.

For computational writing assessment models, we utilize feedforward neural net-
works. Deep neural networks, often called deep learning [19], have demonstrated
considerable success for a wide range of computational challenges, such as computer
vision, natural language processing, and speech recognition. A model is trained per
short-answer question. Since every writing question has multiple labels (i.e., compe-
tencies) to predict, this task is cast as multi-label classification. The hyperparameters
for neural networks are often empirically determined using grid search [14]. In this
work, we explore the number of hidden units using 256 and 512, and the number of
hidden layers from 1 to 4. We fix the following parameters: setting all the activation
functions to sigmoid, adopting the dropout regularization technique [19] with the
dropout rate of 0.5, and using binary cross entropy and stochastic optimization for the
loss function and optimizer, respectively.
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6 Evaluation

To evaluate the assessment models, we conducted validation studies with the corpus of
fourth grade writings and drawings collected with the LEONARDO system. The drawing
models were assessed using 4 drawings each from the 98 students scored by human
coders. For each drawing, rules mapping between topological features and competency
scores were authored based on notes from the rubrics used by human scorers and from
tuning on a scored set of drawings not used in the evaluation sample. As the drawing
models used authored rules and were not machine-learned, cross validation was not
used. The baseline accuracy rate is calculated by computing the most common class
rate per competency, and then averaging across all the competencies within each
question (Table 2).

As shown in the table, the models performed well compared to the baseline.
Analysis of the classification errors showed a small number of cases where the auto-
mated model incorporated elements that were occluded from the drawing presented to
human coders. The majority of the error cases were the result of the system not giving
credit for a concept for which the human coders gave credit. These types of errors could
be potentially corrected by creating more scoring rules, though many would be difficult
to author without incurring an unacceptable level of false positives.

For the writings, four feedforward networks were trained for each of the four
questions (2 for FQ-3 and 2 for FQ-5), adjusting the number of hidden layers from one to
four. Each model was evaluated using a 10-fold student-level cross validation. The
accuracy levels shown in Table 3 represent the average accuracy rates across all com-
petencies for the question. The baseline accuracy rate was calculated using the same
process as for the drawings. The accuracy rate of neural networks that achieve the
highest predictive performance in the 10-fold cross validation is reported along with the
number of hidden layers the models leverage.

Table 2. Automated drawing assessment results (N = 98)

Question Concepts Accuracy Baseline

FQ3 – drawing 1 11 90.4% 66.8%
FQ3 – drawing 2 13 87.9% 62.8%
FQ5 – drawing 1 12 86.3% 61.8%
FQ5 – drawing 2 13 90.8% 61.6%

Table 3. Automated writing assessment results (N = 98)

Question Hidden layers Concepts Accuracy Baseline

FQ3 – writing 1 1 13 78% 71.4%
FQ3 – writing 2 1 5 73% 62.6%
FQ5 – writing 1 1 3 90% 82%
FQ5 – writing 2 1 7 76% 65.3%
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Overall the writing assessment system performed very well with accuracies ranging
from 73% to 90% for the 4 questions. While the shallow networks exhibited the best
overall performance for each question, the accuracies of the other models performed
very similarly, often less than 1% different. This result is perhaps not surprising given
that deep networks are more likely to suffer from overfitting when trained with small
datasets [19]. The high baseline accuracy for the first writing sample in FQ-5 suggests
that that question in particular may have been over-scaffolded and should be revised in
future implementations. Further analysis of the errors reveals the majority are likely due
to the high level of misspellings and grammatical errors in the text, indicating that
while the steps taken to cope with noisy text were effective, there is room for
improvement.

7 Conclusions and Future Work

Multimodal assessments that operate on both student drawing and student writing hold
great potential for expanding the diagnostic power of ITSs. ECD provides a unifying
framework for multimodal assessment by defining targeted learning concepts of a given
exercise, and for identifying evidence of those concepts in student work that includes
both drawing and writing. We hypothesized that a unified ECD-based multimodal
assessment framework would support the design of computational models of assess-
ment that could operate on both drawing and writing.

In this paper, we introduced a framework for applying ECD to multimodal student
learning. First, a competency model is defined, identifying scientific concepts of interest.
Next, rubrics are created to define which features of student writings and drawings
constitute evidence of the previously defined competencies. Using the rubrics we then
found that the evidence measured from both drawing and writing were significantly
predictive of performance on a multiple-choice summative post-test. We also found that
students were generally able to express more concepts through drawing than writing,
although this could be related to the inherent scaffolding afforded by the symbolic
drawing tasks. Finally, with the long-term goal of incorporating automated multimodal
assessments into interactive learning environments such as the LEONARDO digital science
notebook, we developed computational methods for the real-time automated assessment
of student drawing and writing artifacts. An evaluation of the resulting multimodal
assessment framework found that the models outperformed baseline models in accu-
rately assessing student work across multi-faceted rubrics for both modalities.

In future work it will be important to further refine the automated assessment
techniques to increase their accuracy. A second promising line of investigation is to use
ECD to better understand how student knowledge of low-level concepts relates to
higher-order concepts. Finally, it will be important to investigate how to best incor-
porate multimodal assessment into an ITS and utilize real-time assessment results to
drive personalized feedback and scaffolding.
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Abstract. Everything in life has a bright and a dark side; and gamification is not
an exception. Although there is an increasing number of publications discussing
the benefits of gamification in learning environments, i.e. looking into the bright
side of it, several issues can hinder learning because of gamification. Neverthe‐
less, it seems that only few researchers are discussing the dark side of using
gamification in learning environments and how to overcome it. Thus, in this paper,
we discuss some of the problems of gamification, namely, addiction, undesired
competition, and off-task behavior. Furthermore, to deal with both bright and dark
sides of gamification at the same time, we propose a framework for intelligent
gamification (FIG) that can offer the necessary infrastructure for ITS to person‐
alize the use of gamification by monitoring risk behavior, exploring how best use
game design elements to avoid their overuse and finally supporting “fading”
mechanisms that gradually reduces the use of gamification and help students to
concentrate on learning and not only on extrinsic motivators.

Keywords: Gamification · Intelligent tutoring systems · Addiction · Framework

1 Introduction

Everything has a bright side and a dark side like a coin, which has a head and a tail, and
Gamification is not an exception. Usually when people find a good thing, they tend to
focus only on its bright side. However, they should always be aware of its dark side, to
use it appropriately.

In the past few years, Gamification has been drawing attention from different areas,
with the promise of increasing users’ engagement, motivation, and promoting changes
in behavior [8]. By introducing mechanics and elements from games, several companies
and research groups have been trying to increase learners’ performance, communication
between different groups of people, and promote better health care and healthy habits
[1]. Specifically, in the educational field, several studies have been studying different
techniques and benefits of using gamification to raise students’ engagement level and
reach the flow state with significant findings [2–4].

Although several positive effects of using gamification has been found to date,
particularly to improve student’s performance and increase engagement [8], researchers
and educators are ambivalent about using game like materials in education since they
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could cause addiction and increase the externalization of behaviors that can hinder
learning [5, 6].

This fear should be taken seriously since many recent empirical research reports the
benefits of gamification as unexpected side effects, and not as a result of a well-thought-
out design [1, 3, 4]. It shows that the gamification implementation techniques are still
unconsolidated. Yet, according to two literature reviews on the topic, there are no studies
addressing the potential negative effects of gamification in Intelligent Tutoring System
(ITS) or any other kind of Virtual Learning Environment (VLE) [1, 7].

Thus, the main goal of this work is to discuss the potential harms of using game
elements in an ITS and propose a general framework to use gamification in an intelligent
way. Considering positive and negative aspects and suggesting ways to fade the gami‐
fication elements to cope with addiction/dependence on gamification.

The remainder of this paper is structured as follows: Sect. 2 describes the related
works. Section 3 discusses the dark side of gamification and the proposed framework.
Section 4 presents our envisioning application of the framework and how to use it.
Section 5 concludes the paper with our final thoughts and the directions towards the
validation of our Framework for Intelligent Gamification (FIG).

2 Background: Gamification, Flow and Addiction

Kapp [8] defines gamification as “Using game-based mechanics, aesthetics and game
thinking to engage people, motivate action, promote learning, and solve problems”. The
definition of the concept changes slightly according to different authors, but the core
idea remains the same, that is, gamification as a tool to “increase engagement in some
activity using game features, providing enjoyment and fun” [1–3, 9, 10].

The motivational background of gamification usually relies on the SDT (Self Deter‐
mination Theory) [11], which considers that a human being has three basic needs:
competence, relatedness, and autonomy. Based on the degree of a person’s needs and
the kind of activity, he/she can be more or less motivated to perform some activity.
According to this theory, the user levels of motivation [11], vary from amotivated
(without any motivation to perform the activity) to intrinsically motivated (when the
user doesn’t need any external incentive to perform it). Thus, the gamification theory
proposes that by introducing game elements in an environment to satisfy some of the
user’s needs, it is possible to make the activities more attractive, even if he/she is not
intrinsically motivated.

The most common game mechanic applied in educational environments is the reward
system based on fast feedback about the students’ performance in the form of points,
trophies and badges and the division of the domain content in small units representing
game levels [12, 13]. Furthermore, the use of leaderboards is also a common tool to
stimulate competition [1, 14].

One of the main goals of using gamification is to keep users in flow. The flow is a
state of deep concentration in which the user becomes so engaged in the task that he/she
loses self-awareness, and track of time [15]. Also known as optimum experience flow;
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a highly desired state by game developers, considering that they want to keep the player
entertained and engaged as much as possible.

The idea of using gamification in learning environments to put students in a flow
state while they are learning is quite attractive to be implemented [2, 16]. On the other
hand, a number of studies has been conducted addressing the flow state as a factor
associated to game addiction. For example, Sun [17] conducted a research with 234
users, in which they found evidences that associate addiction in mobile games with
perceived visibility and flow. Perceived visibility is related to the notion of being noticed
by peers and in a position of social presence. Gamification designers also seek to incor‐
porate this characteristic in the systems, by using leaderboards and sharing user achieve‐
ments, thus fulfilling the relatedness needs of the students according to the SDT. In
another study, Jeong and Lee [6] examined whether Big Five personality traits can affect
game addiction according to psychological, social, and demographic factors. To do so,
the researchers used data from a survey of 789 game users in Korea, seeking associations
and the results showed that the neuroticism trait apparently increases game addiction.
They also observed that a general self-efficacy affected game addiction in a negative
way, whereas game self-efficacy increased the degree of game addiction. Besides that,
loneliness enhanced game addiction, while depression showed a negative effect on the
addiction. In the context of education, these findings could mean that a student who is
confident in his abilities to perform the task is less prone to addiction than a student
without confidence, and if the student only has confidence in his game skills, he is more
susceptible to addiction.

3 The Dark Side of Gamification

The gamification approach originates in the industry with a strong appeal from marketing
and service [9]. In the context of learning, to increase students’ engagement researchers
and professionals have been trying to bring flow experience and immersion to VLE.
Even though improving learners’ engagement using game elements is a highly attractive
idea, contrary to the marketing perspective, the goal is not to make the student loyal to
the system, but rather increase his learning.

Therefore, we believe that gamification can be good, as long as it is controlled and
monitored. If such measures are not taken, then this could adversely affect the effec‐
tiveness of the system and hinder learning. In the following paragraphs, we will present
three problems that may appear by adding game elements and mechanics without careful
considerations:

Off-Task Behavior: If the gamification system is untied to the educational outcomes,
the game features can be a distraction to the user. In this case, even if the user likes to
use the system, he will not learn more from it. For example, the introduction of resources
that provides relatedness to users, such as chats and forums. These resources are not
directly related to the learning experience, allowing to the student to spend time in the
system without focusing on learning. Another example are the customization features,
those are a very important to promote immersion, but also, allows spend time in the
system without learning.
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Undesired Competition: Leaderboards are a common resource to promote competition,
and sense of competence. Still, it can be harmful for students with low performance and
low self-efficacy, since they can feel forced in a competition with their peers, which can
negatively affect their sense of competence and result in the reduction of their interest
and engagement.

Addiction and Dependence: Based on the literature [6, 17, 18], some game features
and sensations like flow can be regarded as addictive factors. Thus, addiction could be
a potential problem in gamified environments. Unlike the behavior of alcoholics or
gambling addicts, addiction in such environments should not have greater effects such
as loss of personal property or family disruption. However, our concern is the kind of
dependency created by the game-like experience in education, as the students can
resource to “game the system” in order to get rewards or they may not be able to learn
without gamification features.

In the first scenario, the student could change the focus from learning the subject to
other aspects provided by the system gamification. For instance, earning points to get a
higher position in a leaderboard or unlock one exclusive or rare content in the system
and gain visibility with his peers. Typically, high positions in ranks or acquisition of
virtual goods in a gamified application depends on the progress of the system main
objective, but it is not uncommon for students to seek alternative strategies to get their
desired results [19]. In the second case, the student creates a dependence of game
elements to stay engaged in the system. In other words, the student is only capable to
focus on the system and acquire some knowledge if it has game elements or some kind
of extrinsic reward for his effort. To identify this condition, the system demands infor‐
mation about the relationship of the student with the game elements.

Since the evolution in the gamification in a well-designed system is highly correlated
to the success and the learning outcomes, the gamification overuse may go unnoticed;
therefore, a constant monitoring of the interactions between the user, the system and the
gamification features is required.

4 Framework for Intelligent Gamification (FIG)

There are few initiatives towards gamification taken by academics aiming at the
improvement and the consolidation of gamification. Previous works on gamification
have proposed frameworks with different perspectives, but to our knowledge none of
these have discussed how to deal with the negative implications of gamification [20,
21]. However, as discussed before it is crucial to deal with both sides of gamification,
not only using its potential to increase the engagement, but also controlling this use of
gamification to avoid the creation of new problems.

In order to address this, we propose a framework based on the ITS architecture that
considers the information required to implement gamification with personalization and
can process its impacts on the students and potential harms. Further, we propose a
strategy to reduce the participation of overused elements by fading. Thereby, our frame‐
work proposes to increase the engagement aligning the gamification strategies to gamer
profiles and also to identify and handle misuses resultant from the gamification in
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learning environments, which, for the best of our knowledge, was not addressed by
neither the academic community nor the industry. In Fig. 1, we present the proposed
framework and its components, which are explained in the following subsections.

Fig. 1. Framework for intelligent gamification.

Gamification Layer. In this work, we are not approaching the domain content gami‐
fication, in this sense the gamification in this framework is a layer independent of the
pedagogical objectives proposed by the tutor, allowing dynamical customization. Once
it interacts with the student in order to satisfy the motivational needs of competence,
relatedness and autonomy, but do not change the pedagogical objectives proposed by
the learning designer. Currently, most of the studies only use static elements without or
with at least few personalization options, however, the game design literature and also
the results of empirical studies provide evidences indicating the need to consider user
individual preferences [1, 10].

Data Modules 

(a) Gamification Model. A game element can be considered as a game component, it
will behave according to the game mechanic attached to it, and will interact with
the user when a game event is triggered due an action taken by him [2]. The gami‐
fication model contains all the possible game events that can be triggered in the
system and that are controlled and regulated by the Controller Component.

(b) Student Model. The main goal of gamification is to affect the students’ motivation
and behavior. In order to do so by using an intelligent approach, it is necessary to
hold enough information in the Student Model. Thus, we propose a student model
divided in five small groups of attributes, as presented in Fig. 2 and explained in
the subsequent item.
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(b.1) Knowledge Attributes. This group contains the traditional information of the
Student Model in terms of domain knowledge or skills they learn. There are
several ways of representing students data regarding the information used
by the ITS Tutor Module to make decisions in order to provide a better quality
of content and hints. Thus, it is not in the scope of this study to address the
way of representing these data. However, it is important to clarify that there
is indeed a need for data on the student’s performance, so the knowledge
base should be able to provide these data to considerations about improve‐
ment or decreasing of student performance.

(b.2) Psychological Attributes. It contains information about the student’s person‐
ality traits and data on mood. As said in the previous sections, several studies
shown that the personality traits influence learning and addiction behaviors,
in this sense, the information about the students’ personality trait is a useful
tool to provide evidences of an undesirable condition.

(b.3) General behavior Attributes. They are responsible for storing information
about the student’s habits not related to learning. Game addiction shares
several symptoms and characteristics with different kinds of addictions, so
it is necessary to expand the knowledge about the user in order to obtain
evidences of a problem cause-effect relation.

(b.4) Interactions Patterns Attributes. The system logs record the session length,
dates, time between tasks, estimated required time to finish that tasks and the
information about the interaction with the game elements. Therefore, the
interaction patterns attributes contain the analyzes of those information such
as mean of interactions during sections, number of tasks performed by
section, mean time to solve tasks, frequent subjects, total amount of logins,
mean length of the sessions.

(b.5) Gamer Profile Attributes. In this framework, we are considering that students
may have different gaming habits and preferences in order to provide a suit‐
able set of game elements and mechanics.

Fig. 2. Student model.

(c) Interaction Patterns. The interaction patterns contain the representation of an
expected behavior in the system. This model represents the observable data such
as time to finish contents, number of interactions, and frequency of system use. The
interaction patterns also contain the model of expected interactions with the game
elements. This model will vary according to the gamer profile approach and the
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gamification model, since it has to represent the regular interaction pattern for a
student in the case of static gamification model, or the standards for a group of
students in the case of a gamification model based on different profiles.

(d) Psychological Patterns. The psychological patterns represent the information that,
when matched with the situation of one student, provide evidence that this student
may be in a risk group. It can be represented by a set of rules, preset by experts or
by a series of factors that can be used by the Reasoner to inference about the student
situation.

Operational Modules 

(a) Assessment Component. The assessment component is responsible for collecting
the student’s observable and interactive data and update student model.

(b) Behavior Reasoner. The Behavior Reasoner is the component responsible for
analyzing the student’s data in order to identify risk behavior. To perform this task,
the component compares the information contained in the Student Model with the
standards model in the Interaction Patterns and Psychological Patterns. When it
identifies anomalies in the student behavior, the Reasoner may inform a human
system administrator, such as a teacher, to take an action or, as we propose in this
paper, to inform the situation to the Controller, triggering changes in the gamifica‐
tion layer.

(c) Controller Component. The Controller is the component is responsible for the
settings of the gamification layer, and in order to do so, the controller needs to cross
the information contained in the student model, gamification model, and behavior
Reasoner component. In a customizable approach, the student would be able to
interact with the controller, changing the suggested gamification components or
parameters and, at the same time, giving information to the controller, which will
change the student’s gamer profile attributes, if needed. When the Reasoner iden‐
tifies that a user needs to change his interactions with some elements, the controller
may act changing the value attributed to that element in order to fade this element
for the user interest. Our definition of Fade represents the change in the attributes
of the element in order to make it less attractive or difficult to access, like changing
its colors or moving it to an area that receives less attention.

5 Envisioned Application

5.1 Information Gathering

• Gamer Profile: To model the gamer profile, there are several player types in game
design literature and some new types are proposed considering gamification appli‐
cations [22, 23]. The game components in the system have to be consistent with the
player/user types in the chosen typology. The gamer profile is composed of player
type attributes and the values for each of these attributes are updated by the controller
according to the interaction patterns to personalize the gamification and fading for
that specific player.
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• Psychological Attributes: Two very common tools for data acquisition about
personality traits are the Big Five [24] and the MBTI (Mayers Briggs Types Indicator)
[25]. However, several researches criticized the use of MBTI as a psychometric
instrument. Our model is composed of the personality traits, and can contain other
psychological variables that may be used to identify anomalies in the user behavior.
For instance, history of mood changes and history of emotions.

• General Behavior Attributes: The function of this model is to store complementary
information about user habits. To this effect, the use of intelligent agents or chatbots
is highly recommended. Such agents can also be used to acquire information about
mood modifications and other behavioral attributes.

• Gamification Model: Each gamer profile has a list of adaptation attributes that
correspond to the game components that will be available to that specific profile in
the interface. Each attribute can receive a value between 0 (inactive) and 1 (fully
active). The Gamification Model contains the standards for these values, and
changing these attributes affects the standards for the player types.

• Interaction Patterns: Normal user behavior can be established by experts, pilot
running of the system or by the behavior of the majority of the users in the system.

• Psychological Pattern: The psychological pattern represents the risk group in the
system. In this sense, this model has to contemplate the traits, and the associations
with other variables that provide evidences of a risk scenario. E.g. One student that
has the trait of irresponsibility, but solves a number of tasks above the mean of the
other students, in a much shorter time than the required, should be considered as a
candidate for change.

5.2 Operation

Initially the student provides information about his gamer profile and personality traits.
After that, the Controller consults the gamification model and adapts the interface to the
elements recommended for the student. Then, the assessment component starts to log
the user’s interactions and the intelligent agent interacts with the student in predeter‐
mined intervals to fill the general behavior model. Once the general behavior model is
populated, the Reasoner starts to compare the patterns periodically, in order to identify
anomalies.

As the Reasoner becomes more knowledgeable about the anomalies in the student
interaction patterns, it generates a list of gamification artifacts1 eligible for fading. To
maximize the learners growth capabilities, the fading method has been previously used
to minimize user’s reliance on the system’s help [26]. When an artifact hits the prede‐
termined threshold, the Reasoner marks it for the fading process. Once the process starts,
the system agent makes an intervention signalizing the excess of interactions with that
artifact and tracks the user performance and interactions seeking changes in his behavior.
This intervention intends to increase his self-awareness and provides the opportunity
for self-regulation. However, if after a certain period the behavior remains same, the

1 A Gamification artifact is defined as a composition of a visual game element, that directly
interacts with the user, and the game mechanic, that define how this element will behave.
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system starts to fade away the artifact, up to removal, until the number of interactions
go back to normal. After that, the artifact is restored to the original state and the agent
informs the student to observe his behavior.

To identify the implications of fading on the user performance and how much he
depends of gamification to keep motivated, the student is constantly monitored. If during
the fading process the student’s performance declines, the agent makes an intervention
in order to find out whether this is due to fading the artifact. If the reason for the decline
is inherent to the process, it provides evidence with respect to the student’s dependence
on gamification. Nevertheless, in both cases, the element is restored to the original state
and the agent informs the user about the importance of keeping focus on learning. The
artifact is restored so as not to impair their learning. Furthermore, the intervention will
reinforce his self-awareness and provide, once more, the opportunity for self-regulation,
which we believe could be more meaningful since the user knows that he can be
“punished” somehow for his overuse.

6 Concluding Remarks

Most of the time people tend to focus too much on the bright side and overlook the dark
side of matters. Similarly, the interest in gamification has been growing; however, no
one seems to have shown interest in its dark side (negative effects). In this paper, we
identified addiction as the dark side of gamification and addressed the elements used in
gamification that related to this phenomenon and how it occurs in gamified environ‐
ments. Further, we proposed a framework to monitor and fade with the gamification
elements to avoid the negative implications of addiction.

Our next steps include providing a detailed addiction model for learning environ‐
ments and the experimental evaluation of the fading strategy of gamification elements
and the impact of this strategy in terms of engagement and performance.

The ITS architecture was chosen because such systems consider student information
to make decisions in order to improve learning. However, we believe that the same
reasoning can be applied to any VLE with proper dynamics to interact and retain enough
information about the student and the environment.
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Abstract. Open-ended computer-based learning environments (OELEs) can be
powerful learning tools in that they help students develop effective self-regulated
learning (SRL) and problem solving skills. In this study, middle school students
used the SimSelf OELE to build causal models to learn about climate science. We
study their learning and model building approaches by calculating a suite of
behavioral metrics derived using coherence analysis (CA) that are used as fea-
tures on which to group students by their type of learning behavior. We also
analyze changes in these metrics over time, and compare these results to results
from other studies with a different OELE to see determine generalizable their
findings are across different OELE systems.

Keywords: Open-ended learning environments � Coherence analysis �
Self-regulated learning � Temporal analysis

1 Introduction

Open-ended computer-based learning environments (OELEs) [1, 2] are learner-
centered. Rather than being prescriptive and narrowly focused, they present students
with an environment that supports and encourages exploration while solving chal-
lenging problems by harnessing resources and tools provided to construct and verify
problem solutions. OELEs support a constructivist approach to learning, one that is
founded on the tenants that we learn through interactions with our environment and that
cognitive conflict or puzzlement is a stimulus for learning [3]. The notion of “cognitive
conflict” implies that OELEs place significant cognitive demands on learners. To solve
the overall problem, students must simultaneously foster their emerging understanding
of a complex topic, improve their skills to support their learning, and employ self-
regulated learning (SRL) processes to succeed on open-ended tasks [4].

SRL is a theory of learning that describes how learners take control of, evaluate,
and reflect on their own learning performance and behaviors [5]. Broadly speaking, it
refers to learning that is guided by metacognition (thinking about one’s thinking),
strategic action (planning, monitoring, and evaluating personal progress against a
standard), and motivation to learn [6]. By logging student activities as they learn,
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OELEs can gather information that reveals students’ understanding of: (i) the problem
domain; (ii) the problem-solving task; and (iii) strategies they employ for solving the
problem.

In this paper, we use a form of behavior analysis called coherence analysis [7] to
study students’ problem-solving in an open-ended computer-based learning environ-
ment (OELE) called SimSelf. CA analyzes learner behaviors within an OELE with
respect to their demonstrated abilities to seek, interpret, and apply information to
building and verifying models of science phenomena. We use the CA features com-
puted over data collected from the period of the study to discover groups of student
behaviors using an unsupervised learning method, and interpret these groups using
their overall learning and model building characteristics. We then apply correlation
measures to link behaviors to pre- to post-test learning gains, and their model building
performance. Last, we perform a day-by-day analysis to study how students’ learning
behaviors change over time as they work in the SimSelf environment.

2 Background

To analyze and support students SRL, the OELE must assess learners’ skill profi-
ciencies, interpret their actions in terms of goals and learning strategies, and evaluate
their success in accomplishing their tasks. Many aspects of self-regulation are difficult
to capture and even more difficult to quantify. Analysis may be further complicated by
the fact that students may modify or switch between approaches as they develop their
own problem-solving skills.

Despite this complexity, researchers have developed approaches to measuring
aspects of self-regulation in OELEs. In Crystal Island [8] and EcoMUVE [9], students’
logged activities were manually coded with higher-level codes, and then used to
construct predictive models. In Crystal Island, Sabourin et al. [8] also asked students to
enter “status updates” at regular intervals while they worked on the system. These
manual updates were easier to interpret than trying to infer progress from the raw
recorded user activities. Snow et al. [10] embedded theory-driven models of SRL into
iSTART-ME, a game-based learning environment to help students improve their sci-
ence comprehension. They calculated the Shannon Entropy and interpreted lower
entropy as indicative of ordered and self-regulated behaviors. Similarly, EcoLab [11]
measured students’ metacognitive awareness of their own ability by comparing the
system’s assessment of students’ ability levels with the difficulty of the activities they
choose to pursue.

3 Method

In our work, we use Coherence analysis (CA), a theory-driven metric that combines
information across sequences of actions together to calculate action coherence [7]. CA
is quite general, and should be relevant to any OELE where a student (1) can take
actions to gain information and (2) can take actions which demonstrate learning of said
information.
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Two ordered actions (x ! y) taken by a student in an OELE are action coherent if the second
action, y, is based on information generated by the first action, x. In this case, x provides
support for y, and y is supported by x. Should a learner execute x without subsequently
executing y, the learner has created unused potential in relation to y. Note that actions x and y
need not be consecutive.

CA interprets students’ behavior in terms of the information they encounter and
whether or not this information is used during subsequent actions. CA assumes that
learners with higher levels of action coherence possess stronger metacognitive knowl-
edge and task understanding. Thus, these learners will perform a larger proportion of
supported actions and take advantage of a larger proportion of the potential that their
actions generate. In this paper, we incorporated the following six CA metrics (identical
to those used in [12]):

• Edit frequency: The number of causal link edits/annotations per minute made by the
student

• Unsupported edit percentage: The percentage of unsupported causal link
edits/annotations not supported by previous views within five minutes

• Information viewing percentage: The percentage of time the student spent viewing
resources and quiz results

• Potential generation percentage: The percentage of time spent viewing information
that could support correct causal map edits

• Used potential percentage: The percentage of potential generation time associated
with views that lead to correct causal map edits within five minutes

• Disengaged percentage: The percentage of five minute time periods during which
the student neither viewed information nor edited the map

Equivalent metrics could be applied to any OELE where a student (1) can take
actions to gain information and (2) makes discrete edits to an artifact which can be
linked to gained information.

4 SimSelf

SimSelf presents students with a complex array of tasks united in the single context of
creating correct models of scientific processes [13]. Students demonstrate their learning
and understanding by creating a causal map, a set of concepts connected by directed
links that capture causal relationships among the concepts, such that a chain of causal
relations can be used to derive or explain relevant behaviors of the system [14]. At the
middle school level, the causal relations are simplified to the qualitative options of
increase (+) and decrease (−), e.g., vegetation decreases the amount of carbon dioxide
in the air. The goal for students using SimSelf is to construct causal maps that match
hidden, expert models of the domain.

As an OELE, SimSelf includes tools for acquiring information, applying that
information to the problem-solving context, and assessing the quality of the constructed
solution. Students acquire domain knowledge by reading hypertext resources that
include descriptions of scientific processes, e.g., the water cycle, and information
pertaining to each concept that appears in these processes, e.g., vegetation. As students
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read, they need to identify causal relationships between relevant concepts that will
appear on their map. Students can then apply this learned information to their maps.
Learners can assess their maps by having SimSelf automatically reason with the maps to
complete quizzes. The software can then grade the generated answers and show how
they were derived from the maps. When a student’s map answers a quiz question
correctly, this indicates that the links used to answer that question are correct. Simi-
larly, if a question is answered incorrectly, this indicates that at least one of the links
used to answer the question is incorrect (Fig. 1).

5 Classroom Study

Data in this paper comes from a recent study of 62 8th graders at a Tennessee middle
school. Students used the SimSelf system for two weeks to learn about climate change.
The educational material was presented in two instructional units, with the second
building off the first. Two days were spent on training, two days were spent on pre-tests
and post-tests (one day each), and two days were spent on each of the two instructional
units, for a total of 4 system days. The expert map for the first unit contained 14
concepts and 13 links while the second unit’s causal map contained 22 concepts and 25
links. There were 32 science resources pages (4068 words) that, when combined, had a
Flesch-Kincaid reading grade level of 7.9.

6 Results

Considered as a whole, students performed significantly (p = 0.02) better on the sci-
ence post-test than the pre-test, improving by an average of 2 points, out of a possible
16. In unit 1, they had map scores with an average = 8.77 (standard deviation

Fig. 1. The SimSelf system showing the causal map interface.
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(sd) = 5.96) out of a possible 13. In unit 2, they continued building on the map from
unit 1, after being given the correct 13 links for map 1. They increased their map scores
by an average of 8.18 (sd = 4.54) out of a possible 12 (new links).

6.1 Behavior Cluster Analysis

A complete-link clustering analysis [15] of the six CA metrics revealed four distinct
clusters among the 62 students. Table 1 shows the CA metrics for all clusters. Cluster 1
students (n = 15) may be characterized as frequent researchers and careful editors;
these students spent a larger proportion of their time (50.8 %) compared to the other
groups viewing resources, and they edited their maps with moderate frequency.
However, their edits were more often supported by recent activities than any of the
other groups (unsupported edit percentage 54.3 %), and the information they viewed
was useful for improving their causal maps (potential generation percentage 56.0 %).
Cluster 2 students (n = 33) may be characterized as ‘Guess and check’ experimenters.
By far the largest group of learners, these are best characterized by their frequent map
edits (0.62 per minute), most of which (76.3 %) were unsupported. They did not view
the resources often (38 %), and the potential generated from their actions was low
(38.4 %). However, they had the highest map scores of all of the groups.

Confused guessers (Cluster 3; n = 9) edited their maps fairly infrequently and
usually without support (86.1 %). They spent an average of 40.9 % of their time
viewing sources of information, and much of their reading did generate potential
(potential generation percentage = 69.3 %). Unfortunately, when they did view useful
information, they often did not take advantage of it (used potential percent-
age = 9.1 %), indicating that they may have struggled to understand the relevance of
the information they encountered. Students in Cluster 4 (n = 6) may be characterized as
disengaged from the task. On average, these students spent more than 63.4 % of their
time on the system in a state of disengagement. Unsurprisingly, disengaged students
had a very high proportion of unsupported edits (99.5 %), low potential generation
percentage (29.7 %), and almost no used potential percentage (0.26 %).

Table 1. Means (and standard deviations) of CA metrics by cluster, from SimSelf data

Cluster Edit Freq. Unsup. edit % Info. view % Potential Gen. % Used potential % Disengaged
%

s1. Researchers/
Careful editors

(n = 15)

0.55 (0.25) 54.3 % (10.1 %) 50.8 % (7.6 %) 56.0 % (12.5 %) 50.9 % (14.1 %) 18.2 %
(4.4 %)

s2. Guess and check
experimenters

(n = 33)

0.62 (0.25) 76.3 % (10.9 %) 38.0 % (10.1 %) 38.4 % (16.3 %) 39.9 % (14.8 %) 21.9 %
(8.3 %)

s3. Confused guessers
(n = 9)

0.40 (0.21) 86.1 % (9.0 %) 40.9 % (12.2 %) 69.4 % (9.7 %) 9.1 % (7.1 %) 32.9 %
(9.5 %)

s4. Disengaged
(n = 5)

0.14 (0.11) 99.5 % (1.1 %) 20.8 % (6.9 %) 29.7 % (25.3 %) 0.26 % (0.58 %) 63.4 %
(7.8 %)
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Table 2 shows the pre-test and post-test scores broken down by cluster. These
results show that the researchers/careful editors and the guess and check experimenters
both did significantly better on the post-test than the pre-test, as determined by t-tests
(p values are reported in Table 2), but that the confused guessers and disengaged
students did not. However, it is worth noting that this could be an artifact of the group
sizes (clusters 3 and 4 were smaller, so they will necessarily have higher p values due to
less statistical power). Table 3 shows a similar pattern of map building performance by
cluster. It is expected that the careful editors might perform well, but they may have
been better supported if they were given feedback on how to use quiz results. Similarly,
the guess and check experimenters coudld have performed better if they had been
provided feedback on how to find relevant material in the resources, and then translate
them into components of the causal model. Previous work by Segedy [16] has achieved
some success through such feedback. Similar feedback early in the inervention would
have helped the Confused Guessers, and the Disengaged group (n = 5) very likely
needed help directly from the teacher outside of the system.

6.2 Temporal Behavior Analysis

To do a finer grained analysis of student activities, we considered an individual stu-
dent’s work to be a sequence of student-days, each with its own coherence metric
values based on what the student did on that day, resulting in 213 student-day feature
vectors. Student-days were then clustered on these metrics, (note that this means that an
individual student appears as multiple data points during this clustering). We then look
at the clusters themselves and the transitions of individual students between clusters
from day to day.

Table 4 presents the student-day cluster analysis. The clusters of daily activities
reveal similar patterns of activity to the overall student clustering, and are accordingly
similarly named. On a daily basis, researchers/careful editors view the most information
and make the fewest unsupported edits. Confused guessers view a lot of information that

Table 2. Means (and standard deviations) of assessment test scores by cluster

Cluster Pre-test Post-test t p Cohen’s d

s1. Researchers/Careful editors 8.00 (3.39) 9.44 (2.40) 1.93 0.045 0.49
s2. Guess and check experimenters 8.50 (4.11) 11.30 (2.80) 4.92 3 � 10−5 0.29
s3. Confused guessers 5.75 (3.24) 5.13 (11.60) 0.51 0.31 0.07
s4. Disengaged 2.33 (6.33) 4.33 (1.53) 0.96 0.22 0.43

Table 3. Means (and standard deviations) of map scores by cluster

Cluster Unit 1 map score Unit 2 map score

s1. Researchers/Careful editors 10.47 (3.81) 9.8 (3.65)
s2. Guess and check experimenters 10.82 (3.75) 9.52 (3.73)
s3. Confused guessers 2.44 (2.01) 3.78 (4.27)
s4. Disengaged 1.60 (2.19) 2.4 (3.36)
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had potential to answer their questions, but nevertheless make a large number of
unsupported edits. The clustering of daily data reveals a much larger percentage of
disengaged learners than the overall study analysis revealed. This indicates that although
many students spent part of a day (average 38 %) disengaged (n = 70), only very few
were disengaged for extended periods of the study (n = 5).

Considering the student-days as sequences shows how students’ problem-solving
behaviors changed on a day-to-day basis. Table 5 shows the frequency of all
day-to-day transitions made by students with the ratio (in brackets) of the observed
frequency of that transition to the frequency expected from a baseline random transition
model where the number of transitions from cluster A to cluster B is proportional to the
size of A times the size of B. The three highest and three lowest transition ratios across
different clusters are shown in bold.

The results of this analysis show several interesting trends. First, transitions to the
same cluster (along the diagonal, i.e. non-transitions) were more common than random
for all clusters, indicating that students’ behavior profiles are at least somewhat stable

Table 4. Means (and standard deviations) of by-day CA metrics by cluster, from SimSelf
student-day data

Cluster Edit Freq. Unsup. edit % Info. view % Potential Gen. % Used potential % Disengaged %

d1. Researchers/
Careful editors

(n = 32)

0.40 (0.20) 64.2 % (16.2 %) 43.0 % (12.0 %) 41.8 % (15.7 %) 59.0 % (22.1 %) 16.2 % (9.2 %)

d2. Guess and
check
experimenters
(n = 75)

0.76 (0.33) 41.7 % (14.5 %) 52.9 % (10.1 %) 66.9 % (16.1 %) 44.1 % (21.6 %) 21.2 % (14.9 %)

d3. Confused
guessers
(n = 39)

0.34 (0.35) 96.0 % (8.3 %) 29.0 % (21.3 %) 12.3 % (13.9 %) 5.3 % (12.6 %) 38.5 % (30.8 %)

d4. Disengaged
(n = 70)

0.40 (0.34) 89.9 % (13.1 %) 40.3 % (20.7 %) 72.1 % (18.0 %) 13.0 % (17.9 %) 35.0 % (18.0 %)

Table 5. Count of day-by-day SimSelf cluster transitions [and ratio with respect to random].

Cluster d1 d2 d3 d4

d1. Researchers/Careful editors 4 9 6 8
[1.17] [1.13] [1.44] [1.12]

d2. Strategic experimenters 11 25 6 12
[1.38] [1.34] [0.62] [0.72]

d3. Confused guessers 0 7 10 11
[0.00] [0.72] [1.98] [1.26]

d4. Disengaged 3 8 13 18
[0.42] [0.48] [1.49] [1.20]
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from one day to another. In particular, the confused guessers seemed stuck to their
suboptimal work mode (1.98:1). Many more disengaged students became confused
guessers than expected (1.49:1), but rarely they became guess and check experimenters
or researchers/careful editors. In fact, only guess and check experimenters showed
behavior transitions to researchers/careful editors (1.38:1) more often than expected.
Researchers/careful editors had more of all four transitions than expected, indicating
that it was an unlikely cluster for the final day. Overall, the experimenters were the
most engaged group, and they were the only cluster that became disengaged less
frequently than expected (0.72:1).

6.3 Comparison to Previous Work

To evaluate the stability of the CA features when identifying similar clusters of stu-
dents in different student populations, we compared our clusters to those in a previous
study [7] of an OELE called Betty’s Brain, in which students similarly build a causal
map. Clustering analysis of our data identified clusters of with similar characteristics,
indicating that the CA metrics can be used across different student populations learning
different material (Table 6).

The Betty’s Brain data analysis identified an additional cluster (Engaged and
Efficient) as well as one where students were more strategic experiments than guess and
check experimenters (see Table 2). Their engaged and efficient students were charac-
terized by a high edit frequency most of which (70.9 %) were supported. This cluster of
students is distinct the other four clusters the two studies have in common in that they
used a large majority of the potential they generated (82.0 %) and were rarely in a state
of disengagement (3.1 %). A reason for this may be that the Betty’s Brain study was
run for a longer period of time (4 weeks instead of 2), and students evolved into
engaged and efficient learners as the intervention progressed (see [16]). For the same
reason, the guess and check experimenters may not have evolved into the strategic
experimenters we saw in the Betty’s Brain study. In addition, the SimSelf students were

Table 6. Means (and standard deviations) of CA metrics by cluster, from Betty’s Brain data

Cluster Edit Freq. Unsup. edit % Info. view % Potential Gen. % Used potential % Disengaged %

b1. Researchers/
Careful editors
(n = 24)

0.30 (0.11) 29.4 % (16.1 %) 42.4 % (11.0 %) 71.4 % (10.6 %) 58.9 % (15.4 %) 15.7 % (9.9 %)

b2. Strategic
experimenters

(n = 39)

0.60 (0.23) 54.4 % (14.8 %) 33.5 % (8.3 %) 58.7 % (18.9 %) 62.6 % (16.2 %) 10.9 % (7.4 %)

b3. Confused
guessers (n = 5)

0.21 (0.06) 73.5 % (13.5 %) 58.9 % (7.7 %) 45.8 % (19.4 %) 23.1 % (12.6 %) 4.8 % (5.4 %)

b4. Disengaged
(n = 6)

0.33 (0.11) 74.7 % (17.4 %) 27.0 % (9.6 %) 54.9 % (9.3 %) 28.0 % (8.7 %) 33.6 % (8.4 %)

b5. Engaged/Efficient
(n = 24)

1.04 (0.32) 29.1 % (15.2 %) 35.4 % (8.6 %) 76.8 % (9.5 %) 82.0 % (9.0 %) 3.1 % (5.0 %)
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much less engaged, 25.3 % disengaged versus 11.2 % disengaged. This large differ-
ence is most likely due to the fact that our recent study involved students at a regular,
urban middle school whereas the other study involved students at a magnet school for
high-achievers.

Although it is difficult to quantitatively compare the transition results from [12] to
these new results because the cluster centroids are different, the results are fairly
qualitatively consistent. In both studies, there were more transitions to the same cluster
(i.e., non-transitions) than would be predicted by a random model. In addition, students
tended to transition back and forth between “Confused” and “Disengaged”. Finally,
and most interestingly, in both studies “Researchers/Careful Editors” were more likely
than the “Experimenters” to become confused and eventually disengaged. This indi-
cates that edit frequency is a better predictor of future engagement than the proportion
of edits which are supported by information viewing.

7 Discussion and Conclusions

In this paper, we presented an analysis of students’ day-to-day problem solving
approaches of middle school students using SimSelf [13] to learn about climate change.
We modeled the students’ behavior with coherence analysis-based metrics [7] and
clustered the resulting feature vectors to reveal commonalities in their problem solving
approaches. We compared the resulting clusters to those in a different study [12] and
we identified four of the five student learning behavior clusters found by that research.
The missing cluster, engaged and efficient students, was likely missing due to the
different student populations at the magnet school.

We also compared the students’ activities on a daily basis with their activities over
the entire study. This revealed that although many students were disengaged for parts
of a single day, only a very small number (5) were disengaged for most of the study.
Finally, the cluster transition analysis showed that students were more likely than
expected to transition to disengaged than expected, with the exception of the guess and
check experimenters. As discussed before, with proper scaffolding, these students could
have been encouraged to become more strategic experimenters. Similarly, confused
guessers are highly likely to remain in that state or transition to disengaged, even
though they are reading many of the right resources. This indicates that OELEs need to
better support students who are not making progress to help them make the connections
between the information that they are viewing and the problem that they are attempting
to solve.

We have demonstrated that coherence-based metrics can be applied to model
students in different populations doing different tasks. These metrics can be used to
identify clusters of learning behaviors that are characteristic of common learning
patterns. In future, these metrics could be embedded within OELEs to detect unpro-
ductive learning behaviors and to adapt the user interactions to encourage students to
avoid becoming disengaged and/or prevent the confusion that leads to guessing.
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Abstract. In this study we tested whether external regulation provided by
artificial pedagogical agents (PAs) was effective in facilitating learners’
self-regulated learning (SRL) and can therefore foster complex learning with a
hypermedia-based intelligent tutoring system. One hundred twenty (N = 120)
college students learned about the human circulatory system with MetaTutor
during a 2-hour session under one of two conditions: adaptive scaffolding
(AS) or a control (C) condition. The AS condition received timely prompts from
four PAs to deploy various cognitive and metacognitive SRL processes, and
received immediate directive feedback concerning the deployment of the pro-
cesses. By contrast, the C condition learned without assistance from the PAs.
Results indicated that those in the AS condition gained significantly more
knowledge about the science topic than those in the C condition. In addition,
log-file data provided evidence of the effectiveness of the PAs’ scaffolding and
feedback in facilitating learners’ (in the AS condition) metacognitive monitoring
and regulation during learning. We discuss implications for the design of
external regulation by PAs necessary to accurately detect, track, model, and
foster learners’ SRL by providing more accurate and intelligent prompting,
scaffolding, and feedback regarding SRL processes.

Keywords: Self-regulated learning � Metacognition � Pedagogical agents �
Externally regulated learning � ITS � Scaffolding � Learning � Product data �
Process data

1 Objectives, Theoretical Framework, and Related Work

Self-regulated learning (SRL) is a hallmark of human learning and a key factor in
problem solving, reasoning, and understanding complex instructional and training
materials with advanced learning technologies (ALTs) such as intelligent tutoring sys-
tems (ITSs) [1, 2]. For example, when learning about complex STEM topics, research
indicates that individuals can gain deep conceptual understanding through the effective
use of cognitive, affective, metacognitive, and motivational (CAMM) self-regulatory
processes [1, 3–6]. The successful use of cognitive and metacognitive SRL processes
involves setting meaningful goals for one’s learning, planning a course of action for
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attaining these goals, deploying a diverse set of effective learning strategies in pursuit of
the goals, continuously and accurately monitoring one’s own understanding of the
material and the appropriateness of the current information, and adapting one’s goals,
strategies, and navigational patterns based on the results of such monitoring processes
and resulting judgments [7]. Unfortunately, there is ample interdisciplinary evidence to
show that few learners engage in effective SRL [8, 9]. Although motivation and affect
[10–12] play a role in determining learners’willingness to self-regulate, we assume a lack
of cognitive and metacognitive self-regulatory knowledge and skills is the main obstacle
to adequate regulation and, subsequently, deficient learning gains and conceptual
understanding [2].

Furthermore, learners attempting to self-regulate often face limitations in their own
metacognitive knowledge and skills, which, when compounded with a lack of domain
knowledge, can result in cognitive overload, negative affective reactions, and decreased
interest and persistence [6, 11, 12]. One method of relieving the cognitive burden
placed on learners in this situation is to provide assistance in the form of adaptive
scaffolding. Similar to seminal work by Graesser and colleagues and Chi and col-
leagues, previous experiments conducted by Azevedo and colleagues [7] on human
tutors as external regulating agents established that adaptive scaffolding provided by a
human tutor leads to greater deployment of sophisticated planning processes,
metacognitive monitoring processes, and learning strategies as well as larger shifts in
mental models of the domain. The purpose of the current work on externally regulated
learning (ERL) is to empirically test whether the adaptive scaffolding provided by
multiple artificial PAs (as externally regulating agents) within a hypermedia-based ITS
(i.e., MetaTutor) is also capable of producing the same, or better, learning outcomes
and increased use of effective SRL processes during STEM learning. As such, this
study examines the effectiveness of several PAs in externally regulating and fostering
complex learning with ITSs.

2 Method

2.1 Participants

One hundred twenty college students (52 % female) from a large university in North
America participated in this study in 2015. The mean age of the participants was 20.4
years and their mean GPA was 3.29. All participants were paid up to $40 for com-
pletion of the 2-day, 4-hour experiment.

2.2 Pretest and Posttest Measures

Several materials were developed for this study including self-report measures of
emotions (e.g., EV, revised Agent Persona Inventory) and motivation and two versions
of the pretest and posttest about the human circulatory system. For example, the pretest
and posttest each included 30 four-foil multiple-choice items.

198 R. Azevedo et al.



2.3 MetaTutor: Intelligent Hypermedia-Based Tutoring System
for Biology

MetaTutor is an intelligent hypermedia-based tutoring system that includes 47 pages of
text and static diagrams of the human circulatory system [13, 14]. During learning
participants were guided by four PAs that provided timely scaffolding for each par-
ticipant. Each agent, aside from Gavin the Guide, offered support on one specific
component of SRL (i.e., planning, metacognition, and cognitive strategies). Gavin’s
objective was to support participants as they navigated the environment. Pam the
Planner supported participants by emphasizing planning, activating prior knowledge,
and creating relevant subgoals. Mary the Monitor supported participants by helping
them monitor various metacognitive processes and make accurate metacognitive
judgments during the session. Mary recommends the use of metacognitive processes
such as content evaluations (CE), feelings of knowing (FOK), judgments of learning
(JOL), and monitoring progress toward goals (MPTG). Sam the Strategizer encouraged
effective cognitive strategy use (i.e., coordinating informational sources, making
inferences, taking notes, summarizing hypermedia science content) as participants
progressed toward completing their goals.

The MetaTutor interface (see Fig. 1) was designed to support, model, and foster
self-regulated learning. The center of the interface contains the text and diagrams.
These are the learning materials that are used to accomplish all subgoals and the
overarching goal of learning about the circulatory system. The SRL palette is located
on the right pane of the interface and enables participants to engage in SRL strategies.
By clicking on the elements of the palette, participants can use eight strategies: creating
summaries, making inferences, taking notes, activating prior knowledge, MPTG, CE,
JOL, and FOK. Participants are free to use any of these components at any time
throughout the session, and the strategies can be either user- or system-initiated. One of

Fig. 1. Screenshot of the MetaTutor interface.
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the four PAs is located just above the palette, in the top right corner of the interface.
The agent that is displayed is dependent upon the circumstances of the session (i.e.,
what type of scaffolding the system is deploying, what type of instruction is being
offered). Only one agent is displayed at a time in this window. To the left of the agent
window and at the top of the interface are the participants’ subgoals. The subgoal that
the participant is currently working on is located at the top of the list as a reminder. On
the left-hand pane of the interface, below the timer, is the table of contents. This allows
participants to view the titles of each of the 47 pages, which are organized by section.
At the bottom of the interface we find a textbox where participants are able to enter
their subgoals and their prior knowledge about those subgoals. The textbox is also used
throughout the session when the participant engages in certain SRL processes.

2.4 Adaptive Scaffolding vs. No Scaffolding Conditions

We used two different versions of MetaTutor: one for each of the two conditions, an
adaptive scaffolding (AS) condition and a control (C) condition. In the AS condition
participants received timely scaffolding from the agents. This scaffolding was designed
to reflect the interaction a learner would receive from a human tutor. In this condition
there were both user- and system-initiated actions. User-initiated actions were made by
using the SRL palette. For example, participants could click on the SRL palette to
indicate they wanted to take notes or metacognitively judge the relevancy of text or
diagrams to their current subgoals. System-initiated actions were brought on by a
complex set of production rules that fire when certain conditions are met. For instance,
when participants navigated to a page that was not relevant to their current subgoal and
remained on this page for 15 s, a production rule was initiated that would fire Mary the
Monitor. Mary would then prompt participants to make a CE about the relevancy of the
page and image to their current subgoal. In total, MetaTutor uses 20 production rules
(13 cognitive, 7 metacognitive) that are triggered by time and action thresholds. Par-
ticipants in the AS condition were also afforded feedback from Pam while setting up
their subgoals. She informed the participants on whether their proposed subgoal was
too broad or too general and then continued to assist the participants in setting an
appropriate subgoal.

In the control condition, participants were not afforded feedback or scaffolding
from the agents. For example, during the subgoal setting phase, Pam only suggested the
subgoal that the participant should choose. In this condition, participants were free to
navigate the environment without any feedback or scaffolding from the agents. Further,
they were not prompted to use any SRL strategies. However, it is important to note that
the participants were still able to engage in SRL strategies on their own, if they so
chose; they were afforded the same instructions and instructional videos; and they were
exposed to the same multimedia learning content. Thus, the conditions were separated
by the element of scaffolding and feedback, whereby the prompt and feedback group
engaged in interaction with the agents, and the control condition did not. This design
makes it possible to investigate the effectiveness of PAs in scaffolding participants as
they engaged in conceptual learning. A complete description of the production rules
governing the PAs’ behaviors is beyond the scope of this paper.
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2.5 Experimental Procedure

The MetaTutor study took place over two sessions that had to take place within a 3-day
span. The first session lasted approximately 30–60 min and the second session lasted
up to 180 min. After consenting to the study, participants were instrumented, and the
eye-tracker and Attention Tool were calibrated. A baseline was established for elec-
trodermal activity (EDA) as well as for the facial recognition of emotion software. The
participant was then presented with an overview of the study. Following the overview,
participants filled out a demographic questionnaire and several self-report measures of
personality, emotions, and motivation. After completing these measures, participants
were administered the 30-item multiple-choice pretest.

During the second session of the study, participants were instrumented, and the
eye-tracker and Attention Tool were calibrated. A baseline was established for EDA as
well as for the facial recognition of emotion software. The participant was then presented
with an overview of what was going to take place during the session and was allowed to
begin. The session started with Gavin giving a short introduction, and then an intro-
ductory video launched to introduce the agents and give an overview of the user interface
and its functionality. After the video, Gavin gave the participants their overarching goal
of the session, which was to learn all they could about the circulatory system. Before
starting, the participant had to complete the AGQ and EV (i.e., motivation and emotions
self-report measures). Next Pam the Planner assisted the participants to set up their
subgoals. This was aided by an instructional video that explained how to set subgoals.
After the participants successfully set their two subgoals, they were provided with their
pretest scores and were offered the opportunity to switch either or both of them with any
of the other five possible subgoals. After the participants made a decision on their
subgoals, they were asked to recall everything they knew about that particular subgoal.
This was used to determine prior knowledge of the learning content. Next the participants
were required to take several self-report measures of emotions and motivation, and
viewed an informational video that explained how to efficiently use the interface at a
higher level (i.e., how to use the SRL palette). At this point, the participants were ready to
start learning with the system. Throughout the 90-minute learning session, instrumented
participants were presented with several emotions and motivation self-report measures
(presented by the system based on time thresholds, learning episodes, assessment results,
and SRL activities) while rich trace data were collected for subsequent analyses. At the
completion of the session, they were administered the same self-report measures and an
equivalent posttest, paid for their time, and debriefed on the study.

3 Results

3.1 Question 1: Do Different Scaffolding Conditions Lead Students
to Gain Significantly More Knowledge About the Human Circulatory
System?

An analysis of covariance (ANCOVA) with two levels (scaffolding conditions: AS
or C), using posttest as the dependent measure and pretest (MC = 18.73, SD = 3.81;
MAS = 15.90, SD = 4.58) as the covariate, was performed to answer this research
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question. Before conducting each analysis, we ensured homogeneity of variance and
significance of the covariate for each dependent variable. Results indicated that there
were significant differences in posttest scores between experimental conditions while
controlling for pretest score; F(1, 117) = 76.90, p < .001, ηp

2 = .40. Specifically,
learners in the AS condition had significantly higher posttest scores (M = 21.12,
SD = 4.25) compared to learners in the C condition (M = 19.80, SD = 3.83). Thus,
results indicate that when learners were provided with prompts and feedback from the
PAs, they outperformed learners who did not receive prompts and feedback from the
PAs on the posttest. The maximum score on both pretest and posttest measures was 30.

3.2 Question 2: Do Different Scaffolding Conditions Impact the Duration,
Frequency, and Quality of Learning and Knowledge Construction
Activities, and Performance on Embedded Assessments During
Learning with MetaTutor?

Adaptive scaffolding of SRL by PAs involves well-orchestrated learner-system inter-
actions involving learning activities (e.g., learners reading relevant multimedia content
on the biology topic while monitoring several aspects of their existing knowledge of
the material, emerging understanding, relevancy of content, etc.) and knowledge
construction activities (e.g., taking notes on relevant multimedia content and adding
newly found biology content to existing notes) followed by periodic embedded
assessments at both the page and subgoal levels to assess the quality of the cognitive
and metacognitive SRL processes deployed during learning with MetaTutor. As such,
we conducted several independent t-tests1 on key variables from learners’ log-files to
determine whether scaffolding conditions impacted the duration, frequency, and quality
of learning and knowledge construction activities, and performance on embedded
assessments during learning with MetaTutor.

The results show that those in the AS condition spent a significantly greater amount
of time with the system during the second session (on average approx. 129 min for
those in the AS condition vs. 106 min for those in the C condition; see Table 1). This
result is accounted for by the amount of time learners in the AS condition were
externally regulated by the four PAs while attempting to self-regulate their learning
about the circulatory system. In contrast, those in the C condition spent a significantly
greater proportion of time reading the science content. The acquisition and retention of
the science content, based on reading, was periodically assessed by having learners
perform page-level quizzes, and the results show that those in the AS condition took
significantly more page-level quizzes and scored significantly better on them compared
to those in the C condition. Note taking is a key knowledge construction activity, and
while our results indicate no significant differences in the frequency and duration of
note-taking events (including note checking) by both groups, we did find significant
differences that show learners in the AS condition checked their notes more frequently

1 The Bonferroni correction was used to adjust p values since several statistical tests were performed
simultaneously on the data set.
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and added more summaries to their existing notes compared to learners in the C
condition. Lastly, learners in neither condition differed in the number and scores on
subgoal quizzes (see Table 1).

3.3 Question 3: Do Different Scaffolding Conditions Impact
the Frequency of Cognitive Strategies and Metacognitive Processes
Deployed During Learning with MetaTutor, After Controlling
for Pretest?

Understanding the impact of PAs’ external regulation of learners’ SRL requires analyses
of the frequency of both learner-initiated SRL moves and system-initiated ERL moves
during learning with MetaTutor. As such, for assessing the differences in the
use of cognitive learning strategies between scaffolding conditions while controlling
for pretest score, we ran a MANCOVA with total summaries, total note taking, and total
inferences made as the three dependent variables, scaffolding condition as the inde-
pendent variable, and pretest score as the covariate. Results indicated a significant
MANCOVA; Wilks’ k = .44, F(3, 115) = 49.37, p < .001, ηp

2 = .56. Between-subjects
effects indicated, while controlling for pretest score, significant differences in total
summaries (F(1, 117) = 144.50, p < .001, ηp

2 = .55) and total note taking instances
(F(1, 117) = 4.88, p = .03, ηp

2 = .04) between scaffolding conditions; however, there
were no significant differences in total inferences made (F(1, 117) = 1.01, p = .32,
ηp
2 = .01) between scaffolding conditions. Specifically, while controlling for pretest,

learners in the AS condition made significantly more summaries (M = 9.83, SD =
6.04) and took significantly more notes (M = 12.97, SD = 12.82), compared to the total
summaries (M = 0.20, SD = 0.44) and note taking instances (M = 8.37, SD = 14.21) by
those in the C condition (see Fig. 2).

Table 1. Means (and SDs) for learning and knowledge construction activities, and embedded
assessments by scaffolding condition.

No scaffolding Adaptive scaffolding
Variable M (SD) M (SD)

Duration of session (s) 6372.12 (303.78) 7776.97 (796.01)*
Time spent reading (s) 5681.75 (266.92) 6268.40 (580.43)*
Proportion spent reading 0.8919 (0.04)* 0.8079 (.02)
Frequency of page quizzes 2.78 (6.70) 9.02 (7.74)*
Page quiz score 1.05 (1.11) 1.84 (.56)*
Frequency of note taking 6.25 (11.20) 7.90 (9.54)
Duration of note taking 503.52 (995.25) 585.10 (778.55)
Duration of note checking 87.63 (319.66) 139.85 (162.20)
Frequency of checking notes 1.88 (3.80) 3.35 (3.59)*
Number of summaries added to notes 0.12 (0.32) 4.63 (5.88)*
Frequency of subgoal quizzes 3.43 (2.03) 3.52 (2.38)
Subgoal quiz score 5.27 (2.24) 5.96 (2.11)

Note. * = p < .05; s = seconds.
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Additionally, we assessed the differences in use of metacognitive processes
between scaffolding conditions, and ran a second MANCOVA with total JOL, total
FOK, total CE, and total MPTG as the four dependent variables, scaffolding condition
as the independent variable, and pretest score as the covariate. Results indicated a
significant MANCOVA; Wilks’ k = .48, F(4, 114) = 30.74, p < .001, ηp

2 = .52.
Between-subjects effects revealed, while controlling for pretest score, that there were
significant differences in total JOLs (F(1, 117) = 16.79, p < .001, ηp

2 = .13) and total
CEs (F(1, 117) = 113.14, p < .001, ηp

2 = .49) between scaffolding conditions; how-
ever, there were no significant differences in total FOKs (F(1, 117) = 1.64, p = .20,
ηp
2 = .01) or total MPTGs (F(1, 117) = .73, p = .40, ηp

2 = .01) between scaffolding
conditions. Specifically, learners in the adaptive scaffolding condition made signifi-
cantly more JOLs (M = 6.72, SD = 7.68) and CEs (M = 7.27, SD = 4.65) than learners
who made JOLs (M = 1.72, SD = 4.59) and CEs (M = 0.30, SD = 0.70) in the control
condition (see Fig. 3).

Fig. 2. Mean frequency of three cognitive strategies by scaffolding condition (Color figure
online).

Fig. 3. Mean frequency of four metacognitive strategies by scaffolding condition (Color figure
online).
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4 Conclusions and Future Directions

Our results indicate the adaptive scaffolding provided by PAs is effective in fostering
complex learning about challenging STEM topics with ITSs such as MetaTutor in a
relatively short amount of time (approx. 2 h). We demonstrated that compared to a
control condition (where learners were not provided external regulation by PAs), those
in the AS condition significantly improved their learning from pretest to posttest, spent
disproportionately less time reading content (compared to other activities), took more
page-level quizzes and scored significantly better on them, and also checked their notes
more often and added summaries to them throughout the learning session. In addition,
PAs’ adaptive scaffolding was effective in prompting learners to use more cognitive
strategies such as creating summaries and notes about the topic as well as using key
metacognitive processes such as making JOLs and CEs to enhance their learning.

Our data also revealed some interesting results that need further examination by
analyzing the rich multimodal trace data collected in this study. First, despite spending
more time reading content, those in the C condition did not outperform those in the AS
condition. This leads us to believe that finer-level analyses of the trace data are nec-
essary to understand the dynamics between learners’ SRL and the PAs’ ERL
throughout the session that facilitated better performance on the posttest. In addition,
this finding also raises the questions about quantity versus quality—that is, more
reading does not directly translate into more learning because more accurate and
efficient reading by using key cognitive and metacognitive processes such as JOLs and
CEs in combination with cognitive strategies such as summaries and note taking is key
to foster complex learning. The same reasoning applies to the duration of note taking
during learning. Second, while those in the AS condition outperformed those in the C
condition on page-level quizzes, further investigation is still needed as to why learners
in both conditions performed equally poorly on subgoal quizzes. Why is the ERL
provided by PAs in the AS condition not leading to significantly better subgoal quiz
scores? Third, it is evident that some cognitive strategies, such as making inferences,
are too sophisticated for low prior knowledge learners who need to spend time reading
to acquire knowledge about the topic and therefore should only be prompted by PAs
once they have demonstrated a certain level of content understanding. Fourth, it is also
evident that several metacognitive processes such as FOKs and MPTGs are seldom
used during a learning task and therefore may not need to be prompted and scaffolded
as often as other key metacognitive processes. On the other hand, this may also reveal
low SRL prior knowledge.

Lastly, SRL and ERL between human and artificial agents is a core issue in the ITS
community [16]. Contemporary research on ITSs with multiple agents has focused on
SRL while relatively little effort has been made to use externally regulated learning as
a guiding theoretical framework [7–9, 15]. This oversight needs to be addressed given
the complex nature that self- and other-regulatory processes play when human learners
and artificial agents interact to support learners’ internalization of SRL processes. For
example, learning with MetaTutor involves having a learner interact with four artificial
PAs. Each agent plays different roles including modeling, prompting, and scaffolding
SRL processes (e.g., planning, monitoring, and strategy use) and providing feedback
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regarding the appropriateness and accuracy of learners’ use of SRL processes in real
time and potentially changing the ERL strategies based on its ability to monitor and
reflect on the impact on the learners’ individual responses to ERL. For example, the
external regulating agent may have to modify its cognitive and metacognitive scaf-
folding at some point during learning and include affect regulation strategies (e.g.,
cognitive reappraisal) due to its perception, understanding, and reflection that its
scaffolding and feedback is resulting in increasingly negative affective reactions (e.g.,
frustration) from a learner. Lastly, our goal is to build intelligent artificial agents
capable of ERL by detecting, tracking, modeling, and fostering learners’ cognitive,
affective, metacognitive, and motivational (CAMM) SRL. By doing so, we will extend
the human and computerized theoretical models typically used in this research area and
therefore revolutionize the field of ITS by having interdisciplinary researchers address
conceptual, theoretical, methodological, and analytical issues.
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Abstract. Bayesian Knowledge Tracing (BKT) is one of the most
widely adopted student modeling methods in Intelligent Tutoring Sys-
tems (ITSs). Conventional BKT mainly leverages sequences of obser-
vations (e.g. correct, incorrect) from student-system interaction log
files to infer student latent knowledge states (e.g. unlearned, learned).
However, the model does not take into account the instructional inter-
ventions that generate those observations. On the other hand, we
hypothesized that various types of instructional interventions can impact
student’s latent states differently. Therefore, we proposed a new student
model called Intervention-Bayesian Knowledge Tracing (Intervention-
BKT). Our results showed the new model outperforms conventional BKT
and two factor analysis based alternatives: Additive Factor Model (AFM)
and Instructional Factor Model (IFM); moreover, the learned parameters
of Intervention-BKT can recommend adaptive pedagogical policies.

Keywords: Knowledge tracing · Hidden Markov Model · Input Output
Hidden Markov Model · Student modeling · Instructional intervention

1 Introduction

Bayesian Knowledge Tracing (BKT) is one of the most widely adopted student
modeling methods. BKT leverages sequences of observations (e.g. correct, incor-
rect) from student-system interaction log files to continually update the estimate
of student latent knowledge (e.g. unlearned, learned), regardless of the instruc-
tional interventions generate the corresponding observations. Instructional inter-
ventions are actions initiated by the system guiding student learning activity.
For example, two common instructional interventions are elicit and tell : Elicit
represents asking a student what is the next step, while tell means delivering
educational content via a written statement that reveals the next step.

While conventional BKT does not take into account various types of instruc-
tional interventions that generate student observations, they can directly impact
student’s latent states differently. For example, a correct observation should be
treated differently depending on whether it is drawn from an open-ended question
or a multiple choice one. Similarly, a correct observation should be treated differ-
ently depending on whether it is generated by the student (e.g., the tutor elicits)
c© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 208–218, 2016.
DOI: 10.1007/978-3-319-39583-8 20
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or the tutor (e.g., the tutor tells). We proposed a new approach Intervention-
Bayesian Knowledge Tracing (Intervention-BKT), which can: (1) incorporate
different types of instructional interventions into student model, and (2) can
tease apart their effects on student’s performance by training a separate set of
parameters for each intervention type.

Much of the prior research on evaluating student models did not take different
pedagogical strategies that an ITS can employ into account. In our experiment,
we trained our models on datasets generated from four training corpus follow-
ing different pedagogical strategies that vary from ineffective policies to effec-
tive ones. We investigated whether Intervention-BKT would outperform con-
ventional BKT regardless of the pedagogical strategies employed. Additionally,
we extended our comparison to two other factor analysis based approaches: the
widely applied Additive Factor Model (AFM) [4] and the Instructional Factor
Model (IFM) [5]. The latter can be seen as an extension of AFM to incorporate
different instructional interventions. Finally, we use the parameters learned from
our Intervention-BKT models to design adaptive and personalized pedagogical
policies.

2 Related Work

In recent years a variety of extensions of BKT have been investigated. Pardos
and Heffernan [8] proposed KT-IDEM model by adding a problem difficulty node
to the conventional BKT model. Their results showed that KT-IDEM model
significantly outperformed BKT on ASSISTments dataset but not on Cognitive
Tutor dataset [8]. While KT-IDEM assumes that St only depends on St−1, but
not the input It, our model assumes that St (a student’s knowledge state at a
time t) depends on both St−1 (a student’s previous knowledge state at t−1) and
the current input It. In other words, we assume that the input (i.e., instructional
interventions) impact student knowledge state while KT-IDEM does not.

Beck et al. proposed the HELP model [3] to measure the impact of the
tutors’ help. The basic structure of the HELP model is very similar to our
Intervention-BKT. Note that the input nodes in the Intervention-BKT represents
instructional actions (elicit vs. tell) that are determined by the system. However,
in their ITS, help is requested by the student, which may imply the higher
knowledge level a student has, the less likely he/she will ask for help. That is,
whether the student would ask for help at time t may depend on the student’s
learned state St, which is not reflected in the HELP model. This might be one
of the reasons why their results showed that HELP model did not yield a more
accurate prediction compared to BKT.

Additionally, a series of research have been done on applying individualized
parameters to BKT. For example, Pardos and Heffernan proposed Prior Per Stu-
dent model [9] which adds a multinomial node representing student’s incoming
competence to the BKT model and they showed their model performed better.
Yudelson et al. [11] proposed to use student-specific probability of learning and
showed that their method is more effective than BKT. Finally, an innovative app-
roach by Baker and Corbett [2] is to contextually estimate whether each student
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guesses or slips, thus avoiding the effect of identifiablity and model degeneracy
caused by uncertainty. Results showed that their model substantially improved
accuracy and reliability compared to the conventional BKT model.

In our paper, we will compare our Intervention-BKT model and BKT against
two factor analysis based methods. Previously, BKT has been directly compared
against factor analysis based method [7] and the results showed that the latter
is as good or better than BKT. However, datasets in their comparisons mainly
involve single intervention. In this paper, we will compare all four models on a
dataset involving two types of instructional interventions elicit and tell.

3 Method

3.1 Bayesian Knowledge Tracing (BKT)

BKT is a user modeling method extensively used in ITS. Figure 1 shows a graph-
ical representation of the model and a possible sequence of student observations.
The shaded nodes S represent hidden knowledge states. The unshaded nodes
O represent observation of students’ behaviors. The edges between the nodes
represent their conditional dependence.

Nodes representations: 
S: knowledge state 
O: student observation 

Node value: 
S: unlearned, learned 
O: incorrect, correct 

ST

OT

St

Ot

St-1

Ot-1

S1

O1

correct incorrect incorrect correct

Fig. 1. The Bayesian network topology of the standard Knowledge Tracing model

Fundamentally, the BKT model is a two-state Hidden Markov Model (HMM)
[13] characterized by five basic elements: (1) N, the number of different types of
hidden state; (2) M, the number of different types of observation; (3) Π, the ini-
tial state distribution P (S0); (4) T, the state transition probability P (St+1|St)
and (5) E, the emission probability P (Ot|St). Note that both N and M are pre-
defined before training occurs, while Π, T and E are learned from the students’
observation sequence.

Conventional BKT assumes there are two types of hidden knowledge state
(N=2), that is, the student’s knowledge states (i.e., unlearned and learned). It
also assumes there are two types of student observation (M=2), that is, the
student’s performance (i.e., incorrect and correct). BKT makes two assump-
tions about its conditional dependence as reflected in the edges in Fig. 1. The
first assumption BKT makes is a student’s knowledge state at a time t is only
contingent on her knowledge state at time t−1. The second assumption is a stu-
dent’s performance at time t is only dependent on her current knowledge state.
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These two assumptions are captured by the state transition probability T and
the emission probability E. To fit in the context of student learning, BKT
further defines five parameters: (1) Prior Knowledge = P(S0=learned); (2)
Learning rate = P(learned | unlearned); (3) Forget = P(unlearned | learned);
(4) Guess = P(correct | unlearned) and (5) Slip = P(incorrect | learned).
Baum-Welch algorithm (or EM method) is used to iteratively update the model’s
parameters until a maximized probability of observing the training sequence is
achieved.

3.2 Intervention Bayesian Knowledge Tracing (Intervention-BKT)

Intervention-BKT is build by incorporating different types of instructional
interventions into BKT. Its Bayesian network topology is displayed in Fig. 2.
Compared with BKT, Intervention-BKT adds a sequence of unshaded input
nodes I. The arrows between input nodes I and student observation nodes O rep-
resent how instructional interventions affect a student’s performance. The arrows
between input nodes I and knowledge state nodes S represent how instructional
interventions affect a student’s hidden knowledge state.

IT

elicit elicit tell elicit 
Nodes representations: 
I: instructional intervention  
S: knowledge state 
O: student observation 

Node value: 
I:  action1 , action2, actionK.

S: unlearned, learned 
O: incorrect, correct 

ST

OT

It

St

Ot

It-1

Ot-1

I1

O1

correct incorrect correct correct 

St-1S1

Fig. 2. The Bayesian network topology of the Intervention-BKT model

Intervention-BKT is a special case of Input Output Hidden Markov Model
(IOHMM) [14], which is extended from HMM. This model is characterized by
six basic elements: (1) K, the number of different types of input; (2) N, the
number of different types of hidden state; (3) M, the number of different types of
observation; (4) Π, the initial state distribution P (S0); (5) T, the state transition
probability P (St|It, St−1) and (6) E, the emission probability P (Ot|It, St)

Intervention-BKT makes two distinctions compared to BKT. First, it
employs a parameter K representing the number of input types, that is, the
instructional intervention types. Second, Intervention-BKT makes two different
assumptions about its conditional dependence as represented by the edges in
Fig. 2: (1) a student’s knowledge state at a time t is contingent on her previous
state at time t−1 as well as the current intervention It; (2) a student’s per-
formance at time t is dependent on her current knowledge state St as well as the
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Table 1. Elicit vs. Tell

(a) Elicit Version (b) Tell Version

1. T: So let’s start with determining the
value of v1

1. T: So let’s start with determining the
value of v1.

2. T: Which principle will help you
calculate the rock’s instantaneous
magnitude of velocity at T1?
{ELICIT}

2. T: To calculate the rock’s
instantaneous magnitude of velocity
at T1, we will apply the definition of
kinetic energy again. {TELL}

3. S: definition of kinetic energy

current intervention It. Similarly, Our Intervention-BKT employs 1 + 4 × K
parameters (compared with 5 parameters of BKT) to describe its conditional
probability. The Prior Knowledge share the same definition as conventional
BKT: Prior Knowledge= P(S0=learned). For each of the K types of interven-
tions Aj , j ∈ [1,K], Intervention-BKT defines four parameters:

Learning RateAj
= P(learned|unlearned, It = Aj )

ForgetAj
= P(unlearned|learned, It = Aj)

GuessAj
= P(correct|unlearned, It = Aj)

SlipAj
= P(incorrect|learned, It = Aj )

In this paper, we mainly focus on modeling two types of instructional inter-
vention elicit and tell. A possible sequence of instructional interventions is sug-
gested above input node in Fig. 2. Note that the conventional BKT model
is trained from a sequence of output representing the student’s performance,
whereas the Intervention-BKT model is trained from a sequence of instructional
interventions and the corresponding student’s performance.

4 Four Training Corpus

Cordillera [10] is a Natural Language ITS teaching college level introductory
physics and all participants in our training corpus experienced identical proce-
dure: (1) completed a survey; (2) read a textbook; (3) took a pretest; (4) solved
the same seven training problems on Cordillera, and finally (5) took a post-test.
Cordillera provides two types of instructional interventions elicit and tell. Table 1
demonstrates these two interventions delivering the same domain content.

Four training corpus Random, Hybrid, NormGain and InvNormGain were
involved in this study. They follow different pedagogical policies with various
effectiveness on deciding when to elicit and when to tell. The remaining compo-
nents of them are identical. As reported earlier in [12], students learned greatly
in all four training corpus, but NormGain students learned in a significantly
deeper way, while no difference was found among the rest three. That is to say,
the pedagogical policies are most effective in NormGain corpus.
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In total, there are 44923 data points from 170 students. More specifically,
Random comprises 19584 data points from 64 students; Hybrid comprises 10113
data points from 37 students; NormGain comprises 7691 data points from 37
students and InvNormGain comprises 7535 data points from 32 students. Each
student completed around 300 training problem steps. A data point in our train-
ing dataset is either the first attempt by students in response to a tutor elicit, or
a tutor tells the next step. The pretest and post-test have the 33 identical test
items. All of the tests were graded in a double-blind manner by a single domain
expert (not the author). Each test question was assigned two grades: overall and
KC-based grade. The overall grade was a score in the range [0, 1] describing the
correctness of an answer as a whole, while the KC-based grade was a score in
the same range describing the correctness regarding a particular KC.

5 Experiments

Three experiments were conducted. First, we investigated whether Intervention-
BKT would outperform BKT on post-test scores prediction. It is commonly
considered that relevant knowledge in domains such as math and science is struc-
tured as a set of independent but co-occurring Knowledge Components (KCs). A
Knowledge Component (KC) is “a generalization of everyday terms like concept,
principle, fact, or skill, and cognitive science terms like schema, production rule,
misconception, or facet” [10]. It is assumed that the student’s knowledge state at
one KC has no impact on her understanding of any other KCs. This is an ideal-
ization, but it has served ITS developers well for many decades as a fundamental
assumption made by many student models [6]. In Cordillera, two domain experts
identified six primary KCs: Kinetic Energy(KE), Gravitational Potential Energy
(GPE), Spring Potential Energy (SPE), Total Mechanical Energy (TME), Con-
servation of Total Mechanical Energy (CTME), and Change of Total Mechanical
Energy (ChTME). We investigated both BKT and Intervention-BKT on each of
six primary KCs individually and across KCs (Across). Additionally, to investi-
gate whether the pedagogical strategies would play a role on model performance,
we compared them across four datasets individually and combined.

Second, we extended our comparison to two widely applied factor analysis
based student modeling approaches: Additive Factor Model (AFM) and Instruc-
tional Factor Model (IFM). The original work of [5] has shown IFM outperforms
AFM in post-test score prediction. Their experiments were performed by training
a KC-general model on Random dataset combined with 10-fold cross-validation.
In order for our results to be comparable, we followed the same procedure. The
same measurements BIC and 10-fold RMSE were reported.

Third, we explored personalized pedagogical policies suggested by the learned
parameters from Intervention-BKT. To make pedagogical recommendations
when a student is in the unlearned state, we compared the learning rate (defined
as the probability that a student will transit from the unlearned state to the
learned state) for elicits and tells (Learning Rateelicit vs. Learning Ratetell).
The tutor action leading to higher learning rate will be preferred. Similarly, to
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make pedagogical recommendations when a student is in the learned state, we
compared the forget rate (defined as the probability that a student will transit
from the learned state to the unlearned state) for elicits and tells (Forgetelicit
vs. Forgettell). The tutor action leading to lower forget rate is preferred.

6 Results

The forget parameter Forget in BKT is fixed to be 0 conventionally, yet prior
research showed that BKT may perform better when Forget is unfixed [1]. We
found using the fixed Forget or unfixed Forget does not make much difference.
Besides, using an unfixed Forget can provide us with recommended instructional
interventions when students are in the “learned” state. Thus, we will report our
models with unfixed Forget only.

Three statistics Akaike Information Criterion (AIC), Bayesian Information
Criteria (BIC) and the cross-validation Root Mean Squared Error (RMSE) are
employed to evaluate our models. For all these measurements, the lower the
value, the better the model performs.

6.1 Intervention-BKT vs. BKT

First we will show the results for Combined dataset in Table 2. As can be seen,
Intervention-BKT produces better model fit than conventional BKT with lower
AIC and BIC for all KCs. Furthermore, Intervention-BKT makes more accurate
post-test score prediction with LOOCV RMSE at least 0.05 lower than conven-
tional BKT model. For KC ChTME, Intervention-BKT decreases the RMSE by
more than 0.2 as marked by “****”.

Next, we compared Intervention-BKT and BKT on four datasets. The same
pattern was found in all datasets. Given the space, we only present results for
Random in Table 3(a) and NormGain in Table 3(b). Again, both Table 3 (a) and
(b) show Intervention-BKT achieves lower LOOCV RMSE than BKT. For AIC

Table 2. Compare Intervention-BKT and conventional BKT on Combined

AIC BIC LOOCV RMSE

KC BKT Intervention-BKT BKT Intervention-BKT BKT Intervention-BKT

KE 7847 5343 7879 5412 0.356 0.252 **

GPE 7712 5376 7743 5445 0.306 0.248 *

SPE 3325 2037 3356 2105 0.419 0.288 **

TME 7911 5449 7943 5518 0.347 0.229 **

CTME 2621 1620 2652 1689 0.326 0.254 *

ChTME 2733 1318 2764 1388 0.471 0.233 ****

ACROSS 32121 20495 32152 20564 0.369 0.275 *

Note: better AIC/BIC in bold

*: difference>0.05; **: difference>0.1; ***: difference>0.15; ****: difference>0.2
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Table 3. Compare Intervention-BKT and conventional BKT on Random and Norm-
Gain

AIC BIC LOOCV RMSE
KC BKT Intervention-BKT BKT Intervention-BKT BKT Intervention-BKT

KE 3687 2420 3710 2467 0.353 0.225**
GPE 3026 1879 3047 1926 0.340 0.245*
SPE 1637 953 1659 1000 0.396 0.267**
TME 3565 2184 3586 2231 0.326 0.189**
CTME 1371 836 1392 883 0.275 0.211*
ChTME 1160 607 1182 655 0.453 0.241***
Across 14440 8599 14462 8647 0.373 0.255**

3(a) Random dataset

AIC BIC LOOCV RMSE
KC BKT Intervention-BKT BKT Intervention-BKT BKT Intervention-BKT

KE 1354 1177 1371 1212 0.295 0.271
GPE 1407 1164 1423 1199 0.229 0.178 *
SPE 491 397 507 432 0.368 0.317 *
TME 1413 1181 1429 1216 0.287 0.218 *
CTME 346 257 362 292 0.307 0.256 *
ChTME 36 51 51 86 0.523 0.436 *
Across 5097 3913 5113 3948 0.342 0.257 *

3(b) NormGain dataset

and BIC, Intervention-BKT yields better results for all KCs consistently for Ran-
dom. It also beats BKT for all KCs for NormGain except for KE and ChTME.

For both Random and NormGain dataset, Intervention-BKT outperforms
BKT. However, Intervention-BKT makes greater improvement on Random than
on NormGain dataset. More specifically, Intervention-BKT improves BKT by
more than 0.1 in five out of seven cases for Random, whereas none of the case
shows an improvement greater than 0.1 for NormGain. One possible explana-
tion is Ramdom makes random tutorial decision, whereas NormGain employs
pedagogical policies induced by Reinforce Learning (RL). There might be some
dependence between pedagogical policies and student’s performance, which may
cause Intervention-BKT behaves less effective for the NormGain dataset.

6.2 Intervention-BKT vs. BKT vs. AFM vs. IFM

Table 4 shows the performance of the four models Interventio-BKT, BKT, AFM
and IFM with respect to post-test score prediction. As we can see, for both BIC
and 10-fold RMSE, we have Intervention-BKT > BKT > IFM > AFM and the
difference is significant.
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Table 4. Intervention-BKT vs. BKT vs. AFM vs. IFM on predicting post-test score

Model BIC 10-fold RMSE

Intervention-BKT 866 0.268

BKT 1170 0.309

IFM 2252 0.453

AFM 2443 0.470

6.3 Intervention-BKT Parameter Analysis

Table 5 shows the pedagogical suggestion made by Intervention-BKT for all 7
KCs across 5 datasets. Columns 1 to 5 show the suggestions for students who
are in the unlearned state. Columns 6 to 10 show the suggestions for students
who are in the learned state. As we can see, the recommendations for the system
to tell or elicit vary greatly depending on the KC as well as the training corpus
used.

Table 5. Pedagogical suggestion made for KCs when they are unlearned or learned

Unlearned Learned
R H N I C R H N I C

KE 0.03 0.04 0.083 -0.010 0.021 -0.001 -0.002 -0.043 0.004 -0.010
GPE -0.002 0.001 0.019 -0.005 0.010 0.001 0.001 0.009 -0.005 -0.004
SPE 0.008 0.003 0.013 0.004 0.006 0.002 0.006 -0.014 -0.005 0.001
TME -0.009 -0.475 -0.009 -0.031 0.004 0.005 0.000 0.000 0.011 -0.002
CTME 0.005 -0.020 -0.024 -0.002 -0.001 -0.001 0.011 0.011 -0.010 0.001
ChTME 0.022 0.097 0.000 -0.005 0.025 -0.014 0.052 0.000 0.003 -0.013
ACROSS -0.005 -0.006 -0.007 -0.041 -0.005 0.001 0.000 0.001 0.013 0.001

Tell Elicit

7 Discussion

In this work, we proposed the Intervention-BKT model which incorporates mul-
tiple types of instructional interventions into conventional BKT’s framework.
Our results demonstrated that Intervention-BKT leads to a substantial improve-
ment compared to the BKT model. We also showed that when using RMSE, the
former is consistently better than the latter regardless of the effectiveness of
the pedagogical policies employed and the difference can be large. Furthermore,
we extended our comparison to two other models AMF and IFM and showed
Intervention-BKT > BKT > IFM > AFM. Finally, our model showed great
potential in closing the loop of instruction design. The learned parameters pro-
vide adaptive pedagogical suggestions for students in different learning states.
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Based on our results, we are confident to say incorporating instructional interven-
tions into BKT enhances model performance significantly, thus it merits further
investigation.

For future work, we will investigate the effectiveness of Intervention-BKT
using other larger datasets from other tutoring systems that may involve mul-
tiple instructional interventions, such as skip (elicit a question without asking
students for explanation) and justify (ask students to explain after they give an
answer). Additionally, we will experimentally compare the pedagogical policies
suggested by Intervention-BKT with our RL-induced policies.

Acknowledgments. This research was supported by the NSF Grant 1432156 “Edu-
cational Data Mining for Individualized Instruction in STEM Learning Environments”.
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Abstract. Many students suffer of online reading difficulties because of their
low abilities of text comprehension. Several educators tried to set strategies to
support learners during their online reading. In current work, we present an
online reading environment where students can enroll in virtual reading class, to
read and annotate their documents. Based on students’ annotation traces, we
build their personality profiles which reflect their level of reading performance.
Given the students’ reading abilities, we share the annotations of skilled readers
with those having problems of text comprehension. The experimental results
show the efficiency of the proposed approach to support learners with low
reading abilities.

Keywords: Online reading comprehension � Collaborative learning �
Annotations � Learner’s personality profile

1 Introduction

Many students face difficulties in reading because of their poor ability of text compre-
hension. An individual’s ability to comprehend text means his capacity to read text,
process it and understand its meaning. In “face-to-face” reading class, teachers assist
students to develop their reading abilities using appropriate pedagogical strategies [1]. In
online learning context, instructors and learners are separated physically, so it is chal-
lengeable to diversify instructions according to students’ characteristics and abilities.
Effectively, we need to implement an effective online instructional system based on
proven and sound theories from science of learning that help students to overcome their
reading difficulties in online learning context. Annotation activity is viewed as an
effective strategy that could be used to improve students’ abilities of reading compre-
hension [2]. Other method is shown as effective strategy used where the immediate
intervention of a teacher is absent in distance learning context, it is the peer learning
method where students learn with and from each other [3]. Certain researchers try to
combine the two strategies cited previously (annotation and peer learning) in one col-
laborative reading annotation environments [4]. In present work we consider such
approach to improve students’ reading skills. To assess readers’ ability of reading
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comprehension we consider the students’ personality traits derived through their anno-
tation activities [5, 6]. The presented computational model is a personality-based
e-learning system of virtual reading class which we called “i-Read” environment, where
students can enroll, read online, annotate and share their annotations. In what follow, we
review briefly the related literature. Then, we present the architecture and the function-
alities of the proposed reading environment. Thereafter, we present the conducted
experimentation to show the effectiveness of our system’s functionalities to support
students suffering of reading comprehension difficulties. Finally, we discuss our results,
we draw some conclusions and we suggest certain possible directions for future works.

2 Background

The emergence of reading online technology leads to changing the nature of literacy to
comprises the skills and competencies needed for reading, writing and participating on
thewebwhichmakes understanding reading in the 21st centurymore complicated [7]. For
lifelong learners worldwide who aren’t enrolled in a traditional institutional frameworks
but subscribed in online learning environments where no teachers; no supervision; nor
entry requirements; thousands of students in a single course; students teaching each other
and grading each others’ work, the process of teaching online reading strategies is more
challengeable. Further studies show that online collaborative reading is an efficient
strategy to improve students’ reading comprehension. Indeed, reading in groups provides
students with opportunities to develop their abilities to construct meaning and knowledge
from text which helps them to achieve a deep understanding of reading material [8].

Several researchers show that using annotations of such experienced readers as
experts or senior students may be helpful to those having reading difficulties or seeking
for deeper understanding of text [9, 10].

In sum, based on the previous review of the online reading comprehension literature,
we saw that the reading strategies used to achieve high level of reading performance
vary all depends to different factors such as: students’ skills, presence of instructor,
online technologies, and context of reading. In present work, we are interested to
overcome the shortcomings of online reading comprehension through collaborative
reading and annotation strategies.

3 i-Read: A Collaborative Online Reading Environment

To overcome the shortcomings of reading online, we propose a collaborative reading
environment called “i-Read” where readers can read the same text separately and make
separate annotations of the text. The system builds the learners’ personality profiles
based on their traces of annotation, after which readers will be classified according to
their scores of neuroticism and consciousness traits, to good reader, medium reader,
and poor reader. Those suffering of reading comprehension difficulties will receive the
annotations of skilled peers.

The figure above (Fig. 1) illustrates the interaction between the various modules of
“i-Read” system along with the flow of information/data. The system’s architecture
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consists of user annotation interface, the annotation analyzer module, the profile
constructor module, the annotation engine and three databases with two servers. These
components contribute to model learners’ personality profiles and derive consequently
their reading abilities.

3.1 System Operation Procedure

Based on the system architecture (Fig. 1), the functional scenario of “i-Read” system is
described and summarized as follows: (1) the learner connects to “i-Read” environment,
uploads his/her document and starts reading and annotating; (2) the system saves the
document in the Documents Repository; (3) the system saves learner’s annotations in the
Annotations Repository; (4) the Annotation Analyzer Module captures learner’s anno-
tations and extracts certain features; (5) the Annotation Analyzer Module sends the
computed information to the Profile Constructor Module to build learner’s personality
profile; (6) the Profile Constructor Module considers the received information as an input
data to the Multivariate Linear Regression Algorithm used to estimate the scores of
learner’s traits; According to the derived scores of learner’s traits, the Profile Module
determines his level of reading performance (high, medium, poor); (7) the system saves
the modeled user’s profile in the Profiles Repository; (8) for poor readers, the system
sends a request to Annotation Engine to search the annotations of skilled readers; (9) the
Annotation Engine searches the profiles of skilled readers; (10) the Annotation Engine

Fig. 1. Architecture of “i-Read”: collaborative online reading environment
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searches the annotated documents corresponding to the list of skilled readers compiled
previously; (11) the Annotation Engine sends the annotated documents of skilled readers
to the active learner who suffer of reading comprehension difficulties.

3.2 Evaluation of “i-Read” Environment

To evaluate our system, we invite 32 students (11 males and 21 females). The partici-
pants were first-year students from the computer science bachelors programs. They were
in the second semester of year one when this study was conducted and were enrolled for a
C Language Programming course at the High Institution of Computer Sciences and
Management of Kairouan University. The course is a compulsory course for year one
students. They had the basic knowledge of C language Programming, which they learned
during their study of the first level of C language Programming course.

Based on the students’ annotations we construct their personality profiles and we
classify them accordingly into three categories of readers: “Good Reader”, “Ordinary
Reader” and “Poor Reader”.

In second step, we are interested to determine whether the reading abilities of poor
readers will be improved, as the result of receiving the annotations of skilled readers.
To do, we asked unskilled readers, which are judged implicitly by the system based on
their personality profile, to summarize the read document.

The written summaries were evaluated by an expert in C language. In fact, the
expert graded the summaries of the struggling students on a 0 to 20 point scale.
A summary is considered acceptable when it is valued of a grade of 10 or above. The
expert testifies if the written summary is concise and accurately represents the author’s

Fig. 2. Recommendation of skilled readers’ annotations to poor readers.
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ideas and key points. Thereafter, we recommended annotations of skilled readers to
poor readers (Fig. 2). Then, we asked those students to re-summarize the reading
content to be evaluated again by the expert, knowing that writing a good summary
demonstrates that the student clearly understand the reading document. We utilize the
t-test statistical method to study if there is a significant difference between summaries
of the first and the second tests.

4 Results and Discussion

The results presented in Table 1 indicated that the quality level of the poor students’
summaries written before recommendation of annotations (Mean = 7.38, SD = 2.19)
was significantly lower than the quality of their summaries written after they received
annotations of skilled readers (Mean = 9.63, SD = 2.7), with t-value (15) = −4.32, and
p-value < .001.

These results are consistent with the findings of many research studies have shown
that sharing annotation may foster the exchange of knowledge and learning experiences
and has the potential to have a positive effect on reading outcomes. One shortcoming of
current work is the sample size which is very limited. We expect in the future, to spread
our online reading environment among students of different academic fields to assist
them in their online reading activities.

5 Conclusion

In this research we present a new tendency to assist students having troubles of reading
comprehension in online environment. Our contribution is twofold: first of all we try to
assess the students reading abilities based on their personality profiles constructed with
reference to their annotation activities. Secondly, we share annotations of expert
readers with those suffering of reading problems. The experimental results show the
potential role of annotation to enhance students’ learning experiences and their aca-
demic achievement, which is very promising and constitute a step forward to overcome
students reading difficulties in distance learning context. As a future direction, we
expect to zoom more on students’ online reading behaviors as a way to extract certain
learning parameters (motivation, style of learning, interest, etc.) that help to assist them
during their learning experiences.

Table 1. Quality level of readers’ summaries before and after annotations recommendation

Written summaries Mean SD Diff. t p

First summaries 7.38 2.19 - −4.32 0.0006
Second summaries 9.63 2.75 −2.25 - -
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Abstract. Calls for widespread Computer Science (CS) education have
been issued from the White House down and have been met with
increased enrollment in CS undergraduate programs. Yet, these pro-
grams often suffer from high attrition rates. One successful approach
to addressing the problem of low retention has been a focus on group
work and collaboration. This paper details the design of a collaborative
ITS (CIT) for foundational CS concepts including basic data structures
and algorithms. We investigate the benefit of collaboration to student
learning while using the CIT. We compare learning gains of our prior
work in a non-collaborative system versus two methods of supporting
collaboration in the collaborative-ITS. In our study of 60 students, we
found significant learning gains for students using both versions. We
also discovered notable differences related to student perception of tutor
helpfulness which we will investigate in subsequent work.

Keywords: Collaboration · Collaborative intelligent tutoring system ·
Data structures · CS1 · CS2

1 Introduction

In recent years, ITS researchers have begun to explore outcomes of ITSs that sup-
port collaborative learning. Benefits of collaborative learning include increased
group performance as well as individual performance. Moreover, collaborative
problem solving is consistently associated with higher order thinking skills
including planning, reflection, and metacognition [5]. The field of Computer
Supported Collaborative Learning (CSCL) explores how students learn in col-
laborative settings and how technology can support this collaboration.

There are a plethora of methods for system design regarding pedagogical
guidance, group formation, collaboration cues, and student modeling in order
for ITSs to accommodate collaboration [3]. Thus, we distinguish collaboration
c© Springer International Publishing Switzerland 2016
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supported by a CIT in three primary ways: unstructured (initiated and main-
tained by students), semistructured or fully structured (moderately or strongly
supported and guided by the CIT). This paper explores the role of the ITS
in structuring collaboration by presenting findings from an empirical study in
which students use the unstructured and semi-structured collaborative adapta-
tions of a traditional ITS. We assess the effectiveness of the systems in terms
of student learning gain and perceptions of the system. Findings are presented
from a study with 60 students utilizing Collab-ChiQat Tutor, a collaborative ITS
for computer science education. Results show that students using the unstruc-
tured system with minimal collaboration support, and the semistructured which
provided collaboration feedback, both achieved significant learning gains.

2 Background

Longstanding research has shown that both cooperative and collaborative inter-
actions among students are beneficial to learning [6]. However, assigning stu-
dents to a group and charging them with a task does not ensure that students
will engage in effective collaborative learning behavior [9]. Thus, CSCL requires
careful construction of the collaboration so that interactions benefit the individ-
ual and group. One successful approach to improving collaboration has been the
use of visualized group performance and peer assessments [4,8].

Collaboration is also a core component of CS curriculum and accreditation
requirements [1]. It is been utilized in both industry and academia through the
growing practice of pair programming. In this methodology, two users share
the same computer, keyboard and mouse. One user serves as the driver while
the other serves as the navigator. The driver’s roles is to write the code and
control both keyboard and mouse. The navigator’s role is to act as an external
metacognizer who thinks about the direction of the code and helps the pair avoid
possible pitfalls.

Recently, research efforts have focused on merging the affordances of both
ITS and CSCL to capitalize on the benefits of group learning and adaptive sup-
port. Several researchers in the CSCL community are exploring how adaptivity,
automated analysis, and feedback integrate into CSCL approaches [10]. Similarly,
ITS researchers are extending their individual use ITS systems to accommodate
collaborative support [7,11].

3 Collab-ChiQat Tutor

This study both reconceptualizes and redevelops a non-collaborative tutoring
system for CS Education, ChiQat-Tutor. In particular our work centers on the
system’s linked lists data structure lesson. A problem is presented to a student
in both textual and graphical representation as shown in Fig. 1a. The student is
then able to programmatically solve the problem. Moreover, the system provides
relevant positive and negative feedback to the student in a manner analogous to
the one-on-one human tutoring experience from which the system was derived.
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(a) Colab-ChiQat System

(b) Collaboration
Panel

Fig. 1. Collab-ChiQat ITS for computer science education

Collab-ChiQat accommodates learning between pairs of students as they
jointly engage with the system in pair programming. Collab-ChiQat maintains
all of the major architectural components present in standard ChiQat. How-
ever, the collaborative system differs from the standard version in several ways
including its student model, graphical user interface, and feedback.

In the unstructured version, students focus on CS domain learning with no
system-provided support for their collaborative interaction. While in the semi-
structured version, students focus on CS domain learning and have visualized
representation of their participation and performance via the collaboration panel
described below. Several newly introduced components for Collab-ChiQat are
described below while our prior work sets forth existing components [2].

Joint Student Model. The joint student model works as the storehouse of infor-
mation pertaining to a student’s problem solving behavior and the state of
the pairs’ problem solving. The collection of information available in both the
joint and individual student models is used to synthesize relevant and properly
timed feedback. Information aggregated in the joint student module includes: his-
tory and timing of students’ actions, feedback (i.e. number of positive/negative
proactive/reactive feedback), undo/redo behavior, number of problem attempts
and problems solved, individual and collective compile error and success rates,
number of spoken utterances, peer bonus information.
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Graphical User Interface. In semistructured Collab-ChiQat, a collaboration
panel is introduced. The panel serves as the view for participation and group
performance visualization and peer feedback as shown in Fig. 1b. The panel con-
tains the following five components (1) tips on successful collaboration (2) pie
chart comparison of number of spoken utterances between partners (3) bar graph
comparison of number of compile errors vs successes per problem (4) peer bonus
input w/sentence opener (5) overall group collaboration score.

4 Empirical Study

An experiment involving human participants was conducted in Fall of 2015 in a
second year Computer Science programming course. Our experiments ran over
four different sessions of the course. A total of 103 students used Collab-ChiQat
during the study.1 Students chose their own partners. Each pair was stationed
at a single workstation and individually equipped with a headset. They were
given 40 min to work with the system. Student interaction with the system was
continually logged. Students were given an exit survey regarding their perception
of Collab-ChiQat and their abilities, their attitudes towards CS and the course,
and their understanding of successful pair programming traits.

Students were allowed 12 min to perform pre and post tests individually. Both
pre and post tests are identical and derived from prior work analyzing human
CS tutoring dialogues. We use the following measure of learning gain to assist
in our analysis of learning:

gain = postTestScore− preTestScore (1)

5 Results

Of foremost importance in evaluating the system is the answer to the question of
whether or not students learned. In answer to the primary question, the students
did learn. Overall, student post test scores were significantly better than pre-
test scores (p<.05). Moreover, the learning gain in the unstructured condition
approaches both our best prior results for the single student ChiQat system as
well as the human tutoring2 condition as shown in Table 1. Note, this holds true
despite students’ higher prior knowledge, given pre-test scores.

Subsequent to learning gains, our aim was to understand student percep-
tions of the system as captured through the exit survey. We were especially
interested in student perception of system helpfulness. Contrary to our hypothe-
sis, we discovered that a greater majority of students in the unstructured system
condition found the system to be helpful than in the semistructured condition.

1 43 students had used the non-collaborative ChiQat in a prior experiment. Their data
is held out from learning gain analysis and reserved for further work.

2 The human tutoring condition measured learning gains of students after one 40-
minute session of working with an experienced human computer science tutor.
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Table 1. Learning gains of students

Tutor N Pre-test Post-test Gain

μ σ μ σ μ σ

Human 54 .40 .26 .54 .26 .14 .25

Non-collaborative ChiQat (Best) 23 .41 .18 .55 .22 .14 .17

Unstructured Collab-ChiQat 30 .48 .21 .60 .22 .12 .17

Semistructured Collab-ChiQat 30 .52 .26 .61 .24 .08 .18

Further, student were asked to describe three attributes of a good pair program-
ming partnership. Phrases such as “hard work” and “hard” appeared multiple
times in the semistructured condition student feedback but did not appear at all
in the unstructured condition feedback.

6 Discussion

The findings indicate that collaborative learning in conjunction with an ITS can
enhance student learning. Results showed significant learning for students using
both the unstructured collaborative system and the semistructured condition,
which provided collaboration feedback. The findings are a crucial step toward
applying known CSCL techniques, including visualized participation and peer
feedback, to an ITS. Analysis of student feedback showed that students found the
semistructured system less helpful and harder to use. There are several possible
reasons for this student perception. First, the semistructured interface, which
visualized individual participation and group performance, may have caused
students to experience cognitive overload. Secondly, students may have also been
disincentivized to perform well if under the impression that they were given “hard
work” by the addition of the collaboration panel.

Future work will incorporate students removed from this study due to their
prior exposure to non-collaborative ChiQat. Investigation of their results may
shed light on the student’s cognitive overload due to their increased familiarity
with the overall system. Fine-grained analysis of interaction data including tran-
scribed student interactions will also provide further insight regarding student
perceptions of the system.

7 Conclusion

Collaborative Intelligent Tutoring Systems (CITs) offer a promising method to
enhance student learning in adaptive and connected ways. In this paper, we
detailed the design of an enriched architecture, a CIT for CS Education. In
order to gain an understanding of the varying methods for supporting collab-
oration and their effect on learning, we compared two methods of structuring
collaboration in a second year undergraduate CS course and analyzed student
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learning gains and system perceptions. We discovered that students found the
unstructured version of the system, which provided no visualization of collab-
orative and individual performance, to be more helpful. They also experienced
significant learning gains. Similarly, students in the semistructured condition
experienced significant learning gain, however they found the system to be less
helpful despite the additional participation and performance visualization.

Additional research is needed to understand how modes of supporting col-
laboration affect learning and social participation. Our future work will examine
reasons for the learning gain disparity, including the possibility of introduced cog-
nitive overload given the visualized feedback. It will become increasingly impor-
tant to understand how CITs can provide support for students to effectively
collaborate and learn.

Acknowledgments. This work was supported by the Abraham Lincoln Fellowship
2015–2016 from the University of Illinois at Chicago, and grant NPRP 5–939–1–155
from the Qatar National Research Fund.
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Abstract. We study wheel-spinning behavior among students using an edu-
cational game for physics. We attempted to determine whether students
wheel-spin, and to build a wheel-spinning detector. We found that about 30 to
40 % of students are unable to successfully complete a level when attempting it
8 times or more, or when working on it for more than 160 s. We also found that
past performance is predictive of wheel-spinning, and that persistence increases
both the likelihood of success and of wheel-spinning. Finally, we found that
wheel-spinning in this context is different from wheel-spinning exhibited in
prior work in that it is relatively easy to detect and does not suffer from cold
starts.

Keywords: Wheel-spinning � Physics playground � Persistence � Detector

1 Introduction

Persistence is a disposition, a habit of mind and action. In the context of this study,
persistence is the ability to maintain an action, regardless of the person’s feelings about
achieving the task. It allows a person to keep taking action or pressing on even when he
or she feels like quitting. [5] describes grit as tirelessness over the years to accomplish
troublesome long-term objectives. Grit is portrayed with respect to stamina, stressing
the part of exertion, interest, and passion in keeping focused on the objectives. In
academic settings, these elements have a great impact on scholastic accomplishment or
achievement.

While persistence is sometimes what distinguishes individuals who are successful
and those who fail in an endeavor [5], a student’s decision to persist or not is based on
many factors. Early success or encouragement may result in the choice to persist in the
face of difficult tasks. On the other hand, if a student’s efforts are met with early failure,
they may choose not to persist, opting instead give up or seek external help.

© Springer International Publishing Switzerland 2016
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Persisting despite failure is not always productive or desirable. This type of per-
sistence may in fact be wheel-spinning, a non-learning behavior coined by [3] referring
to the failure to achieve mastery in a timely manner. Wheel-spinning denotes contin-
uous, but futile effort. [4] found that wheel-spinning is probably related to knowledge
deficits rather than boredom or other affective states. In this paper, we examine both
persistence and wheel-spinning in the context of Physics Playground (PP), an educa-
tional game for physics. We attempt to (a) determine whether students wheel-spin
within PP and, if they do, (b) build a detector for wheel-spinning.

2 Methods

2.1 Physics Playground

Physics Playground (PP) is a computer game designed to help high school students
achieve a non-verbal conceptual understanding of how the physical world operates,
characterized by an implicit understanding of concepts related to Newton’s three laws:
balance, mass, and conservation and transfer of momentum, gravity, and potential and
kinetic energy. PP is described in detail in [1, 2].

Performance Metrics. Gold and silver badges are awarded to students who manage to
solve a level. A gold badge is given to a student who is able to solve the level by
drawing a number of objects equal to the particular level’s par value (i.e., what the
developers consider to be a reasonable number of objects needed to be drawn to solve
the level). A student who solves a level using more objects will earn a silver badge.
Many levels in PP have multiple solutions, meaning a player can solve the level using
different agents.

2.2 Participant Profile

Data were gathered from 62 s year high school students, divided between one public
school and one private school in Baguio City, Philippines. Participants ranged in age
from 13 to 18 years old; 48 % were females and 52 % were males.

Thirty participants were from Bakakeng National High School (BNHS), located at
Barangay Bakakeng Sur. The school has 7 instructional rooms and two 2
non-instructional rooms. With a total of 291 students, BNHS has a typical class size of
around 42 students. Among the 30 participants, 15 came from honors sections, and 15
from regular sections.

The other 32 students were from University of the Cordilleras Grade and High
School (UCGHS), located at Campo Filipino. 10 of the participants came from a star
section, and the rest belonged to regular sections. Compared to other schools in the
city, the UC grade school has maintained its tradition of academic excellence by
winning in different interschool competitions.

Wheel-Spinning in a Game-Based Learning Environment for Physics 235



2.3 Procedure

Participants were divided into batches of 15 to 17. Most batches of students played the
game for 120 min; two batches played for only 90 min because they arrived at the
testing venue late. As such, only the first 90 min of all the sessions were considered in
this analysis.

2.4 PP Interaction Logs

We collected interaction log file data from 62 students but data from two students was
corrupted. Hence, the succeeding analyses was based on data from 60 students only.
These logs captured the following events:

– Menu Focus – an event that indicates the current playground and level,
– Level Start – an event that indicates that the player has begun playing a level,
– Level Restart – an event that indicates that the player triggered a level restart,
– Level End – an event that indicates that the player has finished playing a level,
– Time – an attribute of all events that pertains to the time the event was triggered,
– Object – an attribute of all events that pertains to the number of objects drawn, and
– Badges – an attribute of the Level End event that indicates what badge was given.

From these events, the following features we distilled: time spent on a level and
number of restarts, both of which are considered by [6, 7] to be indicators of persis-
tence. The number of restarts was considered to be equal to the number of attempts.

3 Wheel-Spinning

In prior work [3, 4], mastery was defined as three consecutive successful attempts at a
skill. It was possible to adopt this as a criterion because the skills in the systems discussed
in [3, 4] were traditional, structured tutoring systems with steps associated with defined
skills. In PP, developers did not specify a mastery criterion. To answer our first research
question, we did not attempt to associate specific skills with each level and we considered
a level “mastered” once a student received either a gold or silver badge.

Per level, we noted how many attempts and how much time took for each student to
achieve mastery. To compute the percentage of students who mastered a level, we
counted the number of students who earned a gold or silver badge for a level, and then
divided that number by the total number of students who attempted the level. We then
computed for the average cumulative percentage of students who demonstrated mastery
per number of attempt and over time.

The results are similar to those in [3, 4]. The cumulative percentage of students who
achieve mastery plateaus. About 60 % of students master the skill after three attempts.
After 8 attempts, there is almost no increase in the number of students who achieve
mastery. Additional results show that about 60 % of students achieve mastery after
about 80 s of working on a level. After 160 s, the number of students who master a
level does not improve. It is therefore reasonable to conclude that at least some of these
students were wheel-spinning.
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4 Wheel-Spinning Detector

The first step in detecting wheel-spinning is to crisply define it for the PP context. Part
of the difficulty in the task is that students can acquire either a gold or a silver badge. If
a student acquires a silver badge after four attempts and 100 s of work, and struggles
for 20 more minutes without earning a gold badge, was he wheel-spinning or not? The
student made some progress, but the majority of the time was in engaged in behavior
we would probably categorize as wheel-spinning.

For our detector, we adopted the following definition of wheel-spinning:

1. All attempts after 15 min on a level were presumed to be wheel-spinning and were
discarded, including any badges attained.

2. All attempts leading up to the first gold badge were not wheel-spinning, as the
student made progress.

3. All attempts after the first gold badge were removed, as we were unsure how to
score student performance. The student had already maxed out performance from
the standpoint of the Tutor, and could have been experimenting for personal
knowledge. There were 273 student-level attempts after receiving a gold badge.

4. All attempts leading up to the first silver badge were not wheel-spinning, as the
student was making progress.

5. All attempts after the first silver badge that led to a gold badge, would be cate-
gorized as not wheel-spinning (this rule is a special case of rule #2).

6. All attempts after the first silver badge that did not lead to a gold badge were
categorized as wheel-spinning.

Note that this framework categorizes some student effort on a problem as productive
while later work can be wheel spinning. Reusing the example from the first paragraph,
the students first four attempts would be considered not wheel-spinning, as it led to the
student earning a silver badge. All subsequent attempts, up until a maximum of 15 min,
would be labeled as wheel-spinning. For students who received a silver badge, there
were 810 additional attempts at a level after. Unfortunately, only 50 of those attempts
(6.2 %) were successful at making additional progress and receiving a gold badge.
Surprisingly, students were more likely to achieve a gold badge if they had not already
achieved a silver badge. One possible explanation is that stronger students realize they
are not going to get a gold medal and so restart the level, while weaker students are
happy to get any badge.

To predict wheel-spinning, we used the following features:

1. The number of prior attempts the student has made to solve this level.
2. The cumulative amount of time (before this attempt), in seconds, the student has

spent on this level.
3. Looking at past performance for this student, the probability he receives a gold

medal in less than 5, 10, and 15 min (i.e., 3 features).
4. Similarly, based on past performance, the probability this student has received a

silver medal in 5, 10, and 15 min (i.e., 3 features).
5. Whether the student has already earned a silver medal on this level.
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To train the model, we used data from 14,232 student attempts at solving a level. We
performed 10-fold cross validation, ensuring that each student’s data was entirely
within one of the folds. We trained a logistic regression model both for its inter-
pretability, and for consistency with [3] in comparing the predictability of
wheel-spinning. We experimented with a variety of temporal thresholds (5, 10, and
15 min) in case relatively stronger student performance, indicated by earning medals
within 5 min, would be a stronger negative influence on wheel-spinning. However, the
probability the student would receive a silver medal within 15 min was the best pre-
dictor. Spending additional time on the level unsurprisingly increased the probability of
wheel-spinning. Interestingly, earning a silver medal on the level increased the like-
lihood of wheel-spinning. One explanation is that obtaining a gold medal is fairly
difficult, and students attempting it were likely to get stuck.

The detector had fairly strong performance with an AUC of 0.853, and achieved
82.9 % correct in its predictions (vs. a base rate of 73.4 % correct).

The detector does a fairly good job at quickly detecting which students are unlikely
to make progress on the current problem. As the student works longer within the
problem, the tutor gains some additional information in terms of how long the student
has spent, and whether or not he has earned a silver badge on the level. As a practical
matter, performance when a student initially starts on a problem is just over 82 %,
noticeably higher than the baseline of 73.4 % for guessing majority class. The detector
does not suffer from a cold start problem.

5 Future Work, Contributions, and Conclusions

Next steps for this work include better analysis of the objects created by the student and
level restart behavior. A better understanding of how students interact with the game
will aid both detection of wheel-spinning and other pedagogical interventions.

This paper contributes to the ITS literature in at three ways. First, it demonstrates
that the incidence of wheel-spinning is about the same within a game-based learning
environment as it is in more traditional intelligent tutoring systems. About 30 to 40 %
of students require additional intervention in order to help them towards mastery.
Second, it shows that past performance is predictive of wheel-spinning and persistence.
While increasing likelihood to succeed at a level, past performance also increases the
probability of wheel spinning. Third, we identified that wheel-spinning in PP is dif-
ferent compared to wheel-spinning exhibited in ASSISTments and the Scatterplot
Tutor [4]. Wheel-spinning in PP is relatively easy to detect, and does not suffer from
the cold start problem seen in other work. Therefore, augmenting the tutor with an
intervention to discourage students from wasting time should be straightforward.

In conclusion, this paper presents a first attempt at determining whether
wheel-spinning behavior exists in Physics Playground. PP is an open-ended environ-
ment, and differs greatly from traditional ITS where wheel-spinning analyses have been
done previously. We found that wheel-spinning exists, and that its emergence is
non-random as it is predictable with our classifier. Determining how to utilize this
detector is our next step.
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Abstract. Studies investigating the effectiveness of game-based learning envi-
ronments (GBLEs) have reported the effectiveness of these environments on
learning and retention. However, there is limited research on using eye-tracking
data to investigate metacognitive monitoring with GBLEs. We report on a study
that investigated how college students’ eye tracking behavior (n = 25) predicted
performance on embedded assessments within the CRYSTAL ISLANDGBLE. Results
revealed that the number of books, proportion of fixations on book and article
content, and proportion offixations on concept matrices—embedded assessments
associated with each in-game book and article—significantly predicted the
number of concept matrix attempts. These findings suggest that participants
strategized when reading book and article content and completing assessments,
which led to better performance. Implications for designing adaptive GBLEs
include adapting to individual student needs based on eye-tracking behavior in
order to foster efficient completion of in-game embedded assessments.

Keywords: Metacognition � Self-regulated learning � Game-based learning �
Eye tracking � Process data � Scientific reasoning

1 SRL, Metacognitive Monitoring, and Game-Based
Learning

Research on self-regulated learning (SRL) has revealed that processes related to
metacognitive monitoring and control are effective for learning with advanced learning
technologies, such as intelligent tutoring systems (ITSs) and game-based learning envi-
ronments (GBLEs) [1]. GBLEs have been shown to be effective for learning complex
topics during gameplay [2] while keeping students engaged in a learning task, par-
ticularly when designed to foster various aspects of SRL [3]. These environments have
been developed to afford opportunities to engage in scientific reasoning and problem
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solving [4], and studies have found that GBLEs are often more effective than traditional
teaching methods, in terms of learning and retention [5, 6].

Despite the growing evidence indicating that GBLEs lead to improved learning
outcomes [5], prior research on metacognitive monitoring and SRL within GBLEs has
primarily focused on classifying SRL behaviors and relating them to in-game behavior
and learning outcomes [3, 6]. In this paper, we aim to integrate how we can use trace
data to track students’ metacognitive monitoring and SRL to assess performance on
concept matrices, an in-game embedded assessment tool within CRYSTAL ISLAND. We
investigated if students were using metacognitive monitoring strategies, as indicated by
their log file and eye tracking behavior during knowledge construction activities (e.g.,
reading) related to scientific reasoning to perform successfully on embedded measures
of text comprehension (e.g., completing in-game concept matrices), as evidence of SRL
and scientific reasoning in GBLEs. Multi-level modeling (MLM) is an ideal analytical
technique to assess student learning with GBLEs because it enables statistical analyses
of learning events at nested levels of abstraction that do not require restrictive statistical
assumptions [7].

2 Method

351 undergraduate students from North Carolina State University (50 % female), with
ages ranging from 18 to 29 (M = 20.18, SD = 2.38), participated in the study. Prior to
beginning the study, the students were randomly assigned to one of three experimental
conditions. Students were compensated for their participation in the study, receiving
$10 per hour, up to a total of $30 for full participation.

CRYSTAL ISLAND is a 3D game-based learning environment designed to foster students’
self-regulated learning, problem solving, scientific reasoning, and literacy skills [8].
When participants begin to playCRYSTAL ISLAND, they are informed of an outbreak that has
impacted a group of scientists on the remote island. The student’s task is to identify the
epidemic that has spread amongst the scientists, determine the disease’s transmission
source, and recommend a treatment and prevention plan for the island’s inhabitants.
To do so, participants explore the virtual environment from a first-person perspective,
navigating between five different buildings on the island: an infirmary, a living quarters, a
dining hall, a laboratory, and the lead scientist’s residence. These activities contribute to
students’ engaging in scientific reasoning, which involves hypothesis generation and
testing, followed by forming conclusions based upon gathered test results [4]. Participants
engaged in scientific reasoning when playing CRYSTAL ISLAND; they generated hypotheses
based on the clues they gathered from non-player characters, reading books and articles,
viewing posters, and testing their hypotheses about the spreading disease’s transmission
source. In order to complete the game, participants must submit a correct diagnosis.

1 Data from 25 participants were included in this analysis because the other participants were in the No
Agency condition (see Results section below).

Using Multi-Level Modeling with Eye-Tracking Data 241



One assessment tool, the concept matrix, was embedded into gameplay, such that
there was a concept matrix to complete with every book or research paper the par-
ticipant read (Fig. 1). The matrices contained questions regarding the book content in
multiple-choice format. Participants were not restricted to answer the questions without
returning to the text (i.e., they did not have to memorize the content). In addition,
participants were given three attempts at completing the questions in the concept
matrix, and if they failed to answer the questions correctly after three attempts, the
game auto-filled the responses for participants (to ensure that they were eventually
provided with the correct answer and were given potential information needed to help
solve the mystery). Concept matrices are used to assess students’ understanding of
scientific concepts introduced in the reading material within the game.

When students played CRYSTAL ISLAND, we collected multi-channel SRL process
data, including (1) software log files and (2) eye-tracking data. The log-file data cap-
tured student interactions with the game environment, including timestamp, action
type, location, object, and characters involved in the interaction. The eye-tracking data
provided gaze patterns and fixation behaviors on predefined areas of interest (AOIs) in
the game, such as fixation duration on book content and fixation duration on concept
matrices. To code and score the data, the number of concept matrix submission
attempts (dependent variable) was calculated from the software log data capturing these
events (M = 1.03, SD = .75, across all three conditions). We used three predictor
variables for this analysis. The number of books and articles read was extracted from
the log files. This variable was calculated based upon the total number of books that
participants selected throughout gameplay (M = 24.57, SD = 8.57, across all three
conditions). The other two variables were extracted from the eye-tracking data: (1) the
proportion of time fixating on book content, and (2) the proportion of time fixating on
an associated concept matrix. These variables were calculated by dividing the fixation
duration of each activity over the total book fixation duration, yielding one proportion
for fixation duration on book content (M = .33, SD = .22, across all three conditions),
and one proportion for fixation duration on book concept matrices (M = .19, SD = .13,
across all three conditions). Once calculated, these data were used to address the
research questions posed for this analysis.

Fig. 1. Screenshot of a virtual book and associated concept matrix in CRYSTAL ISLAND.

242 M. Taub et al.



3 Results

Prior to gameplay, participants were randomly assigned to 1 of 3 experimental con-
ditions (No Agency, Partial Agency, or Full Agency). However, for this study, we
included data from only the 2 interactive conditions, because the No Agency condition
did not allow participants to select books to read, nor did participants in this condition
complete concept matrices; students simply watched an expert player perform these
activities. Thus, we only analyzed data from 25 participants, with n = 12 for the Full
Agency, and n = 13 for the Partial Agency condition.

For this study we used multi-level modeling [7]. We ran three separate models,
each with the same dependent variable: the number of concept matrix attempts. This
required only one fully unconditional model to be run. Results from the fully uncon-
ditional model revealed there was significant between-subjects (s00 = .03, z = 2.01,
p = .02) and within-subjects (r2 = .52, z = 16.10, p < .0001) variance in the number
of concept matrix attempts, with 5.6 % variance between-subjects, and 94.4 % vari-
ance within-subjects. Thus, this model indicated that it was appropriate to continue to
run models with predictor variables, as was done for the following research questions.

3.1 Research Question 1: Is There an Association Between the Number
of Books Read and the Number of Concept Matrix Attempts?

To address this research question, we ran a means-as-outcomes regression model with
constrained slopes, with the number of books as the predictor variable (between-
subjects, level 2) and the number of concept matrix attempts as the dependent variable.
Results indicated that an increase in the number of books was associated with a
decrease in the number of concept matrix attempts; c10 = −.02, t = −5.56, p < .0001.
This model explained 100 % of the between-subjects variance in number of concept
matrix attempts. In general, this finding indicates that as participants were selecting
more books to read, they were making fewer concept matrix attempts, indicating that as
they were reading more books, they were performing better on the concept matrices
associated with each book.

3.2 Research Question 2: Is There a Relationship Between Concept
Matrix Attempts and Proportion of Fixations on Book Content,
and Does This Relationship Depend on the Proportion of Fixations
on Book Concept Matrices?

For this research question, we ran a level 1 moderation model with constrained slopes,
with concept matrix attempts as the dependent variable, and the proportion of fixations
on book content and the proportion of fixations on book concept matrices as the
predictor variables (within-subjects, level 1). Results indicated that the proportion of
fixations on book content was not associated with concept matrix attempts (c10 = .06,
t = .27, p = .79), nor was there an association between the proportion of fixations on
book concept matrices and concept matrix attempts (c20 = .07, t = .21, p = .84).
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However, there was a significant interaction; c30 = 8.03, t = 6.92, p < .0001, such that
participants with the fewest concept matrix attempts had the lowest proportion of
fixations on book content, as well as on book concept matrices. This model explained
18.1 % of the within-person variance in concept matrix attempts. This finding indicates
that a lower amount of fixation durations on both book content and concept matrices
resulted in better performance on the concept matrices, such that spending more time
reading the content and concept matrices did not result in better performance on the
matrices.

3.3 Research Question 3: Does the Relationship Between Concept Matrix
Attempts and Number of Books Read Depend on the Proportion
of Fixations on Book Content and on the Proportion of Fixations
on Book Concept Matrices?

This final research question used a 3-way cross-level interaction model with con-
strained slopes, with concept matrix attempts as the dependent variable and all three
predictor variables used in the previous analyses (i.e., number of books – level 2
variable, proportions of fixations on book content and book concept matrices – level 1
variables). Results revealed a significant 3-way cross-level interaction; c31 = .26,
t = 2.16, p = .03, such that participants who had the least amount of concept matrix
attempts read more books and had lower proportions of fixations on book content
(Fig. 2, left) and on book concept matrices (Fig. 2, right). This model accounted for
19.3 % of the within-person variance in concept matrix attempts. Overall, these find-
ings reveal that reading more books led to better performance on the concept matrices,
however this was in combination with spending less time reading the content and
concept matrices associated with each book.

Fig. 2. Interaction between fixations on book content and number of books (left) and book
concept matrices and number of books (right), each on the number of concept matrix attempts
(Color figure online).
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4 Conclusions and Future Work

In this study, we used MLM to explore the links between theory (SRL and metacognitive
monitoring), data channels (eye tracking and log files), and performance on an in-game
assessment tool to examine how students used cognitive and metacognitive processes
(reading comprehension) during knowledge construction activities related to scientific
reasoning (completing the concept matrix), to provide evidence of SRL and scientific
reasoning with the CRYSTAL ISLAND GBLE. Results indicated that these activities did
significantly predict the number of concept matrix attempts, such that selecting more
books was associated with fewer matrix attempts. However, fixating on more book
content and fixating on more concept matrix content was associated with more matrix
attempts, with fewer attempts as a more desirable outcome.

From this analysis, we cannot determine the sequence of events, such that we
cannot confirm participants were transitioning from looking at the specific questions in
the matrix, and finding those responses in particular areas within the text. Therefore, we
cannot conclude that students were engaging in strategic reading, based on accurate
monitoring, however, future studies will investigate the sequential order of reading
books and completing their concept matrices in order to test this hypothesis. In par-
ticular, the use of analytical techniques that are amenable to sequence data show
especial promise, such as sequence mining [9].

These results have important implications for designing intelligent GBLEs that afford
students the opportunities to engage in cognitive, affective, metacognitive, and moti-
vational processes to foster learning and scientific reasoning. Additionally, including
adaptive scaffolding can improve the success of these environments in fostering learning
during gameplay, such that they can use eye tracking to provide tailored scaffolding
based on student strategy use. Improving the intelligence and efficiency of GBLEs can be
beneficial to ensure that each student’s real-time cognitive and metacognitive learning
needs are being met, while still enjoying learning during gameplay.
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Abstract. The effectiveness of Intelligent Tutoring Systems (ITS) research is
enhanced by tools that allow researchers to quickly bridge the divide between
theoretical and applied work. By providing a common infrastructure to test cogni‐
tive and learning science theories in authentic contexts with real students, the
Mobile Fact and Concept Training System (MoFaCTS) can aid in accelerating
ITS research and real world implementation. MoFaCTS is run from a web browser
and allows the teacher or administrator to set up a sequence of units of content.
Because the “optimal practice” module is interchangeable, the system allows for
the comparison of alternative methods of adaptive practice. To foster faster
research progress, data export supports the DataShop transaction format, which
allows quick analysis of data using the DataShop tools. Integration with Amazon
Turk allows quick and efficient data collection from this source.

Keywords: Intelligent tutoring systems · E-learning · Instructional design

1 Introduction

MoFaCTS was based on the FaCT system, which was created to make faster progress
on laboratory research and its translation to the classroom [1]. MoFaCTS is the latest
implementation of the FaCT system, which has new features in addition to running in
HTML5, which provides mobility to any common web browser. The framework of
MoFaCTS is based on an implicit theory of “chunk” learning [2] which assumes that
learning of chunks occurs through discrete “trials” (e.g. a single step problem or fill-in-
in the blank sentence). As such it departs from the tradition of model tracing tutors [3],
which focus on multistep problems of greater complexity, where the student is learning
a sequence of rule applications. The simplified chunk-based approach in MoFaCTS
allows the system to focus more clearly on the problem selection aspect of tutoring, and
how the selected sequence can be improved. Moreover, from the beginning the system
was designed without strong assumptions about the optimal schedule. Because of this
the system is easy to adapt to the needs of specific projects. Screenshots of the system
in action, see Fig. 1, show a variety of functions, including multiple choice responding,
fill-in-the-blank responding with branched feedback, and image-stimuli items.
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Fig. 1. Example screenshots.

2 Client/Server Architecture

MoFaCTS was built using Meteor, a framework based on Node.js which uses a single
programming language (JavaScript) for both the client and server logic [4–6]. Commu‐
nication between the two sides of the architecture is handled transparently by the frame‐
work. This architecture conveniently off-loads any complex computations needed to
compute practice schedules to the client machine, which allows much larger numbers
of users to interact with the system simultaneously.

Since the web is a popular platform for content and application delivery, MoFaCTS
is able to leverage a vast body of open source software. Currently this includes the
Bootstrap CSS framework developed by Twitter [7]. Bootstrap provides MoFaCTS with
a typographic and layout framework. Most importantly, Bootstrap contributes respon‐
sive web design, so content appears correctly on both desktop web browsers and mobile
devices [8]. The HMTL displayed to the user is generated via Meteor’s templating
system. This system uses a style known as “reactive programming” [9]. A piece of code
can change data on the server and trigger a change on the client. This style of program‐
ming works well with the frequent switches in display necessary when sequencing
multiple educational content objects.

The server portion of MoFaCTS runs on the Node.js JavaScript server, which gives
it access to all of the libraries and asynchronous communication abilities of Node.js. In
addition, the Meteor framework simplifies the server code required for an application
of this type. When the client contacts the server, Meteor transparently provides data
transport, call batching, and automated retry. This functionality leads to excellent
performance without the need for more complex software. This architecture is particu‐
larly useful given the need for frequent logging to maintain the database of users’
learning histories. This MoFaCTS data is stored in a document-oriented database system
named MongoDB [10]. In addition, MongoDB is schema-free, which allows for rapid
iteration when designing new features or upgrades, which is often a great advantage in
research.

3 Functionality

MoFaCTS has two primary unit types, learning and assessment, which define its two
main modes of application. Both kinds of units are specified in the control file for each
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“tutor”, which is called the tutor definition file (TDF). Each tutor definition file begins
with a number of preliminaries, including the initial randomization commands. These
randomizations allow the specification of shuffle and swap commands. The shuffle
command generates random orders within groups of specified sequences (e.g.
“<shuffle> 0–5 6–11” shuffles the first 6 items among themselves and then shuffle the
next six items among themselves). The swap command randomizes the order of those
specified sequences (e.g. “<swap> 0–5 6–11” randomizes the order of the groups of
sequences, so in this simple case it would be either 0–5 6–11 still or 6–11 0–5, while
retaining the order of the subsequences). By running a shuffle and then a swap command,
complex distributions of stimuli across conditions can be achieved. To enable compar‐
isons of different assessment or learning conditions, the system also automatically
randomizes into any number of between-subjects conditions. This choice is recorded in
the data for each subject, and reinstated when they begin new sessions from the same
root TDF, so multi-session between-subjects comparisons with counter-balancing are
easily enabled.

3.1 Units

The first main type of unit is the assessment unit, which allows for complex schedules
of content, where the TDF author has specified the number of repetitions and the location
in the sequence for each repetition of each item. Each repetition may be a test with or
without feedback or a passive study opportunity. Assessment units may be used for
quizzes in a classroom setting or for experiments looking at practice, forgetting, learning,
and/or recall. In an experimental context, the system allows additional sequence level
randomization, to make sure blocks of the same items are individually randomized, so
that spacing conditions are not predictable. Any number of assessment units can be
strung together, which allows pretest, practice and posttest portions to be organized
individually to compose a larger experiment. Because the data architecture (described
below) saves the state of the learner at all times, assessment sessions are automatically
resumed where they were previously stopped, allowing for multiple experimental
sessions for the same experiment over days or weeks.

The system also allows the specification of units with dynamic scheduling based on
a select function. These units sequence the items according to a mechanism in the select
function. This select function could be based on any sort of model of the learning
and/or pedagogical rules. Typically, the adaptive learning module would be some
version of Pavlik’s optimal learning method [11], which uses a computational model of
memory to infer the best item to practice next.

Although assessment and learning units can both provide brief instructional screens
prior to practice, an “instructions unit” presents only instructions, with a continue button
to move to the next unit. These instructional units can also be configured with a between-
subjects randomization into a “lockout condition” where the instruction screen has an
active timer that only allows continuation after a specified amount of time.
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3.2 Supported Practice Types

The system supports two forms of test items: the multiple choice items (which appear
in button form for touchscreen responsiveness) and the short-answer items. For multiple
choice items, the system allows the researcher to randomly display the order of two or
more answer options. These answer options may be specified for each individual ques‐
tion, or be randomly selected from a larger “answer bank.” Feedback can be displayed
after incorrect responses. This feedback displays the correct answer for a fixed period
of time or until the user hits the spacebar, as specified in the TDF. If the trial is a short
answer item (multiple choice branching is in development), more complex branching
feedback is enabled which compares the response with a number of wrong responses,
each of which has specific feedback text in the stimulus file. This allows the system to
provide feedback tailored to particular response errors, hopefully promoting conceptual
learning by directly challenging misconceptions in the student’s model of the domain.

Since both the system and the user may be frustrated and deterred in their goals by
an incorrectly marked response, the system provides a few ways to identify correct
responses with some flaws or ambiguity. These include partial matching using regular
expressions, simple Levenshtein proportion errors, or Levenshtein proportion for
multiple synonyms. Each of these methods offers different advantages depending on the
test type. Regular expressions allow answer specification to pick up the presence of key
words for short answer responses, to automatically score relatively complex responses
(see the Circulatory System example below). Levenshtein proportion marks an item
correct if some proportion of the letters are correct (e.g. 75 %).

Finally, a passive viewing trial type simply presents the stimulus (text, audio, or
image) for a fixed number of seconds or until the user hits the spacebar. Normally, a
fixed time is used, since unless the user population is intrinsically motivated, the students
or participants may truncate these study trials, reducing (possible) learning.

3.3 Datashop Export and Amazon Turk Integration

The system provides native export to the PSLC DataShop tab-delimited format style with
several custom fields. This functionality means that data collected in the system can be
immediately imported into DataShop for analysis, storage, and/or presentation [12]. As
part of the new LearnSphere project the DataShop is being expanded to include a graph‐
ical workflow analysis tool with multiple methods (http://learnsphere.org/). MoFaCTS
users will be able to take advantage of these resources immediately. Further, there is a
library of prior analyses already shared within the community for DataShop formatted files
(https://pslcdatashop.web.cmu.edu/ExternalTools).

The system provides integration with Amazon’s Mechanical Turk (MTurk) service.
This integration was added to ease the administrative burden often encountered when
running experiments with large numbers participants recruited via MTurk. A researcher
can oversee the experiment via a management screen within MoFaCTS that shows the
current progress of all participants. From the same screen, the researcher may approve
payment for a participant’s work and/or pay a post-payment bonus. If using the “lockout
conditions” discussed previously, researchers may craft an automated message that the
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system will send to Mechanical Turk users when their lockout expires (e.g., email a
reminder after a one-week retention interval).

4 Research Using MoFaCTS

Described here are three recent experiments (one published as a dissertation, one in
preparation, and one submitted for publication, respectively), using MoFaCTS with
different experimental designs and stimuli. These large complex experiments demon‐
strate how flexible the system is for different tasks and goals.

This study assessed the effects of spaced practice on the ability to identify musical
intervals. A total of 187 individuals from both a psychology subject pool and MTurk
completed a pretest and then practiced identifying six musical intervals, with two
musical intervals each randomly assigned to narrow, medium, and wide spacing for each
individual. During this practice, the musical intervals were presented at two tone levels
and were played as either harmonies or melodies. Participants were randomly assigned
to return for a posttest 2 min, 1 day, or 7 days later. All individuals received a posttest
of the same six musical intervals from practice at the same tone levels as practice and
at a transfer tone level. The posttest also contained both harmonic and melodic trials.

A second experiment which utilized several features of MoFaCTS, presented partic‐
ipants with retrieval practice on questions about the circulatory system. A total of 178
participants, recruited through MTurk, completed the experiment producing valid data.
Participants read a text (about the circulatory system), completed a retrieval practice
session, and took a posttest. They were randomly assigned to practice retrieval in one
of four conditions from a 2 (question depth: factual, applied) × 2 (answer format:
multiple choice, short answer) between-subjects design. Practice consisted of a total of
32 trials (eight questions repeated four times each), followed immediately by 16 posttest
trials (16 questions, not repeated). Each practice trial received immediate corrective
feedback. MoFaCTS was able to score the short answer responses immediately by
matching user type-ins to key words specified via regular expressions. This method was
flexible enough to allow us to account for common synonyms and misspellings discov‐
ered through pilot testing. After practice, a posttest assessed repetition performance and
transfer to a different format, a different depth, and previously unpracticed concepts.

A third experiment involved an arguably even more complex design, which repli‐
cated and extended prior work [13], in addition to testing refutation and long-term
retention. In this experiment approximately 450 MTurk users filled-in blanks for a
collection of 18 fill-in-the blank sentences about statistics to produce complete data. The
experiment used a 2 × 3 between-subjects design with 3 levels of retention interval
(either 2 min, 1 day or 3 days between 2 sessions of practice) and with 2 levels of
feedback (either simple feedback of the correct fill-in or refutational feedback for a
portion of the wrong answers). The within-subject design for the experiment crossed 3
levels of spacing (narrow, medium, or wide) with 3 levels of practice repetition (either
2, 4 or 8 repetitions) with 2 levels of fill-in variability during practice (same or random
fill repetitions) and 2 levels of fill-in variability during posttest (same or random fill-in
repetitions for each of the 9 items in each condition). Order of introduction (random or
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fill-in first) for each scheduling condition was counterbalanced in addition to using two
different schedule orders, either starting in order from the beginning or from the end (i.e.
in reverse) of the schedule. Additional sub-sequence randomization was used to prevent
exact repetitions of the spacing of conditions from cueing recall. Posttest practice order
tested each of the 18 items in random order with their respective response variability
condition for 3 rounds of testing.

5 Conclusions

MoFaCTS was create as a research tool to investigate the effect of instructional sequence
manipulations. The system is released on bitbucket.org as open source software (https://
bitbucket.org/ppavlik/mofacts/overview). As development continues we welcome
collaborators in building this research accelerator of research. With this in mind,
continued development will focus on not only increasing the capabilities in regard to
different and more complex types of trials or problems, but also on making the process
of creating a student model more streamlined so as to encourage the development of
multiple options for student models to explain and control practice in the system.

Acknowledgements. This work is supported by the National Science Foundation Data
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Abstract. This study investigates how pedagogical conversational
agents can facilitate learner-learner collaborative learning during a
knowledge integration task. The study focuses on (1) how knowledge
integration activity can be facilitated by using multiple Pedagogical
Conversational Agents (PCAs) with gaze gestures and (2) how dyad
coordination influences learners’ perspective-changing processes and
understanding. In a controlled experiment, dyads were accompanied
by multiple PCAs programmed to facilitate learning. Two eye-trackers
were used to detect the learner’s learning process and coordination. The
results show that learners who received facilitation from the PCAs about
integrating different perspectives performed better on the task, and if
they received gaze gestures, they tended to focus on the relationship of
different knowledge as well. Recurrence analysis of gaze patterns show
that those who performed well using PCAs synchronized their gaze.

Keywords: Pedagogical Conversational Agents · Collaborative
learning · Knowledge integration · Recurrence analysis

1 Introduction

One important interaction in collaborative learning is knowledge integration [7,9].
However, for novice learners, such activities are not easy to accomplish, and there is
a need to investigate what kind of interaction factors influence coordination. This
study examines the effects of Pedagogical Conversational Agents (PCAs) and the
interactions that are effective for facilitating learning activities.

1.1 Collaborative Knowledge Integration and the Use of PCAs

Research shows that learning through sharing knowledge with others can lead
to conceptual changes that brings new knowledge [7]. In addition, discussions
based on different perspectives can bring an understanding of the content at a
higher level [9]. These studies indicate that collaborative interaction for learning
tasks such as integrating different knowledge and concepts is an effective strategy
c© Springer International Publishing Switzerland 2016
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for collaborative learning. Although such integration is important for developing
and understanding new knowledge, it is not easy for novice learners. Consider-
ing these points, this study investigates how Intelligent Tutoring Systems (ITS)
can be used to support different knowledge integration and abstraction in dyad
collaborative learning.

Recent studies on tutoring systems have shown the effective use of PCAs [1,5].
However, there are few studies that have investigated how a PCA can facilitate
the collaborative learning of human-human interaction [4] and knowledge inte-
gration activities. In [2], the authors investigated how affective feedback from
the PCA facilitates interactions in an explanation task. In addition, studies have
shown that a multiplicity of PCAs can facilitate social interactions [3]. These
studies indicate that the key to effective PCAs is to provide seamless facilita-
tions that will not interrupt natural learner interactions. One of the challenges of
this study is to propose an effective interface design that provides such seamless
facilitation, but also draws adequate attention to its advice during knowledge
integration activities. This study uses the implications from previous studies
such as the use of multiple agents to create a social interaction. It proposes
the use of “embodied gestures” by multiple PCAs to provide effective awareness
during learning to help synchronize learner perspectives and thus produce better
communication. It can be predicted that if learners are biased towards their own
perspective, they may not pay attention to others and coordination will become
poor. If PCAs are able to produce better coordination, learning performance
should improve.

1.2 Factors Related to Knowledge Integration

In this study, we set up a knowledge integration task where two concepts are
presented on a computer screen such that one is familiar to only one learner
and the other is familiar only to the other learner. Given such a task, this study
focuses on the use of embodied gestures such as eye gaze, which can seamlessly
navigate learner’s attention to different knowledge during a discussion with peer
learners. Eye gaze, which can indicate joint attention, is known to be an effective
way to affect attention [10]. Because gaze gestures are known to be effective non-
verbal communication strategies, they can be effective gestures for drawing a
learner’s attention to the different knowledge of others naturally and seamlessly.
The present study uses multiple PCAs to facilitate social interactions and it is
predicted that the use of multiple gaze gestures indicating the same direction
will provide a strong attention signal.

Another challenge of this study is to understand how the performance of
communication processes change when using a PCA that provides suggestions
for better interaction. The study focuses on the coordination of gazes in a dyad,
which is known to be an effective method for capturing how learners interact
during a collaborative task [6]. Eye tracking methods are used to capture the
nature of coordination. Studies in Learning Science and Computer Supported
Collaborative Learning (CSCL) have implied that eye-trackers are effective for
understanding the nature of collaborative activities [8]. Communication studies
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such as [6] suggest that the degree of gaze recurrence between dyads (speaker-
listener) is correlated with collaborative performance such as understanding and
establishing common ground. The recurrence of two speakers’ eye movements in
collaborative learning settings has become widely used to detect the performance
of learners in the fields of ITS and CSCL. This index is used to investigate our
research goals.

Our main interest is to understand if the use of PCAs is effective in the
knowledge integration task in a learner-learner collaborative setting. Therefore,
our first goal is to investigate how knowledge integration can be facilitated by
multiple PCAs that address different content using gaze gestures. Our second
goal is to investigate how dyad coordination influences learners’ perspective-
changing processes and understanding. Hence, the degree of gaze synchronization
and its influence on coordination during learning was investigated.

2 Method

2.1 Task

This study focuses on the knowledge integration process of dyads (learners) in
an experimental setting. The learners consisted of 78 students in a Japanese
university majoring in psychology. Participants were formed into dyads and
instructed to collaboratively explain two different types of sub-concepts and
integrate them to gain a higher understanding of the concepts. The concepts
(a) memory processing (sub concepts: long-term and short term memory),
(b) knowledge processing (sub concepts: top-down and bottom-up processing),
and (c) attention processing (sub concepts: zoom-in and spot-light processing)
were used randomly across conditions. To create a situation where learners had
different knowledge, before the experiment, participants were required to study
and be prepared to explain one of the sub-concepts. Learners sat facing each
other with a computer monitor in front of them. Their screen was divided into
four areas: (1) sub-concept 1, (2) PCA1, (3) sub-concept 2, and (4) PCA2. A
brief description prepared by one of the learners was presented for one of the
concepts. Participants were instructed to first explain their familiar sub-concepts
and then try to integrate this knowledge to understand the concept from a wider
point of view. Participants engaged in the activity for 10 min and received an
average of 10 messages from the PCAs.

We used two versions of a PCA developed in a previous study [2,3], where its
roles were to provide metacognitive suggestions and facilitate communication.
The system was developed in Java and programmed for server-client networks.
The rule for responses was based on [2,3], where the system responded to impor-
tant keywords from the learners (e.g., long-term memory, episodic memory, or
implicit memory). When the system detected these words, it provided sugges-
tions to facilitate learner metacognitions. In the current experiment, we did not
use the text-based chat from the previous study. Instead, the experimenter lis-
tened to the conversations from a different room and input some of the key
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phrases into the system. The system then automatically responded using pre-
defined rules. Participants were randomly assigned to three conditions (no agent
condition: n = 26, agent condition: n = 26, and agent+joint condition: n = 26).
In the no agent condition, no PCAs were presented on the screen. The PCAs in
the agent+joint condition provided gaze gestures (e.g., looking at the concepts)
while the learners provided metacognitive suggestions.

2.2 Dependent Variables

To analyze learning performance, participants were asked to describe the concept
in text before and after the task. The answers were scored by 1(poor) to 5(good)
based on the coding scheme of [2,3]. Two experts then graded the results. Their
correlations were 0.65 and they discussed decisions before finalizing them.

The learning process was evaluated based on how often the learners paid
attention to the important areas (concepts) on their screens. A high frequency
of gaze on both areas indicated an effective integration learning process. The
screen was divided into five areas and the number of fixations per area were
counted (area 1: concept A, area 2: PCA1, area 3: concept B, area 4: PCA2, and
area 5: outside areas 1–4). The gaze plots of areas 1 and 3 were counted for each
learner and the following ratio was calculated:

b =
|n1 − n2|
n1 + n2

(1)

where n1 is the number of fixations on his/her own concept and n2 is the num-
ber of fixations on the other learner’s concept. The more b is around zero, the
more the learner looked both at his/her own area and the other area and hence
performed well at knowledge integration.

To investigate our second goal of the study, we investigated the amount of syn-
chronized joint attention. Synchronization of the eye plots on the five screen areas
plus other fixations was examined using recurrence analysis (chance = 0.166). The
analysis used R and was based on [6], which captures the proportion of fixations at
the same location for both learners during a typical time period. The recurrence
of phi observed between the two time series (Learners A and B) was calculated for
a specific time state k. Coefficient phi(k) increases with the frequency of matching
recurrences in the same state (k; k) and decreases otherwise.

3 Results

A 2 (learner: A vs. B) × 3 (PCA condition: no agent vs. agent vs. agent+joint
conditions) ANOVA was conducted on the gaze plot index b. There was no
significant interaction between the two factors (F (2, 72) = 0.7639, p = ns,
η2
p = .0075). The results of the main effect show that there were no dif-

ferences between conditions (F (2, 72) = 0.8272, p = ns, η2
p = .0053) but

there were differences between learners (F (2, 72) = 1568.7678, p < .001,
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η2
p = .9561). The mean b was 0.78 and −0.63 for Learners A and B, respec-

tively. This indicates that the participants preferred to look at their familiar
concept regardless of the PCA.

To investigate in more detail the effect of the PCA gaze gestures, we fur-
ther investigated the relationship between b and learning performance. Figure 1
shows the relation between the understanding score and gaze plot for the three
conditions. A Person’s correlation analysis was conducted for each condition. For
the no agent and agent conditions, there were no correlations with performance
(r = −0.06, p = ns; r = 0.007, p = ns). In contrast, there was a significant
negative correlation for the agent+joint condition (r = −0.425, p < .01), show-
ing that learners focusing on two concepts (b close to zero) performed better on
the understanding tests. This analysis shows that, depending on the learners’
level of understanding, their learning process changed because of the PCAs and
gaze gestures. The advantage of using gaze-gesture PCAs did not appear clearly.
However, when learners received addressing gaze gestures from the PCAs, they
looked at both concepts, and when they did, they gained a better understand-
ing. In contrast, without such gaze gestures, this tendency did not appear and
learners could have been working more individually.

Fig. 1. Correlation of gaze plot and performance.

To analyze synchronization and learning performance, a Person’s correlation
analysis was conducted for each condition. However, no differences were found
(no agent condition: r = −0.3, p = ns; agent condition: r = −0.29, p = ns;
agent+joint condition: r = 0.13, p = ns). Next, we investigate synchronization
and learning process. Differences were found in the agent and agent+joint con-
ditions (no agent condition: r = −0.33, p = ns; agent condition: r = −0.44,
p < .01; agent+joint condition: r = −0.40, p < .01). This indicates that syn-
chronized gaze was not correlated with learning performance, although it was
related to the integration process.
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4 Conclusions

There were no differences detected with respect to the use of PCAs with gaze
gestures. However, learners using PCA with joint attention, when they gazed
at both concepts, tended to perform better. In contrast, PCAs without such
gestures did not show any relationship. This implies that gaze gestures can be
used to direct learners towards important content in a learner-learner centered
collaborative learning activity. From the point of providing seamless and natural
facilitations to such learners, this study has successfully shown how PCA designs
can produce better interaction during knowledge integration tasks. The recur-
rence analysis results show that learners with high recurrence perform better
at learning processes. This result implies the importance of coordination during
collaborative learning in a knowledge integration task. The next challenge is to
investigate how coordination can be controlled by PCA navigation.
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Abstract. This work examines the efficiency of an agent intervention mode,
aiming to stimulate productive conversational interactions and encourage stu-
dents to explicate their historical reasoning about important domain concepts.
The findings of a pilot study, conducted in the context of primary school class in
Modern History, (a) suggest a favorable student opinion of the conversational
agent, (b) indicate that agent interventions can help students to engage in a
transactive form of dialogue, where peers build on each other’s reasoning, and
(c) reveal a series of interaction patterns emerging from the display of the agent
interventions.

Keywords: Conversational agent � Academically productive talk �
Computer-supported collaborative learning � Primary education � History
education

1 Introduction

Although the value of peer dialogue interactions have been repeatedly emphasized in
the field of computer-supported collaborative learning (CSCL), it is known that simply
placing students in groups and asking them to interact with each other does not
guarantee a pedagogically beneficial outcome [1]. According to the classroom dis-
course framework of academically productive talk (APT), a students’ discourse should
be: (a) accountable to the learning community, i.e. students should listen to and learn
from each other, (b) accountable to accurate knowledge, i.e. students should support
the validity of their contributions using explicit evidence, and (c) accountable to rig-
orous thinking, i.e. students should focus on logically connecting their claims in a
reasonable manner [2]. In this perspective, APT highlights a set of valuable discussion
practices and conversational moves (Table 1), which aim to induce appropriate forms
of students’ discourse [1]. Even though such moves are associated with improved
learning outcomes and academic achievements in various contexts, their effectiveness
appears to depend on factors such as the teacher’s authority or the student’s educational
level [2].

In the past few years, researchers explored the use of conversational agents utilizing
APT interventions to scaffold learners’ discussions [3]. Despite the limited number of
studies conducted in this potentially promising research area, it was shown that APT
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agents can increase learning gains and intensify group knowledge exchange [4, 5]. Yet,
the findings seem to vary according to the type of the agent intervention employed and
the study setting. For instance, the Agree-Disagree intervention mode (Table 1, item 1)
was found to perform well in higher education settings [4], while the less demanding
mode of Re-voicing (Table 1, item 3), which elicits self-oriented conversational moves,
was shown to be only effective for younger novice learners [6].

Drawing on the above line of research, this work presents a pilot study exploring
the impact of a Press-for-Reasoning (PR) agent intervention mode (Table 1, item 5) in
the context of a collaborative learning activity. Our aim is to collect preliminary
evidence regarding the effectiveness of the PR intervention mode in primary education
and identify key conversational interaction patterns or behaviors, which could facilitate
the future development and configuration of well-targeted agent interventions.

2 Method

2.1 Participants

A one-group exploratory study was conducted in the context of a 5th-grade primary
school class in Modern History. The activity took place in a computer lab. The par-
ticipants were 32 students (18 females) and their ages ranged from 11 to 12 years old.

2.2 An APT Conversational Agent for History Education

For the purpose of this study, the MentorChat conversational agent system [5] was
integrated in an online educational game, called HistoryLand. The game was developed
as a complementary tool for teaching Modern History in primary education settings.

In the first game phase, students are shown a series of cards relating to the historical
period of the current level, namely World War I, World War II or the Balkan Wars.
Then, they are asked to individually collect the card item that is incongruous with the
prescribed historical period. In the next game phase, students are assigned to dyads and
enter a chat (Fig. 1). They are expected to realize that the incongruous card items they

Table 1. A selection of APT moves.

Intervention Mode Example Accountability

1. Agree-Disagree “Do you agree or disagree with what your partner said about
…? Why?”

Learning
community

2. Add-On “Would you like to add something to …?” Learning
community

3. Re-voice “So you are saying that … Is that right?” Learning
community

4. Build-on-Prior-Knowledge “How does this connect with what we have discussed in class
about …”

Accurate
knowledge

5. Press-for-Reasoning “What makes you think that?” Rigorous
thinking
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have collected refer to the Asia Minor Expedition and asked to create a joint story
about it (Fig. 1A). This collaborative phase features an animated conversational agent
illustrated as an owl (Fig. 1B), which delivers PR interventions displayed outside the
main chat window (Fig. 1C).

The aim of the PR agent interventions is not to introduce additional content but
encourage students to externalize their reasoning. Reasoning in the context of history
education can be regarded as the process in which a student organizes information
about the past to build or explain an interpretative historical case [7]. Simply posting a
claim is often not enough without providing the historical reasoning that has led to it.
Indeed, it is when students explicate their reasoning in writing that they make it
available for others (or oneself) to assess, question or challenge [1]. In this manner, the
agent attempts to support accountability to rigorous thinking posing a variety of
questions that elicit students’ reasoning about the important historical concepts being
discussed (Table 2, row 3). These concepts, which form the agent domain model, are
derived from the first game phase where students individually collect some card items.

Fig. 1. A screenshot of the chat interface.

Table 2. A dialogue excerpt demonstrating an agent intervention.

Time Name Message

11:15 Eva I think we should include what happened in Smyrna in 1922.
11:44 Jim I do not think this should be our main focus here
11:45 (Agent) Jim, what do you think caused the destruction of Smyrna in 1922?
12:29 Jim Oh! Hmmm… Eva do you remember what happened?

(Continued)
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In a nutshell, the conversational agent (a) analyzes students’ contributions to
identify relevant key domain concepts or phrases, (b) compares the current students’
knowledge representation with the agent knowledge representation using segmentation,
stemming and pattern matching algorithms to determine whether an APT intervention
is suited, and (c) synthesizes and delivers an agent intervention. As illustrated in
Table 2, when a student (Eva) introduces a key domain concept in the group discus-
sion, the agent waits for a maximum of 30 s and, unless some form of reasoning on that
concept is detected, the agent displays its intervention addressing their partner (Jim).
The aim of this mechanism is to promote reasoned participation by all students.

2.3 Procedure

Students were asked to play HistoryLand during their Modern History class.
Throughout the first three levels of the game, each student collected card items that
displayed historical figures or events. Thereafter, students collaborated in dyads
(16) using their card items to compose a joint story about the Asia Minor Expedition.
The whole activity lasted about 90 min whereas the collaborative phase, which con-
stitutes the primary focus of this study, lasted approximately 25 min. Following the
activity, students were requested to fill in a student opinion questionnaire.

3 Data Analysis and Results

The post-task questionnaire measured students’ perceptions of the conversational agent
using a 5-point Likert scale (1-disagree to 5-agree). A high internal consistency
coefficient of reliability was reported (Ca = .88). Table 3 presents the questionnaire
results.

Table 2. (Continued)

Time Name Message

12:51 Eva I think I remember something
13:19 Jim Tell me please
14:17 Eva I think the Greek army fought with the Turkish army there. Turkish

forces entered the city in September 1922 and there was fire all over the
city.

14:39 Jim Right! Thanks;-)
16:17 Jim (Submitted Answer) Thras, Smyrna was destroyed because of the war

between the Greeks and Turkish. The war ended in September 1922
when the Turkish troops gained control of Smyrna. At that time, while
the city was burning, many Greeks died at the city port while trying to
escape in panic

16:47 Jim I remember that the commander of the Turkish army was Mustafa Kemal
16:48 Eva That is right. Unfortunately, many people lost their lives then and the

whole city was ruined because of the fires and battles…
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A discourse analysis was conducted focusing on dialogue transactivity, which is
regarded as a valid indicator of the learning taking place in a conversation [8]. A dia-
logue can be considered as transactive if learning partners build on each other’s rea-
soning as the discussion progresses. Students’ contributions were classified by the
authors using the discourse analysis scheme (Table 4) presented in Sionti et al.’s [8]
study.

The discourse analysis revealed 56 agent interventions and 514 distinct students’
contributions (Table 5).

Table 3. Student opinion questionnaire results relating to the conversational agent

Questionnaire Items M (SD)

The presence of the agent made my team’s discussion more engaging. 4.45 (1.06)
The agent interventions during the discussion were comprehensible. 4.56 (0.88)
Interventions helped me to recall valuable information on topics being
discussed.

4.53 (0.94)

I understood the ‘Asia Minor Expedition’ better through responding to the
agent.

4.32 (1.23)

Table 4. The discourse analysis scheme.

Category Description

Off-task Playing a purely social function or not relating to the task (e.g. “Hello”)
Management Used for task coordination (e.g. “Submit your answer.”)
Assertion Not displaying any form of reasoning (e.g. “The Eskisehir battle was

important.”)
Repetition Reiterations of previous statements
Non-transactive Externalizations of reasoning that do not connect with any previously

expressed reasoning (e.g. “Asia Minor Expedition ended because of
the…”)

Transactive Externalizations of reasoning that connect with some previous display of
reasoning (e.g. “I agree but this is not entirely true since…”)

Table 5. Discourse analysis results (N = 16 groups).

Contribution Type Total Freq. Mean St. Dev.

Off-task 56 10.89 % 3.50 2.31
Management 101 19.65 % 6.31 3.96
Repetition 16 3.11 % 1.00 1.15
Assertion 179 34.82 % 11.19 6.12
Non-transactive 56 10.89 % 3.50 1.10
Transactive 106 20.62 % 6.63 2.96
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In order to explore the agent impact on students’ discussions we identified all
agent-induced contributions. These could be either direct responses to the agent or
follow-up comments stimulated by the agent intervention. Despite the rather low
number of the PR interventions displayed, our analysis revealed that, on average, each
agent intervention induced more than one transactive contributions (Table 6, row 3).

Given that the most important aspects of conversational interactions are based on
the temporal sequentiality of students’ statements, we also adopted a sequential analytic
approach [9]. After examining the interaction flow of each group chat, we performed a
line-by-line analysis, which resulted in the identification of the following themes:

Partner’s Impatience. Students seemed to be impatient while awaiting their part-
ners to submit their agent response and often encouraged them to hurry up. This may be
due to the fact that the students’ usually spent additional time preparing their answers to
the agent as compared to the time they spent responding to their peer.

Attention Capture. In contrast to our previous studies involving university students,
the younger students never ignored the agent interventions. Even when students could
not recall any information about the historical event or figure asked, they replied to the
agent using phrases such as “I am sorry but I cannot remember this”.

Amplified Agent Authority. Although the conversational agent was not designed to
have an authoritative communication style or role, the young learners perceived the
agent as an authority figure. Students’ responses to the agent were far more formal and
polite as compared to their responses to their partners’ questions.

Dynamic Configuration of Collaboration Practices. Students’ conversational
behavior seemed to change as the discussion progressed and more agent interventions
appeared. As the time passed, peers engaged more frequently in question-answering
dialogue turns, as if they were trying to mimic the agent role by posing similar
questions. Yet, further research is clearly needed to draw any definite inferences.

Reciprocal Peer Support. When students could not respond to the agent questions,
they asked for the assistance of their partner, who often was more than willing to help.

4 Conclusion

We consider the study results to be encouraging suggesting a favorable students’
opinion of the conversational agent and a positive effect of the PR intervention mode
on the transactive features of students’ dialogue. Despite the study limitations, such as

Table 6. Intervention mode impact on transactivity.

Measurements Total %

Agent-Induced Non-transactive Contributions 19 33.93
Agent-Induced Transactive Contributions 67 63.21
Transactivity Induction Ratio (Agent-Induced Transactive
Contributions/Agent Interventions)

67/56 = 1.20 –
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its one group design and small sample size, we expect its findings to provide valuable
insights regarding the design, feasibility and potential impact of APT agent intervention
modes.

Acknowledgements. The authors are grateful to Dimitris Gkoumas, Maria Kioumousidou,
Dimitra Kioutsouki, and Maria Vavami for their contributions and the development of
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Abstract. We study the impact of question difficulty on learners’
engagement and learning using an experiment with an open online educa-
tional system for adaptive practice of geography. The experiment shows
that easy questions are better for short term engagement, whereas diffi-
cult questions are better for long term engagement and learning. These
results stress the necessity of careful formalization of goals and optimiza-
tion criteria of open online education systems. We also present disaggre-
gation of overall results into specific contexts of practice.

1 Introduction

Making practice suitably challenging is one of the key goals of adaptive educa-
tional systems. The general idea that the best activity is neither too easy nor
too difficult was formulated as Inverted-U Hypothesis [1]. Lomas et al. [6] found
that in the context of their simple educational game easier problems lead to
higher engagement, but lower learning. A similar research was done using Math
Garden software [2]. The authors compared three conditions and showed that
the easiest condition led to the best learning (mediated by a number of solved
tasks). Other authors have used more complex experimental techniques to find
optimal parameter values (e.g., Bayesian optimization), but they have optimized
only with respect to short term engagement [3] or short term transfer [4].

We report results of an online experiment evaluating impact of question diffi-
culty on learning and engagement in the context of declarative knowledge and an
open educational system. Specifically, we use a system for an adaptive practice of
geographical facts [9] (e.g., names and location of countries or cities); the system
is publicly available at http://outlinemaps.org. We have reported experiments
with question difficulty in this system in previous work [8], but only with respect
to engagement. Here we provide more detailed analysis including also learning.
The used methodology is similar to a previous work [10] which compared an
adaptive and a random construction of questions within the system. Here, we
pay more attention to issues related to data aggregation and a conflict between
short and long term engagement.

Analyzing data from the experiment containing conditions targeting 5 %,
20 %, 35 %, and 50 % error rate, we observe a conflict between learning and
long term engagement on one side (more difficult is better), and short term
c© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 267–272, 2016.
DOI: 10.1007/978-3-319-39583-8 28
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engagement on the other (easier is better). These results demonstrate the risk
hidden in optimizing only short term behaviour of the system (as done in [3,4]).
Our results are also in contrast with previous studies [2,6], which concluded that
easier questions are better (we are, however, using educational system from a
completely different domain).

2 Experimental Setting

We have performed the evaluation using a randomized trial with four experi-
mental conditions within a widely used adaptive system providing practice of
geography. The system estimates learners’ knowledge and based on this esti-
mate it adaptively constructs multiple-choice (2–6 options) or open questions of
suitable difficulty [9]. The adaptive behaviour of the system is based on models
of learners’ knowledge. These models provide a prediction of the current knowl-
edge for each learner and item. This part has been described and evaluated in
previous work [9], here we use these models as a ‘black box’.

The system uses a target error rate and adaptively constructs questions in
such a way that learners’ achieved performance is close to this target [8]. In our
experiment we evaluate four experimental conditions which differ only in one
aspect – the target error rate: 5 %, 20 %, 35 %, 50 %. In the following text we
denote the conditions as C5, C20, C35, and C50. Learners were assigned to one
of the conditions randomly when they entered the system for the first time. The
experiment was performed from November 2015 to January 2016 and we have
collected almost 3 300 000 answers from roughly 37 000 learners. To make our
research reproducible we make the analyzed data set available1 (together with
a brief description and terms of use).

To evaluate learning within the adaptive system we use “reference questions”.
The reference questions are open questions about a randomly chosen item from a
particular context (independently of the experimental condition). The questions
are used periodically (every 10th question is a reference question). The first
reference question is the first question within a context, i.e. before the adaptive
algorithm has any chance to influence the practice for the given context. A similar
approach based on random items has been used for evaluation previously, for
example in [4,10].

An important factor that influences the evaluation and interpretation of
results are different contexts within the system. Learners can choose different
maps and types of places to practice. These contexts differ widely in their diffi-
culty (prior knowledge) and the number of items available to practice (10–170).
Distribution of answers is highly uneven, most learners practice a few popular
maps. For the analysis we use 10 contexts with most answers (listed in Fig. 1).
More detailed analysis of differences among contexts is available in the full
version of the paper [11].

1 http://www.fi.muni.cz/adaptivelearning/data/slepemapy/2016-ab-target-difficulty.
zip.

http://www.fi.muni.cz/adaptivelearning/data/slepemapy/2016-ab-target-difficulty.zip
http://www.fi.muni.cz/adaptivelearning/data/slepemapy/2016-ab-target-difficulty.zip
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Fig. 1. Top 10 mostly used contexts available for learners to practice. (A) percentage
of answers in the analyzed data set, (B) number of items, (C) average error rate per
experimental condition ignoring reference answers.

3 Engagement

To evaluate engagement we consider (1) survival rates (i.e., proportion of learn-
ers who answer at least k questions), and (2) probability of returning to the
system (after a delay of more than 10 h; the specific duration of the delay is not
important for presented results). While analyzing differences among the condi-
tions, we have identified opposite tendencies with respect to short term and long
term engagement. The main trend is that while conditions with easier questions
enhance engagement at the beginning, more difficult conditions engage more
learners later on.

From the global viewpoint, short term engagement is better in case of easier
questions. The survival rate after 10 answers is sorted according to question
difficulty (C5: 89.2 %, C20: 87.0 %, C35: 84.0 %, C50: 81.2 %, confidence interval
±0.77%). The differences are decreasing with the number of answers, survival
rates after 100 answers are very similar in all conditions (from 26.0 % to 26.5 %,
confidence interval ±0.88%). Note that after 30 or more questions, the conditions
C35 and C50 no longer achieve their target error rate in most contexts, since
the items from these contexts are already mastered by learners. The return rate
increases with the difficulty of questions, the largest difference being between
C5 and other conditions (C5: 15.2 %, C20: 16.0 %, C35: 16.6 %, C50: 16.8 %,
confidence interval ±0.75%).

There are quite large differences among individual contexts (see Fig. 2), most
likely caused by learners’ preferences and implementation details of the system,
e.g., the system recommends 6 contexts (e.g., European states) as “quick start”
options on the home page, which makes their survival rates lower than survival
rates of “self-selected” contexts (e.g., Asian states). The magnitude of differences
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Fig. 2. Survival analysis (A, B) and probability of return after 10 h (C) for 10 most
practiced contexts and 4 experiment conditions. Error bars represent 95 % confidence
intervals.

between conditions is mostly aligned with differences in their behaviour in the
particular context, e.g. its difficulty or number of items available to practice.

Short term survival (Fig. 2A) differs in all contexts in favour of easier condi-
tions. In case of long term survival (Fig. 2B), the trend is quite opposite, although
for individual contexts the differences are typically rather small. This contrast
is best seen on European states (the context with most data), where we see a
reliable difference between C50 and C5.

4 Learning

The evaluation of learning cannot be simply based on the achieved error rate
of learners, since this error rate is by definition heavily influenced by the used
experimental conditions. For this reason we collect previously described refer-
ence answers, which are not affected by any condition, and from these reference
answers we construct learning curves. We construct a learning curve [7] in the
same way as in [10]. We put together reference answers from all available con-
texts and compute an average error rate preserving their ordering within contexts
(e.g., we put together all the first reference answers from all users and contexts
to get the first point of the learning curve). We do not filter any data and users
may quit their practice on their own, so for the first point of the learning curve
we have more answers than for the second one and so on – the results thus
may be influenced by attrition bias, this issue is discussed in the full version of
the paper [11]. In accordance with previous research [7,10] we assume that the
learning curve corresponds to the power law, i.e., the error rate can be expressed
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Fig. 3. Left: Global learning curve based on the power law ax−k. Right: Learning rate k
for different contexts. Error bars stand for 95 % confidence intervals computed using
bootstrapping.

as ax−k, where x is the number of attempts, a is the initial error rate, and k is
the learning rate.

When we mix data from all contexts together and analyze learning only on
the global level, more difficult practice seems to lead to better learning, see
Fig. 3 (left). Figure 3 (right) shows more detailed analysis for individual con-
texts. Instead of looking at the whole learning curves, we assume that the initial
error rate a is the same for all conditions within the same context and we com-
pare only their learning rate (the parameter k in the power law). The learning
rate differs among some contexts (e.g., Czech cities vs. European states) due
to differences in the number of items and other factors. Here, we are mainly
interested in the comparison of our experimental conditions within individual
contexts. The general trend is the same as in the case of the global learning
curve with the largest differences being between C5 and other conditions. The
size of differences is related to different behaviour of conditions within individual
contexts – number of items available to practice and actually achieved error rate
(e.g., Europen countries are much easier than Czech cities for most of our users).

5 Discussion

We performed an experiment with varied difficulty of items in a widely used
open online educational system. The most interesting result is the difference
between “short term engagement” (not leaving immediately) and “long term
engagement” (prolonged usage of the system). Easy questions lead to better
short term engagement, whereas difficult questions are better for the long term
engagement. We also evaluated learning improvement, which is better for more
difficult questions (the main difference being between very simple questions and
others). These results are in contrast with previous research [2,6], which may
be due to different learning domain (procedural knowledge in mathematics vs.
declarative knowledge in geography). The issue of optimal difficulty thus war-
rants more attention in research.
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These results have specific consequences for the studied system and for closely
similar systems (e.g., vocabulary learning) – it seems that the system should
start with easy questions “to hook learners up” and then switch to more diffi-
cult questions. But more importantly, the results have important methodological
consequences for evaluation and optimization of educational systems. It is tempt-
ing to use “short term engagement” as a proxy for system quality, because this
metric can be easily and quickly measured (as opposed to learning or long term
engagement); this has been done for example in [3,8]. Our results show that this
approach can be misleading and that it is important to use a “multi-criteria
approach” (using techniques like [5]) since both engagement and learning are
important in open online educational systems.
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Abstract. This study examined the proportional learning gains attained by 165
college students as they learned about the human circulatory system over two
sessions with the intelligent tutoring system, MetaTutor. Results indicated that
learners in the prompt and feedback condition, which were afforded the full
capabilities of the four pedagogical agents (PAs), attained significantly greater
proportional learning gains than learners in the control condition who did not
receive the same scaffolding. In addition, we also found that the amount of time
spent with each PA produced different types of impacts on the learners, with
Sam the Strategizer having the most influence on proportional learning gains.
Lastly, results from the revised Agent Persona Inventory (API), administered
following the learning session with MetaTutor, revealed key findings regarding
learners’ overall retrospective affective reactions towards each individual PA.
These results have implications for the design of future PAs capable of offering
real-time and adaptive pedagogical instruction within Intelligent Tutoring
Systems (ITSs).

Keywords: Pedagogical agents � Adaptive hypermedia systems � Intelligent
tutoring systems � Self-regulated learning � Metacognition � Scaffolding and
tutoring

1 The Impact of Pedagogical Agents on Learning
with MetaTutor

Intelligent tutoring systems (ITSs) are capable of improving the quality, experience,
and instructional value of educational environments by supporting a student’s learning
through the use anthropomorphic virtual characters called pedagogical agents
(PAs) [1–3]. One key component of ITSs is that they have been shown to play an
important role in facilitating students’ self-regulated learning (SRL) and in particular,
have been used to scaffold, foster, and support cognitive, affective, metacognitive, and
motivational (CAMM) processes [4]. Several existing ITSs utilize PAs to support and
foster specific CAMM processes. For example, AutoTutor incorporates conversational
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agents to detect and regulate affective processes during computerized tutoring [3].
Betty’s Brain uses the learning by teaching paradigm to facilitate metacognitive
monitoring during knowledge construction in science-related topics [2]. Other ITSs,
like Crystal Island, use virtual agents to foster learner engagement and support affective
processes predictive of scientific reasoning [5]. MetaTutor is an intelligent multiagent
hypermedia-learning environment that uses four PAs to foster conceptual under-
standing of the human circulatory system by highlighting the importance of SRL [4].

Utilizing a four-agent system raises several questions pertaining to their ability to
cumulatively facilitate SRL effectively. For example, are the unique roles of the PAs
effective in enhancing complex learning? If so, is it because the amount of time they are
interacting with the learners, or is it perhaps related to the frequency in which they
interact with them? Despite the potential benefits of providing timely and adaptive
feedback, we also know from our research, and the research of others, that these PAs
may also impact learners’ reactions toward them following the learning session. These
are just a few of the critical questions that are addressed in this study.

2 Method

165 college students (52.7 % female) from three North American universities partici-
pated in a 2-day laboratory study. The sample ranged in age from 18 to 41 (M = 20.4,
SD = 3.02). Learners were randomly assigned to either the prompt and feedback
condition (n = 82) or the control condition (n = 83). Learners received $10 per hour,
and up to $40 for completing the study.

MetaTutor is an intelligent multia-
gent hypermedia-learning environment
that helps guide learners through 47
pages of challenging content by setting
subgoals and advancing the learners
toward those goals [4] (see Fig. 1).
While interacting with MetaTutor,
learners are guided by four PAs that
provide timely scaffolding. Each agent,
aside from Gavin the Guide, offers
support on one specific component of
SRL. Gavin’s objective is to provide
learners the information necessary to
navigate the environment. Mary the
Monitor supports learners by helping
them monitor what has taken place during the session. Mary recommends the use of
metacognitive processes such as content evaluations (CE), feelings of knowing (FOK),
judgments of learning (JOL), and monitoring progress toward goals (MPTG). Pam the
Planner supports learners by emphasizing planning, activating prior knowledge, and
creating relevant subgoals. Additionally, Sam the Strategizer encourages effective
cognitive strategy use (i.e., coordinating informational sources, making inferences,
summarizing, etc.) as learners progress toward completing their goals.

Fig. 1. MetaTutor interface
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Learners were also asked to complete pre and posttests, a demographic question-
naire, and several self-report measures, including the revised Agent Persona Inventory
(API). The pre and posttest measures were 30-item multiple-choice tests on the human
circulatory system. A proportional learning gain score was calculated for each learner
based on the results of the pre and posttests.1 The revised API is a 60-item, four-section
questionnaire, adapted from Baylor and Ryu’s 2003 Agent Persona Inventory, which
was used to assess how learners felt about their interactions with the PAs. Proportion of
the session spent interacting with a PA was calculated by summing the total time spent
interacting with each PA and dividing by the learner’s total session duration. Similarly,
summing the number of interactions with a PA and dividing it by the duration
calculated the frequency of interacting with PAs.

3 Results

3.1 Research Question 1: Does Experimental Condition Impact
Proportional Learning Gains During Learning with MetaTutor?

An Independent samples t-test was conducted to investigate the impact of experimental
condition, control (M = 21.74, SD = 24.21), and prompt and feedback (M = 30.92,
SD = 20.39), on proportional learning gains. On average, learners in the prompt and
feedback condition achieved greater proportional learning gains than learners in the
control condition t(163) = 2.63, p = .01, d = .41. The results produced a medium
effect.

3.2 Research Question 2: Does Proportion of PAs’ Time Spent
Interacting with Learners Predict Proportional Learning Gains?

Based on the result of research question 1, we were interested in investigating if some
PAs had a greater impact on proportional learning gains than others. Gavin was
excluded from analyses as his role was helping learners navigate the environment, and
therefore, did not provide prompts, scaffolding or feedback. A multiple linear regres-
sion was conducted to predict proportional learning gains based on the proportion of
session time spent interacting with Sam, Mary, and Pam. The results indicated that the
proportion of the session spent interacting with Sam was predictive of learning gains
(b = .29, p = .003), whereby, the longer the learner interacted with Sam, the greater
their proportional learning gains. However, the proportion of time spent interacting
with Mary (b = .02, p = .86) and Pam (b = .06, p = .51), was not predictive of pro-
portional learning gains. The proportion of session time spent interacting with the PAs
was predictive of 9 % of the variability in proportional learning gains made during
learning with MetaTutor (R2 = .09, p = .002). However, the finding that only the
proportion of the session spent interacting with Sam is predictive of proportional

1 We used the proportional learning gain formula commonly used by ITS researchers (e.g., Azevedo,
D’Mello, Graesser, Graffsgaard).
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learning gain raises further questions—e.g., does the frequency of PA-learner inter-
actions and the qualitative nature of overall interactions predict outcomes?

3.3 Research Question 3: Does the Frequency of Interactions Between
the PAs and Learners Predict Proportional Learning Gains?

Based on the findings of research question 2, another multiple linear regression was
conducted to predict proportional learning gains based on the frequency of PA scaf-
folding and intervention throughout the session. Results indicated that the frequency of
interactions for Sam (b = .22, p = .06), Mary (b = .002, p = .99), and Pam (b = .–02,
p = .83) were not predictive of proportional learning gains. Results show that, in
general, the frequency of interaction (i.e., instances of prompting and scaffolding) with
PAs does not predict proportional learning gains. These findings suggest that the
qualitative nature of PA-learner interactions may be more predictive than the quantity.

3.4 Research Question 4: What are Learners’ Posthoc Appraisals
of the PAs and are they Related to Learning?

Pearson correlations were conducted to investigate the relationship between learners’
affect, proportion of session time spent interacting with the PAs, and feelings about the
value of MetaTutor. The results found non-significant correlations between affect and
proportional learning gains, where affect was self-reported on the revised API. How-
ever, positive and negative feelings of affect toward the PAs were found to be sig-
nificantly correlated with the proportion of time spent interacting with the PAs.

Results showed general negative affect towards Sam with significant positive
correlations between the proportion of session time spent interacting with Sam and
frustration (r(165) = .57, p < .001), anxious (r(165) = .38, p < .001), ashamed
(r(165) = .16, p = .04), hopeless (r(165) = .21, p = .01), contempt (r(165) = .27,
p = .001), and confusion (r(165) = .25, p = .001), as well as a significant negative
correlation between Sam and enjoyment (r(165) = –.16, p = 05).

As for Mary the monitor, results indicated significant positive correlations between
proportion of session time spent interacting with Mary and pride (r(165) = .16,
p = .05), frustration (r(165) = .27, p = .001), anxious (r(165) = .17, p = .03), ashamed
(r(165) = .27, p = .001), hopeless (r(165) = .19, p = .01), and contempt (r(165) = .18,
p = .02).

There were significant positive correlations between proportion of session time
spent interacting with Pam and frustration (r(165) = .17, p < .03), as well as boredom
(r(165) = .21, p = .01).

Interestingly, the results indicate that although Sam and Mary induced negative
affect amongst learners, there was also a significant positive correlation between pro-
portion of session time spent interacting with these two PAs and learners reporting that
Sam (r(165) = .17, p = .03) and Mary (r(165) = .16, p = .04) helped them see the
value in using MetaTutor to support and foster their self-regulated learning.
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4 Implications for Designing Intelligent Tutoring Systems
with Multiple PAs to Support and Foster SRL

The inclusion of PAs to detect, support, and foster CAMM and SRL processes during
complex learning with ITSs continues to pose theoretical, methodological, and ana-
lytical issues with implications for designing intelligent PAs. Ideally, adaptive scaf-
folding needs to be based on a system’s accurate inference of the deployment of
CAMM processes during real-time learning (e.g., reading speed, revisit to the same
content, etc.). However, this remains a challenge for the ITS community as well as
others for various reasons (i.e., the collection and interpretation of multichannel data,
accurate inferences regarding CAMM processes across multichannel data, translating
these inferences into PA intelligent behavior, etc.) [4].

Analyses indicated that learners in the prompt and feedback condition attained
significantly greater proportional learning gains than learners in the control condition.
Primarily, the difference between these conditions is the access to scaffolding and
intervention from the four PAs. As results indicated that only interacting with Sam was
predictive of proportional learning gains, further testing is necessary to identify the
components of the prompt and feedback condition that contribute to this outcome.

To better understand the influence that the four PAs had on proportional learning
gains, it was necessary to examine their impact on an individual level. As such, the
proportion of the session spent interacting with each PA, and the frequency of inter-
action with each PA was examined. Results indicated that as the proportion of the
session spent interacting with Sam increased; proportional learning gains did as well.
This may be explained by the complexity of Sam’s interactions and also from a
self-regulatory perspective, since getting learners to use sophisticated strategies is
fundamental to complex learning. More specifically, our results indicate that learners’
compliance with Sam’s prompting of and scaffolding for complex cognitive strategies
(i.e., summarize, make an inference, coordinate informational sources, take notes, and
re-read) is associated with increases in learning about complex science content. As
previously illustrated, the time spent with the other three PAs was not predictive of
proportional learning gains. Proportion of the session interacting with Gavin was not
expected to be predictive as he simply guides learners though the environment. As for
Pam, planning to a certain extent is quite abstract and because of her role, she has fewer
and shorter interactions than Mary and Sam. The proportion of time spent interacting
with Mary the monitor was also found to not be predictive of proportional learning
gains. This may be explained through the literature on metacognition, where it is often
found that the quality of metacognitive processes (e.g., making accurate metacognitive
judgments) deployed is more impactful than the sheer volume of use [6]. To account for
these results, we intend to reconsider from a design perspective, some of the processes,
roles, timing, and most importantly, the quality of the scaffolding offered by the other
PAs. Highlighting this issue even more, the frequency of interaction with all of the PAs,
including Sam, was not predictive of proportional learning gains, thus reaffirming the
need to pursue the quality over quantity of interactions with PAs. In total, results led us
to consider learner affective response towards PAs as a distinguishing characteristic
between the PAs and learner performance.
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Results of the API indicated that there was no correlation between feelings of affect
toward the PAs and proportional learning gains. However, there were numerous cor-
relations between the proportion of the session spent interacting with PAs and affect.
These correlations were predominantly negative in nature. This result may be explained
in that the PAs often require the learners to engage in difficult and complex cognitive
and metacognitive processes which involve a certain amount of effort and persistence.
Moreover, though the system is adaptive, it is not yet capable of providing optimal
real-time scaffolding. A major effort among several research communities is to use
multichannel data to understand the complex nature of SRL processes in order to build
sophisticated CAMM-sensitive ITSs capable of accurately detecting, tracking, mod-
eling, and fostering SRL during complex learning [4]. For example, individual dif-
ferences will influence learners’ CAMM processes depending on prior knowledge,
motivation, and regulatory flexibility. More specifically, self-regulating learners will
exhibit more dynamic responses throughout their interactions with PAs and utilize
adaptive CAMM, SRL, and emotion regulation processes; whereas learners who are
not adept at self-regulating with low prior knowledge will require different types of
scaffolding and threshold levels than self-regulating learners. Thus, the ability of PAs
to efficiently respond to learners’ needs in real-time may ultimately be dictated by
individual learner characteristics. Future analyses will examine individual PA-learner
interactions to understand the dynamics of affect, how students react to individual PA’s
interventions, the synergy of the multiple agent approach, and how these interactions
impact learners’ CAMM processes throughout the learning session. Subsequently,
these results can be used to modify agent-behavior rules and system logic, as well as
create dynamic thresholds that adapt in real-time. These advances will propel ITSs and
PAs into the next generation of systems that are more intelligent and effective in
supporting and fostering learners’ CAMM SRL processes [7].
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Abstract. Research on the impact of peer rating (PR) has provided encouraging
results, as a method to foster collaborative learning and improve its outcomes.
The scope of this paper is to discuss peer rating towards two specific directions
that usually are neglected in the CSCL field, namely: (a) coaching of objective
anonymous peer rating through a rubric, and (b) provision of peer rating summary
information during collaboration. The case study utilized an asynchronous CSCL
tool with the two aforementioned capabilities. Initial results showed that peer
rating, when anonymous, and guided, can be as reliable as off-line expert/teacher
rating, with indications that this process can foster collaboration.

Keywords: Peer rating · Expert rating · Computer-supported collaborative
learning · Asynchronous forum discussion

1 Introduction

Collaborative learning (CL) is important for students both for social and cognitive
reasons [1]. Computer-supported collaborative learning (CSCL) is not simply implying
the use of technology for communication purposes to enable CL, but aims to improve
both CL peer skills and individual/group learning domain products. Efforts to implement
reflection tools [2] in CSCL that foster peer interactivity (PI) and improve the collabo‐
rative learning process and outcome have been systematically reported in the literature,
providing encouraging evidence on the impact of these methods to enhance student
learning. In the current work, we study qualitative aspects of PI in a setting where
students rate each other’s posts in a Moodle forum. Peer rating (PR) is defined as the
process through which students monitor and rate the performance of their fellow group
members. PR reflection, assisted by visual feedback on PR, is defined as the cognitive
and affective activities individuals engage in to explore their experiences and reach new
understandings and appreciations of those experiences [3]. Models that capture both
activity and domain aspects of PI are described in [4, 5]. In the current study, we use
scheme of [4] to classify peer interactions, according to their qualitative characteristics.

Peer rating is a complex skill that does not effectively or efficiently emerge or
develop in a spontaneous way [6]. To effectively and efficiently use PR, (a) simple
PR tools should be used, and (b) PR process needs to be supported and guided [6].
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Solely providing students with a tool to rate posts in a discussion forum, is probably
not enough to alter group collaboration balance or change students’ rating stand‐
ards. Visual feedback can support reflection and plays an important role in indi‐
vidual learning processes [7], as well as in collaborative learning processes. Small
rating deviations among peers may suggest that group is led to common under‐
standing and awareness. Enhanced group awareness can lead to more effective and
efficient collaboration [8–10]. The data from [11, 12] revealed how computer medi‐
ation can improve the reliability and validity of peer review activities, while simul‐
taneously improving their functionality. Intra-class correlation coefficient (ICC) [13]
was used to assess SWoRD’s score reliability comparing teachers’ and students’
ratings.

Rating has been accompanied by visualization techniques in CSCL already. In [14],
authors present augmented group awareness tools supporting collaborative learning. The
group awareness tool provided to the small groups in one of the experimental conditions
was embedded into the online discussion environment. Taking about visualizations, in
[15] students, before contributing in the discussion, they gathered information about
current balance over participation while in [16] authors tried to boost student motivation
by building a positive sense of competition using a representation of average class
performance.

Here, we present the study of a technology system that employs visualized peer rating
data on posts from a Moodle forum. The main research question of this study can be
stated as such: “To what extent can peer rating be reliable, when compared with expert
rating?”

2 Method

2.1 Participants, Learning Environment and Procedure

The study was conducted in a Second Chance school in Thessaloniki, Greece. The
participants were 176 students (ages 18–50, M = 42, SD = 3.7), with most of them
having low familiarization level with online communication tools; only 13 had used
forum/chat tools before -but none of them for educational purposes- with an average
computers and information literacy level of 3.8 out of 10 (based on 35 questions, similar
to [17], and designed according to the B-Tile [18]). The students were randomly distrib‐
uted into 44 groups of 4 peers.

In this work, each group member provided anonymous feedback to peers within the
same group. Each student had been attributed to a pseudo name in the system and rated
posts of peers anonymously. All ratings were calculated, summarized and visualized as
feedback to collaborating peers (see Fig. 1, PR at both group and individual levels are
depicted). Thus, Moodle was enhanced with: (a) an anonymous peer rating tool (PRT)
based on a rubric-based qualitative model, (b) a shared visualization tool (SVT) used as
a feedback tool for peer ratings with an intuitive interactive interface supporting both
individual and group awareness. PRT allows the group members to rate peer cognitive
contribution chunked into posts, and shares this information anonymously with all group
members. Rating is the parameter our fPIv (flexible PI visualization) system monitors.
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Rating in fPIv is based on the same models applied in [4]. Specific examples were given
in a complete guiding manual to peers on how to rate.

Fig. 1. Data representation of group collaboration in Moodle-forum.

The study lasted 4 weeks (May–June, 2015). The subject was the history of Thessa‐
loniki. The study had 6 phases: pre-test, familiarization, study, discussion, post-test, and
interviews. Pre-test was a written test, containing 20 close-type questions (e.g. “When
was the White Tower built?”) measuring prior subject knowledge. After pre-test, the
students were introduced to the learning environment and they were allowed a 4-week
prolonged study period to familiarize themselves with the system and the peer rating
process on a test discussion subject. During the study phase that followed and which
lasted 4 more weeks, the students had to study 10 most important sightseeing of the city
within a presentation deliverable. Collaborative work and deliverable could only be
produced within the Moodle forum. Peer rating was obligatory and a grade penalty was
introduced for the students that did not rate their peers’ posts. Then, the students filled
a post-test containing 20 questions similar to the ones in the pre-test, and a questionnaire
focusing on the peer rating process and the tools used. The study was concluded by
interviews, in which the students had the opportunity to further elaborate their thoughts
on the whole activity.

2.2 Data Collection and Analysis

Logs & expert ratings: Students’ activity within each tool was monitored. Data logs
per peer included: the number of posts sent, the number of posts read, time of posts
read, access time of resources like forum or visualization tool, time and duration of
visualizations viewed. Moreover, three teacher experts rated independently and
offline the posts of all collaborating peers a few days after case study and system was
closed. These ratings were logged in the same PRT tool we introduced along Moodle-
based asynchronous forum used for group discussions.
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Interviews: All students were interviewed individually for 15 min with focus on
deeper understanding students’ comments and suggestions. The interviews were tran‐
scribed and the classification of conclusions concerning both interviews and open-type
question answers was the by-product of interviews analysis.

Analysis: Peer ratings were compared to expert ratings. The two-way random
average measures (absolute agreement) intra-class correlation coefficient (ICC) was
used as a measure of inter-rater reliability. In general, data analysis followed the prin‐
ciples of a mixed evaluation method [19].

3 Results

3.1 Logs and Expert Ratings

L1: The students read the received ratings, then they rate and finally post. This is the
most common strategy followed by peers when interacting within the fPIv system
provided. Students post or rate, after reading PR feedback, 97 % of the time, while
they read PR feedback after posting or rating 73 % of the time.
L2: The students are likely to use the PR visual representation tool during the whole
activity to monitor their collaboration. The average time spent (per student, per day)
on PR feedback information is approximately 5 min (almost 4 % of their activity time
when logged in the system).
L3: Students did not need to spend much time in reading guide instructions (average:
5.7 min), and during collaboration they seemed to have “internalized” the rating guid‐
ance given (average: 2.3 views).
L4: Providing PR seems to trigger PI (i.e. posts and replies). A new post appears after
a student has received peer rating(s). This is related to L1.
L5: ICC was very high for ratings among peers (.91), expert teachers (.99), and peers
and teachers combined (.87).

3.2 Interviews

The list below shows the most important findings recorded during the interviews.

I1: Providing PR was an easy task (93 %) because of the guiding rubric used.
I2: The strategy of peers was driven by PR process (83 %). The students first studied
the ratings of their peers and then formed their strategy posting, replying and rating.
This finding is in accordance with L1 above.
I3: Raw table data should be accompanied by simple visualizations like bar charts
preferably (81 % of students). This helps students evaluate the raw data and draw
conclusions, promoting self and group awareness during collaboration.
I5: Students wanted to have some statistical data depicting the PR feedback of the
whole class (74 %). Thus, PR presentation is covering three levels (see Fig. 1): (a)
Individual, (b) Group, (c) All groups working in parallel in an activity.
I6: Students (93 %) opted for anonymous PR (otherwise rating would be biased).
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4 Discussion-Conclusion

In relation to the major research question posed “To what extent can peer rating be
reliable, when compared with expert rating?” we can state that:

A tool like PRT, when guided and anonymous, can motivate and support effectively
students perform reliable on-line rating (when compared to that of external off-line
expert raters)
A tool like SVT can foster collaboration balance in small groups (up to 4 peers).

PRT anonymously shares all perceived and received ratings of peers, in order to
make them more aware of the collaboration process and the way peers rate his/her posts
(L1, L3, I6). SVT stimulates individual reflection on discrepancies between self and
received peer ratings, and stimulates peera to reflect collaboratively upon their group
performance. This reflection process allows group members to reach a shared view about
what can be referred to as valuable post contributions (see L2, L4, I5).

Because group members’ peer ratings are shared in SVT, all group members receive
information on their peers’ contributions. The strength of PRT and SVT emerge from
its ability to make implicit aspects of collaboration (e.g., rated posts among peers)
explicit for all group members. PRT and SVT enhance students’ awareness of perform‐
ance, by providing them with explicit information concerning their performance (e.g.,
contributing low quality work). Based on aforementioned findings we can state that a
PR process that is anonymous and guided can provide a good experience to students.
Students’ ratings compared to teachers’ ratings exhibited scarce and small deviations.
Relevant tests reveal that on-line PR, if performed with these prerequisites, can be as
respectable as offline expert rating (L5). That is the key element that allows for building
an on-line reflection tool like SVT.

A shared visualization tool helps discussion stay on-task. From log files (see L1),
we notice that a peer before writing a post and/or rating peers, he/she studies on PR
visual feedback. This is aligned with study [15], where students, before contributing in
the discussion, they gathered information about current balance over participation and
formed a strategy to achieve a balanced participation over their discussion.

In this work, we reached similar conclusions as in [16]. There, authors tried to boost
their motivation by building a positive sense of competition using a representation of
average class performance. That is why -in fPIv- we have opted to use information to
the student not only for the group he/she is in but also for the class he/she participates
in. In our work, we notice that enhancing interpersonal behavior positively affects the
group’s balance (L2, L3 and L4) positively.

Overall, the effects of PRT and SVT on group members’ individual behavior and
their social group performance look very promising. To our knowledge, there is no
concise conclusion in previous research to what extent peer rating assessment and
reflection feedback affect group behavior and performance, and what kind of reflection
feedback lead to effective reflection processes (e.g., [6, 7]). Therefore, this work contrib‐
utes as an instigator towards studies that examine a combination of guided and anony‐
mous peer rating supplemented with visualized feedback.
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Abstract. Peer review is the main mechanism for quality evaluation and
peer-mentoring in the research community. Yet, it has been criticized with
respect to its summative function, as being prone to bias and inconsistency and
approaches had been proposed to improve it (e.g. double blind review). How-
ever, relatively less attention has been paid on how well it meets its formative
objective, i.e. providing useful feedback to help the authors improve their
quality of work. In our previous work we proposed a modified peer review
process, which involved a back-evaluation of reviews by the authors. This paper
reports the results of a study of the application of this peer review process to
support a group of teachers in Chile engage in group peer mentorship in the
context of a summer continuing education course. The objectives are to find out
if authors reciprocate their reviews feedback in the back-evaluation given to
their reviewers, and if the review length affects the helpfulness and authors’
satisfaction with the reviews. Our results showed that peers did not reciprocate
their ratings and review length did not affect peers’ satisfaction with the reviews.

Keywords: Peer review � Continuing education � Collaborative learning � Peer
mentorship

1 Introduction

Peer review is a veritable means of judging the quality of product or entity by a
community of peers [9, 12, 20]. Besides its use in judging the quality of a research
work, peer review also helps in mentoring researchers, as authors, to further develop
their work and knowledge by providing competent peer-criticism [7]; to develop
reviewers’ ability to provide fair and constructive criticism of their peer’s work by
seeing the other reviews of the same paper that they have reviewed. Peer review has
been used to evaluate and mentor peers in higher education, teaching, medicine, and
accounting [4, 10, 15]. However, research had shown that it is prone to bias and
inconsistencies [16]. Proposals to improve the traditional peer review process include
blind peer review [18], open peer review model [18], training of reviewers [14] and the
back-evaluation of reviews by the authors of the papers that are reviewed [1, 2]. These
ideas were proposed to support the two main objectives of peer review – formative and
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summative. That is, to assess the quality of scholarly work (summative feedback) and
also to provide useful feedback to help the recipients of the review to improve the
quality of their work (formative feedback) [2]. However, most of the reported results of
the improvements are about the summative objective. Little has been done to inves-
tigate if these ideas could support the formative objective of the peer review process
[21], i.e. if these ideas could help both authors and reviewers to develop better skills.

In this study, we implemented the peer review framework proposed by [1] to help a
group of Chilean teachers to improve their understanding of how the new didactic
methodologies can be applied to their classes for implementing the recently changed
national curriculum. The objectives are – (1) to investigate if peers, both as authors and
reviewers, perceive that the peer review process helps them learn and improve their
understanding skills, and – (2) to investigate if peers are inclined to help each other
using the peer review system, and not just reciprocating ratings in order to formally
fulfill their part in the peer review process.

The rest of this paper is organized as follows. Section 2 contains the review of
related work while Sect. 3 contains the study method. Section 4 describes our case
study experiment and results, while Sect. 5 concludes the paper.

2 Previous Work

Peer review facilitates learning, teamwork and the development of professional skills
[2, 4–6, 8, 10, 11, 15, 17]. In education, peer review is a veritable means of ensuring
individual accountability in group work, thereby, discouraging free-riding [10].
Existing research had shown that feedback from peers is a strong motivator for learners
to produce higher quality work than feedback from their instructors [2]. Also according
to [15], peer review in education enables learners to take control of their learning and
helps in boosting their confidence in their growing ability to recognize high quality
work when they critique the work of others. To successfully implement peer review in
education, [3] suggested setting expectations, involving students in the implementation,
periodic formative assessments, preparing learners for feedback, balanced use of
anonymous or open reviews, and customizing the process.

Despite its benefits discussed in the literature, peer review is believed to be sus-
ceptible to bias, inconsistencies, and can generate a sense of socio-emotional dis-
comfort for peers who have to critique their peers’ work [16]. Many ideas have been
proposed to improve the peer review process [1, 2, 14, 16, 18]. In [1], we proposed a
five-stage peer review procedure including writing, peer feedback on the writing,
back-evaluation of the feedback, rewriting and publishing. The reason for adding the
additional step of “back-evaluation” or authors’ feedback on the received feedback is
that it will motivate reviewers to do a better job and allow authors to express and clarify
their stance, thus supporting the learning and improvement of both the reviewers and
the authors. In [2] we confirmed that by providing feedback to reviewers, peers are
motivated to give thorough and helpful reviews. However, this research did not
investigate the reliability of the feedback given by peers to their reviews. While we
want to ensure that there is reciprocity of learning by making authors back-evaluate the
reviews of their work [13], we do not want peers to reciprocate their feedbacks,

Peer Review in Mentorship 287



i.e. follow a “tit-for-tat” strategy, which would be equivalent to ‘gaming’ the
peer-review system. Presently, no existing work measures the reciprocity of feedback in
peer review process that involves back-evaluation of reviews. Therefore, this study
investigates the relationship between back-evaluation and peer review feedback, which
is a measure of the reliability of feedback. We also measure the subjective quality and
helpfulness of the feedback as perceived by the peers.

3 Study Methods and Tool

In 2013, the Chilean government funded CIAE, the Educational Research Center of the
University of Chile, to conduct day-long seminars to help school teachers from the
entire country to implement the new national curricula in three disciplines – Mathe-
matics, Music and Language. In these seminars, international and national speakers of
each discipline gave lectures on the new didactic methodologies. About half of the four
thousand teachers that attended the seminar attended in person, while the rest by video
streaming. Then, 168 Mathematics teachers, 73 Music teachers and 43 Language
teachers voluntarily engaged in the peer review study, which lasted two months. We
provided the modified peer review process with back evaluation [2], which was
implemented in a peer-review system designed for the purpose of this event.
Back-evaluation is the process whereby peers as authors evaluate the reviews given to
their work, as a feedback to the reviewers as well.

The general goal of the study was to find out if the modified peer review system
could support the participants’ understanding of the new didactic methodologies to
implement the new curricula. In addition, we set to answer the following specific
questions:

1. Can we judge the quality of reviews by their length?
2. What factors determine the success of the peer review session?
3. Does the back-evaluation of reviews encourage reciprocity of ratings in the peer

review feedback?

To ensure objective and quality reviews, the modified peer-review process [2] also
suggests that review assignments are done not randomly, but in groups of at most 4 peers
(to keep manageable reviewing load), with mixed abilities, so that weaker peers can
learn from stronger ones by operating within their zone of proximal development [19].
Double blind review is used in each group to avoid bias and reciprocation over different
review sessions. At the end of each peer review session, peers evaluate the learning they
gained and the general helpfulness of the session in improving their skills both as
authors and as reviewers. To implement the modified peer-review process, within each
discipline – Mathematics, Language and Music – the participants were classified into
groups of four. Within each group, the papers were evaluated through a double-blind
peer review process, with each participant in the position of both an author and a
reviewer. After the initial draft submission (Phase 1 in Fig. 1, 1st Session), the partic-
ipants were encouraged to give constructive feedback to the drafts assigned for them to
review (Phase 2, 1st Session). After receiving the reviews, the author of each paper had
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to rate the helpfulness of the reviews of their paper (Phase 3, 1st Session). In addition,
during Phase 3, the reviewers were asked to provide feedback on whether they improved
their skills for constructive critiquing from the reviewing session of each paper they
reviewed by seeing the other two reviews of the draft paper and from the ensuing
discussion. Then peers were invited to revise their drafts, considering the received
feedback during Session 1 and to resubmit it again following the same procedure
(2nd Session). Thus there were two peer review sessions, after which the participants
were asked to fill an exit questionnaire about their experience and learning from the two
peer review sessions, both as authors and reviewers. We defined five phases in the two
peer review sessions (see Fig. 1). For the purpose of this paper, we present our results in
the first and second reviewing sessions, Session 1 (including Phases 2 and 3), and
Session 2 (Phases 4 and 5).

4 Results and Discussion

Below are the results obtained presented as they relate to the questions we set out.

1. Can we judge the quality of reviews by their length? Since the back-evaluation
rating is the author’s perception of the quality and helpfulness of their reviews, we want
to know if the review length affects these ratings. Table 1 shows the lengths of the
reviews and the correlation between the review length (measured by the number of
words in it) and the back-evaluation ratings provided by the authors of the essays that
were reviewed.

First, we observe that the average review length got shorter in the 2nd session. Yet
the standard deviation (St. dev) is rather high, so it is hard to speak of a trend. The
correlation values vary and are mostly negative (i.e. longer reviews are rated lower), but
nearly always close to 0. So for most reviewers, there is no correlation between their
back-evaluation ratings and the number of words in their reviews. The one instance of

Peer review
System

Author Reviewer

Phase 1: Initial submission of the first draft of essay by the participants
Phase 2:  Review feedback from the peer reviewers
Phase 3: Back-evaluation of the reviews by the authors, re-grouping of peers using data from phases 2 
& 3, and re-submission of essays by the authors
Phase 4: Reviewers give another set of feedback on the improved essays.
Phase 5: Authors give a back-evaluation of the reviews given on their essays by the reviewers in phase 4

Phase 1 Phase 2

Phase 3

Phase 4

Phase 5

Fig. 1. The implemented modified peer review process
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weak negative correlation (-0.20591) for the language group in the 2nd session, was
interesting to explore. We calculated R2 in order to determine the impact of how well the
review length could predict the back-evaluation ratings. The R-squared analysis results
showed that the review length is a weak predictor of the back-evaluation ratings, with
the highest value being R2 = 4.24 %. Therefore, our results show that lengthy reviews
are not perceived as being more helpful and with higher quality by the authors.

2. What determines the success of the peer review session? We followed the principle
that one understands something better when one teaches it to someone else. Therefore,
we proposed that every participant is both an author and a reviewer with the hope that
after the session, everyone has benefitted and learned from the experience in both roles.
In our experiment, teachers as authors are expected to learn how to implement the new
curriculum and as reviewers, they are expected to learn how to constructively criticize
and help their peers.

At the end of the experiment, we asked participants to provide feedback on their
learning experience and the helpfulness of the peer review session, using a 7 – point
Likert scale rating (1 is the worst and 7 – the best), which is the typical scale used to
grade tests and homework in Chile. These ratings constitute the explicit measure of the
success of the peer review session. We did not have feedback from the participants in
the Language group, but the participants from the Mathematics and Music groups
perceived that they learned from the peer review system and also found the system to
be helpful (Table 2). Their comments provide possible factors for the success and
suggested that they enjoyed the experience from the peer review session. e.g. “It is very
valuable because you can reach for excellence as it allows you to be corrected by your
peers” (study participant).

We also asked the participants if they would be happy to recommend the peer
review system to their schools (Table 2, col. 3). Some of the comments given by the
participants showed that they were not questioning the benefits of introducing a

Table 1. Average lengths of the reviews & standard deviation; Correlation btw back-evaluation
& length of review; R-Squared (R2)

1st Session 2nd Session Correlation (r) R-Squared(R2)(X
100)

Average St.dev Average St.dev 1st
Session

2nd Session 1st
Session

2nd Session

Mathematics 89.8905 34.4663 85.1688 30.4317 -0.09359 -0.07999 0.00876 0.0064
Music 108.6667 35.4865 103.3945 37.5208 -0.09513 0.04326 0.00905 0.0019

Language 99.4531 32.0495 83.2857 41.9838 -0.03053 -0.20591 0.00093 0.0424

Table 2. Average helpfulness and learning (on the scale of 1- min., to 7-max.); % Recommen-
dation for the peer review system

Helpfulness Learning Recommend?

Average Stdev Conf. Interv. Average Stdev Conf. Interv. Yes No

Mathematics 6.0676 1.0248 ±0.15496 6.0676 1.275 ±0.19279 *97 % *3 %

Music 6.7308 0.4523 ±0.10376 6.4615 0.9047 ±0.20753 100 % 0 %
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peer-review system to their schools, but whether their country’s education policies
provide the motivation for teachers to introduce such collaborative task to their students
and whether the existing inequalities in the educational system and the preparedness of
the teachers can provide a basis for useful peer-feedback within such a system.

3. Does the back-evaluation encourage reciprocation of ratings? The authors were
encouraged to provide a back-evaluation of the reviews of their essay, given by the
reviewers. Participants used pseudonyms in both peer review sessions, in order to mask
their identities and also assign ratings from both peer review sessions to their pseu-
donyms. With the blind-review, we expected that authors would not try to reciprocate
the ratings that the reviewers gave to their essay in the back-evaluation. To confirm our
expectations, for each of the three groups, we ran a correlation test on the ratings given
by reviewers and the back-evaluation ratings given by authors to the reviews they
received (Table 3). If the authors were trying to reciprocate reviewers’ good ratings and
positive comments or retaliate the reviewers’ low ratings and critical comments, we
would find a positive correlation.

Our results showed mixed weak correlations (−0.03 and +0.18) and one case with a
slightly higher correlation value of 0.2417 in the 2nd session of the Music group. We
calculated R2 in order to determine how well the review feedback predicts the
back-evaluation ratings. The results showed that the review feedback is a very weak
predictor of the back-evaluation ratings, in the Mathematics and Music groups, with the
highest value being R2 = 5.842 % for the 2nd session of the Music group. It seems that
authors were not trying to reciprocate the reviews in the back-evaluation, but were only
providing helpful and truthful feedback to their peers.

5 Conclusion

Many approaches have been proposed to improve the peer review system. One of these
approaches is the modified peer review process, which involves the back-evaluation of
reviews. However, little has been done on measuring the effectiveness of this modified
peer review process in fulfilling its formative objective. Therefore, this study fills this
gap by measuring satisfaction with the modified peer review process using the feedback
from both authors and reviewers, checking if the back-evaluation phase encourages
reciprocity/retaliation by authors to reviewers, and investigating the role of the length
of the review as a predictor of the review quality and helpfulness. Our results confirmed

Table 3. Correlation between back-evaluation and review ratings (merging reviewers)

Correlation R-Squared (R2) (X100)
1st Session 2nd Session 1st Session 2nd Session

Mathematics 0.1899 -0.0331 0.03605 0.0011
Music 0.1808 0.2417 0.03270 0.05842
Language -0.0161 -0.0331 0.00026 0.0011
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that providing opportunity for authors to back-evaluate the reviews of their work does
not necessarily encourage reciprocation of ratings. Instead, it was confirmed that par-
ticipants were just being helpful and honest with the feedback they provide as
back-evaluation of their reviews. Also, we were able to confirm that the quality of the
reviews, as perceived by the recipients, cannot be evaluated by their length.

One major limitation to this study is that we could not test our modified peer review
process using a controlled experiment in comparison with a standard peer-review
process to evaluate if the back-evaluation makes a difference in the learning experience.
In the future, we will seek a large group of participants that can be divided into control
and experimental groups, where we will be able to compare their review quality,
helpfulness of the feedback and general experience for both groups using both log and
qualitative data.
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Abstract. This study uses gamification as the carrier of understanding the moti‐
vational benefits of applying the Self-Determination Theory (SDT) in social
adaptive e-learning, by proposing motivational gamification strategies rooted in
SDT, as well as developing and testing these strategies. Results show high
perceived motivation amongst the students, and identify a high usability of the
implementation, which supports the applicability of the proposed approach.

1 Introduction

Social adaptive e-learning proposes that besides receiving personalised content, creating
content and interacting with peers can also motivate learning activities. Apart from
modeling students themselves, e.g., via knowledge level and preference, social adaptive
e-learning also models their relations. The social dimension allows for new personalised
recommendations, such as which groups to join, or which peers to talk to, and thus
mitigates the isolation between students.

Gamification describes an efficient way of utilizing game design elements to moti‐
vate learning activities [6]. It is another area that potentially provides motivational
benefits in e-learning. As gamification and social e-learning have various common
mechanics, such as collaboration, discovery and achievement [12], their combination
may have greater impacts. Some studies showed benefits brought by this combination
[13], but very few apply these features based on solid theoretical fundaments, with
outcomes evaluated against these theoretical concepts. This study addresses this gap by
exploring how to approach gamification in social adaptive e-learning in a systematic
way, based on the theoretical underpinning of the Self-Determination Theory (SDT) [7].
In particular, we propose motivational gamification strategies rooted in SDT, for a high
level of perceived motivation amongst students.

2 Related Work

Social Adaptive E-Learning: Learning is known as an intrinsically social endeavour [8],
and the social facets of learning are described by a variety of theoretical frameworks
[18]. The social learning theory postulates that learning is a cognitive process, which
can occur through observation and imitation in a social context, and can be influenced
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by intrinsic reinforcement, as a form of internal rewards, such as satisfaction and a sense
of accomplishment [2]. Social techniques become increasingly popular in e-learning.
They can attract students to interact with peers, and generate trails for peers to follow.
Not only can they promote students to participate in various learning activities, but they
can also motivate students to create learning content. This study establishes a clear
connection to motivational triggers via grounding in motivational theories and evalua‐
tion of motivational effects.

Self-Determination Theory (SDT): Successful social e-learning requires mechanisms to
assist students in directing their own learning and having a high level of motivation to
participate in meaningful interactions [10]. In e-learning, motivation initiates and main‐
tains goal-oriented behaviours, to effectively achieve learning goals [1]. This allows
students to take a self-motivating role of participating in determining their own learning
paths, yet requiring support for a self-determined approach. SDT is widely and is one
of the only motivational theories that focuses on the degree to which individual behav‐
iours are self-determined and self-motivated [7], by proffering that individuals become
increasingly more self-determined and self-motivated when three basic innate needs are
fulfilled: (1) Autonomy: a sense of internal assent of one’s own behaviours; (2) Compe‐
tence: controlling the outcome and experience mastery; and (3) Relatedness: a sense
of connection and interaction with others within a community. A social adaptive e-
learning system that fulfills all these three basic innate needs is expected to sustainably
increase the students’ intrinsic motivation, leading to an efficient self-determined
learning experience [15]. This study applies SDT in the design of the motivational
gamification strategies, to fulfill students’ basic innate needs and thus to foster intrinsic
motivation.

Gamification: Gamification incorporates game thinking [17] (a game-like approach to
aesthetics and usability) and game elements (elements from digital games, e.g., avatars,
badges, progression bars, urgent optimism, and behavioural momentum) in a non-game
system, and aims to achieve certain goals, such as learning, other than just entertaining
players. Preferring to learn through games results from students’ motivation in playing
games [14], where they enjoy the learning system and like to continue using it. Studies
have proposed guidelines for facilitating SDT in gamified e-learning systems [3],
showing also positive impacts on learning performances. Yet, gamification has been
criticised for its “overjustification effect”, which occurs when an expected external
incentive demotivates students with already existent high intrinsic motivation [5].
Evidence suggests that an increased extrinsic motivation might reduce the learning
performance [4]. Our study explores a “light gamification” approach, rooted in SDT, to
promote intrinsic motivation, rather than a “full-fledged gamification” approach that
may “over-gamify” the e-learning system.
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3 Motivational Gamification Strategies

Based on the above, the motivational gamification strategies defined in this study are
classified into three groups, towards respectively fulfilling students’ three basic innate
needs: autonomy, competence and relatedness, as detailed below.

To fulfill the Autonomy Need. Experiencing autonomy means feeling in charge of one’s
behaviour. We suggest providing meaningful, flexible choices, such as learning goals
and paths for achieving them, and learning peers to interact with (via various interaction
tools), to continuously balance their curiosity, skills and goals against a finite pool of
resources. This way, students can feel their behaviour as based on their own intentions,
so that they may adhere to desired behaviours in certain contexts. In addition, to reduce
the “overjustification effect” and maintain students’ intrinsic motivation, it is important
to provide intrinsic choices for voluntary behaviour [5], e.g., between competition and
collaboration, as students usually tend to quickly notice the loss of autonomy (being
controlled), which can demotivate them. To summarise, a system could implement the
following autonomy-related gamification strategies: A1. A set of learning goals with
clear descriptions and multiple paths to achieve each; A2. Various interaction tools to
complete a task; A3. Clear, immediate and positive feedback for learning activities;
A4. Meaningful options with consequences; A5. Customizable learning context that can
be adjusted by students themselves.

To fulfill the Competence Need. Experiencing competence means a feeling of achieving
mastery of skills and confidence in the current context, where cognition and expectations
are consistent with system responses, to obtain further skills and confidence with relative
ease. We suggest to provide direct and positive feedback, optimal challenges and
freedom of demeaning evaluations. When experiencing enjoyment, students may
become so intrinsically motivated that they not even realise completing a complicated
task, or achieving a difficult learning goal [5]. We thus suggest offering interesting chal‐
lenges combining clear rules and goals. We further suggest to “chunk” a learning goal
into small and achievable pieces, and gradually increase the difficulty during the learning
process, so that students are aware of every ‘instant’ achievement, feel the increase of
skills, and make decisions accordingly and frequently. To summarise, a system could
implement the following competence-related gamification strategies: C1. Reasonable
small chunks of learning goals with increasing difficulty; C2. Tasks with pleasantly
surprising positive feedback; C3. Multiple choices for advancing or retracing through
the learning paths; C4. Frequent decision-making, to keep the learning process moving
forward; C5. Enjoyable and fun learning activities.

To fulfill the Relatedness Need. Experiencing relatedness means feeling connected to
peers, belonging to communities, and contributing to things ‘greater’ than oneself. A
lower feeling of relatedness can reduce the students’ motivation to interact with the
system, which in turn may affect the satisfaction related to the other two basic innate
needs, i.e., autonomy and competence [16]. Relatedness can be supported by various
social interactions, such as tagging, rating, commenting and sharing with a learning
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community; additionally, the visualisation of social status and reputation, via levels,
badges and leaderboards, helps situating students within a meaningful community, with
similar interests and preferences [10]. With relatedness feelings, we suggest that even
if other rewards may be boring or meaningless for them, students may still retain moti‐
vation, if they enjoy the community. To summarise, a system could implement the
following relatedness gamification strategies: R1. Opportunities to discover and join
learning communities; R2. Connections of interest and goals between students and
communities; R3. Various tools for interaction, collaboration, discussion and mutual
assistance; R4. Visualisations of social status, reputation and contribution; R5.
Supporting the display of appreciation to/of others (such as “like”).

4 Implementation

The proposed motivational gamification strategies were applied to implement Topolor
2 [11], a social adaptive e-learning system, which overhauls the previous version [9]
with new motivational gamification features. This section maps each motivational
gamification strategy onto concrete motivational gamification features, as described
below (more details on Topolor 2 and its other features can be found in [11]). As
explained, each strategy is supported by a wealth of different features.

Structured and Chunked Goals with Increasing Challenges. In Topolor 2, a course is
composed of structured topics, so students have various “layers” of goals, with a learning
path that can be accessed in different ways (A1). They have a long-term goal to complete
the course, a medium-term goal to finish each topic, and a short-term goal to achieve
each objective. Topics have reasonably short descriptions, although more resources of
various sizes can be added to them (C1). They (normally) cannot jump goal layers, but
they can decide which unlocked topic to learn next, or even access locked topics (A5),
as many times as they wish (C3). Besides, a higher-level goal is usually more difficult
and complicated (C1), so students can incrementally master new skills, and practice
before they demonstrate mastery.

Immediate and Positive Feedback with Guidance for the Next Step. Topolor 2 provides
clear, immediate and positive feedback for learning activities, to fulfill the need for
autonomy and competence. For example, after finishing the pre-test of a course, Topolor
2 shows “congratulations” and encourages students to start the course (A3 & C2) and
offers thus the opportunity to join its learning community (R1). When a student shares
a new post, such as an image or video, a reminder shows the number of the new post(s),
similar to twitter.com, so that the student can click on it to update the post list (A3 &
C4). Students need to continuously decide what to study next, and they can use various
mechanisms to do that - e.g., learning path, filters of resources, etc. (C4). After submit‐
ting a test, Topolor 2 immediately shows the result and recommends the topics that the
student may need to review (A3 & A4).

Visualisation of Social Status, Comparisons, and Learning Progress. Topolor 2 supports
various visualisations of individuals and communities for students to feel competent and
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related. For example, the comparison of performance and contribution potentially
encourage students to contribute more to the learning community (C5, R2 and R3), as
seeing each other’s status may simulate imitation and competition. Students can also
“like” an image, a video, etc. shared by others (C3, R3 and R4).

5 Evaluation

Two studies were conducted during two real-life university courses using Topolor 2 in
two countries, with students of MSc and BSC levels. In the first course, “Dynamic Web-
Based Systems”, 15 MSc students took part. They were learning the topic “Collaborative
Filtering”, at the University of Warwick, UK, in 2013. The study included two time-
controlled one-hour learning session (students sat in a classroom) and a non-time-
controlled learning session (students accessed Topolor 2 at their preferred time and
location). Ten completed the optional online survey, after the learning sessions.

A second course on “Management” was run in 2014 with 20 BSc students, learning
the topic of “Control”, in the Sarajevo School of Science and Technology, Bosnia and
Herzegovina. One online session took one and half hours. Then students further used
Topolor 2 to revise the covered materials, for two weeks. After that, the students were
asked to complete an optional online survey. Fifteen completed the survey.

Table 1. Statement and score of the Perceived Motivation questionnaire

# Statement μ σ Category
1 I felt in control of my learning

process.
0.60 0.50 Autonomy

μ: 0.89
σ: 0.652 I felt interested in using Topolor. 0.76 0.60

3 I felt confident to use Topolor. 1.12 0.78
4 I felt my learning experience

was personalised.
1.08 0.70

5 I felt having fun when using
Topolor.

0.80 0.65 Competence
μ: 0.99
σ: 0.576 I felt I only needed a few steps to

complete tasks.
0.64 0.57

7 It was easy to understand why I
received recommendations.

1.36 0.49

8 It was easy to find the content I
need.

1.16 0.55

9 It was easy to share content with
peers.

0.52 0.51 Relatedness
μ: 0.77
σ: 0.8610 It was easy to access shared

resources from peers.
0.76 0.60

11 It was easy to tell peers what I
like/dislike.

0.80 0.65

12 It was easy to discuss with peers. 1.00 0.58

298 L. Shi and A.I. Cristea



The Perceived Motivation Questionnaire developed in [10] was adopted, targeting
SDT’s three basic innate needs: autonomy, competence and relatedness. It contained 12
statements on a five-point Likert scale (-2: strongly disagree ~ 2: strongly agree).
Table 1 shows the statements and scores from the questionnaire. Cronbach’s α of the
scores is 0.81, indicating a reliable internal consistency. The means (μ) range between
0.52 and 1.36, and the standard deviations (σ) of the results are between 0.49 and 0.78.
All the means are greater than 0 (the neutral response; overall μ = 0.88; overall σ = 0.60),
suggesting that the proposed motivational gamification strategies can provide a positive
to high level of perceived motivation amongst students.

Among the statements, statement 7 obtained the highest score (μ = 1.36, σ = 0.49).
This is not surprising, as Topolor 2 explains each recommendation. For example, in the
course structure view (learning path recommendation; not shown here due to lack of
space), icons explain if a topic has been learnt, and if the student is eligible to learn it.
Statement 8 received the second highest score (μ = 1.16, σ = 0.55). This can be due to
the new filtering tool implemented in Topolor 2. Statement 3 gained the third highest
score (μ = 1.12). This further supports the autonomy goal.

Overall, as seen in Table 1, all motivational goals are achieved. The competence goal
is supported by the features the most, and the relatedness goal the least (with statement
9 receiving the lowest score). The latter is possibly due to the fact that most students
preferring to be “consumers” and not “producers” (a situation often observed in social
media: about 80 % are “readers” or “consumers” and the rest “authors” or “producers”).
Yet, the content sharing issue may need further investigation.

Additionally, the SUS (System Usability Scale) score for Topolor 2 is 76.1 out of
100 (σ = 12.36, Cronbach’s α = 0.98), suggesting a high usability of the system. This
indicates the applicability of the proposed motivational gamification strategies.

6 Conclusion

To tackle the challenge of designing e-learning systems able to keep students highly
motivated, we propose motivational gamification strategies, rooted in SDT. We provide
means to concretely implement SDT-rooted motivational features in e-learning systems.
We recommend using these strategies to guide the development and enhancement of
general e-learning systems. We also suggest a method for exploring the impact of gami‐
fication on social adaptive e-learning – a measure of the perceived motivation amongst
students.
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Abstract. This paper investigates the effects of training the metacognitive skill
of knowledge monitoring when metacognitive instruction is adapted to the char‐
acteristics of students in intelligent tutoring systems. An animated pedagogical
agent that trains knowledge monitoring was developed and integrated into a step-
based tutoring system that helps students in solving algebraic equations. The
training provided by the agent encourages learners to reflect on their knowledge
and has its content and frequency of intervention adapted to the characteristics of
the student. Related work has not adapted the metacognitive instruction to the
characteristics of the student, nor has it aimed at investigating the effects of
knowledge monitoring training specifically. Results of a classroom study suggest
that students who received metacognitive training improved their knowledge
monitoring skill and performed better on tests.

Keywords: Knowledge monitoring skill · Metacognition · Pedagogical agent ·
Intelligent tutoring systems

1 Introduction

The metacognitive skill of knowledge monitoring is the ability people have of identi‐
fying what they know and what they do not know about a given subject. This ability is
fundamental to the acquisition of other metacognitive skills, and it influences academic
achievement [1]. Students who are able to accurately identify their knowledge in a
subject are prone to work harder in the development of their deficit areas [2], to seek
help when necessary [3] and to study more strategically [1].

Several studies have investigated how learning systems can improve students’ meta‐
cognitive skills. Although some of these works have specifically encouraged students
to reflect on their knowledge at a given moment [4–8], they have not studied the knowl‐
edge monitoring skill exclusively. Therefore, the isolated effects of computer-aided
instruction aimed at encouraging students to reflect on their knowledge are still
unknown. Additionally, the metacognitive training has not been adapted to the charac‐
teristics of the learners in these works.

The present work aims at investigating the specific effects of knowledge monitoring
training in learning systems that adapt system content and frequency of intervention to
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the students’ metacognitive skill level, task performance, and problem solving history.
An animated pedagogical agent that trains the metacognitive skill of knowledge moni‐
toring in an algebraic step-based ITS was developed to achieve that goal. The training
provided by the agent encourages learners to reflect on their knowledge during problem
solving processes.

2 Knowledge Monitoring Training Agent

The animated pedagogical agent is represented by a feminine animated character that
can move around the screen and present idle behavior such as breathing and blinking
(Fig. 1). It trains knowledge monitoring through speech balloons and text messages that
encourage students to reflect on their knowledge. The following instructional strategies
were adopted: (1) encourage the student to identify what the problem asks; (2) encourage
the student to dedicate some time to reflect on their knowledge before trying to solve
the next step; and (3) encourage the student to reflect on similar, previously solved
problems. These strategies and their importance during problem solving are discussed
in [4, 10–12].

Fig. 1. (a) the agent delivering a prompt that shows a similar, previously solved step, (b) the
agent asking the users to assess their knowledge to solve the current step

The adaptive training is an important characteristic of the agent. Both training content
and the agent’s frequency of intervention are adapted to the following student info: (1)
their current level of knowledge monitoring; (2) their domain knowledge; and (3) their
problem solving history. The agent may be integrated into ITSs that: (1) provide step-
by-step assistance during problem solving; (2) keep a problem solving record; and (3)
are able to identify the knowledge applied by learners in each step and the knowledge
that might be applied in next steps (such as model tracing tutors).

This study used an instrument called Knowledge Monitoring Assessment (KMA),
which measures learners’ ability of monitoring their own knowledge. The KMA
compares the student’s assessment of their own knowledge to solve a problem with
their actual performance on the same problem, generating a total of four possible
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scores. In one of the scores, for instance, the student assessed she knows how to solve
the problem, and she did solve it correctly; in another score the learner assessed she
did not know how to solve the problem, but she did solve it correctly; and so on. The
agent uses these scores to generate the KMA index, which measures the discrepancy
between the knowledge assessed by the students and the knowledge demonstrated by
them. The Hamman Coefficient formula is used to calculate the KMA index, as
suggested by [1].

The KMA index is a real number between −1 and +1, in which +1 indicates precision
in knowledge monitoring. It was classified into two categories: satisfactory and unsat‐
isfactory. Values greater than +0.5 represent satisfactory KMA indices.

The agent has two operating mechanisms: (1) the outer loop and (2) the inner flow.
The outer loop is responsible for activating the inner flow (which is responsible for

the actual knowledge monitoring training), and it is always executed before the student
makes an attempt at solving a problem step. Two strategies are used to decide whether
the inner flow should be activated or not. The first strategy makes decisions based on
student’s metacognitive level, and it is used when the current KMA index of the learner
is unsatisfactory, or when he or she has started the training too recently. In this strategy,
the greater the KMA index, the smaller the probability of activation of the inner flow,
i.e. the frequency of activation of the inner flow is adapted to the metacognitive level of
the student. The second strategy makes decisions based on the student’s knowledge, and
it is used while the student keeps a satisfactory KMA index. This mechanism uses the
information from the ITS’ student model, more specifically the probability that the
learner masters the knowledge units that are necessary to solve the next step, to generate
a relevance index for the next step, which is a real number between 0 and +1. Relevance
indices close to 1 suggest that the student neither completely know neither completely
do not know the solution of the next step. The greater the relevance index, the bigger
the probability of activation of the inner flow.

The inner flow is responsible for knowledge monitoring training. Initially, if the
KMA index is unsatisfactory, the mechanism selects a prompt that encourages students
to reflect if they have the knowledge required to solve the current step of the problem
and waits for the solution. If learners are very reactive, i.e., if they go to the next step
very quickly, a message is delivered, indicating inadequate behavior. Before entering a
new step, students must assess whether they have the knowledge to solve the step by
choosing “YES” or “NO”. Next, the mechanism compares learners’ self-assessment
with their performance on the current step and updates the student’s KMA index. Addi‐
tionally, the mechanism may choose to deliver a self-explanation activity in which
students fill a form describing the reasons for the assessment. Before each new step, the
pedagogical agent can also inform the learners of their current level of knowledge
monitoring.

Prompts are text messages that are activated by the inner flow and encourage students
to reflect on their knowledge. The prompts were grouped into four levels. The first level
encourages learners to reflect on their knowledge using the description of the problem.
The second level makes students reflect on knowledge they have already demonstrated
to master. The third level makes them reflect on solutions that they previously entered,
which required knowledge that can also be applied to the current step. The fourth level

Adaptive Training of the Metacognitive Skill 303



shows a similar, previously solved step. Prompt levels are selected according to students’
KMA index. The smaller the current KMA index, the greater the prompt level that is
selected (i.e., closer to level 4).

3 Evaluation Study

The goal of the evaluation study is to verify the effects of explicitly instructing students
to reflect on their knowledge when the content and the frequency of the metacognitive
intervention are adapted to the learners’ current level of knowledge monitoring, their
task performance and their problem solving history. We aim at answering the following
research questions: (1) Does the adaptive training improve students’ knowledge moni‐
toring skill? (2) Does the adaptive training improve learning? (3) Is there a correlation
between students’ level of knowledge monitoring and their performance on tests when
they receive adaptive metacognitive training?

The hypothesis of the authors of this study for the first research question is that the
adaptive training effectively improves the knowledge monitoring skill, because it
encourages learners to reflect on their knowledge, making them act less reactively, and
also because it makes them aware of the importance of this metacognitive skill in their
studies. Additionally, both frequency and content of the intervention are adapted to the
characteristics of students. The benefits of this adaptive characteristic of the metacog‐
nitive training have already been verified in classroom [9]. In the context of computer-
aided instruction, existent research have not investigated the isolated effects of the
students’ reflection on their own knowledge. They also have not adapted the instruction
to the learners’ current level of knowledge monitoring. The hypothesis for the second
research question is that the metacognitive training does improve learning, since the
actions of the agent lead students to be less reactive. Finally, the hypothesis for the third
research question is that there exists a positive correlation between learning and knowl‐
edge monitoring skill in students receiving the metacognitive training. This correlation
has already been found in classroom [1], but not in ITSs.

An experimental evaluation with a control group was carried out with classes of
seventh grade students in four private schools in the south of Brazil. One hundred seven
students (ranging from 12 to 14 years old) participated in the study and were randomly
assigned to either the experimental group or the control group. The animated pedagog‐
ical agent was integrated into PAT2Math (http://pat2math.unisinos.br), a step-based ITS
that provides step-by-step assistance for students in the process of solving linear equa‐
tions (Fig. 1).

The experiment was composed of a total of six to seven sessions. In the first session,
students received training in PAT2Math without the agent. In the second session,
students completed a pretest and a metacognitive self-assessment instrument. In the
following sessions, students solved equations using two different versions of PAT2Math
with the agent. In the experimental condition, the animated pedagogical agent did deliver
metacognitive instruction. In the control condition, the agent was modified to not deliver
metacognitive actions; it only provided hints related to the domain, which were also
delivered by the agent of the experimental group. In the last session, students completed
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a posttest and a metacognitive self-assessment instrument. Each session lasted for 50 min
and all sessions had an interval of one week between each other.

From the 107 students who participated in the experiment, we could only consider
the data of the 63 students who returned the consent form signed, and completed both
pretest and posttest. Thirty-four students were from the control group (44 % of boys and
56 % of girls), and 29 students were from the experimental group (55 % of boys and
45 % of girls). In the pretest and posttest sessions, students’ performance on tests
assessed their learning and students’ metacognitive indices (KMA) assessed their
knowledge monitoring skills.

4 Results

An independent t-test (α = .05) comparing the means of KMA index obtained in the
posttest by the experimental group (μ = .800, σ = .251) and by the control group (μ = .
605, σ = .413) found a significantly higher mean (t(61) = 2.214, p = .015) in the exper‐
imental group. A second independent t-test compared KMA index gains (i.e., difference
between KMA index after and before the experiment) of the groups. A statistical result
marginal to the significant level (t(61) = 1.588, p = .059) was found, indicating that KMA
index gains in the experimental group (μ = .231, σ = .373) were higher than the gains in
the control group (μ = .061, σ = .463). A dependent t-test comparing KMA indices
between the pretest (μ = .544, σ = .325) and the posttest (μ = .605, σ = .413) did not find
any statistically significant differences (t(33) = .766, p = .225) in the control group.
However, a significantly higher mean (t(28) = 3.333, p < .01) was found in the experi‐
mental group (μpre = .569, σpre = .381; μpos = .800, σpos = .251).

An independent t-test (α = .05) compared the grades of the students in both condi‐
tions in the posttest. A higher mean (t(61) = 2.327, p = 0.012) was found in the grades
of the experimental group (μ = 8.621, σ = 1.741) when compared to the control group
(μ = 7.441, σ = 2.205). Additionally, another independent t-test compared gain score
(i.e., difference between post and pre-tests) between the groups. The gain mean in the
experimental group (μ = 2.414, σ = 2.147) was higher than the gain mean in the control
group (μ = 1.941, σ = 1.825), but this difference was not statistically significant (t(61) = .
945, p = .174). Results of Pearson’s correlation coefficient analysis found a statistically
significant (α = .05) positive correlation between the KMA index and the students’ post-
test scores in the experimental condition.

5 Conclusions

This work investigated the specific effects of adaptive training of the metacognitive skill
of knowledge monitoring in an ITS. An animated pedagogical agent that trains knowl‐
edge monitoring in step-based ITSs was implemented. The agent encourages students
to reflect on their knowledge during problem solving and adapts content and frequency
of the interventions to students’ current level of knowledge monitoring, their knowledge
in the domain and their problem solving history in the ITS.

In the evaluation, the animated pedagogical agent was integrated into PAT2Math, a
step-based ITS that helps students in solving linear equations. The results of the
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statistical tests presented evidence that supports the hypothesis that the training provided
by the agent improves the students’ skill of knowledge monitoring. The study also found
evidence that supports the hypothesis that the metacognitive instruction of the agent
improves performance on tests, although the results of the statistical tests were not so
statistically solid. This study also found evidence of a strong positive correlation
between knowledge monitoring skill and learning by students that received training from
the agent. This evidence supports the results found in classroom, as described in [1].
However, these results had not been verified in computer-aided instruction, and more
specifically in ITS, yet. We believe that the experiment results would be more significant
if students could have an extended use of the ITS, given that one of the fundamental
principles to achieve success in metacognitive instruction is that the training of the
metacognitive skills must be prolonged [13]. Students only had three or four sessions
of ITS use due to the schools scheduling restrictions.
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Abstract. The LEA’s Box open learner model (OLM) allows learners to try to
persuade the system to make changes to their learner model by challenging
evidence or providing justifications. This aims to help make the OLM more
accurate, and provides a means for learners to satisfy themselves that the model
does indeed reflect their current state of learning. We report an exploratory study
with 15 university students, with learner model data coming from quizzes in a
Learning Management System. Students generally claimed to understand the
approach of learner model persuasion, how it is useful, how it relates to their
learning, and identified cases when they could use persuasion.

Keywords: Open learner model � Learner model persuasion

1 Introduction

Open learner models (OLMs) are learner models that can be accessed in a
user-understandable form [3]. Some are interactively maintained by both system and
student, helping increase the accuracy of the model, supporting reflection, facilitating
planning and self-monitoring, and affording the learner a greater level of control over
the learner model data [2, 10]. Those that allow users to directly edit, and therefore
fully control the contents of their OLM (e.g. [4, 8, 12]) may be particularly appropriate
when learners are known to be accurate, and are also confident in self-assessment. It
has been suggested that learners may feel more confident if the model changes are
validated by another stakeholder [12] such as a teacher or the system. OLMs can also
be updated through the student contribution of additional information (e.g. [6, 10, 17]),
an evidence based approach [18], enabling the OLM to benefit from user-given data,
but without handing full control to the learner as in editable models.

In contrast to the above, negotiated learner models allow learners to challenge
learner model data, with separate representations retained if the learner and system
cannot agree on a representation [1, 9, 11]. Persuadable OLMs also allow learners
to request and justify changes to their model, e.g. by answering additional questions

© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 307–313, 2016.
DOI: 10.1007/978-3-319-39583-8_34



[7, 12, 14, 15] or selecting from teacher-defined reasons [5]. If the system is convinced,
the model will be updated. However, in this case the system retains control of the
learner model if the student does not successfully justify their reasons for changing
representations. Both negotiation and persuasion aim to help overcome possible learner
reticence of not having validation for the model content in OLMs that they can edit or
add information to, without challenge (as suggested in [12]), whilst ensuring some
responsibility for OLM content is retained by the learner – an important aspect that
OLMs aim to support [3, 10].

In our context, all OLM evidence originates from external data sources. Such
approaches have also been investigated with other OLMs (e.g. [6, 13, 16]), since
today’s learners now use a range of learning applications. However, a potential limi-
tation of such situations is that the data from other sources may be of different gran-
ularity, may not be equally representative of student learning, or may simply not be
regarded by students as equally valid. Therefore, adding the facility to allow users to try
to persuade the learner model to update any data that they believe does not adequately
represent their skills, aims to help overcome these limitations. Students may offer
information that can help increase the accuracy of their learner model in this context,
while retaining the system control offered by persuasion approaches, and also the
validation as considered important by some students [12]. Our initial findings with a
persuadable OLM are likely to apply also in some negotiated learner modelling
contexts.

2 The LEA’s Box Persuadable Learner Model

The LEA’s Box OLM offers ten visualisations [5], both simple (e.g. skill meter, radar
plot) and more complex (e.g. network), see Fig. 1, and the OLM can be constructed
from a range of activities and multiple data sources (based on [6]). As in some other
OLMs (e.g. 10]), the persuasion feature allows learners to view evidence underlying
their learner model. In addition, it allows users the opportunity to try to persuade the
system to make changes if disagreement occurs, e.g. by challenging evidence or pro-
viding justifications for their own assessment of their skills. Table 1 (extended from [5])
details the moves available to the system and learner.

Fig. 1. Example LEA’s Box visualisations: skill meters; network; radar plot.
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The first step of the persuasion workflow (Fig. 2) displays the student’s current level
for a competency (statement). The student may then request evidence or self-assess, to
try to change the value. Requesting evidence is available throughout persuasion, and
details how the current competency is calculated, taking into account all evidence
associated with the competency and its sub-competencies (Fig. 3). Evidence may, for
example, be a score in a quiz, a teacher assessment, or the result of a past persuasion.
The modelling process gives more recent evidence a higher weight. Following a student
self-assessment, the system requires justifications to validate the increase or decrease to
the value in the learner model. Using teacher defined parameters [5], the system accepts
or declines the proposed change, or may propose a compromise. If the student accepts a
compromise or the system accepts the student’s proposition, the model is updated with
an additional piece of evidence stating the new value. In that case, older evidence no

Table 1. Persuasion moves for each stakeholder.

Student System

Accept/agree Agree with the system’s evidence;
accept a compromise

Agree with the student’s
justifications; accept a
compromise

Decline Decline system proposed compromise Decline (e.g. too recent)
Compromise Propose a compromise between the

system’s the student’s
self-assessment

Propose a compromise
between current level and
self-assessment

Request
evidence or
justifications

Request evidence for current level Request justifications for a
self-assessment

Provide
evidence or
justifications

Provide justifications (e.g. homework,
further study, external factors)

Provide evidence (e.g. learner
model evidence)

Self-assess Proposition of a new OLM state �
Challenge
evidence

Disagreement with item of evidence �

Statement � Statement of fact about the
OLM

Fig. 2. Workflow for persuasion.
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longer contributes to the modelling process, but remains available for reference. If a
self-assessment or a compromise is declined, the model is not updated as the system,
parameterised by teacher, ultimately retains the control, as in other persuadable learner
models [7, 14, 15].

3 User Perceptions of the LEA’s Box Persuadable OLM

The LEA’s Box OLM was used by 15 volunteers studying Italian at the University of
Birmingham. The exploratory study investigated whether students claim to understand
OLM persuasion and find it useful, and their motivations for why it might be used in
their learning. OLM evidence came from short answer quizzes imported daily from the
course Learning Management System (LMS). The quizzes take about 30 min to com-
plete, can be repeated, and cover 133 teacher defined grammar and vocabulary topics.

At the start of the course, students were given a demonstration of the OLM and its
persuasion facility using a test account with sample data. The OLM was available for
two months (the first week and last two weeks of which were during term time).
All OLM usage was logged. At the end of the period, participants completed a 5-point
Likert scale questionnaire, and individual semi-structured interviews took place with 5
volunteers during an optional lab session. The interviews lasted about 10 min, and
were audio recorded and transcribed. They took place in front of the student’s OLM,
and focused on participants’ perceptions/attitudes towards OLM persuasion, including
whether it was used, why it might be used and why it might not be used.

Most interaction occurred during the term (start and end of the period). 7 partici-
pants used persuasion, in 12 OLM discussions: 3 were resolved (i.e. with
system-student agreement and a model update); one was discontinued as it was too
soon after a previously resolved persuasion; 8 terminated after viewing evidence. All
persuasion attempts were self-assessments higher than the value in the OLM. 11 par-
ticipants returned questionnaires (Fig. 4): 3 used persuasion, 8 did not. Those who
attempted persuasion indicated that they disagreed with their OLM, whilst those who
did not try to persuade, indicated agreement. None of the latter claimed not to
understand persuasion. One indicated that they refrained from persuasion because it
was not summatively assessed. All who used persuasion wished to make the OLM
more accurate, and wished to explain their viewpoint and understand the evidence
behind the model. The 5 interview transcripts showed reasons for using/not using
persuasion as relating to information, time, precision and attitudes (Table 2 states the

Fig. 3. Example display of system evidence.

310 B. Ginon et al.



[number of participants] who mentioned each theme). For OLM accuracy, participants
indicated persuasion might be needed where they have short term goals (e.g. part
completion of quizzes), because of limitations with the LMS (e.g. incorrect marking,
multiple right answers) or because of more transient constraints (e.g. out of time to
interact with the LMS, early quiz submission). Participants also indicated OLM per-
suasion may not be a priority because the model was already perceived as accurate, not

Fig. 4. Questionnaire responses: reasons to use/not use the persuasion feature.

Table 2. Themes from interviews about expected use of persuasion feature.

Persuasion Would use Would not use

Informational [5] course is large. Not all
competencies have info

[3] only completed most relevant part
of quiz

[2] wish to restore the model to a
previous state

[2] quiz content broad. Only part
completed quiz

[2] more evidence is required
first.

[2] difficult to add
self-assessment values

Temporal [3] quizzes take a long time to
complete.

[3] student ran out of time, quiz
submitted early

[1] wanted immediate feedback, quiz
not complete

[2] takes time to complete
persuasion.

[2] not exam period

Inference precision
and level of
interaction

[3] answer incorrectly marked e.g.
part of sentence not typed, but still
correct

[3] no half marks. e.g. case sensitive
responses

[2] setup error causes incorrect
marking

[2] quiz platform interaction
problems

[1] right answers placed in wrong
boxes

[4] do not feel have done
enough quizzes yet to use
persuasion effectively

[3] already accurate

Attitudes/strategies [1] learning strategy leads to lower
level showing in the OLM, e.g.
use of trial and error

[2] not technology confident
[1] no summative mark
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enough course content had been covered, or it was not at the point of the course where
it was of most use (“during the summer exam period”). Two participants added that
they wished use persuasion after they had completed more quizzes.

4 Discussion and Conclusions

OLMs are designed to represent learners’ current skills, knowledge, competencies, etc.
Usually they are assumed to be as accurate as is necessary for the purpose of per-
sonalising teaching. In this study, as also described in other research (e.g. [16]), the
activities providing data were from a LMS. In our case, the data was transferred to the
OLM each day. This meant that there was more scope for the OLM to be outdated, and
perhaps, more reason for students to try to persuade the system to change values.
Against this, however, is the fact that OLMs are typically updated dynamically as
students interact with a learning system, and so students may have regarded the delay
as too cumbersome to engage fully. Our aim, therefore, was to explore students’
reasons to choose to use or not use an OLM persuasion feature in this context.

Interaction logs, questionnaires and interviews indicated that learners could see how
persuasion related to their learning, and many participants said that they agreed with
their model, so there was no reason to try to update it. Some stated that it was perhaps the
wrong time in their learning to use persuasion, potentially because of the size of the
course, time taken to complete (or partially complete) quizzes, or because they may wish
to wait until upcoming summative assessment before more intense engagement. Of
those who claimed to have started model persuasion, each had an interest in seeing
evidence behind their OLM. This may suggest that a core foundation to OLM persua-
sion is understanding the evidence’s origin and context, in order for the learner to think
about the differences and similarities between this and their perceptions of OLM
accuracy, in line with other calls to show learner model evidence [10]. Participants
showed awareness of some limitations of the LMS quiz engine, such as stringent
scoring, human error, or using it with their own learning strategies (e.g. working on only
small parts of course content), leading to the OLM underestimating competency. This
presents an interesting case for keeping the model accurate, and for OLM persuasion,
away from the more usual use of OLMs in intelligent tutoring systems where dynamic
modelling is at the core of the system.

Some of our findings may generalise to other contexts: university students appear to
understand how OLM persuasion applies to their learning, when it may be useful, and
are willing to challenge evidence if they disagree, explaining their point of view. Such
persuasion allows them opportunities to try to influence the model data, and could give
them more control over their learning in, for example, an ITS where teaching is
personalised according to the learner model. This control may be further increased in
contexts learner model negotiation techniques are used.

Acknowledgments. This project is supported by the European Commission (EC) under the
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Abstract. This work addresses students’ open responses on causal attributions
of their self-reported affective states. We use qualitative thematic data analysis
techniques to develop a coding scheme by identifying common themes in stu-
dents’ self-reported attributions. We then applied this scheme to a larger set of
student reports. Analysis shows that students’ reasons for reporting a certain
affect do not always align with researchers’ expectations. In particular, we
discovered that a sizable group of students externalize their affect, attributing
perceived difficulty of the problem and their own negativity as lying outside of
themselves.

1 Introduction

When an adaptive tutor, MathSpring, asked a student to explain the reason for her
self-reported affect of high interest, she typed in “because i think i will learn a lot of
new information in this website about math. [sic]” This student was explaining that her
interest stems from anticipating progress in her learning. This type of open-response
data, however, is not typically collected in studies on student affect. Instead, as
described in [4], existing methods in the Intelligent Tutoring Systems (ITS) community
generally focus on classifying affect categorically, such as “interest,” “frustration,”
“excitement,” and so on. While this information is valuable, the way that students
define these terms may not be the same as what researchers believe the terms mean [3],
so it will be valuable to find out why students report feeling a certain way.

To be scalable, the classification of student open-ended responses would need to be
done automatically by relying on natural language processing (NLP) techniques.
However, before investing in the design of such technologies, it is necessary to
determine how much of an advantage examining these reports truly offers.

In this work, we examine data from two populations of students interacting with the
MathSpring system (formerly Wayang Outpost). The system periodically asked the
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students to (1) self-report on their affect using a Likert scale and (2) explain why they
were feeling that way using an open-ended response dialog box (Fig. 1). We use a
qualitative approach to create and apply a coding scheme to students’ self-reported
explanations and then use data mining techniques to explore what type of student
responses different prompts and reports of affect were likely to elicit. Additionally, we
seek to determine whether students’ reports of reasons for feeling a certain way align
with our expectations, as researchers, of what types of attributions occur with different
types of affect.

2 Methods

This research was conducted using data from two studies using the MathSpring ITS
(formerly Wayang Outpost) [1]. The studies were run in 2011 with 7th and 8th grade
students (N = 123), and 2015 with 7th grade students (N = 209), in Massachusetts and
California respectively.

To obtain in situ information about student affect, MathSpring prompted reports
every five minutes or every eight problems, whichever came first without interrupting a
problem. Students were asked to report on a target emotion (e.g., interest, excitement)
via a 5-point Likert scale, and to explain why they were feeling that way (Fig. 1).

We use two types of qualitative thematic data analysis; open coding (phase 1),
where coders independently code student report data with little direction, and axial
coding [2], where core categories are developed based on coders’ open coding schemes
(phase 2). Our third phase consists of validating those sub-categories (which we use as
our tags) through inter-rater reliability as measured with Cohen’s kappa.

Phase 1: Open Coding. Our first step was “open coding,” [2] wherein coders parse
and reflect on data with the goal of naming and categorizing phenomena that occur
within. Here, a set of 450 randomly selected open responses was gathered from a
dataset collected in 2011 and given to the five coders (the first four authors, and one

Fig. 1. Student self-report of affect. Open prompt (bottom) asked students to explain why they
felt that way.

Exploring Affective Meaning in Students’ Own Words 315



additional coder). The coders were told how the data was collected, but were not given
a coding scheme apart from the directive to independently arrive at a set of approxi-
mately 10 categories that would encompass approximately 70 % of the responses.
Coders were instructed that they could tag a response with multiple tags if they felt they
were applicable.

Phase 2: Axial Coding. Once all five coders created their schemes and tagged the
data, we entered the “axial coding” phase [2], in which the 2nd, 3rd, and 4th authors
reviewed the independently devised coding schemes to determine simple commonal-
ities among them. Where similar categories were created by most coders, they were
merged into a single category. Ten final categories were determined, as follows, with
examples of responses that were tagged with each attribution and abbreviations in
parentheses:

• IDK (idk) – doesn’t understand why they feel the way they feel (thus “IDK” for “I
don’t know”) or doesn’t want to tell us why. (e.g., “????????????????????”, “meh”).

• Boring (bor) – describes something as boring (e.g., “math is boring”).
• Easy (easy) – says the material is easy (e.g., “too easy,” “its simple” [sic]).
• Hard (hard) – says the material is hard or difficult (e.g., “it is a little confusing and

hard”, “it gives me a good challenge”).
• Internal (int) – attributes their feelings to internal causes (e.g., “i am smart” [sic]).
• External (ext) – attributes their feelings to external causes (e.g., “It is kind of fun”).
• Positive (pos) – the valence is positive (e.g., “I like this program”).
• Negative (neg) – the valence is negative (e.g., “I hate math”).
• Supportive (sup) – feels supported (e.g., “It is fun but it also helps me learn a lot.”).
• Unsupportive (unsup) – does not feel supported (e.g., “is not helpful”).

Phase 3: Application and Validation of Tags. The coding scheme was applied by the
first four authors to the 2015 dataset, coding each response. After tagging student
responses, inter-rater reliability was determined by Cohen’s kappa. The highest
agreement between any two authors is displayed in Table 1. Overall, the second author
had highest agreement with other authors, so their tags were used for analyses.

3 Results

First we report the frequency of each tag in all self-reports (Fig. 2). Then we examine
the frequency of each tag given a particular self-reported affect state (e.g., “high
frustration”). Forced choice Likert response of <3 was categorized as low, while >3
was categorized as high. Neutral responses (3 on the Likert scale) were not included in
this analysis. Finally, we examine frequent combinations of tags over all affect reports.

Table 1. Best inter-rater reliability kappa values

Code idk bor easy hard int ext pos neg sup unsup

Kappa 0.80 0.79 0.9 0.78 0.84 0.69 0.84 0.78 N/a 0.55
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The second dataset, from 2015, was collected after several improvements were
implemented in MathSpring, e.g., a screen showing student progress. Perhaps in part
due to the improvements in MathSpring, the 2015 participants’ reports (on average)
were more often positive and less often negative in valence. Additionally, their reports
were more frequently attributed to internal causes. They were less likely to report
boredom, and were more likely to describe their work as hard or challenging. Figure 2
shows how frequently each tag occurred in each dataset.

Table 2 shows the frequency of each tag for each affect report (note: this includes
only reports for which students included both a non-neutral affect rating and a text
response). In 2015, only prompts on excitement and interest were given. Table 3 shows
how often each tag occurred for each type of report, similar to Table 2.

Many of the tags appear frequently where expected, for example the “positive” tag
appears most frequently in reports of high interest and high excitement. Some others
are more surprising, such as the “external” tag, which is frequent in all reports and most
frequent in reports of high excitement in 2011 and low interest in 2015.

Additionally, the modular nature of attributions for emotions can be combined to
provide more complex meanings. For example a reason such as “Math is easy!” would
get the tags “ext, easy” or external attribution and easy. Table 4 shows the most
frequent tag combinations for each dataset. Reports where the student chose the neutral

0%
20%
40%
60%
80%

IDK Pos Neg Int Ext Bor Hard Easy Sup Unsup%
 O

cc
ur

an
ce

 o
f 

T
ag

 in
 T

ot
al

 
Sa

m
pl

e

2015 2011

Fig. 2. Frequency of each code out of a total sample group (2015 N = 449; 2011 N = 464)
(Color figure online)

Table 2. Percentage of tagged reports of affect containing each tag 2011

IDK Pos Neg Int Ext Sup Unsup Easy Hard Bor

Low Exc. 3.1 1.9 29.0 14.5 30.9 3.8 3.8 1.9 0.8 10.3
High Exc. 0.0 18.9 5.4 18.9 37.8 5.4 0.0 5.4 8.1 0.0
Low Int. 7.2 1.3 23.8 11.5 31.5 3.4 3.4 5.5 1.7 10.6
High Int. 8.7 21.7 8.7 21.7 26.0 8.7 0.0 0.0 4.3 0.0
Low Conf. 8.9 0.9 28.6 18.8 25.9 4.5 3.6 0.9 1.8 6.3
High Conf. 10.5 12.1 8.9 15.3 29.0 1.6 0.0 13.7 2.4 6.5
Low Frust. 4.9 12.3 9.9 19.8 29.6 2.5 0.0 12.3 1.2 7.4
High Frust. 3.6 0.0 33.1 13.0 31.4 5.3 5.3 0.0 2.4 5.9
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“3,” or did not choose a rating of affect, but did include an open response are included
here. If a code combination appears in only one dataset, its frequency is left blank in the
other column.

While there are a total of 511 possible combinations, the given complex tag
combinations were able to cover 62.8 % of all possible instances for 2011, and 73.8 %
for 2015.

Some of the most common instances were “pos, int, ext” and “neg, int, ext” which
often included a reference to a relationship between self and an external entity with an
associated valence (e.g., “I like this program” or “I hate math”).

One interesting observation is that while “negative” co-occurs with “external” in
many of the above combinations, including those two alone, it never co-occurs with
“internal” unless “external” is also part of the combination. This indicates that negative
attributions are more often blamed on external reasons, such as the software or the
domain, rather than on one’s self (unless it is a relationship between self and other).

Finally, the other very frequent category was “idk” or “I don’t know.” When this
appeared, it was most often the only tag given to the statement (e.g., “because I’m just
not”), but it also sometimes co-occurs with “negative;” in these cases, students may
offer no explanation in a manner that is hostile towards the system (e.g., “None of your
business!”).

Table 3. Percentage of tagged reports of affect containing each tag 2015

IDK Pos Neg Int Ext Sup Unsup Easy Hard Bor

Low Exc. 4.8 5.4 23.1 20.4 29.4 4.2 1.5 1.8 5.7 3.6
High Exc. 5.2 31.4 2.9 22.9 29 2.4 0.0 2.9 3.3 0.0
Low Int. 5.0 5.9 20.8 17.1 29.5 3.7 0.9 2.2 7.8 7.1
High Int. 6.4 27.9 3.0 23.2 28.3 5.2 0.0 3.9 2.1 0.0

Table 4. Most frequent tag combinations and frequency of occurrence for 2015 and 2011
datasets

Code
combination

pos int
ext

neg int
ext

idk ext
easy

neg ext
bor

neg
ext

pos
ext

pos
int

Freq 2015 18.1 12.5 11.4 4.2 3.1 2.9 7.3 6.6
Freq 2011 3.3 11.4 13.7 4.1 2.6 14.4
Code
combination

ext
hard

No
code

ext
bor

neg ext
unsup

neg
int

idk
neg

neg int
ext hard

Total
(except no
code)

Freq 2015 4.7 3.1 73.8
Freq 2011 5.7 4.5 3.1 2.5 1.4 62.8
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4 Discussion and Future Work

In general, hand coding and analyzing student text about specific affect self-reports has
enabled us us to explore reasons/attributions that further describe particular affective
states. We have found similarities across disparate datasets for students that seemed to
have had somewhat different experiences; not only in expected areas such as valence,
but also with regard to intrinsic vs. extrinsic attributions and difficulty. For example, we
were surprised that in one dataset students were more likely to report that the material
was “hard” when reporting high interest or excitement than when reporting low interest
or excitement, while in the other dataset the opposite was true.

One of the most overwhelming findings of this work is the prevalence of students
who externalize their affect, especially negative valence emotions. It is important that
we recognize the existence of this sizable group of students. In the future, we plan to
look more in-depth at each of these areas in order to understand each of these groups of
students better, as well as the relationship between their emotions and their reasons for
them.

An advantage to our coding scheme is that it has also prompted us to think about
possible new affective constructs. We can attempt to build models predicting these
reason tags using highly contextualized features, instead of looking at emotions labels.
This would imply inspecting the relationship between attributions and students’ con-
textualized performance and behaviors to see if these attributions may be responsible
for different behaviors, and vice versa.
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Abstract. Creating a domain model (expert behavior) is a key compo-
nent of every tutoring system. Whether the process is manual or semi-
automatic, the construction of the rules of expert behavior requires sub-
stantial effort. Once finished, the domain model is treated as a fixed
entity that does not change based on scope, sequence modifications, or
student learning parameters. In this paper, we propose a framework for
automatic learning and optimization of the domain model (expressed
as condition-action rules) based on designer-provided learning criteria
that include aspects of scope, progression sequence, efficiency of learned
solutions, and working memory capacity. We present a proof-of-concept
implementation based on program synthesis for the domain of linear
algebra, and we evaluate this framework through preliminary illustrative
scenarios of objective learning criteria.

Keywords: Intelligent tutoring systems · Program synthesis · Auto-
mated domain modeling · Artificial intelligence

1 Introduction

Creating an appropriate domain model (i.e., a set of rules capturing expert
behavior) is an integral part of designing intelligent tutors. In general, the domain
rules are considered intrinsically rigid and tied to the content to be learned,
while the student model accounts for variability and specialization. Prior work
on creating domain models relies heavily on expert modeling. This affects the
expense of tutor development, estimated at 200–300 h per hour of content [9].
There has been some work on learning domain rules semi-automatically in the
context of Intelligent Tutors [4,7]. Both manual and semi-automatic processes,
however, assume the domain model is defined by one canonical set of rules.

We postulate that the domain rule set is not a fixed entity, but one that can
be specialized for each learning context by considering factors related to scope
of coverage and sequence of progressions. Furthermore, instead of separating all
student factors into the student model, we explore the effects of incorporating
student population traits in the design of the domain rules. For example, in
determining the optimal rule set for introductory algebra, we consider the rel-
ative complexity of rule trigger conditions, and the working memory demands
c© Springer International Publishing Switzerland 2016
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related to the number of rules students need to remember. By considering more
factors in the process of the domain model creation, we aim to more precisely
target the domain model to the specific scope and sequence goals as well as
student traits.

This paper presents RuleSynth, a framework for distilling the domain
model that is optimal for a specific set of learning objectives. Given an objective
function and an initial (suboptimal) set of rules, RuleSynth produces a new
set of rules that collectively optimize the given learning objective. We focus on
creating a domain model in terms of condition-action rules (akin to production
rules in a cognitive tutor), so that it can be applied to any existing or new
rule-based tutoring system. RuleSynth creates new rules using DSL-driven
inductive program synthesis.

The key contributions of this work are a new framework for customizing
the domain model that optimizes certain feature properties, and a preliminary
evaluation of a proof-of-concept implementation in the domain of introductory
algebra. Our evaluation shows that different learning objectives lead to dramat-
ically different rule sets and that we can do so efficiently enough for customized
intelligent tutoring systems to become a reality in the near future.

2 System Description

In this paper, we focus on domain models for solving linear algebraic equations.
We represent a domain model as a set of condition-action rules (akin to pro-
duction rules in a cognitive tutor). Each rule has a condition for when the rule
may be applied, and an action to perform the rule. Our goal is to automatically
produce a domain model (i.e., set of rules) optimizing some learning criteria.

To work towards this goal, we built a proof-of-concept system, RuleSynth,
that produces the best rule set given an initial domain model for algebra prob-
lems and an objective function. The objective function captures student con-
straints (such as limited working memory) and goals (such as solving problems
in a few steps). Our starting set of rules is listed in Table 1; we call these rules
axioms. Our axioms, along with backtracking search, are sufficient to solve a
large class of linear algebra problems. However, while simple to state and suit-
able for automated problem solving, this set of rules is difficult for humans to
use, as it leads to inefficient solutions with many steps. RuleSynth uses the
axioms to synthesize a large set of macro rules that lead to shorter solutions,
and it uses the objective function to select the best rule set from the resulting
pool of rules.

3 Evaluation

To evaluate our framework, we used it to generate several novel rules for solv-
ing algebra problems, which are shown in Table 2. We then investigated a few
hypothetical scenarios and objective functions on these synthesized rules. Our
objective functions and cost models were hand-crafted, but, in principle, could
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Table 1. The set of axioms used as input for our system.

Label Description Example

A Additive Identity x + 0 → x

B Adding Constants 2 + 3 → 5

C Multiplicative Identity 1x → x

D Multiplying by Zero 0(x + 2) → 0

E Multiplying Constants 2 ∗ 3 → 6

F Division Identity x
1

→ x

G Canceling Fractions 2x
2y

→ x
y

H Multiplying Fractions 3
(
2x
4

)→ (2∗3)x
4

I Factoring 3x + 4x → (3 + 4)x

J Pushing Negatives −(3x) → (−3)x

K Expanding Negatives −x → −1x

L Adding to Both Sides x + 4 = 2 → x + 4 + −4 = 2 + −4

M Dividing Both Sides 3x = 2 → 3x
3

= 2
3

N Multiplying Both Sides x
3

= 2 → 3
(
x
3

)
= 2 ∗ 3

Table 2. A sample of the macro rules found and synthesized by our system, with
example applications. Several are common rules taught in algebra such as combining
like terms (IB) or moving a constant’s opposite to the other side of an equation (LBA).

Pattern Example

BA x + 2 + −2 → x

LBA x + 2 = 3 → x = 2 + −3

MG 3x = 6 → x = 6
3

LBAMG 3x + 2 = 1 → x = 1+−2
3

NHG x
4

= 2 → x = 2 ∗ 4

IB 2x + 4x → 6x

LJIBD x + 3y = 2 + 3 → x = 2 + 3 + −(3y)

KMG −x = 5 → x = 5
−1

BLBA 3 + x + 2 = 1 → x = 1 + −5

be based on student data or generically defined based on cognitive principles.
These sample scenarios are not exhaustive nor intended to be exemplars for
what would be used in a real tutor. Rather, they are intended to illustrate how a
variety of objective functions can produce different domain models for different
situations, all starting from the same synthesized rule set. Based on our results,
we believe that, through the crafting of appropriate objective functions (which
may depend on student models and live data), tutors could use RuleSynth to
automatically adapt their domain models to particular learning situations.



A Framework for Parameterized Design of Rule Systems Applied to Algebra 323

3.1 Balancing Solution Size and Rule Set Size

Our first scenario considers balancing the size of the rule set and the efficiency of
solutions. Given a set of rules R and example problems E , we define the objective
function to be a weighted sum of the rule-set cost and the solution cost, subject
to the constraint that all problems in E are solvable with the chosen rule set
R′ ⊆ R. Thus, our objective function takes the form

C(R′, E) = arg min
R′⊆R

αR(R′) + (1 − α)S(R′, E) (1)

where α ∈ [0, 1] is a weighting term, R(R′) is the rule-set cost, and S(R′, E) is
the solution cost.

We define the rule-set cost to be the sum of the costs of its rules, i.e., R(R′) =∑
r∈R′ cost(r). The cost of a rule is itself a weighted sum of costs of its condition

and action. The condition cost measures the size of the condition expression, thus
estimating the amount of work required to evaluate the condition. The action
cost is defined as the number of elements that are added or removed to the
equation during the application of a rule. For example, moving a term to the
other side of an equation costs two: one to remove the term and one to add it to
the other side. Intuitively, macros tend to have more expensive conditions (i.e.,
they are harder to apply) but lower action costs than the axiom subsequence
they replace (because they compress the replaced actions into fewer steps).

The solution cost S(R′, E) minimizes the average solution cost over all exam-
ple problems E . That is, S(R′, E) = 1

|E|
∑

e∈E min{r}n∈solns(R′,e)
∑n

i=1 cost(ri).
The function solns(R′, e) is defined as the set of all finite sequences of rules from
R′ which solve the problem e. We therefore take the cost of a problem e ∈ E to
be the sum of the cost of every rule in the shortest solution to that problem.

We considered two different versions of the optimization problem defined by
Eq. 1, which set the weighting term α to nearly 1 and to 0.3, respectively. The
first version (α ≈ 1), which we call Optimization A, represents an objective
function that tries to find all of the rules that are used in the shortest solutions
to E , discarding only unused rules. The second version (α = 0.3), which we call
Optimization B, represents a trade-off between having efficient solutions and
keeping the total size of the rule set small.

Table 3 compares the results of running each optimization on our synthesized
rules. For Optimization A, which considers only average solution cost, the rule
set includes a large number of rules based on macros. This is because almost
every macro makes at least one example more efficient to solve. Also, there are
very few axioms. Most of them, while generally applicable, are obsolesced by
one or more macro rules. On the other hand, Optimization B, which balances
average solution cost with total rule cost, contains many more axioms and fewer
macros. The axioms, while making solutions more expensive since more steps
are required, are more broadly applicable since they can be used in combination.
However, some macro rules which are themselves very broadly applicable (e.g.,
combining like terms) remain in the optimal solution. Making this weighting
dynamic in a live tutor would enable the tutor to adjust the domain model
along the spectrum of maximizing solution efficiency or minimizing rule set size.
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Table 3. Optimization results for an objective function minimizing average solution
cost and total rule cost. Optimization A considers only average rule cost whereas Opti-
mization B balances the two.

Rules from Optimization A Rules from Optimization B

A KMG A L

C LBAMGLBA B IB

D LJIBDLBA C NHG

MC LJIBD D MG

F IB MC LBA

G NHG F

J LBAMG G

BLBA MG H

KNHGMG LBA J

NHGHMBHGMG K

3.2 Adapting Rule Sets to Teacher-Specified Problem Sequence

As another example scenario, suppose that we have a sequence of problems
we wish to use (perhaps provided by a teacher), broken up into discrete units.
RuleSynth can automatically find a sequence of rule sets that cover the entire
sequence of problems, introducing only the minimal number of rules when needed
for each unit. That is, for each unit of problems, we would like the minimal set of
rules (with respect to the cost defined in Eq. 1) that covers these problems and
is a superset of the rule set for the previous sequence. Given a sequence of prob-
lem sets E1, . . . , En, we solve n sequential optimizations, where the ith objective
function is C(Ri, Ei), subject to the constraints that all of Ei are solvable with
Ri and either i = 1 or Ri ⊇ Ri−1. We chose such an example problem sequence
and ran this optimization (with α = 0.3), showing the results in Table 4. As can
be seen, RuleSynth finds a small number of rules to add for each successive
unit of problems. We only chose a few basic features for this optimization, but
with a richer domain model, future versions of our framework can have a more
sophisticated function for choosing progressions of rules.

Table 4. Optimization results for generating a sequence of rules. Each column is a
successive unit of example problems. This tables shows which new rules (in addition
to all previous columns) are required to cover the new set of problems.

Percent Coverage 25% 50 % 75 % 100 %

New Rules Added LBA, MB, BLAB NHG, LJIBD, E IB, J KMG, KNHGMG

D, C, A NHGHMHGMG
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4 Related Work

There is a long history of work in learning within cognitive architectures [5]. In
some of these architectures, there is a concept of “chunking” rules to create new
rules. Our system explicitly is performing a similar kind of chunking by finding
macros of the given set of rules, and synthesizing conditions and actions for these
macros to create novel rules. More recently, researchers have looked at methods
to help automate authoring domain models in tutors, including rule learning [4].
Closely related to our system is SimStudent, which is capable of inductively
learning rules (for primarily algebra but also other domains) using Inductive
Logic Programming (ILP) [7] and unsupervised learning of deep domain fea-
tures with probabilistic grammars [8]. Other work used ILP to search for rules
given example applications from experts [3]. Our work is similarly inductive but
uses program synthesis techniques. Other research has explored approaches to
adapting content on the fly to students, by, for example, using multi-arm ban-
dits for problem selection [1]. We are specifically concerned with choosing rules
and domain models instead of problems. Inductive Programming / Synthesis
has been applied to problem and solution generation [2], hint/feedback genera-
tion [6,11], and rule generation [10]. Previous work in rule learning focused on
learning individual rules, while we explore adapting rule sets to given learning
criteria.

5 Conclusion

This paper presents RuleSynth, a framework for generating custom domain
models that optimize desired learning objectives. RuleSynth employs discrete
optimization to select the best set of rules from a pool of axioms and synthe-
sized macros, according to a desired objective function. Our proof-of-concept
implementation for algebra is able to synthesize several novel macro rules and
produce optimal rule sets for example objective criteria. Our plans for future
work include expanding to other domains to evaluate the generality of our app-
roach, and exploring the impact of this system in the tutor design process.
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Abstract. We hypothesize that when cognitive tutors are integrated into online
courseware, the online courseware can provide a new type of adaptive instruc‐
tions, such as impasse-driven adaptive remediation and need-based assessments.
As a proof of concept, we have developed an adaptive online course on the Open
Learning Initiative (OLI) platform by integrating four new instances of cognitive
tutors into an existing OLI course. Cognitive tutors were created with an inno‐
vative cognitive tutor authoring system called WATSON. To evaluate the effec‐
tiveness of the adaptive online course, a quasi-experiment was conducted in a
gateway course at Carnegie Mellon University. The results show that the proposed
adaptive online course technology is robust enough to be used in actual classroom
with mixed effect for learning.

Keywords: Adaptive online course · Active learning · Cognitive tutors ·
Authoring by demonstration · SimStudent

1 Introduction

In the face of challenges in access, quality, and cost in higher education, many have
looked to technology as a mechanism for controlling costs and increasing student
success. There is strong evidence that an adaptive and personalized approach to online
courseware increases the quality of learning for diverse learner populations. However,
there is substantial literature on barriers to adoption of information technologies in
higher education [1–3]. Among the barriers, cost to create and maintain technology-
enhanced learning interventions is a key factor [4–6].

This paper explores questions of the expedient development and integration of adap‐
tive learning technologies into larger learning environments. In particular, we argue that
an efficient authoring facility for creating cognitive tutors that can seamlessly integrate
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into online courseware provides a solution for the cost-effective construction of adaptive
online courseware with high-quality individualized instruction. The resulting adaptive
online courseware provides students with rich multimedia instruction and multimodal
activities; e.g., different types of formative assessments ranging from a multiple choice
question to a guided-problem solving driven by a cognitive tutor.

2 Overview of Adaptive Online Course

We hypothesize that to provide adaptive support, the system needs to have a skill model
that represents a set of skills that students must learn [7]. In the proposed adaptive online
course, there are two types of skill models—a skill model embedded in a cognitive tutor
and a skill model defined in an online course. In this paper, we call the former skill model
a production skill model and the latter a literal skill model.

In the current paper, we use Open Learning Initiative (OLI) maintained by Carnegie
Mellon University as an example online course platform. OLI is currently unique in
offering the platform with an integrated literal skill model [8]. Individual skills are tied
to learning objectives and assessments (both formative and summative), supporting a
learner model that is updated as learners interact with assessments.

There are different kinds of “adaptive” supports studied for online courses [9]. In the
current context, we use the word “adaptive” to mean four things: (1) timely and contex‐
tualized scaffolding for learning by doing (aka tutored problem-solving), (2) the optimal
problem selection, (3) the impasse-driven adaptive remediation supported by dynamic
linkage between a learning-by-doing and online course material, and (4) the need-based
adaptive assessment.

The first two adaptive supports are realized by adaptive instructions provided by
cognitive tutors [10, 11]. In other words, integrating cognitive tutors to online course‐
ware will provide the adaptive problem selection and adaptive problem-solving scaf‐
folding within the individual cognitive tutors.

The third adaptive support, the impasse-driven adaptive remediation, is realized by
the Wheel Spinning Detector and Hybrid Student Model. Wheel spinning in this context
occurs when cognitive tutor fails to stop posing problems in the face of a student’s
inability to meet the pre-defined level of mastery [12]. The Wheel Spinning Detector is
a neural network-based classifier [13] that classifies a sequence of student’s attempts on
cognitive tutors into two categories: a sequence of attempts that will eventually meet
the mastery and the one that will never meet the mastery.

Once wheel spinning is detected on a particular skill, corresponding instructional
material on the online courseware is identified and presented to the student. This can be
done by the Hybrid Student Model that represents the relationship between production
skills and literal skills. We speculate that there are different ways to formalize the rela‐
tionship between two types of skills. One idea would leverage the predicates used in
production rules (to represent conditions and operators) as indices for domain concepts.
For example, one of the production rules to convert an English sentence (e.g., if p or q
then r) into a propositional logic (e.g., (q v r) → r) says “if a token in the English sentence
is a conjunction connective, then enter the conjunction symbol.” Here, the predicates
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“conjunction connective” and “conjunction symbol” are domain concepts that must be
encoded as literal skills. We can therefore associate this production to two literal skills
each corresponds to a concept of conjunction connective and conjunction symbol
respectively.

The fourth adaptive support, the need-based adaptive assessment, is realized by an
extension of the knowledge-tracing technique. When a cognitive tutor detects a mastery
on particular skills, the system identifies assessment items that are most closely related
to the mastered skills based on the Hybrid Student Model, and hide them from students.
Cognitive tutors in this design also appear as formative assessment items (with adaptive
scaffolding) just like other types of formative assessments embedded in online course.
In other words, we design the “mastery” learning distributed across multiple cognitive
tutors and formative assessment items. Since cognitive tutors on an adaptive online
course can be designed to share skills, cognitive tutors can be dynamically dropped just
like other formal assessment items.

3 WATSON: Web-Based Cognitive Tutor Authoring System

WATSON (Web-based Authoring Tool for adaptive tutoring Systems on ONline courses)
is a web-based cognitive tutor authoring system that has (1) a web-browser based
WYSIWYG front-end interface builder and (2) an automated expert model builder back-
end.

A cognitive tutor applies task independent adaptive instructions—i.e., immediate
feedback and just-in-time hint—given an expert model. Therefore, WATSON provides a
support for (1) creating a tutoring interface in which students solve problems and (2)
creating an expert model.

The front-end interface builder allows authors to create a tutoring interface in a web-
browser. Since our new authoring environment is used to create online content, we
design the authoring tools to work within a web browser. The current version is equipped
with a components toolbar, a drawing canvas, and the component properties panel
(Fig. 1). The description of the student interface is represented in an XML format, which
is then rendered as HTML5 by a JavaScript renderer in real time.

Once the tutoring interface is created, the author builds an expert model by teaching
a teachable agent called SimStudent [14] on the tutoring interface that is just created.
SimStudent is a machine-learning agent that learns cognitive skills sufficient to solve
target type problems. The underlying technology is programming by demonstration in
the form of inductive logic programming [15]. To apply the SimStudent technology to
WATSON, we have developed application programming interfaces (APIs) that connect
the tutoring interface to SimStudent. For example, steps performed on the tutoring
interface by the author are sent to SimStudent as demonstrations of a target task. The
steps performed by SimStudent are shown on the tutoring interface and the author can
provide feedback on their correctness.

A formal evaluation that we conducted in a past showed that a cognitive model
generated by SimStudent can accurately model trace 99 % of 2900 solutions that (real)
students made during an algebra study.
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4 Evaluation Study

As a proof of concept, we developed an instance of adaptive online course by modifying
an existing OLI course, Discrete Mathematics Primer (DMP for short), and used it for
a gateway course (blended class) offered at Carnegie Mellon University for the Fall 2015
semester. The course was open exclusively to CS majors, and 133 out of 147 freshmen
participated. The study ran for 3 weeks in August 2015.

Due to a schedule constraint on the system development, we have only implemented
the knowledge-tracing engine for the current study. Cognitive tutors integrated into the
DMP course adaptively provided feedback and just-in-time hint, but problems were
hard-coded and all students were exposed to the same sequence of problems.

The classroom evaluation study was a quasi-experiment with a lack of control for
specific study variables. To evaluate the impact on student’s learning, we compare two
versions of DMP: the original 2014 instance (DMP 2014), and the cognitive-tutor
enhanced 2015 version (DMP 2015). We developed four cognitive tutors using WATSON

(as described below) and integrated them into the first module of DMP 2015.
The first cognitive tutor (CT1) teaches to convert an assertion in informal language

(e.g. p and q or r) into an assertion in the propositional logic (i.e. p /\ q \/ r). The second
cognitive tutor (CT2) teaches truth tables. The third cognitive tutor (CT3) teaches to
push the negation in the given formula (e.g. ~(~p /\ q)) all the way inside (i.e., p \/ ~q).
The fourth cognitive tutor (CT4) teaches to convert the given formula (e.g. ~p => q)
into a negation normal form (i.e., p \/ q). Figure 2 shows an example screenshot of this
cognitive tutor running on DMP 2015.

Fig. 1. An example screenshot of the WATSON web-based authoring tool
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Fig. 2. An example screenshot of a cognitive tutor integrated in the Discrete Math Primer OLI
course

We hypothesized that if DMP 2015 is more effective than DMP 2014, then students
show steeper learning for DMP 2015 that results in larger slopes in a logistic regression
model for learning-curve prediction [16]. Since skill names were redefined from 2014
to 2015, to make this comparison, we identified a mapping between skills for each
year. The results show that there are two (out of the total of six) skill-mappings that
show a steeper slope in DMP 2015 than DMP 2014; the difference in slopes in a logistic
regression for these two mapped skills were 0.32 (Z = 6.47, p < 0.0001) and 0.52
(Z = 2.09, p < 0.05) respectively.

5 Conclusion

In this paper, we demonstrated that the WATSON technology allows online-course engi‐
neers to create cognitive tutors and to integrate them seamlessly into online courses. We
used the Open Learning Initiative (OLI) as an example online learning platform and
modified an existing online course with newly created cognitive tutors. Our classroom
evaluation study shows the robustness of the adaptive online course, and data confirmed
that the adaptive online course is better than or equal to the existing OLI course.

Our pilot study focused on the first module of the DMP course; integration of addi‐
tional cognitive tutors into other two modules is currently underway, with use and eval‐
uation planned for Summer 2016. The future study will also have incremental inclusion
of technologies that was not implemented this time (e.g., wheel-spinning detector and
hybrid student model).

The proposed integration of adaptive learning technologies and online learning
provides a model for future, next generation online course. Such courses will integrate
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a range of learning activities that are span multiple modalities, but are also span a range
of development costs and a range of technical sophistication. Such a range will allow
us to focus on efficacy, deploying less sophisticated (and less costly-to-develop) activ‐
ities when approaches, but also create more sophisticated activities in efficient ways
when necessary. This range of activities will provide a more effective and more efficient
learning experience. This focus on efficacy will support cost and attainment goals, but
will require additional research on how and when to best deploy more sophisticated
technology and when pedagogically rich but technologically simple approaches will be
as (or more) effective in supporting learners.

Acknowledgement. The research reported here was supported by National Science Foundation
Award No. DRL-1418244.
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Abstract. Cognitive load theory states that improper cognitive loads may
negatively affect learning. By identifying students’ working memory capacity
(WMC), personalized scaffolding techniques can be used, either by teachers or
adaptive systems to offer students individual recommendations of learning
activities based on their individual cognitive load. WMC has been identified
traditionally by dedicated tests. However, these tests have certain drawbacks
(e.g., students have to spend additional time on them, etc.). Therefore, recent
research aims at automatically detecting WMC from students’ behavior in
learning systems. This paper introduces an automatic approach to identify WMC
in learning systems using a genetic algorithm. An evaluation of this approach
using data from 63 students shows it outperforms the existing leading approach
with an accuracy of 85.1 %. By increasing the accuracy of automatic WMC
identification, more accurate interventions can be made to better support stu-
dents and ensure that their working memory is balanced properly while learning.

Keywords: Working Memory Capacity � Student modeling � Genetic
algorithm

1 Introduction

Working memory capacity (WMC) is a cognitive trait that influences the learning
process, in terms of learning speed, memorization of learned concepts and effectiveness
of skill acquisition [1]. WMC enables us to keep active a limited amount of information
(7 ± 2 items) for a brief period of time [2]. Exceeding the WMC limit can reduce
students’ learning performance, reduce transfer of learning or increase the amount of
time needed to learn [3, 4]. By identifying WMC, cognitive load can be individualized
to the student which benefits the learning process. For example, an adaptive recom-
mendation system could provide personalized suggestions for learning activities to
students [5]. Furthermore, simple awareness of WMC supports students in making
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better choices for self-regulated learning and teachers may factor in WMC when
making interventions for their students.

Traditionally, WMC is measured by asking students to take a specific multitasking
test such as operation span task (OSPAN) [6]. OSPAN is considered a stable and
reliable test [7] and several online versions of this test have been created, such as
WebOSPAN [8]. Although such tests are effective, they have the notable drawbacks of
requiring additional time and effort from learners to do the test and the risk of inac-
curacies due to factors such as the perceived importance of the test by the students,
stress or fatigue [9].

To overcome these drawbacks, automatic approaches have been investigated which
analyze students’ behavior to identify WMC automatically while students are learning
in a learning system. As a basis for such automatic approaches, several studies
investigated and found relationships between WMC and other student characteristics as
well as their relation to student behavior [e.g., 1, 10, 11]. To the best of our knowledge,
only one automatic approach for identifying WMC is proposed so far. DeWMC
(Detecting Working Memory Capacity) [12, 13] calculates WMC using six patterns
which all contribute equally to the identification of students’ WMC.

This paper presents a tool for automatic WMC identification called WMCID-GA.
WMCID-GA is based on DeWMC [12] and extends it through the use of a genetic
algorithm which optimizes the weights of patterns impacting the WMC calculation in
order to improve the precision of identifying WMC.

The remainder of this paper is structured as follows. Section 2 introduces the
proposed WMC identification approach. Section 3 describes the evaluation of
WMCID-GA and Sect. 4 concludes the paper.

2 WMCID-GA

In this section, we start with introducing DeWMC, followed by presenting WMCID-GA
(WMC IDentifier-Genetic Algorithm) and how its genetic algorithm was built.

DeWMC [12] uses six patterns (five behavior patterns and one pattern related to
learning styles based on the Felder-Silverman learning style model [14]) to calculate
WMC. The five behavior patterns consider behaviors including linear navigation,
constant reverse navigation, performing simultaneous tasks, recalling learned material,
and revisiting passed learning objects. Each of the six patterns has been selected based
on detailed investigations and evidence from literature that there exists a relation
between the respective pattern and WMC [12]. To calculate WMC, DeWMC first
extracts student data from a learning system’s database and computes the respective
patterns considering student behavior and their learning styles. For each pattern, a high
or low value is associated to high or low WMC, based on existing studies from
literature [12]. Then, for each learning session of a student, a WMC session value is
calculated building the average of all pattern values. Subsequently, the overall WMC
value is calculated by building a weighted average over all WMC session values,
considering the amount of available behavior data per learning session as a weight.

WMCID-GA is based on DeWMC. It uses the same patterns and a similar concept
to calculate WMC from these patterns, with the only difference that WMCID-GA is
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using a weight for each pattern when building the WMC session value (instead of
assuming that all patterns contribute equally to the WMC session value). To find the
optimal weight for each pattern, WMCID-GA uses a genetic algorithm (GA) [15, 16]
which is an optimization algorithm that utilizes concepts from evolutionary biology to
solve optimization problems.

A GA represents solutions as genomes, where each genome consists of a set of
numbers representing genes. To find the optimal weights of patterns, each genome
consists of six genes (each for one pattern) where each gene has a range of values
(representing the weight of the respective pattern) from 0.01 to 1.0 in increments of
0.01. A value of 0 is excluded since according to literature [12], each of these patterns
has at least a small contribution to the WMC identification. To calculate the
fitness/quality of a genome, the error between the actual WMC and the calculated
WMC for each student in a given dataset is calculated and the average error over all
students is used as fitness value. The calculated WMC is computed from the six
patterns, as described above, using the genome’s gene values as pattern weights.
The GA starts by initializing the population (P) with random values for each genome as
no information is available on the potential quality for any weight value. In each
generation, P/2 genome pairs are selected for crossover using the roulette wheel
technique and uniform crossover is used where each gene has a chance of being
swapped equal to the crossover weight (C). Then, uniform mutation is used on each
new offspring where each gene has a chance of being mutated equal to the mutation
weight (M). After crossover and mutation, the new genomes are merged into the
population and the genomes with the lowest fitness are culled until the population is
size P again. Once the new population is built, a new generation starts. To promote
finding the optimal solution, the generation number of the best solution (Gbest) is
recorded and the GA stops only after another Gbest generations passed without finding a
new best solution. To prevent early termination, a minimum of 10,000 generations
must pass before WMCID-GA can terminate.

3 Evaluation

In this section, the evaluation of WMCID-GA is reported, starting with presenting the
dataset and describing the evaluation design and performance metrics. Subsequently,
the optimization of parameters and overfitting reduction strategies are explained, fol-
lowed by a discussion of the results.

To evaluate WMCID-GA, data from 63 undergraduate students on the five behavior
patterns and the learning style pattern (identified by the Index of Learning Styles
questionnaire [17]), and WMC (identified by WebOSPAN [8]) was used.

The evaluation consists of three parts. First, to find the optimal values for the
parameters of the GA, an iterative experimental process was used. Second, an exper-
imental process was also used to test overfitting reduction strategies and find optimal
parameters for those strategies. Third, the optimal GA parameters and the optimal
overfitting reduction strategies were then used to run WMCID-GA and get final results.
In order to ensure generalizability to any datasets, 10 fold cross validation was used for
each part of the evaluation.
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To evaluate the performance of WMCID-GA in each part of the evaluation, three
metrics were used: ACC measures the difference between a student’s actual WMC and
the WMC identified by WMCID-GA. An ACC value is computed for each student and
an average ACC is built, which provides details on the overall accuracy of
WMCID-GA. LACC is the lowest ACC value in the assessment set and measures the
worst case scenario for an individual student. %Match measures the percentage of
students who were identified with reasonable accuracy. A threshold for reasonable
accuracy of ACC > 0.7 was calculated by considering the range of WMC values in the
dataset and assuming that ACC has to be at least higher than half of this range.

In the first part of the evaluation, the GA parameters are optimized in the following
order: population size (P), crossover weight (C) and mutation weight (M). For each
parameter, suitable parameter ranges or principles were investigated based on existing
literature [15, 16], resulting in a set of possible values for each parameter. For the first
parameter, WMCID-GA was executed iteratively for each value in the set while using a
mid-range value for the remaining parameters. The parameter value which produces the
best result is considered the optimal choice and used for all subsequent executions. This
process is repeated for each parameter with the resulting optimal parameter settings
shown in Table 1.

With genetic algorithms, overfitting is a potential problem. This problem was
addressed in the second part of the evaluation where the benefit of using two overfitting
reduction techniques, stratification [18] and future error prediction (FEP) [19], was
assessed through experimentation. For FEP, the optimal setting of an early termination
parameter (mingen) was also investigated. Table 2 shows the optimal overfitting
reduction settings.

In the third part of the evaluation, the optimal parameter and overfitting reduction
settings were used to obtain a final result. The results for the three performance metrics
are shown in Table 3, together with the respective results from DeWMC.

Comparing the results shows that WMCID-GA has outperformed DeWMC in
every metric; thereby, showing that optimizing the pattern weights improves the overall
accuracy of WMC identification as well as provides solutions that are fairer for each
single student. By conducting a closer examination of the results for each individual
student, it could be seen that WMCID-GA improved identification accuracy (ACC) for
every individual. Additionally, students with WMC between 0.4 and 0.7 (60.3 % of
students in the dataset) are identified better (average ACC = 0.898) than students
below 0.4 (average ACC = 0.820) and above 0.7 (average ACC = 0.762). These
results still compare favorably to the corresponding results for DeWMC with an
average ACC of 0.818 and 0.684 respectively. Most likely, this is caused by the GA not

Table 1. Optimal parameter settings

Population Crossover
weight

Mutation
weight

25 0.80 0.001

Table 2. Optimal overfitting reduction
settings

Stratification FEP mingen
On On 25
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having enough data for students with very high and very low WMC, as 28.6 % of
students have a WMC higher than 0.7 and 11.1 % have a WMC below 0.4. Therefore,
a larger sample size could help improve the results of WMCID-GA even further.

For each pattern, the minimum, maximum and average weights across all folds are
shown in Table 4. Additionally, Table 4 shows the percentage of learning sessions in
which a pattern was activated. These results indicate that constant reverse navigation,
performing simultaneous tasks and revisiting passed learning objects are more pre-
dictive of WMC than other patterns, however, further investigations have to be done
with respect to performing simultaneous tasks as such behavior was only found in
8.25 % of the learning sessions.

4 Conclusions

This paper has introduced WMCID-GA, an approach for identifying students’ working
memory capacity (WMC) from their behavior in learning systems. WMCID-GA
extends the rule-based approach DeWMC by optimizing the weights of patterns
through the use of a genetic algorithm. An evaluation with data from 63 students shows
that WMCID-GA is outperforming DeWMC in all investigated metrics and therefore,
can provide more accurate WMC results for more students. The results also indicate
that different patterns have different impact on the WMC identification.

By improving the precision of WMC identification and making it possible to identify
WMC automatically while students learn, learning environments can be personalized,
providing students with individualized recommendations for learning activities that help
balancing the cognitive load to their WMC. By optimizing the cognitive load, students
can have better learning outcomes and may require less time to learn [3, 4]. Furthermore,
more accurate WMC information can help students make better choices for
self-regulated learning by taking their WMC into account while teachers may make
better individualized suggestions to their students to help them learn.

Table 3. Result comparison between WMCID and DeWMC (top result bolded)

Approach ACC LACC %Match

WMCID-GA 0.851 0.694 0.893
DeWMC [12, 13] 0.809 0.442 0.809

Table 4. Minimum, maximum, and average weights and percentage of activated learning
sessions per pattern

Pattern Min Max Average Activated

Linear navigation 3 13 7 89.98 %
Constant reverse navigation 50 99 82 78.62 %
Performing simultaneous tasks 81 100 97 8.25 %
Recalling learned material 10 33 22 58.86 %
Revisiting passed learning objects 36 84 62 60.19 %
Learning styles 2 17 10 100.00 %
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Future work will deal with investigating other optimization algorithms and hybrid
algorithms for the given problem, to overcome some of the weaknesses of GAs.
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Abstract. Educational standards put a renewed focus on strengthening
students’ abilities to construct scientific explanations and engage in sci-
entific arguments. Evaluating student explanatory writing is extremely
time-intensive, so we are developing techniques to automatically analyze
the causal structure in student essays so that effective feedback may be
provided. These techniques rely on a significant training corpus of anno-
tated essays. Because one of our long-term goals is to make it easier to
establish this approach in new subject domains, we are keenly interested
in the question of how much training data is enough to support this. This
paper describes our analysis of that question, and looks at one mecha-
nism for reducing that data requirement which uses student scores on a
related multiple choice test.

1 Introduction

The Next Generation Science Standards (NGSS) provide detailed expectations
about engaging students in the practices of constructing scientific explanations
and engaging in arguments from evidence about important everyday phenomena
using complex literacy and modeling skills [1]. Explaining how or why phenomena
occur is a key goal of scientific research [1,13]. However, most students have
trouble with explanation and argumentation, particularly in science [6,7,9,12].
In constructing an explanation, students provide an assertion that states how
one or more factors lead to the to-be-explained phenomenon through one or more
intermediate processes or mechanisms [3,11,13]. Insufficient domain knowledge
prevents readers from making the connections required for creating a coherent
representation of a scientific explanation [3,10,13].

The high level goal of Project READi is to provide a deeper understanding
of how students read texts. An important method for assessing that skill is
analyzing what they write. In this paper, we are focusing on explanatory essays
that students write after reading several short documents. Our long-term goals
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for this research are to be able to automatically provide analyses of student
explanations, and to be able to extend these techniques to other domains. We
are approaching the first goal, but the machine learning mechanism underlying
our system is trained on over 1000 essays that have been meticulously annotated
by human coders. To achieve the second goal, we need to understand just how
much training data we need, and if there are more efficient mechanisms for
training. Here we describe one technique.

2 Evaluation Context

To describe students’ overall skill in constructing causal explanations from read-
ing multiple documents of a variety of types (e.g., descriptive texts, graphs and
maps), 10th-grade students in science classes were asked to read a set of docu-
ments and write an essay explaining the causes of a scientific phenomenon [2].
Students wrote their essays with the documents available and were given sev-
eral hints to make sure they understood the task. Then, while they still had the
texts, students were given 9 multiple choice questions to assess learning of the
causal model with a low-production (high recognition) measure of learning. 1011
students received the coral bleaching assessment (“explain how and why coral
bleaching rates vary at different times”). Human coders annotated the essays for
concepts mentioned (e.g., increased coral stress) and the connectedness of their
causal chains against our causal model (e.g., increased coral stress causes ejec-
tion of algae which causes coral bleaching — see [7] for a causal model of coral
bleaching). Inter-rater reliability between two human scorers was high (average
κ = 0.85).

For a subset of the essays (440 students; 59.5 % female and 33.6 % Hispanic,
25.7 % African American, 20.0 % White, 4.5 % Asian) we analyzed their essay
quality into four categories [7] based on the completeness and coherence of their
explanations. On average, students had difficulty in constructing an explanation
from multiple documents with only 30.9 % of the essays including an explana-
tion with at least one intervening factor (highest quality). 25.7 % of the essays
included no target concepts whatsoever (lowest quality), 15.7 % included at least
one concept but it was not connected to the outcome, and 27.7 % made at least
one connection to the outcome but with no intervening elements.

The high production essay task and the low production multiple choice mea-
sures did significantly converge on assessing student learning. First, there was
a significant effect of essay quality category on multiple choice percent correct
(F = 45.12, MSE = 2.48, p < .001). The average percents correct on the
multiple choice test for the four quality groups were 32 %, 47 %, 52 % and 67 %,
respectively. Post hoc SNK found that those in the lowest essay category learned
less than the middle two groups (which did not differ from each other) which
both learned less than the highest quality group. Second, there was a significant
correlation between the number of unique core concepts that students mentioned
in their causal chains (claims) and their accuracy on the multiple choice measure
(Pearson correlation = .43, p < .001).
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3 Stratified Learning

3.1 Identifying Concepts and Structure

In earlier work, we experimented with a number of different machine learn-
ing techniques to detect the core concepts and claims in student essays from
several different domains, including history and science [7,8, for example]. We
compared the efficacy of a set covering algorithm using frequent multi-word
expressions with that of Latent Semantic Analysis (LSA) at detecting how effec-
tively students were using information from different sources when constructing
evidence-based history essays [8, for example]. In more recent work, we have
focused on detecting causality in scientific explanatory essays. To address this
problem, we decomposed the problem of causality detection into two simpler
problems, a word-tagging problem and a sentence classification problem. The
word tagging problem involves predicting which concept code or codes, if any,
are associated with each word in the essay. The sentence classification problem
then involves taking the predicted concepts for each word in a sentence, aggre-
gating these predictions across the sentence and then determining what causal
relations exist between these identified concepts.

The word tagging problem requires the algorithm to predict varying numbers
of concepts per word. This is called a Multi-Label Classification problem (MLC)
and presents a challenge as most machine learning algorithms are designed to
predict a single class at a time. To solve this problem, we use a problem trans-
formation method called Binary Relevance (BR), in which you train a separate
binary classifier for each concept code to be predicted. With BR, we moved a
fixed-size sliding window of 7 words across the text, using the words within the
window and their relative positions as separate features for the classifier [5].

To solve the sentence classification problem, we use stacked generalization
[15], feeding the predictions from the word tagging models as features into a
‘meta-classifier’. For each sentence, we create a separate feature for each concept
code that was predicted for at least one word in the sentence, and also for each
unique pair of predicted concepts. Additionally, we compute the minimum and
maximum probabilities predicted by each classifier for each concept over all
words in the sentence. Using these features, we then train a second ensemble
of logistic regression classifiers to detect whether each sentence has a causal
relation, and if so between which concepts.

3.2 Meta-Evaluation

As described in the introduction, this paper has two important goals: to deter-
mine just how much training data is needed to achieve a level of accuracy which
is “acceptable” for providing relevant feedback to students, and to determine
if there is a more effective training protocol which will enable us to reduce the
required amount of training data. The training protocol we explore in this paper
was inspired by stratified sampling from the world of statistics [14], so we call
it Stratified Learning. One potential problem with machine learning approaches
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Fig. 1. Averaged F1 scores Fig. 2. Coarse-grained F1 scores

occurs when the concepts to be learned have skewed distributions. Stratified
learning attempts to avoid this by taking advantage of prior knowledge about
the data to be learned. In this case, when we are learning about student essays,
we already have their scores on the multiple choice tests, and as mentioned
above, we know that there is a moderate correlation between these scores and
their essay quality. We hypothesize that by taking advantage of this prior knowl-
edge, and by ensuring a balanced training set, the accuracy of the learned model
would be greater than one trained with an equivalent number of essays from an
imbalanced set.

With stratified learning, we start with a given, relatively small amount of
the training set, and increase the training set size by that same percent, while
ensuring that we get a (roughly) even number of items from each stratum or
group. In the simple case, we used 5 groups1 based on the multiple choice scores,
and started with 10 % of the 1011 essays (in equal groups) in the training data.
So there were approximately 22 essays from students with test scores of 0 or
1, 22 essays with scores of 2 or 3, and so on. Figure 1 shows the F1 scores
for this technique for 10 different runs starting with 10 % and increasing up to
having 80 % of the data in the training set. The F1 score for each essay was
computed by averaging the accuracy of predictions for all the concept codes and
causal connections within each sentence of the essay. Then the Macro-averaged
F1 score was calculated based on all the remaining essays in the test set. The
divergence that is evident at the 80 % level is presumed to be due to the relative
scarcity of some groups in the test set at that point. (Note that the Y axis starts
here at 0.5 in order to make the distinctions more obvious.)

The most obvious observations from this simulation are that there is consis-
tent increase between the iterations, and that the largest jumps are on the left.

1 The choice of group size is significant. As mentioned above, the distribution of mul-
tiple choice scores was fairly normal, and the least frequent score, 0, was assigned to
31 students. In order to maintain balanced representation of groups in the training
set, some aggregation is necessary otherwise we could only test on a maximum of 31
items from each group. If the aggregation was too broad, however, it would decrease
any benefit of balance in the training set.
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As shown in the figure’s subtitle, most of the differences between iterations are
statistically significant. In terms of the minimum accuracy that is required to
provide meaningful feedback to students, we generally find F1 = 0.7 to be a use-
ful threshold. The machine learning technique was almost successful at achieving
this level with only 10 % of the essays (around 100), and it quickly reaches this
level when going up to around 200 essays.

We also tested the approach using smaller increments of 5 % (labeled “5G:5–
50” in Fig. 2), and with 4 groups instead of 5, separated by multiple choice scores
of 0–2, 3–4, 5–6, and 7–9 (labeled “4G:10–50”). This tested coarser granularity
of group size, while maintaining roughly equal distribution. For this simulation,
we took care to avoid the problem that was evident on the right side of Fig. 1,
namely increased variance due to greatly diminished size of one or more groups in
the test set. For this simulation, when we created the initial (balanced) training
set at the beginning, we also created a separate, “held out” test set which would
not be used as a source for additional training items in later iterations.

Figure 2 shows the results of these simulations, this time averaged over the 10
runs for clarity. This image makes it very clear that there is a robust increase in
the accuracy going from 5 to 10 to 20 % of the corpus. This makes us confident
of one of the answers which we were after: 100–200 annotated essays should be
sufficient to achieve acceptable levels of classification accuracy.

Figure 2 shows the performance of one additional method: random selection
of equivalent increments of essay numbers from the corpus to add to the training
set. In other words, this method does not use any balancing at all. Unfortunately
for the Stratified Learning approach, the random approach is obviously every bit
as effective, without the overhead of matching the scores on the multiple choice
test. This provides an answer to the second question. If we are looking for a
quicker route to reaching better performance, stratified learning is not it — at
least in the case of our stacked learning context, as we will further discuss below.

4 Conclusions and Future Directions

In this paper, we have addressed two questions related to machine learning
approaches for identifying structure in student explanatory essays: how much
training data is required, and is training efficiency improved by maintaining a
balanced training set. The exploratory goal showed us that a relatively modest
training set size of 100–200 annotated essays should be sufficient to achieve ade-
quate classification accuracy with our stacked machine learning mechanism. Our
hypothesis about the benefits of stratified learning was not supported, however.
There are several possible reasons for this. One is that although the correlation
between multiple choice scores and essay quality is moderate, it is not especially
high. Alternatively, there may be enough continuity between the lower- and
higher-frequency groups that the random sample approach is not significantly
disadvantaged relative to the stratified approach.

We have recently begun exploring another sampling mechanism called active
learning [4], which shares some similarity with the last “imbalanced” technique
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we described. With this approach, the system is trained on some subset of items,
then attempts to classify the rest. Some of the items that it is least (or most,
or some combination) confident in predicting are then added to the training set,
and the process repeats. Early simulations show that this technique may actually
increase learning efficiency over random selection.
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Abstract. Previous research has shown that worked examples can
increase learning efficiency during computer-aided instruction, especially
when alternatively offered with problem solving opportunities. In this
study, we investigate whether these results are consistent in a complex,
open-ended problem solving domain, where students are presented with
randomly ordered sets of worked examples and required problem solving.
Our results show that worked examples benefits students early in tutor-
ing sessions, but are comparable to hint-based systems for scaffolding
domain concepts. Later in tutoring sessions, worked examples are less
beneficial, and can decrease performance for lower-proficiency students.

Keywords: Worked examples · Data-driven tutor · Problem solving

1 Introduction and Related Work

In this study, we focus on the pedagogical strategy of either presenting a logic
proof problem to a student for completion (problem solving – PS), or providing
a completed solution of the same problem for review (worked example – WE).
Pedagogical strategies [9] are system-level policies that decide which action to
take when multiple actions are available.

Worked examples are pedagogically beneficial, especially for inexperienced
learners [3]. Interleaving worked examples and problems solving has been found
to help students solve problems faster and more accurately on transfer post tests
compared to blocked problem solving before worked examples [8]. Prior research
has shown that Worked examples are more efficient and require less time on task
than tutored problem solving. For example, McLaren and colleagues [4] found
that replacing some tutored problem solving with isomorphic worked examples
does not increase the learning effect but had significantly higher learning effi-
ciency than problem-solving alone. However, in a more recent survey of the
literature, Najar et al. concluded that the research is still inconclusive on when
worked examples should be given; how they should be scaffolded; and how they
should be designed [7]. Perhaps this is why most existing systems choose prob-
lem solving. In our prior work with the Deep Thought logic tutor, we showed
that the addition of our data-driven worked examples reduced the time spent in
c© Springer International Publishing Switzerland 2016
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tutor by 27 %, increased the amount of tutor completed by 14 %, and increased
retention in the system by 35 % over students who were given problem solving
opportunities alone [6].

In this paper we evaluate the impact of worked examples and problem solving
opportunities on student performance in the Deep Thought tutor. We hypoth-
esize that worked examples will reduce problem-solving time and decrease hint
usage, but will not have an impact on the length of problem solutions or the
percent of rule applications that are correct in first level problem solving. For
later levels, we investigate the impact of the number of worked examples and
their ordering with problem solving on overall performance in the tutor, as mea-
sured by time, number of hints, length of problem solutions, and rule application
accuracy. This work will serve as the basis for future research on how and when
we should use worked examples in data-driven problem solving environments.

1.1 The Deep Thought Tutor

Problem Levels and Proficiency Track: Deep Thought (DT) is a data-driven
ITS for graphically constructing propositional logic proofs. DT presents proof
problems consisting of logical premises and a conclusion to be derived using logic
axioms. DT is divided into 6 strictly ordered levels of logic proof problems, each
split into a high track with a few complex problems, and a low track with more
simple problems. Level 1 is a single track, where students in the control group
solve (S) three problems and the WE group solves 2–3 problems and receives
1–2 worked examples (E). At the end of each level, DT uses our data-driven
knowledge tracing (DKT) system to assign students to the high or low track in
the next level. This feature has been shown to reduce tutor dropout over versions
of DT without problem selection or hints [5]. To ensure a fair comparison in this
paper, we controlled for track placement in our analyses; this was not necessary
in Level 1 where all students solve isomorphic problems.

Data-driven PS Hint and WE: DT utilizes data-driven hint generation via
the Hint Factory, using prior student solutions to a problem to match prob-
lem states with new users, and giving hints that will guide students from their
current state to the solution state [1]. The Hint Factory for DT leverages Interac-
tion Networks constructed using prior student work to build a problem-specific
domain model [2]. To create a worked example for a particular problem, we
selected the shortest student solution in the Interaction Network that contained
all the targeted logic rules for that problem. We then plug in information about
the steps in the student solution into an annotation template, and present the
WE step-by-step. Before deployment, experts checked our data-driven worked
examples, to ensure their quality and correctness.

2 Methods

DT was used as in an undergraduate computer science class in Fall 2015. Course
credit was awarded according to the number of levels completed. Students were
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randomly split into two groups; the control group (n=24) solved all problems,
while the worked example (WE) group (n=51) viewed 1–2 of those problems as
worked examples. For the WE group, the number and order of worked examples
was chosen randomly in each level so that students received 1–2 worked examples
(E) and solved (S) the final problem. Low track sequences are: EESS, ESES,
SEES, ESSS, SESS, SSES; and high track sequences are: EES, ESS, SES.

To study our hypothesis that worked examples improve learning efficiency, we
compared the performance of the control and WE groups on Level 1. In Level
1, the control group solved three problems and the WE group was randomly
assigned to view 1–2 examples and solve 2–3 problems. To study the impact of
the number of worked examples, we compared performance on problems solved
by track and number of worked examples across Levels 2–6. We investigated the
impact of order of practice by studying student performance on the last problem
in each level for high track levels. Low-track levels were not large enough to
compare the impact of order.

Measures include: time, rule-application accuracy, solution length difference,
and the number of hints requested. Rule application accuracy is the percent-
age of correct rule applications out of all applications a student attempted.
Solution length difference is the number of steps a student used over the short-
est recorded proof for the given problem. This is a good measure of student
problem-solving ability comparable across levels, as shorter solutions usually
indicate more expert-like knowledge. Comparisons between groups were made
using the Kruskal-Wallis test for one-way analysis of variance, since normality
assumptions were not met.

3 Results and Discussion

In this section, we first present descriptive statistics for the WE group to demon-
strate that they read the worked examples and solved the planned number of
problems in each level. We then present three studies: comparison of the con-
trol and WE groups in level one, the impact of the number of worked examples
on problem-solving in levels 2–6, and the impact of ordering for high-track WE
levels. Times that were 3 or more standard deviations from the mean were con-
sidered outliers and were not included in the analysis. This resulted in a cap
of 25 min for each solved problem, and 6 min for each example, excluding 174
of 1936 problem instances (8.98 %). We note that these cutoffs are necessary
because students use DT through a web browser, and long times may indicate
intense work or idle time that are not separatable in our data.

3.1 Time and Practice Type for WE Group

Students with worked examples received an average of 7.5 (SD = 1.09) worked
examples, which accounts for 38.2 % (SD = 5.25 %) of the problems they encoun-
tered. WE students spent a mean of 10.02 % (SD = 15.17 %) of tutoring time
on worked examples, and 5–10 sec on each step. We conclude that students are
actually reading the worked examples, especially in earlier levels.
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3.2 Comparison of Groups in Level 1

We then compared performance of the groups over all problems solved on Level
1. Hints were available for all 3 problems for the control group, but were not
available for the 4th problem solved by the WE group. We found no significant
difference between groups in learning time, hint usage, rule application accuracy,
or solution length. Data for the WE group indicate that learning may have
been more efficient for some students, but the variance in time, hint usage, and
solution length difference was too high for this effect to be significant.

Table 1. Measurements for Level 1 in DT, by WE and control groups.

Level 1 Worked example group Control group

Mean Median Std dev Mean Median Std dev

Hints/problem 15.7 2.5 33.04 13.2 5.33 20.82

Total time (min) 33.18 26.64 23.32 35.28 29.1 22.83

Time/problem (min) 5.88 5.45 3.79 7.78 8.27 3.85

Avg PS step time (sec) 8.78 7.11 6.14 7.60 6.87 3.11

% correct applications 48.09 47.22 19.67 49.27 49.46 19.03

Solution length difference 2.93 1.33 2.32 3.17 2.0 2.15

From our data, the median time spent on worked examples by the WE group
is under 1 min, for an average of 1.49 worked examples and 2.72 problem solved.
This means that WE group solved almost three problems and viewed a worked
example in about the same time that the control group solved three problems.
This result confirms prior research that worked examples do not increase learn-
ing, but does not replicate the learning efficiency result. This may be also due
to the availability of hints in DT. With the mean number of hints at 13 and 15,
students in both groups clearly used bottom-out hints to generate step-by-step
examples.

3.3 Number of Worked Examples

We further investigated the number of examples. In levels 2–6, the WE and
control groups were not directly comparable, since our DKT assigned most WE
students to the high track and control to the low track. This was because it
assigned equal credit for actions in worked examples (viewing) and in problem
solving (applying). Therefore, we aggregated data across levels 2–6 into groups by
number of worked examples (0, 1, 2) and track. Table 2 reports central measures
across all solved problems.

High-track levels with two worked examples have significantly shorter solu-
tions than those with 0 or 1 examples. On the other hand, high-track levels with
no worked examples had a higher proportion of correct rule applications. This,
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Table 2. Measurements for high and low tracks in DT, by the number of worked
examples encountered per level. ∗ indicates p < 0.05, † indicates 0.05 ≤ p < 0.1.

High level track Low level track

# Worked examples 0 1 2 0 1 2

n 49 186 57 80 35 16

Hints/problem

Mean 3.7 2.22 NA 2.22∗ 4.96∗ 4.18∗
Median 0 0 NA 0.5 2.5 1.75

Std dev 10.7 8.36 NA 3.92 6.97 7.65

Solution length difference

Mean 4.79∗ 5.08∗ 4.15∗ 4.3† 5.49 5.4†
Median 4.5 5 2 3.67 4.33 5

Std dev 3.17 3.62 3.84 3.02 3.32 2.78

% Correct applications

Mean 0.76∗ 0.7∗ 0.7 0.7∗ 0.54∗ 0.54∗
Median 0.81 0.7 0.71 0.7 0.55 0.54

Std dev 0.18 0.17 0.25 0.18 0.14 0.13

Average problem solving time

Mean 386.78 376.30 338.21 244.71 242.89 299.51

Median 380.4 294.25 248.96 173.88 194.76 204.54

Std dev 266.60 252.77 290.55 181.63 213.01 217.45

along with short solutions, suggests that students with 0 or 2 examples may have
more quickly learned a small set of rules to apply efficiently, while students with
a single worked example may try applying more rules.

In the high-track, worked examples reduced dependence on hints. Surpris-
ingly, low-track levels with no worked examples have significantly fewer hints
and higher correct rule applications than low-track levels with worked exam-
ples. In this study, low track are those who have not demonstrated proficiency
in problem solving, even with skill overestimation in the WE group. Therefore,
we conclude that for low-proficiency students, worked examples increase both
hint usage and the length of solutions. It may be that for DT, worked examples
decrease self-regulation for low proficiency students solving simpler problems.

3.4 Worked Example Ordering

We hypothesized that interleaved PS practice and WE, with the PS occurring
first, would result in better final problem performance as measured by time or
length. In high-track Levels 2–6, we aggregated data based on the ordering of
worked examples (E) and problem solving (S), where the possible orderings are
EES, ESS, and SES. We studied only the high-track levels given the higher
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ordering and fewer students in low track. We found no significant difference for
any performance measurements. This result corresponds with previous research
that worked examples work as well as problem solving for learning.

4 Conclusions

To summarize, we found that the impact of worked examples may be complex
and individual in environments for open-ended complex problem solving. The
results of our Level 1 controlled study show no significant differences in prob-
lem solving time, solution lengths, accuracy of rule applications, or hint usage
per problem. However, the hint usage was high, showing that some students
used bottom-out hints as worked examples. Worked examples seem valuable for
students early on, but hints can provide some of the same scaffolding while
encouraging students to self-regulate their learning.

To study the impact of the number of worked examples on learning, We
aggregated data across levels 2–6 by high and low track. For the high track,
having 0 or 2 worked examples improved solution length; high-track levels with
no examples had higher hint usage. These results suggest that the lack of worked
examples encouraged some students to choose when to see a hint. High track lev-
els with one example had longer solutions and lower rule application correctness
than no examples. Our low track represents true low-proficiency students, and in
this track we found that worked examples had a negative impact: increasing hint
usage and solution lengths, and decreasing rule accuracy. Together, these results
suggest that worked examples detract from learning after Level 1 for both high
and low tracks. We also investigated the impact of the order of examples and
problem solving. We did not detect any significant differences in time, solution
length, or accuracy based on the ordering of worked examples for our high track,
and had insufficient data to compare the orderings in the low track. This result
is consistent with prior research on worked examples.
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Abstract. In this paper we discuss the findings related to our research on the
paradigm of Negotiation-Driven Learning (NDL). Fully-negotiated OLMs have
employed different negotiation mechanisms to support learner learning and
reflection. In NDL research we are trying to combine and extend the best practices
of previous OLMs to enhance the role of negotiations and promote cognitive and
metacognitive learning in the context of fully-negotiated OLMs. This paper
describes the findings of our research and introduces the NDLtutor, which is the
realization of the NDL paradigm.

Keywords: Metacognition · Negotiation-Driven Learning · Interest-Based
Negotiation · Affect · Behavior · Motivation · Natural-language dialogue · Self-
reflection

1 Introduction

We have been working on the paradigm of Negotiation-Driven Learning (NDL) to
enhance the role of negotiation in fully-negotiated Open Learner Models (OLMs) [1].
In fully-negotiated OLMs, learners have the ability to change their belief base which
can be different from the belief of the system about their knowledge level [2, 3]. Such
differences (conflicts) serve as the basis of a dialogue between the learner and the system
where both of the parties collaboratively construct and maintain the Learner Model
(LM). This strategy has shown to promote learning gains as well as enhance metacog‐
nitive skills in the learner [2]. OLMs have deployed different negotiation mechanisms
to discuss the LM with the learner [2, 3, 5, 6]. In our research on NDL, we are trying to
maximize the utility of this negotiation mechanism by adopting and extending previous
best practices into a single system.

NDLtutor is a concretization of the NDL paradigm [1], where we seek to elevate the
role of negotiation as a tool to promote learning gains both in the sphere of cognitive
and metacognitive skills. NDL follows the notion that learning is maximized by spon‐
taneous participation. When a learner is challenged by the system about the change they
made in their belief base, they are inherently driven to defend this change. It is basic
human psychology that humans become stronger advocates of their beliefs once they
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are challenged, and are intrinsically motivated to defend their belief [4]. NDL aims at
exploiting this opportunity created by the occurrence of a conflict to involve an intrins‐
ically motivated learner in a deep learning dialogue which not only discusses the domain
knowledge but also encourages them to assess the discussion to promote self-reflection.
To this effect, NDLtutor is being developed to advance the current state of the art of
dialogue capabilities that provide the learner with the tools and support to interact with
the system in a naturalistic environment.

In this paper we introduce the NDLtutor, report the work we have done previously
and discuss the results of our work in the light of future directions. The rest of the paper
is organized as follows; the next section provides the background of our study. Next we
present Negotiation-Driven Learning along with the outline of the architecture and
implementation of NDLtutor. The next section provides the result and discussion about
the evaluation followed by the concluding remarks.

2 Related Work

Early fully-negotiated OLMs explored different forms of the negotiation methods (menu
selection and conceptual graphs) to provide the learner with the opportunity to interact
with the system [3, 5]. However, it was noted that the negotiation methods used by these
OLMs were not very flexible or naturalistic. To overcome this chatbots were used to
provide a more naturalistic interface for negotiation [6].

Automated conversational agents have been shown to successfully engage learners
and promote learning gains [7]. One of the main reasons that human tutors are more
effective is hypothesized to be their use of natural language dialogue. Allowing the
learner to interact with the system in natural language requires that the system is able to
understand the learner’s input. To deal with the complexities of natural language,
different Natural Language Processing (NLP) techniques have been employed by ITSs
with varying success [12].

Another important factor in the success of human tutors is their ability to interact
with the learner according to their mental state [8, 9]. If a learner is in some sub-optimal
state, they need to be supported to an optimal state for increased learning.

Metacognition has been recognized as a trait of effective learners and therefore much
work has been done in the field of OLMs to continuously promote these skills in learners
[10]. In current OLMs self-reflection is mostly implicitly implied by the externalization
of the LM and the changes the learner makes to it.

3 Negotiation-Driven Learning

As mentioned earlier, this paper provides new insights to our previous work where we
introduced our paradigm of Negotiation-Driven Learning (NDL) [1]. NDL aims to
maximize learning participation by providing adequate support to the learners that
allows them to interact with the system in a natural language environment. The basic
philosophy of NDL is to engage a learner according to their mental state and to ensure
that they remain in an optimal learning state. From previous work on modeling of affect
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and motivation, we have selected 6 states, 3 affective states (Confusion, Frustration,
Engagement) and 3 behavioral states (Confidence, Interest, Motivation) to be used in
NDL through a comprehensive Wizard of Oz experiment [1].

3.1 The NDLtutor

NDLtutor provides a natural language interface to the learner to interact with the system.
NDLtutor is different from its counterparts [3, 5, 6] in that it uses the approximate
affective and motivational states of a learner to control the flow of the dialogue. To
accomplish this we employed Interest-Based Negotiations (IBN) [11] as its negotiation
strategy. Figure 1 shows the architecture of the NDLtutor.

Fig. 1. NDL architecture adopted from [1]

3.2 Dialogue Design

One of the biggest challenges in the design of the NDLtutor was the dialogue manage‐
ment capability of the system. To design a dialogue management system, we needed to
understand the dynamics of the possible learner interactions with our system. We
conducted a Wizard of Oz study (WoZ) to create a basic classification of the learner
input. Complete details of this experiment can be found in our previous work [1]. The
data collected from the experiment allowed us to generate three main libraries;
User_Utterance_Library, System_Utterance_Library and Rules_Library.
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3.3 Implementation

The backend of the NDLtutor has been implemented using PHP and MySQL whereas
the frontend (user interface) has been designed using HTML5 and jQuery. The backend
database consists of:

• Domain Knowledge: The domain knowledge is stored as plain text which is divided
into topics and sub-topics. Each topic has 2 sets of questions; (1) Multiple-Choice
Questions (MCQs) to assess the learner’s performance (2) Domain Discussion Ques‐
tions (DDQs) that are used to discuss the topic with the learner during the conflict
resolution phase.

• State Model: The state model is stored as a list of attributes (states).
• Learner Model: The learner model is an overlay of learner’s knowledge upon the

domain.
• Plan Base: Consists of the dialogue moves that have been identified to work during

a specific scenario to improve the system’s response time.
• The Reflection Log: The database also stores the learner’s responses during the

reflection phase and this act as a self-assessment log for the learner to review at any
time.

4 Evaluation of NDLtutor’s Performance

We have planned a number of experiments to test the feasibility and applicability of our
system. For the purpose of this paper, the evaluation was focused on investigating the
following:

• The dialogue management capabilities of NDLtutor. (Quality of dialogues, Mean‐
ingful dialogues, Utility of the affective and behavioral selected states, Appropriate
Feedback)

• Whether the inclusion of a reflective dialogue phase was beneficial for the learners?

4.1 Method

The participants for this evaluation were 20 students from the undergraduate Software
Engineering program at Bahria University Islamabad, Pakistan. A pre-experiment test
was conducted to generate an ad-doc LM for each participant. The average interaction
time was 15.6 min. Post-experiment survey and interviews were conducted to get user
feedback on the system.

4.2 Results and Discussion

As mentioned earlier, for this cycle of evaluation, we focused on the user’s perceptions
of the dialogue management capabilities of our system as well as the inclusion of a
reflective dialogue as a means to promote self-reflection.
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The dialogue management capabilities of the NDLtutor – The use of selected affec‐
tive and behavioral states allowed the dialogues to progress smoothly, which suggests
that the state selection together with the state-based dialogue management was appro‐
priate to control the flow of dialogues. There were a total of 257 user utterances recorded.
Out of these, 114 were domain-dependent, while the remaining 143 were domain-inde‐
pendent utterances. From the 143 domain-independent utterances, 129 (90.2 %) user
utterances were successfully matched with the User_Utterance_Library while 14 (9.7 %)
domain-independent user utterances could not be classified by our scheme.

Whether the inclusion of a reflective dialogue phase was beneficial for the learners –
the answer to this question was retrieved from 3 sources:

• The interaction logs of the reflection phase: the interaction logs were analyzed to see
learner’s responses during the reflection phase. The students were able to identify
their knowledge gaps by comparing their initial answers to their final answers. This
comparison allowed them to reflect upon their initial understanding and how it
evolved during the course of the discussion.

• Post-experiment survey: the survey results in Table 1 showed that majority of the
students were receptive of the reflective dialogue phase introduced in NDLtutor. 

Table 1. Post-experiment survey

<Strongly agree…………Strongly disagree> Mean
(5) (4) (3) (2) (1)

Do you think discussing a topic with the
chatbot was a good way of justifying
your proficiency in that topic?

16 3 1 0 0 4.75

Do you think discussing a topic with the
chatbot helped you improve your
understanding?

13 4 2 1 0 4.45

Was the chatbot able to correctly under‐
stand what you wanted to say?

16 2 0 1 1 4.55

Were the system’s reactions to your
inputs valid?

14 4 1 0 1 4.5

Did the chatbot make the negotiation
process easy?

14 2 3 1 0 4.45

Did the use of off-topic discussion/
small talk make dialogue feel
realistic/natural?

4 7 6 2 1 3.61

Did you find the reflection dialogue
beneficial?

16 1 3 0 0 4.65

Would you be interested to use a similar
system in the future as a study
resource?

18 1 1 0 0 4.85

• Post-experiment interviews: students who were engaged in the reflective dialogue
with the system were later interviewed to get their complete opinion about the system.
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The students were very receptive of the reflection phase and found it to be very helpful
in reviewing the dialogue and supporting self-reflection.

The analysis of the reflection phase showed that the participants did engage in self-
reflection, however the role of the NDLtutor in this phase still needs further considera‐
tion. An observation made during the analysis of logs was that the less knowledgeable
participants gamed the system by using the answers provided by the NDLtutor during
domain discussion phase to generate their summarized answer. This allowed them to
achieve high answer and concept coverage scores for their final answers. Such obser‐
vations need to be further investigated and will be part of the future work.

5 Concluding Remarks

This paper presents the work we have done on our research on Negotiation-Driven
Learning. By combining previous best practices, our work so far has produced very
promising results. We understand the main reason for having such high rate of accept‐
ance from the participants was partly because the survey was only focused on the
dialogue management capabilities of the system. There are other major perspectives
such as learning gains, managing high performing students etc. that this evaluation did
not take into account. Including these perspectives will definitely affect the outcome of
the evaluation study.
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Abstract. Concept maps represent a significant tool in education, used
to plan and guide learning activities and to help teachers in some endeav-
ors such as analyzing and refining their teaching strategies, retrieving
suitable learning material, and supporting the provision of adaptive guid-
ance in adaptive learning environments. Here we propose seven measures
of similarity among concept maps, representing course modules. They
deal with both structural and didactic aspects of the maps, to find out
educational similarities among their associated course modules. The per-
formance of the proposed similarity measures are analyzed and evaluated
by means of some significant case studies.

Keywords: Concept map similarity · Learning · Ontology

1 Introduction

A Concept Map (CM) is a well established means for organizing concepts and
the relationships among them in a easy and useful visual way. It is used in var-
ious fields, such as knowledge management, information systems development
[3,4,6], collaborative work [9,10] and industrial fields [5]. A CM can be managed
as either an ontology or a graph. In the literature the problem of computing the
similarity among ontologies has been already addressed and many approaches
have been suggested [11]. On the other hand, very few works consider the par-
ticular case of educational CMs. [2] proposes some ways to suggest the user for
additional concepts and learning material during the creation of her CM. In [8]
is addressed the matching of elements or parts among CMs, based on a simi-
larity flooding algorithm, with the aim to support comparisons and merging of
maps. This paper focuses on educational CMs, taking into account both struc-
tural aspects of the associated graphs and some didactic aspects, such as the
c© Springer International Publishing Switzerland 2016
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prerequisite relationships and the commonality of concepts, which are of capital
importance to state the educational similarity between two CMs. An evaluation
of the suggested measures is conducted to check the following research question:
Given two CMs, do the proposed similarity measures capture the didactic aspects
of concepts commonality and prerequisite relationships?

Section 2 presents the proposed measures, and Sect. 3 reports a first evalua-
tion of the measures, concluding in Sect. 4 with foreseen future works.

2 Similarity Measures

In the following we present some different and independent ways for comparing
two CMs. Let CM be a CM represented by a Direct Acyclic Graph (DAG),
where nodes and edges represent, respectively, concepts and “prerequisite” rela-
tionships among concepts. We define the set of common nodes CN between two
CMs CM1 and CM2 as follows: CN = {CM1 ∩ CM2}. The distance between
nodes, δ(c1, c2, CM), given a concept map CM and two nodes (c1, c2) ∈ CM ,
is defined as the length of the shortest path from c1 to c2 (or ∞, if there is no
path). Moreover, the Predecessor of a node c in a concept map CM is defined
as: Preds(c, CM) = {∀ci ∈ CM such that there exists a path from ci to c}.

Overlapping Degree (OD). This measure analyses if there is a significant
number of CN (note that |CN | is the cardinality of the set) (1) and how such
nodes are placed in the maps (2). The following formula expresses how significant
is the set of common nodes:

a =
|CN |

min(|CM1|, |CM2|) ∈ [0 . . . 1] (1)

Then, adjacency matrices of the common nodes are built for both maps. The
elements of these matrices are δ(ci, cj , CM) for each pair of nodes ci, cj ∈ CN .
The formula (2) computes the cosine similarity of the vectors of the two matrices,
allowing to determine the similarity of the arrangement of the CN in the two
maps.

b = CosineSimilarity(
−−→
Adj(CN,CM1),

−−→
Adj(CN,CM2)) (2)

where
−−→
Adj(CN,CMi) is the vector obtained from the linearization of the adjacency

matrix of the common nodes in CMi. The criteria pursued in (1) and (2) are
then unified in (3):

OD =
a + b

2
· α, with α =

2|CM1 ∩ CM2|
|CM1| + |CM2| (3)

Basically, the higher is the OD, the more similar and important is the arrange-
ment of the common nodes in the maps. In other words, the same common nodes
could be placed as a common subgraph of the two maps (higher similarity) or
just be differently scattered in the maps (lower).
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Prerequisites Constraints Measure (PCM). This measure determines the
shared predecessors Preds of CN in the two maps. Given a concept k ∈ CN ,
let P1 and P2 be respectively Preds(k,CM1) ∪ k and Preds(k,CM2) ∪ k. The
PCM is the sum of the following three elements:

ak =
|P1 ∩ P2|
|P1 ∪ P2| , bk =

|CN ∩ (P1 ∪ P2)|
|P1 ∪ P2| , ck =

min{|P1|, |P2|}
max{|P1|, |P2|}

ak is the ratio of common predecessors on the total number of predecessors.
bk is the ratio of the number of predecessors in CN (they may not be common

predecessors) on the total number of predecessors.
ck says the similarity of the amount of knowledge required by k in the two maps.

Given the three aforementioned elements, PCM is stated as follows:

PCM =
1

|CN |
∑

∀k∈CN

ak + bk + ck
3

(4)

In summary, this measure analyses the required knowledge for the CN shared
in the two maps.

Topological Similarity Measure (TSM). TSM combines the purely struc-
tural measure given in (3) with the semantic information given in (4). Con-
cepts might be differently scattered in the maps, so considering only their co-
occurrence in the maps might be not enough. On the other hand, the structural
information provided by OD can be an improvement to the PCM, so the follow-
ing definition (5) tries to express a level of integration between the two previous
measures:

TSM =
OD + PCM

3
· α (5)

where α is given in (3).

Flux-Based Similarity Measure (FBSM). By flux we mean a property of a
node of the CM representing how much information is passing through it. The
higher the flux of a node, the more “important” is the associated concept in
the map. FBSM computes the similarity of importance of concepts in the two
maps, expressed by the accumulated flux ϕ(c, CM) of the associated map nodes.
The computation of FBSM is based on the spread activation technique [1]. In
particular, let |CM1| < |CM2| and let c ∈ CM1, when c is activated it receives
flux equal to 1 in CM1. If c ∈ CM2, c is activated in the second map too. In
general, when a node receives flux, it retains at most an amount T (= 0.3 in our
case) that is added to its total flux: ϕ(c, CM) = ϕ(c, CM) + T . If there is any
exceeding flux (which is flux−T ), such flux is spread to the child nodes evenly.
So, a concept may receive flux from its own activation or from the predecessors.
FBSM computes the sum of flux differences of the concepts in CM1 in the two
maps. If c /∈ CM2, then ϕ(c, CM2) is equal to 0.

FBSM = 1 −
∑

c∈CM1
abs(ϕ(c, CM1) − ϕ(c, CM2))

|CM1| (6)
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Flux-Based Similarity Measure on Common Nodes (FBSM-CN). In
this case, the same spread activation algorithm of measure (6) is used, but only
the flux on CN is considered. This measure results in high scores if common
nodes are similarly distributed in the two maps. Given the two vectors of the
flux on c1, . . . , ci ∈ CN in CM1 and CM2,

−→
V1 = 〈ϕ(c1, CM1), . . . ϕ(ci, CM1)〉,

and
−→
V2 = 〈ϕ(c1, CM2), . . . ϕ(ci, CM2)〉 respectively, FBSM-CN is computed as

follows:
FBSM-CN = CosineSimilarity(

−→
V1,

−→
V2) (7)

Comprehensive Flux-Based Similarity Measure (C-FBSM). This mea-
sure combines the two previous flux-based measures given in (6) and (7):

C-FBSM =
FBSM + FBSM-CN

2
(8)

Comprehensive Similarity Measure (C-SM). This measure is a linear com-
bination of the Topological Similarity Measure (5) and the Flux-Based one (8):

C-SM = TSM · (1 − β) + C-FBSM · β (9)

where

β =

(∑
c∈CM1

outgoingArcs(C, CM1)

|CM1| − |sinks(CM1)| +

∑
c∈CM2

outgoingArcs(C, CM2)

|CM2| − |sinks(CM2)|
)
· 1

2 · N
here, N ∈ [7..10] is a parameter of the algorithm, and sinks denotes the nodes
having no successors. In practice, β is expected to express the significance of
the flux-based measures according to the structure of the concept maps: the
more the concept maps are linear or sequential, the less flux-based measures are
expressive.

3 Evaluation

This section presents an evaluation of the similarity measures presented in Sect. 2
and Fig. 1 shows the sample of CMs used for this goal. The sample is composed
by a set of five CMs which includes the seed ontology CM0 and its progressive
variations; CM0 will be compared Vs. all the others, including itself. The ratio-
nale is to show the behavior of the proposed measures for different variations of
the seed ontology CM0, as suggested by ontology matching literature [11].

Here we discuss the five comparison cases, whose results are reported in
Table 1:

Evaluation I: CM0 Vs. CM0. This is the comparison between two identical
maps, so all the similarity measures must be equal to 1, (cfr. Table 1).
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Fig. 1. The sample of CMs. CM0 represents the seed CM.

Table 1. Results of Evaluations I–V using the similarity measures presented in Sect. 2.

Eval. CMs OD PCM TSM FBSM FBSM-CN C-FBSM C-SM

I (CM0, CM0) 1.0 1.0 1.0 1.0 1.0 1.0 1.0

II (CM0, CM2) 0.889 0.888 0.853 0.975 0.998 0.986 0.899

III (CM0, CM3) 0.571 0.700 0.514 0.750 0.886 0.818 0.615

IV (CM0, CM4) 0.976 0.967 0.973 0.680 0.958 0.819 0.890

V (CM0, CM1) 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Evaluation II: CM0 Vs. CM2. This is the case where two CMs differ for a
concept only, namely concept C. Not surprisingly, all the measures report a lower
similarity than the previous case (refer to Table 1) but with different trends.
FBSM-CN falls very slightly from 1 to 0.998, whereas TSM is the most sensible
falling to 0.853. The other measures are in between.

Evaluation III: CM0 Vs. CM3. As expected, the similarity measures still
decrease because CM3 is a very small subset of CM0; it consists of only the
source concept A and the target concept E of CM0. All the similarity measures
capture such situation, especially the flux based measures with the highest sim-
ilarity values. This happens because A has the same amount of flux and E is a
sink in both maps.

Evaluation IV: CM0 Vs. CM4. This is the case where the FBSM-CN similarity
presents the highest value with respect to the other measures: almost 1. This is
because the Flux-Based measure captures a similar knowledge dissemination on
concepts C and D in both maps; all the other measures increase report a more
didactic similarity.

Evaluation V: CM0 Vs. CM1. The two CMs are formed by all different con-
cepts. Consequently, all the measures return a similarity score equal to 0.
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In all the evaluation cases, we notice that the similarity measures were able
to capture both topological and educational aspects (common concepts and pre-
requisites relationships) shared by a pair of CMs.

4 Conclusions

In this paper we addressed the problem of measuring the similarity among edu-
cational CMs. Seven similarity measures have been presented and evaluated in
order to test their capability to capture both topological and educational dif-
ferences between two concept maps. The evaluation shows that the research
question is strengthened: all the measures are able to capture both topological
and educational aspects. As a future work we plan to strengthen the evaluations
of all the measures with a larger set of CMs involving teachers to asses their
validity. Finally, the proposed measures would significantly benefit of tools for
domain-based retrieval of synonyms, like SynFinder [7] or Word2Vec1 for a more
appropriate identification of common nodes of two CMs.
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Abstract. This study examines whether an ITS that fosters the use of
metacognitive strategies can benefit from variations in its prompts based on
learners’ self-regulatory behaviors. We use log files and questionnaire data from
116 participants who interacted with MetaTutor, an advanced multi-agent
learning environment that helps learners to develop their self-regulated learning
(SRL) skills, in 3 conditions: one without adaptive prompting (NP), one with
fading prompts based on learners’ deployment SRL processes (FP), and one
where prompts can also increase if learners fail to deploy SRL processes ade-
quately (FQP). Results indicated that an initially more frequent but progres-
sively fading prompting strategy is beneficial to learners’ deployment of SRL
processes once the scaffolding is faded, and has no negative impact on learners’
perception of the system’s usefulness. We also found that increasing the fre-
quency of prompting was not sufficient to have a positive impact on the use of
SRL processes, when compared to FP. These results provide insights on
parameters relevant to prompting adaptation strategies to ensure transfer of
metacognitive skills beyond the learning session.

Keywords: Adaptivity � Pedagogical agents � Self-regulated learning �
Metacognition � User perception

1 Introduction

Designing intelligent tutoring systems (ITSs) that dynamically adapt to learners’
emerging understanding of content and to their use of metacognitive processes has
been a major objective for the past decade [1]. Specifically, intelligent systems should
provide learners with individualized instruction, feedback and scaffolding during their
learning session [2], in a way that fosters the transfer of metacognitive skills beyond
that session [3]. It is even more challenging in non-linear open-ended learning envi-
ronments (OELEs) where no optimal way to navigate through the learning material
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exists and where learners’ goals may vary [4, 5]. Many critical questions remain
unanswered: how often should learners be prompted to perform actions known to foster
effective learning? Should prompts vary over time? How can instances where scaf-
folding should fade be detected?

In this study, we investigated the effect of adaptive prompting on undergraduates’
learning and their use of self-regulated learning (SRL) strategies in an OELE with
embedded pedagogical agents (PAs). Specifically, we examined how adapting PA
prompting impacted learners’: (1) use of SRL processes, (2) learning gains, and
(3) perception of the system’s usefulness. Our associated hypotheses were that:
(1) learners should deploy more SRL processes overall, particularly once the scaf-
folding fades; (2) more efficient SRL should lead to higher learning gains with adaptive
prompts; (3) system adaptivity should have a positive effect on learners’ evaluation, but
the more frequent initial prompting could have a negative effect by making the learners
feel overwhelmed.

2 Method

2.1 Participants and Experimental Conditions

One hundred and sixteen undergraduate students (N = 116, 17–31 years old, M = 20.9
years, SD = 2.4; 64.6 % female; 62.9 % Caucasian) from two North American
Universities, studying different majors and with various levels of prior knowledge
participated in this study. Each participant received $50 upon completion of the study
and was randomly assigned to one of three experimental conditions: (1) non-adaptive
prompt (NP – n = 29), (2) frequency-based adaptive prompt (FP – n = 29) and
(3) frequency and quality-based adaptive prompt (FQP – n = 58). Participants from
adaptive conditions FP and FQP were grouped in some analyses, leading to two
samples of identical sizes.

In the NP condition, learners received a moderate but constant amount of prompts
from the PAs (on average, 1 per 10 min) to engage in various SRL processes. In the FP
condition, learners received more prompts at the beginning of the session (on average,
3.5 per 10 min), but the probability of prompts being triggered decreased after each
new prompt and after each self-initiated enactment of an SRL process. In the FQP
condition, the same prompt decreasing rules as in FP apply, but the probability of
prompts could also increase if: (1) the learner did not comply with a PA’s prompt, or
(2) a learner’s metacognitive judgment was inaccurate (e.g., marked a page as relevant
to their active sub-goal when it was not; cf. Table 1 for the list of conditions of
success).

2.2 The Testbed System, Experimental Procedure and Data Used

System overview. MetaTutor [6] is an intelligent, hypermedia learning environment in
which four embedded PAs help the student learn by prompting them to engage in SRL
processes (cf. Table 1). A table of contents gives access to 38 pages (with text and
images) on the human circulatory system. The overall learning goal is always visible,
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as well as two progress bars associated to the sub-goals chosen at the beginning of the
session. A timer displays the time remaining in the learning session. One of the four
PAs is always visible. Each PA has a specific role: Pam the Planner helps the student
to plan their learning sub-goals, Mary the Monitor helps in monitoring the learning,
Sam the Strategizer assists with the deployment of learning strategies and Gavin the
Guide introduces the system and its questionnaires. The frequency and circumstances
under which PAs’ prompts are triggered depends on parameters such as the time spent
on a page or the relevance of the page to students’ current sub-goal. Below the PA, a
palette of buttons allows students to self-initiate SRL processes (cf. Table 1), leading to
a set of steps very similar to when the prompt comes from a PA: an invitation to
perform the process followed by a feedback on its validity (e.g. agreeing the page is
relevant to the current learning sub-goal).

Experimental procedure. The experiment involved two different sessions separated
by one hour to three days. During the first one (30 to 40 min. long), participants filled
and signed a consent form and completed several computer-based self-report ques-
tionnaires, a demographics survey and a pre-test on the circulatory system. During the
second session (90 min. long), participants used MetaTutor to learn about the circu-
latory system. Participants had exactly 60 min to interact with the content during which
they could initiate SRL processes or do so after a PA’s prompt. MetaTutor was paused
when participants were watching a video, taking a survey, and during an optional 5 min
break half-way through the session. At the end of the session, participants were given a
post-test and filled a questionnaire, the Agent Response Inventory (ARI) [7], which
included questions on their perception of the quality of PAs’ prompts. All participants
completed their sessions individually on a desktop computer.

Data coding and scoring. Six variables were extracted from the pre-test and post-test
questionnaires (two equivalent 25-item multiple choice tests on the human circulatory
system), the ARI questionnaire, as well as from the system log files (cf. Table 2).

Table 1. Condition of successes associated to the different type of SRL prompts.

Type Type of PA’s prompt Condition of success

M
on

ito
ri

ng

Judgment of Learning (JOL) Accurate evaluation of what has been learnt

Feeling of Knowing (FOK) Accurate evaluation of what is already known

Content Evaluation (CE)
Accurate evaluation of the relevance of the 
content relative to the active sub-goal

Management of Progress Toward Goal 
(MPTG) 

Learner validates their sub-goal in the next 45s

S
tr

at
eg

y

Summarization (SUMM)
If learner delays, must be performed later on

Coordination of Information Sources 
(COIS)

Image is opened in the next 45s

Draw image already opened Digital notepad in the next 45s
Draw image not opened yet Learner accepts to open the image 
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3 Results

In all of the following statistical analyses, an outlier screening was performed
beforehand and outlying scores were replaced by the next most extreme score.

3.1 Effects of Adaptive Prompting on the Use of SRL Processes

Effect on learner-initiated SRL, overall. A one-way ANOVA with prompt condition
as the 3-level independent variable and UserAllProc_Session as the dependent variable
revealed a significant main effect of condition on learners’ self-initiated SRL behaviors,
F(2,113) = 10.17, p < .001, np

2 = 0.15. The application of a more stringent alpha
(p < .01) and the general robustness of ANOVAs to violations of assumptions supports
the legitimacy of this finding and rendered a transformation unnecessary, despite
equality of variances not being met (Levene’s test). Follow-up post hoc comparisons
using a Bonferroni correction revealed that the quantity of SRL behaviors that learners
self-initiated were significantly different between the NP (M = 1.00; SD = 0.89) and
FP (M = 2.04; SD = 1.57), and NP and FQP (M = 2.02; SD = 1.42) conditions, but not
between FP and FQP conditions.

Effect on learner-initiated SRL, over time. A repeated measures ANOVA with
prompt condition as the 3-level independent variable, time as an independent 2-level
within-subjects variable (first and last 30 min) and learners’ self-initiated SRL processes
as the dependent variable (i.e. UserAllProc_first30 and UserAllProc_last30) revealed a
significant main effect of time on learners’ self-initiated behaviors F(1,113) = 43.95,
p < .001, np

2 = 0.27 as well as a significant interaction effect of time and condition on
learners’ self-initiated behaviors F(2,113) = 6.65, p < .001, np

2 = 0.11; both results
remained significant after the application of a stricter alpha (related to results of Box’s
Test of Equality of Covariance Matrices). A significant main effect of condition on
learners’ use of SRL behaviors was found, F(2,113) = 7.61, p < .001, np

2 = 0.12 (even
with a more stringent alpha). An examination of Table 3 reveals that participants
consistently engaged in more self-initiated SRL behavior during the second thirty
minutes than the first, the most striking changes occurring in FP and FQP.

Table 2. List of the six variables used for analyses.

Variable name Description

PropLearnGain Proportional learning gains (between 0 and 1) using the standard
formula: (posttest-pretest)/(1-pretest), for questions relevant to
the 2 initial sub-goals and treating negative values as 0

UserAllProc_
[Session|first30|
last30]

Ratio (per period of 10 min) of all SRL processes initiated by the
user during: the whole learning session/the first 30 min of the
session/the last 30 min of the session

FBQuality[Mary|Sam] Learner’s evaluation of the quality of the PA’s feedback (1 to 7)
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3.2 Effects of Adaptive Prompting on Learning Gains

Table 4 reveals no difference on average between conditions NP and FP&FQP, counter
to our hypothesis that adaptive prompting would help with learning. However, when
learning gains from NP and FP are compared, it appears that learners in the FP con-
dition had a small benefit over those in the NP, and that FQP did not help.

3.3 Effects of Adaptive Prompting on Perceived System’s Usefulness

Two one-way ANOVAs with prompt condition as the 3-level independent variable and
FBQualitySam (resp. FBQualityMary) as the dependent variable failed to reveal a
significant main effect of condition on learners’ self-initiated satisfaction regarding the
PAs. Descriptive statistics revealed that participants were most satisfied with Sam in
the NP condition (M = 3.77, SD = 1.63) in comparison to Sam in the FP (M = 3.13,
SD = 1.77) and FQP condition (M = 3.31, SD = 1.79). In contrast, participants were
least satisfied with Mary in the FQP condition (M = 4.41, SD = 1.74) in comparison to
Mary in the NP (M = 5.00, SD = 1.95) and FP condition (M = 4.95, SD = 1.66).

4 General Discussion

Adaptive prompting helps learners to self-initiate SRL processes. Learners in
(pooled) condition FP&FQP deployed more SRL processes than those in condition NP,
as they received more frequent prompting from the system. The number of
learner-initiated processes increased over time despite the decrease of agent-initiated
prompts, which can be interpreted as a residual and impactful effect of prompting. Our
hypothesis was therefore verified. However, taking into account the quality of SRL
processes to reduce PAs’ prompts did not help: it may be because inefficient
self-regulated learners need more than mere (potentially frustrating) reminders to
self-regulate.

Adaptive prompting may not directly help to improve learning. We observed no
significant differences in learning between conditions NP and FP&FQP, but the
expected trend was there when comparing NP and FP. Therefore, it appears that the
adaptiveness in FP was going in the right direction, contrary to the one in FQP. Hence
our hypothesis was not supported, which could be partially explained by the fact
learners might not have been left without scaffolding for long enough for a difference to
appear.

Table 3. Learner-initiated SRL processes by time and condition.

Variable NP
(n = 58)

FP
(n = 29)

FQP
(n = 29)

All
(n = 116)

M SD M SD M SD M SD

UserAllProc_first30 0.86 0.91 1.16 1.09 1.62 1.17 1.14 1.06
UserAllProc_last30 1.09 1.13 2.12 1.74 2.35 1.84 1.66 1.60
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Initially frequent but fading prompting doesn’t degrade perceived system’s use-
fulness. We observed that PAs in FP and FQP were not perceived as less helpful than
in NP, despite more frequent prompting at the beginning of the session, which could
have been detrimental to learners’ willingness to follow PAs’ recommendations.
Conversely, learners who appreciated PAs’ interventions could have found them less
useful overall as they were less present towards the end.

Limitations and future work. Although this study benefited from a significantly
larger sample size than [8], a larger sample size (with as many participants in FP as in
NP) may have led to more significant results. The limited duration of the learning
session (1 h) might also have prevented observing internalization and integration of the
use of SRL processes by learners once agents’ scaffolding was fully gone [9]. Another
limitation is the lack of evaluation of the importance of the progressiveness in the
scaffolding reduction: another condition with frequent prompting for half a session and
no prompting for the second half would be necessary to do so. Finally, we have seen
that the adaptation exclusively in terms of frequency of prompting might have been
detrimental to learners in condition FQP, and that the quality of the feedback should
also be adjusted—confirming its importance [10]. The next steps are to test this
approach on other systems, on longer periods of time and to have a finer-grained
adaptation.
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Abstract. Identifying the pre-requisite relationships among learning
objects is a crucial step for faculty and instructional designers when
they try to adapt them for delivery in their general education distance
courses. We propose a general-purpose content-based approach for facil-
itating this step by means of semantic analysis techniques: the learning
objects are associated to WikiPedia pages (topics), and their depen-
dency is obtained using the classification of those topics supported by
Wikipedia Miner.

1 Introduction

Collecting educational materials to configure courses is a challenging activity for
the teacher. Learning resources are often not to be treated as a mere additive on
the activities proposed to students, yet the new resources have to undergo some
pedagogical adaptation.

One of the most relevant skills, required while assembling LOs in a course, is
in ensuring that pedagogical aspects of the course are preserved by the sequenc-
ing of the LOs. One of such aspects is the relationship of dependence between
two LOs, which must not be betrayed in any instance of the course. In other
words, being LOi and LOj two LOs in the course, with LOi known as a pre-
requisite of LOj , it must be assured that the delivery of LOi precedes LOj in
every admissible sequencing of the course’s LOs managed by the LMS. Having
automated suggestions on how certain LOs should be necessarily sequenced, in
order to preserve dependency relationships, can then be of great help for the
instructor, as it can ease a part of the selection and sequencing task, and allow
the instructor to focus on less automatable aspects.

2 Related Work

An approach for the identification of prerequisite relationships among “knowl-
edge components” is to be found in [12], where causal discovery is used on
c© Springer International Publishing Switzerland 2016
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components represented as latent (unmeasured) variables. To validate the app-
roach simulated data are used, representing a dataset of student-skills measures.
Voung et al. [13] propose to analyze large-scale assessment to determine the
dependency relationships between knowledge units. Given sufficient user data,
the authors prove that prerequisites for each instructional unit can be identified.
On the contrary, the methodology cannot be applied to new curriculum, that
is, units to which student performances have not been extensively evaluated.
Recently, Sciarrone et al. [8,9] proposed an early attempt to exploit Wikipedia
as a source of learning materials. Analyzing the links present in the Wikipedia
pages, they build courses based on the Grasha teaching styles and on a social
didactic approach. In [2,4] a preliminary attempt for sequencing learning materi-
als has been introduced. An interesting case-based reasoning approach, following
a self-directed learning paradigm in assisting users to build sequences of elements
out of user-defined libraries, is proposed in [3].

3 A Feature-Based Approach for Comparing LOs

Annotation, or tagging, is about attaching names, attributes, categories, com-
ments or descriptions to a text document [1]. It provides additional information
(metadata) about an existing piece of data. Among popular annotation tools
is Wikipedia Miner [11]. Several hypotheses about the existence of a statistical
significant relationships between selected content extracted from two text-based
LOs and the potential prerequisite relationships between them have been pro-
posed and validated in [2]. On the basis of these working hypotheses, we propose
a feature-based and domain-independent classification approach that automati-
cally identifies those prerequisite relationships without any user effort.

A sketch of the whole process is as follows.

– given the learning objects LOi and LOj , prospectively retrieved by online
repositories or crawled from the web [10], the text content is extracted and
analyzed, respectively.

– for each LO the annotation step is operated by the Wikipedia Miner Toolkit,
so to pair the LOs with one or more references to Wikipedia pages. Each page
belongs to one or more categories CLO in the Wikipedia Taxonomy (WT). The
WT is a ... information; in it Wikipedia pages are ...browsing them, without
having to fetch the whole pages.
The WT is a classification of wiki contents into categories of information: in it
Wikipedia pages are enriched with metatags that are updated and perfected
by the Wikipedia community. A graph of the categories allows browsing them,
without having to fetch the whole pages.

– for each LO, the set of annotations is used to relate the LO to a set of topics;
after this step the page is in effect represented by a set of Wikipedia pages,
that we call TLO.
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– then we apply certain criteria of evaluation to the sets TLOi
and TLOj

repre-
senting the topics of LOi and LOj , respectively.

– we infer the existence of dependency relationships on the basis of a set of
features defined according with general observations on the Wikipedia content.

The dependency relation of prerequisite is expressed as LOi → LOj meaning
that LOi is a prerequisite for LOj . We introduce the recognition of the opposite
relationship, represented by LOi ← LOj meaning that LOi is a prerequisite for
LOj .

The definition of the features that characterize a LO (in the perspective of
the prerequisite relation) is based on the following observations.

1. Typically, a more general topic contains much longer discussion/description
than a more specific one, and stating that a topic is more general than another
can reflect on the generality/specificity of the respectively represented LOs.

2. If a topic makes reference to other topics, probably the former is more broad
and, therefore, general of each one of the referenced set.

3. Topics dealing with multiple concepts should be considered more general than
topics containing fewer concepts. The occurrence of concepts can be deter-
mined by the nouns occurring in the topic extracted by a Part-of-speech
tagger.

4. Considering the number of words in the first paragraph of T1 and T2 (the first
paragraph is the “description” of the topic), if the former is much greater than
the latter, then a relation LOj , LOi → LOj could be inferred.

Basing on these observations we have devised a set of features characterizing
relevant aspects of the LOs associated to the topics.

3.1 Features of a LO

Given two learning objects LOi and LOj , the features can be formalized as
follows:

1. avgLen(LOi): the average length of the text of the Wikipedia topics associated to
LOi defined in terms of words obtained by a text tokenization process.

2. avgLen(LOj): similar to avgLen(LOi) but evaluated on LOj .
3. fsl(LOi): the number of link in the first section of the Wikipedia topics associated

with LOi.
4. fsl(LOj): similar to fsl(LOi) but evaluated on LOj .
5. avgNL(LOi): the average number of links in the topics associated to LOi.
6. avgNL(LOj): similar to avgNL(LOi) but evaluated on LOj .
7. nouns(LOi): the number of distinct nouns in LOi extracted by a part-of-speech

tagger.
8. nounsIntersect(LOi, LOj): The intersection of the two sets of nouns extracted

from LOi and LOj , respectively.
9. avgFsLen(LOi): the average length of the text of the Wikipedia topics associated

to LOi defined in terms of words obtained by the tokenization process limited to
the first section of the topics.
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10. avgFsLen(LOj): similar to avgFsLen(LOi) but evaluated on LOj .
11. intersec(LOi, LOj): the intersection between the set of nouns used in links to other

topics in the topics associated to LOi, and the nouns extracted from LOj .

All the features are represented by elements in real or integer domains.

4 Experimental Results

In this section, we conducted an experimental evaluation using the Weka
(Waikato Environment for Knowledge Analysis) toolkit [5]. Weka is a compre-
hensive suite of Java class libraries that perform many advanced ML and data
mining algorithms.

The test set includes a total of 5 course materials with various levels of diffi-
culty, conveying different random topics (see Table 1), e.g., scientific, archaeolog-
ical, cinematography and art. For each topic domain, experts manually identified
the expected dependencies among LOs with a ratio between the former and the
latter varying in the [1.14, 2.27] interval.

The evaluation is performed on the entire pool of LOs making no distinction
between courses. The expected dependencies are the relationships between pre-
requisite and successor concepts represented by LOs. Each LO is represented by
a text file containing the entire text of the lesson; the prototype is implemented
so as to accept both html pages and text documents, automatically retrieved by
the network or stored in the local filesystem. Standard lexical analysis is per-
formed in order to filter out html formatting elements [6] and tokenize the input
stream into tokens.

Two of the most popular ML approaches have been considered in this eval-
uation: J48 decision tree [5] and JRip propositional rule learner [7].

Due to the size limit of the evaluation dataset, the risk of overfitting the
training data, making them somewhat poor predictors is almost non-existent
for both of the ML approaches. Decision trees have the advantages to be less
sensitive to outliers and nonlinear relationships between parameters.

In the experiments reported here, each approach is validated following a
k-fold cross-validation. A randomly selected portion (one-ten, in this case) of
the training data is set aside for validation prior to training. After training on
the remaining data, the number of matches and correct predictions over the

Table 1. Stats about the test courses.

Course topic Number of LOs Expected dependences

Italian Neorealist Cinema 11 16

Programming Languages (Java) 18 41

Lucus Feroniae (guided tour) 7 8

Futurism in art 4 5

Basic Mathematics 4 5
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validation set is evaluated. In order to get as much out of the training data as
possible, this procedure training and validation is repeated 10 times (k = 10),
once for each of 10 partitions of the training data.

In the classification task, the following measures can be defined:

– tp: the number of identified dependencies that are also expected in the test set;
– fp: the number of dependencies returned by the classifier but missing in the

test set;
– fn: the number of expected dependencies that the classifier misses to identify.

and, consequently, the performances can be evaluated with the standard mea-
sures of Precision (Pr), Recall (Re), F1-measure and the area under the ROC
curve (AUC).

The input pattern consisting of the identified attributes’ values for LO1 and
LO2 is classified into one of the following three target classes:

– c1: set of all pairs (LOi, LOj) for which there is the prerequisite relation
LOi → LOj ;

– c2: set of all pairs (LOi, LOj) for which there is the prerequisite relation
LOi ← LOj ;

– c3: set of all pairs (LOi, LOj) for which there is not any prerequisite relation.

Table 2 shows the obtained performances of the two ML-based classifiers
considering also the evaluation for each single target class. The average precision
reaches 0.828, proving that the hypothesis of a classifier trained on features
extracted from two LOs has the chance to correctly identify prerequisites among
them.

At first glance, the precision, recall and F1-measure averages are significantly
higher for the J48 classifier, whereas the AUC values are comparable. Basically,
while both of the classification models are valid, different performances exist
varying the ratio between false positives and true positives, that is, the discrim-
ination threshold.

There is a high variability on all the four measures across the three target
classes. As for the precision, J48 obtains higher accuracy for c1, JRip on c2 and
c3, by contrast. The two classifiers behave quite different on the considered data
set, in spite of the k-fold cross validation.

Table 2. Obtained Precision, Recall, F1 measure and ROC values for the two consid-
ered ML approaches.

J48 JRip

c1 c2 c3 avg c1 c2 c3 avg

Pr 0.818 0.607 0.95 0.828 0.538 0.727 0.818 0.735

Re 0.621 0.81 0.95 0.811 0.389 0.593 1 0.756

F1 0.706 0.694 0.95 0.812 0.452 0.653 0.9 0.736

AUC 0.722 0.814 0.954 0.846 0.748 0.826 0.889 0.842
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Deeper investigation and larger datasets are required for finding out the
parameters and ML-based approaches that guarantee good performances across
the three classes. Regretfully, there is a scarce availability of public courses with
concept maps and prerequisite dependencies.

5 Conclusions

Experimental results presented in this article have reinforced the appropriateness
of an approach based on the data, so, a ML approach that provides precious indi-
cations that strengthen our working hypothesis. Obviously, since this approach
is data driven, the provided information may be domain dependent.

The amount of inference performed by the classifiers is much greater than
standard approaches based on a set of manually defined rules over a predefined
set of topics. No hints, predefined taxonomies or similar concepts for each con-
sidered domain are provided by a teacher. But of course the chance to reuse
the same trained model over different courses and topics lead to less of course
sequencing activity burden for instructors, which are able to focus their atten-
tion of other tasks, such as assessments and grading strategies or personalized
feedbacks to students.

In order to produce results as independent domain as possible we aim at
exploring alternative approaches of ML and to substantiate the validity of our
work hypotheses also theoretically.
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Abstract. In this paper we present a serious game, Lewispace, where we focus
on measuring and using Electroencephalograms in order to detect how the learner
reasons in the game. We track learner’s reasoning according to different regions
of the brain. Four standard lobes were taken into consideration: frontal, parietal,
occipital and temporal. Each lobe was measured for each participant. We also
studied the lobes measures distribution for all the participants. We found that
some regions are more related to learner’s vision and reflexion during the game
and this could be an indice that the learner follows the correct reasoning process.
Primary results show that our game enhance learners’ performance. Moreover,
the learners use almost occipital lobe to visualize the task presented in the game
and the frontal lobe for the reasoning process.

Keywords: Serious Games · Electroencephalogram · Reasoning · Brain lobes ·
Performance

1 Introduction

Tracking learner’s reasoning in Intelligent Tutoring System (ITS) or Serious Games
(SG) is a very challenging task [1, 2]. Furthermore, it is very difficult to detect if the
learner’s follows a correct reasoning process or not. If the learner reasons correctly that
means that he is progressing while interacting with an ITS or a SG. So, he understands
the presented content and can achieve the game or the lesson until the end. However, if
he has problems in this interaction, it means that he is stacked and he needs may be more
help for the presented content. In this case, we think that it is necessary to detect this
incorrect reasoning immediately and react adequately according to each case. One way
to detect learner’s problems of reasoning and/or misunderstanding of an educational
content is to use some electrophysiological measures while interacting with Computer
Based Environments. From these measures, we can cite as examples EEG: electroen‐
cephalogram [3], eye tracking [4, 5], emotions [5, 6] and the states of workload and
engagement [7–9].

In this paper, we present a new SG called LewiSpace, which is dedicated to college
students for learning a chemistry lesson, and in particular how to construct molecules’
Lewis diagrams based on some given rules and instructions. More precisely, we focus
in this study on data collected from EEG using Emotiv EPOC headset and their
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distribution according the main areas of the brain. We defined mainly four different areas
for the brain: frontal, parietal, temporal and occipital.

In this paper, we make the two following hypothesis:

(1) There is a significant score improvement while interacting with our game. However,
learner’s performance depends on the difficulty of each mission of our game,

(2) We can use EEG brain regions to detect how the learner reasons in our game. We
suppose also that reasoning in our game follows some common process for all the
participants.

2 Related Work

To measure learners behaviors, emotions or interactions in ITS or SG, the existing works
used mainly some non-intrusive measures such as emotions [6, 7, 12] and eye tracking
data [4, 5]. To measure or predict emotions, Ochs et al. [6] had presented the Emotion
Recognition Agent (ERA) to exploit the relations between emotions and colors. D’Mello
and colleagues [7] integrated non-intrusive affect-sensing technique with Auto Tutor
System to classify emotions using facial expressions, gross body movements, and
conversational cues. In [12], Elliot and Pekrun developed a model to automatically
predict and adapt learners’ emotions. Emotions were measured with a self-assessment
questionnaire. Moreover, some other works used eye tracking data to detect or predict
emotions. For instance, D’Mello and colleagues [4] have used eye tracking data to auto‐
matically detect emotions of boredom and disengagement among learners in interactions
with a tutoring system. Recently, Jaques and colleagues [5] used also gaze data features
in order to predict two main emotions: boredom and curiosity.

Some other works are focused on the use of the electroencephalogram (EEG). These
works are interested mainly to measure some mental states to deduce if the learner is in
the correct way of learning. EEG could be used to extract some mental states. Above
these states we distinguish the states of engagement and workload. Engagement is
related to the level of mental vigilance and alertness during the task (high or low states
of vigilance). For instance, highly challenging or difficult tasks involve more engage‐
ment. Mental workload can also be seen as the mental vigilance and cognitive load in a
particular task. For example, Berka and her colleagues used the indexes of workload
and engagement within a learning environment to analyze the students’ behaviors while
acquiring skills during a problem solving session [8]. Pope (1995) developed an EEG
index to measure engagement from EEG inputs [13]. Recently, focusing on these two
measures, Chaouachi and his team [9] developed a system, Mentor. This system uses
some rules in order to maintain students in a positive mental state while learning, and
reacts each time on selecting the appropriate next activity to present to the learner.

Instead of using Power Spectral Densities and mental indexes to study EEG, we
could say that EEG in medicine could be studied according to different regions or areas
due to the difference of its functionalities in each area. In the literature, the brain could
be divided into four main areas named lobes. The four lobes are: (1) Frontal lobe: this
area is located in the front of the head and controls several elements such as reasoning,
problem solving, behavior, attention, judgement, etc., (2) Parietal lobe: this lobe is
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located in the cerebral hemisphere. It focuses on comprehension, (3) Temporal lobe: it
controls visual and auditory memories, and (4) Occipital lobe: this lobe is located in the
back of the head and responsible for vision [14, 15]. In the following, we will study the
possibility of using theses lobes to see how learners reason in our game.

3 A Brief Description of LewiSpace Game

LewiSpace is a game intended to teach diagrams of Lewis for college students. For a
detailed description, the reader is referred to [10, 11].

Our game is a puzzle-game designed using Unity 4.5 (a 3D environment) integrating
EEG and Eyetracking sensors data using the Emotiv SDK v2.0 LITE and the Tobii SDK
3.0. In this game, the learner appears as an astronaut exploring a planet’s surface. The
astronaut fells into a cavern and for surviving he has to accomplish five missions elabo‐
rated in an ascending order of difficulty (see Table 1).

Table 1. Missions distribution in LewiSpace game

Missions Molecules to construct
Mission 1 Produce water (H2O)
Mission 2 Produce methane gas (CH4)
Mission 3 Produce a sulfuric acid (H2SO4)
Mission 4 Craft a refrigerant (C2F3Cl)
Mission 5 Refuel the fuel tank with ethanol (C2H6O)

During all the game, the learner has access to the standard periodic table of atoms
and a list of basic rules in order to understand the lesson.

4 Experimental Study and Our Approach

In the experiment, 40 students from Montréal University with no prior knowledge were
selected to play our game LewiSpace. At the first step, the participant was invited to
answer a pretest (3 Lewis diagrams of 3 molecules to construct: CO2, CCL2F2, CH4).
In the second step, the participant was invited to play with LewiSpace. EEG data inputs
were collected during the game using Emotiv EPOC headset, which is communicating
to the computer through Wi-Fi. It only requires a saline solution for conduction. EEG
is sampled at a rate of 128 Hz, and 14 channels (AF3, F7, F3, FC5, T7, P7, O1, O2, T8,
F4, F8, AF8) could be measured using this device through TestBench according to the
10–20 electrodes placement international system.. In the last step, the participant did a
post-test which is at the same difficulty of the pre-test.

After conducting the experiment, we built our approach as follows: first, we filter
noise artifacts from EEG using two filters: a low-pass filter and a high-pass filter. Second,
we calculated Fast Fourier Transformation from EEG for the 14 channels. Then, we
distributed these channels according to lobe regions. We used mainly four lobes’ regions,
each one being identified by several channels as described below according to Emotiv
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Headset classification: Frontal: AF3, F7, F3, FC5, FC6, F4, F8 and AF4; Parietal: P7,
P8; Occipital: O1, O2 and Temporal: T7, T8.

After that, we calculated for each participant the mean of FFT EEG inputs according
to each region. Then, we calculated for each region the overall average of all the partic‐
ipants. So, the maximum value of each region gives us an indication that this region is
the most used in our game. We summarize this method in the figure below (Fig. 1).

Fig. 1. Our proposed method for EEG regions distribution

5 Results and Discussion

5.1 Descriptive Results of LewiSpace Game

In this part, we will discuss mainly of learners’ performance in the different missions of
our game as well as the improvement achieved while interacting with our game.

For that aim, we define a learner’s score (S) for each mission according to the
duration to complete the learner’s session and the number of failures for each
mission. This later is defined as follows:

S = T+ ∝∗ nF (1)

Where T is the total duration to complete the whole learner’s session, ∝ is the average
duration for each sequence (trial) for all the participants and nF is the number of failures
to complete each learner’s mission.

Using this equation, the score is defined in seconds. In order to be clearer, we
normalize this score (SN) in order to range between 0 and 100. We use thus this formula:

SN = 100 ∗
(

1 −
(

S − m
M

))
(2)

Where m and M are respectively the minimum and the maximum score collected
from all the participants.

In the following figure, we present the distribution of the normalized scores between
the participants according to the five missions. From this Fig. 2 below, we noticed that
mission 1 and mission 2 have the biggest average which is not surprising for us because
these two missions are the easiest ones. Whereas, mission 4 and mission 3 have the
lowest ones. So we can conclude that these two missions are almost harder than mission
5 for people that success to finish our game. We conclude then that learners’ perform‐
ance depend on the mission difficulty.
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Fig. 2. Distribution of scores according to the game’s missions.

Finally, in order to study the score improvement while interacting with our game,
we calculated the effect size as well as the Cohen’s D. We obtained an effect size r of
0.6222 which is relatively high and a Cohen’s D of 1.59. This last result shows clearly
that our game contributes to improve learning process and enhance learners’
performance despite its difficulty.

5.2 EEG Distribution and Lobes Regions

In this part, we will discuss about EEG channels’ distribution according to four lobes
for all the participants using our proposed approach above. We noticed that only 33
participants were considered in this part because of some technical errors while
recording EEG. For each participant, we calculated the mean of each region: frontal,
parietal, temporal and occipital. Then, to detect the tendency of reasoning in the game,
we calculated the overall mean of FFT EEG channels of all participants per lobes
(chart 2) (Fig. 3).

From this chart, we can see clearly that occipital lobe followed by frontal lobe are
the most used during the game. We can explain this result by the fact that the learner
tries to visualize the presented material (Vision lobe: 26.05 %) and therefore he proceeds
at thinking and reasoning to find an answer and progress in the game (percentage of
25.1 %). These two functions are the main characteristics of frontal lobe. Whereas the
parietal lobe is the least used. This could be explained by the fact that it is possible that
some students had some comprehension problems.
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6 Conclusion

In this paper we have presented some descriptive results from LewiSpace game. From
these results, we noticed that our game enhances learning performance. We showed also
that learner’s performance depends on mission’s difficulty. In this game, we noticed that
almost learners use mainly two fundamental lobes: occipital to visualize the information
and frontal to concentrate, think and solve problems. We reach a percentage of 25.10 %
for occipital lobe and a percentage of 26.05 % for frontal one.

As future work, we plan to build predictable models for learner’s need of help
according to our findings. Lobes distribution with weights ponderation for each lobe
will be used to feed ML techniques.

Acknowledgements. We thank the LEADS project and NSERC for funding this work.
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Abstract. Worked-out examples have been shown to increase learning
gains over problem solving alone. These increases are even greater in
novices and those who are learning algorithmic topics, such as those in
Computer Science. We have integrated this strategy into our Intelligent
Tutoring System and evaluated it on undergraduate students learning
the linked list data structure. Although promising, we have identified
behavioral differences between high and low gainers - spending less time
on an example, and prematurely quitting them led to greater learning.

Keywords: Intelligent Tutoring Systems · Worked-out examples

1 Introduction

Computer Science (CS) fundamentals are difficult to grasp and require a new
way of thinking. Unfortunately, this has an adverse affect on continued enroll-
ment with high levels of attrition in CS courses. High quality, easily accessible
educational resources may aid in retention. Intelligent Tutoring Systems (ITS)
is an option to provide such a resource.

We have developed an ITS, ChiQat-Tutor (ChiQat), specifically for teaching
CS concepts [3]. The ITS teaches fundamentals such as linked lists, binary search
trees, and recursion. All lessons are built on a common framework that allows
easy integration of new lessons, teaching strategies, and utilities. Each of these
lessons support standard problem solving, some with various types of feedback.

We enriched ChiQat with a new teaching strategy; worked-out examples
(WOE). WOEs provide a step-by-step example of solving a problem from begin-
ning to end. Our prior research touched briefly on student usage of WOEs
[3]. Participants were from the same student population, i.e. all students were
enrolled in the same class - a compulsory second year class in computer program-
ming for CS students. Via visualization of behavior, we observed the following
trend: higher gainers tend to quit an example before completion more than lower
gainers, and high gainers use the example feature earlier than their counterparts.
c© Springer International Publishing Switzerland 2016
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Here, we build on this foundational work and look more in depth into the
behavioral differences shown by these visualizations. We analyze the data col-
lected for all students who used the WOE feature at any point during the first
problem of the linked list tutorial.

2 Related Work

Worked-out examples, sometimes referred to as ‘worked examples’, have gained
traction since the 1980s. They give students a step-by-step solution to a problem,
where they contain: problem formulation, solution steps, and final solution. First
coined by Sweller and Cooper [8], WOEs were found to be an effective teaching
strategy when compared to traditional problem solving during the early stages
of development. The advantages of WOEs can be explained via cognitive load
theory [7], in that people require working memory resources to learn. Examples
may aid in reducing such resource requirements, thus enhance learning.

Worked-out examples are not a silver bullet, and can be detrimental to learn-
ing [2]. Firstly, working memory is not the same for all students - [9] showed that
working memory resources decrease with age, thus suggesting WOEs are more
effective than problem solving for mature learners. Age aside, learning difficul-
ties such as dyslexia [4] may also contribute to deficiencies in working memory.
Therefore, younger, cognitively gifted students may not benefit from WOEs.
Also, there is the possibility expertise reversal [5], whereby a student (typically
advanced) may perform worse after intervention. McLaren et al. [6] suggests that
WOEs may not enhance learning, but may increase learning efficiency.

Our prior work [3] includes results of how students used worked-out examples.
Visualizations from two experimental groups during the first problem of the
linked list lesson, using log data (user actions and their timestamps), suggested
that high gainers would use the WOE feature differently from low gainers. More
specifically, higher gaining students would tend to quit the WOE prematurely,
possibly restarting it later. Low gainers would complete the whole WOE more
often. Our conclusion - WOE usage behavior may be an indicator of student
learning gains. Here, we explore WOE usage behavior in greater detail.

3 Linked List Lesson and Examples

Our experiments focus on the use of worked-out examples in the linked list
lesson of ChiQat. Linked lists are a fundamental data structure in computer
science, and are typically taught early in a CS undergraduate degree. They are
a one-dimensional structure composed of nodes that contains a data value, and
a pointer to another node. Nodes are linked in sequence to form a list that can
be traversed and manipulated. Linked lists have the advantage over an array of
offering easier and more efficient ways of manipulating the list, e.g. inserting.

Our linked list lesson aids students in constructing, manipulating, and search-
ing a list. Students are given a problem (out of a total of seven), that gives an
initial list and a goal that must be achieved. Such a goal would be to add a node
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Table 1. Linked list WOE from human tutoring dialogue.

We want to put this new node in after b, and we have to nd b

OK, that’s not the b so what you want to do is advance p

And the way you do that is you give p a new value

You give it the next value in this node it points to right now

So we say p equals this next. so it moves p from here to here

That’s not the b, so we say p is the next and it moves this over here

So that’s how you advance across the list

with value ‘2’ to the end of the list. The student uses Java or C++ commands
to manipulate or query the list. The operations available are those traditionally
used to manipulate a linked list in these programming languages.

Each problem has an associated on-demand example via the ‘Example’ but-
ton. On execution, the example will graphically play out the three components
of a WOE. Our examples were modeled from previously collected human-human
tutorial dialogues, which included the topic of linked lists (example in Table 1).
One step of the example is given at a time, which includes text from the tutor
and the graphical representation of the linked list. The student steps through the
example by clicking on the ‘OK’ button, which will update the interface, until
the example concludes. Examples are based on acyclic-directed graphs, where
each node in the graph plays out a step, and transitions link these steps together.

Each of the seven problems have an associated WOE that exercises the learn-
ing concept of that problem, e.g. for a problem focused on inserting a node would
have a different example on inserting a node. Students are given complete con-
trol over the usage of examples, allowing them to start, stop, and step forward
through one at will. An WOE would typically have around 11–14 steps.

4 Experiment Setup

Two sets of experiments were run over a total of eight lab sessions. The two
experiments were conducted on different cohorts of the same class. Both cohorts
were the same in terms of major, with no distinguishing features between them.
Part of this class included material on the linked list data structure. Over the
lab sessions, students individually participated in our research by completing a
12 min pre-test, activity, and 12 min post-test. As part of the activity, students
were given access to the linked list lesson, and they could use the system for
approximately 40 min in any way they wished. There were a total of 55 students
who chose to participate in this study. Participants had their usage of the system
recorded, such as actions performed and feedback they received from the system,
in the form of log data. All tests were anonymized and randomized before being
graded by two or three graders.
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5 Behavioral Analysis

Preliminary visualizations of the log files suggested patterns of WOE usage [3].
Thus, we extracted several features for individual students from the existing log
data to see if they correlate with any potential learning gain. The features are:

– First WOE Completed: 0 if first viewing is quit by the user, else 1.
– Completed WOEs: Number of WOEs that played to completion.
– Incomplete WOEs: Number of WOEs that were terminated by the user.
– Total WOEs: Total number of WOEs played (Complete + incomplete).
– Proportion Completed WOEs: Completed WOEs/total WOEs.
– Total Duration: Total duration of all WOEs in seconds.
– Average WOE Length: Average length of played WOEs in seconds.
– Average WOE Steps: Average number of steps made in a WOE.
– Standard Deviation Steps Used: Std dev of steps used over all WOEs.
– Standard Deviation Duration: Std dev of all WOE durations in seconds.
– All Complete WOEs: 1 if all WOEs played were completed, else 0.
– All Incomplete WOEs: 1 if all WOEs played were incomplete, else 0.

In addition to these WOE features we also used the most explanatory feature
from our previously collected student-human tutor tutorial dialogues, that being
pre-score [1]. These features were calculated and organized from the experiment
logs for the first problem. Only students that used a WOE for the first problem
were included in this analysis (42 students).

We built logistic regression models for all combinations of these features,
correlating them with standard learning gain. Table 2 show the top three regres-
sion results (with respect to adjusted-R2), with our baseline of only pre-score.
WOE features do appear to improve models that correlate with learning. The
most significant features are ones related to the type of WOE termination - a
positive correlation has been established for not completing WOEs, and negative
for completing them. This further reinforces our prior results of students who
quit WOEs achieve higher learning gains. Further models were created using
normalized learning gain, however, the best model had a far lower adjusted-R2

at just 0.205. The most explanatory features in these models mirrored much of
those in the standard learning gain models, however, the total number of WOEs
used was also shown to be a significant feature at p < 0.05.

Since some of these features correlated with learning, we looked into the
differences between high and low gaining students. Students were ordered by
learning gain and split on the median, giving two unbiased groups - 21 high, and
21 low gainers. This was done for standard and normalized learning gain. Table 3
shows the mean WOE features for students within each of these sets. Statistically
significant values, using a paired t-test, are labeled with ∗ (p < 0.05), and values
trending toward significance (p < 0.1) are indicated in bold.

The difference between groups tend to be more pronounced when using nor-
malized gain, where all statistically significant features were reported. Low gain-
ers would tend to complete all played WOEs more often than high gainers, and
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Table 2. The most explanatory models with WOE features.

Predictor β R2 P

Model 1 Pre-score −.518 .212 < .01

Model 2 IncompleteWOEs .07 .364 = .165

ProportionCompletedWOEs .59 < .1

TotalDuration −.0004 = .127

AllCompleteWOEs −.315 < .1

AllIncompleteWOEs .357 < .05

Pre-score −.586 < .001

Model 3 TotalWOEs .046 .366 = .105

AvgWOELength −.001 = .134

AllIncompleteWOEs .175 < .02

Pre-score −.555 < .001

Model 4 IncompleteWOEs .054 .366 = .279

ProportionCompletedWOEs .499 < .1

AvgWOELength −.001 = .118

AllCompleteWOEs −.258 < .1

AllIncompleteWOEs .351 < .05

Pre-score −.577 < .001

Table 3. Mean student WOE based features from experiments (trending toward sig-
nificance in bold, significance with ∗).

Low High Low (norm.) High (norm.)

First WOE Completed .381 .238 .427 .191

Completed WOEs .952 .667 1.0 .619

Incomplete WOEs 1.0 1.333 1.095 1.238

Total WOEs 1.952 2.0 2.095 1.857

Proportion Comp. WOEs .389 .206 .405 .19

Total Duration 123.052 71.295 133.04 61.303

Avg WOE Length 57.19 27.93 58.385 26.735

Avg WOE Steps 7.421 5.794 8.191∗ 5.024∗

Stdev Steps Used 2.22 1.558 2.474 1.304

Stdev Duration 29.25 12.18 30.445∗ 10.986∗

All Complete WOEs .19 .048 .19 .048

All Incomplete WOEs .429 .667 .381∗ .714∗

Learning Gain −.079∗ .244∗ −.135∗ .454∗
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when looking at students who would never complete a WOE, our results indicate
that high gainers would be more likely to never complete a WOE (t-test shows
significance). Although high gainers perform significantly fewer steps (from t-
test on normalized measure) on average per WOE, 5.024 vs 8.191, the actual
time spent in a WOE by a high gainer is about half that of a low gainer. This
amounts to a high gainer performing one step, on average, every 5.32 seconds,
while low gainers average at 7.12 seconds. This indicates that even though high
gainers do fewer steps, they also spend less time on those steps.

6 Conclusions and Future Work

The mined features do show interesting data points on how worked-out example
usage may be correlated with learning gain. Through both regression modeling
and comparison of high/low gainers, there is evidence that students may benefit
from using WOEs incrementally, and not to study them fully to the end. Whereas
it may be advantageous for an ITS to use WOEs, our results suggest that their
usage should either be regulated to enforce good behavior, or use these features
in student modeling.

In future work, we will use promising features - shorter, faster, WOE execu-
tion - to implement additional strategies in ChiQat to promote learning gains.
Currently, students have complete control over all aspects of the WOE (start,
stop, and step). We will add a dynamic component to WOEs, whereby an exam-
ple may intervene if a student appears to be using poor learning practices.

Acknowledgments. This publication was made possible by NPRP grant 5-939-1-
155 from the Qatar National Research Fund (a member of Qatar Foundation). The
statements made herein are solely the responsibility of the authors.
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Abstract. For cross-pollination between ITS authoring tools, it may be useful
to know the prevalence of tutoring behaviors crafted with these tools. As a case
study, we analyze the problem units of Mathtutor, a web-based intelligent tutor
for middle-school mathematics built, as an example-tracing tutor, with the Cogni‐
tive Tutor Authoring Tools (CTAT). We focus on tutoring behaviors that are
relevant to a wide range of tutoring systems, not just example-tracing tutors,
including behaviors not found in VanLehn’s (2006) taxonomy of tutor behaviors.
Our analysis reveals that several tutor behaviors not typically highlighted in the
ITS literature were used extensively, sometimes in unanticipated ways. Others
were less prevalent than expected. This novel insight into the prevalence of tutor
behaviors may provide practical guidance to ITS authoring tool developers. At a
theoretical level, it extends VanLehn’s taxonomy of tutor behavior, potentially
expanding how the field conceptualizes ITS behavior.

Keywords: ITS authoring tools · Behavior of tutoring systems · Authoring data

1 Introduction

Versatile, robust, easy-to-use, and easy-to-learn tools for authoring ITSs are an impor‐
tant development [1–3] and may be key to making ITS widespread. In developing an
ITS authoring tool, a key question is: What tutor behaviors should the tool support?
VanLehn’s classic taxonomy of tutor behaviors [4] provides one possible answer. This
taxonomy was induced by theoretically analyzing six ITSs. On the other hand, ITS
authoring tools may provide a unique practical perspective that may not be fully captured
in this taxonomy. This may be so especially if the tool has had a long life and seen
widespread use; it may gradually have acquired features aimed at supporting a wide
range of tutoring behaviors. If many tutors or tutor units have been built with the tool,
we can measure the frequency of key tutor behaviors in these tutors. We present a case
study, focusing on the Cognitive Tutor Authoring Tools (CTAT) [1], which support an
ITS technology called example-tracing tutors. Over the years, many tutors have been
built with CTAT and these tools have been honed and extended based on the needs of
these projects. It is thus an interesting question which tutor behaviors are prevalent in
CTAT-built tutors. We focus on one such tutor, Mathtutor, [5], one of a number of web-
based ITS for middle-school mathematics (cf. ASSISTments [3] and Wayang Outpost
[6]). A distinguishing characteristic may be that Mathtutor supports more complex
problem-solving scenarios.
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Our investigation focuses on a set of tutor behaviors commonly found in many ITSs
and not specific to example-tracing tutors. It includes some behaviors not found in
VanLehn’s taxonomy [4]. Some of these behaviors were described in our prior publi‐
cations [1], but we have not previously undertaken a systematic analysis of their use or
frequency, nor are we aware of any other projects reported in the ITS literature that did
so. Baker et al. created a taxonomy of tutor features to investigate students’ gaming
behaviors [7], but this taxonomy was too fine-grained for current purposes, nor did it
focus on tutor behavior exclusively.

The work contributes to the ITS literature both at a practical and theoretical level.
At a practical level, insight into the prevalence of tutoring behaviors may provide guid‐
ance for developers of ITS authoring tools. At a theoretical level, our analysis enriches
theoretical accounts of tutor behavior by extending VanLehn’s (2006) taxonomy of ITS
behaviors.

2 Overview of Mathtutor and CTAT

Mathtutor [5] covers five content strands for mathematics in grades 6 through 8: (1)
numbers and operations, (2) algebra, (3) data analysis, (4) geometry and (5) ratios and
proportional reasoning. It is a re-implementation, as an example-tracing tutor, of a set
of Cognitive Tutors for middle-school mathematics created prior to CTAT’s inception.
Mathtutor offers 65 units, each comprising between 8 and 30 problems for students to
solve. So far, Mathtutor has been used by 2,215 students, who completed a total of
31,918 problems in 1,258 h of work. Mathtutor was built by a team of authors that
included professional staff, many student interns, and teachers. A goal was to reproduce
the tutor behaviors of the original Cognitive Tutors, adhering to a model of tutoring that
is encoded in eight Cognitive Tutor principles [8]. This model prescribes making
thinking visible by breaking problems into steps and providing step-level guidance such
as next-step hints and feedback.

Example-tracing tutors can be built with CTAT through a combination of end-user
programming techniques such as drag-and-drop interface building, programming by
demonstration, Excel-like formula writing, and template-based problem generation [1].
An author first decides for which problems to provide tutoring and conducts cognitive
task analysis to identify solution steps, common major and minor strategy variations,
and common errors (although given that Mathtutor is a reimplementation of existing
tutor units, this information was instead gleaned from the existing units). She then creates
a user interface for each of the targeted problem types, which lays out the steps of the
problems. Using CTAT’s Behavior Recorder, the author creates a “behavior graph” that
defines acceptable solution strategies. An author can generalize a behavior graph in a
number of ways, so that it can stand for a wider range of problem-solving behavior than
literally just what is recorded in the graph. The author also writes hints and feedback
messages. At student run time, the tutor uses the graph to interpret student problem-
solving behavior and to provide hints and feedback.
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3 Analysis of Tutoring Behaviors Supported in Mathtutor

Our analysis focuses on the following inner-loop (i.e., within-problem, step-level) tutor
behaviors: error-specific feedback, multiple solution paths; dynamic interfaces;
accepting complex input, notational variants, and minor step dependencies; input substi‐
tution; partial ordering of steps; and optional and repeatable steps. Of these, only error-
specific feedback is included in VanLehn’s taxonomy [4]. We analyzed the 897 behavior
graphs that make up the 65 Mathtutor units. We ran awk scripts over the behavior graphs,
generating a table with information about 33,950 behavior graph links. We then used
Excel PivotTables to compute the statistics reported below.

3.1 Error Feedback Messages

First, we investigated the prevalence of error-specific feedback messages. These
messages react to specific student errors and explain for example why the error is an
error. We found that error-specific feedback messages are present in 38 out of 65 Math‐
tutor units (58 % of units). Across all tutor units, 21 % of links represent errors (as
opposed to correct problem-solving steps). Thus, although error-specific feedback
messages are used frequently, it is clear that the Mathtutor authors made no attempt to
systematically cover the majority of errors. If they had, there would be many more error
links than correct action links. In Mathtutor, students can rely on on-demand hints, rather
than error-specific feedback, if they do not understand how to solve a step. Nonetheless,
the high prevalence of error-specific feedback suggests that ITS authoring tools should
support them.

3.2 Multiple Solution Paths

Next, we investigated to what degree, in the Mathtutor units, the tutor is capable of
following students with respect to multiple strategies within a single problem [9].
Surprisingly, the ability to support multiple strategies within a given problem is not
mentioned in many theoretical accounts of intelligent tutors (e.g., [4]), possibly because
it is assumed to be present. Not all ITSs however appear to support multiple strategies
or solution paths within a problem, so this ability should not be taken for granted.
Example-tracing tutors offer two main ways of authoring tutors that can accept multiple
solution strategies within a problem. First, an author can create multiple paths in a
behavior graph. For example, in a Mathtutor unit dealing with proportional reasoning,
the tutor recognizes two major strategies, Equivalent Fractions and Cross Multiplication.
These major strategy variations are captured as two separate branches in the behavior
graph. Second, as discussed below, an author can use formulas, regular expressions, or
numeric ranges to capture minor strategy variations.

Approximately 30 % of Mathtutor units have behavior graphs with multiple solution
paths. This percentage was lower than expected, especially when one considers that
multiple paths were often used to capture notational variants rather than genuinely
different strategies. It may be that from a pedagogical perspective, accommodating
multiple strategies within a single problem is not always high priority or even desirable.
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It is often difficult for students to practice a single strategy to mastery, let alone multiple.
Also, even when the goal is for students to learn multiple strategies, the tutor may still
need to offer single-strategy problems, to make sure all strategies are practiced. None‐
theless, we recommend that ITS and ITS authoring tools be able to accommodate
multiple solution strategies [9].

3.3 Dynamically Adjusting the Tutor Interface to the State of Problem Solving

Next, we consider dynamic interfaces, that is, interfaces that change at specific points
in the problem-solving process. Using CTAT, authors can create dynamic interfaces
without programming, by adding links in the behavior graph that capture “tutor-
performed actions” (TPAs) [1]. Dynamic interfaces are used in 35 % of Mathtutor’s
units, for a variety purposes. Often they are used to manage limited screen real estate,
when there is not enough space to accommodate all required interface components
simultaneously. Another common use of dynamic interfaces is to reveal the steps in tutor
problems gradually, as the student progresses through the problem, rather than
displaying all the steps from the start, to enforce on orderly problem-solving process.

3.4 Variable Steps, Including Dependencies Among Steps

A fourth category of behaviors comprises variable (or non-literal) steps, which an author
can create by attaching formulas, regular expressions, and other matchers to behavior
graph links. Formulas were used far more extensively than we anticipated, namely, in
54 out of 65 units (83 % of the units). Their most common use in Mathtutor is to capture
notational variants of student input. For instance, on steps where students enter an arith‐
metic expression, a formula is needed to deal with the range of equivalent expressions
that students enter. In other tutor units, formulas were used to accept notational variations
such as “40” and “40 %.” Formulas were also used to express dependencies among steps.
For example, in a unit dealing with proportional reasoning, students compared two
proportions (e.g., what is a better deal, buying 12 tickets for $18 or 20 of the same tickets
for $25?) by first choosing a suitable “comparison number” (e.g., a number of tickets,
such as 4) and then scaling the proportions to this comparison number. Formulas were
used to capture the multiple options for the comparison number and also to capture how
later steps depend on that number.

3.5 Input Substitution

Input substitution refers to the behavior in which the tutor replaces student input by a
different expression of that input, when the input is accepted as correct. A common use
is to replace text typed by the student by a spelling-corrected version, or to replace an
arithmetic expression by the value to which it evaluates. The latter form of input substi‐
tution makes the cell function as a simple calculator, for example in units in which the
student masters arithmetic and the instructional objectives focus on other aspects of
mathematics. Input substitution is used in 21 of the 65 Mathtutor units (32 % of units).
In addition to evaluating arithmetic expression, input substitution was used for
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formatting student input (e.g., avoiding many decimals, making sure a percent sign is
included, and money notation). The prevalence of input substitution in Mathtutor
suggests that this functionality is important in a real-world ITS.

3.6 Partial Ordering of Steps

In creating a tutor, it is often desirable to constrain the order in which students carry out
problem steps, although without necessarily restricting students to a single ordering of
steps. In some mathematical procedures, the order of steps matters (e.g., order of oper‐
ations, or processing columns right-to-left in multi-column addition). At other times,
the order of steps does not matter mathematically, but it matters for creating an effective
tutor, for example because it can be difficult to give good hints for a step when prior
steps to which the hint refers have not been completed. In CTAT, an author can set
whether overall the tutor should treat a problem as ordered or unordered. In addition, an
author can define groups of links and designate them as ordered or unordered. The tutor
only accepts steps that conform to the author-specified ordering constraints. Of the 65
Mathtutor units, the authors defined ordered or unordered groups in 40 units. Thus, it is
clear that authors often want to define a partial ordering of problem steps.

3.7 Optional and Repeatable Steps

In tutored problem solving it is often desirable to make steps optional, meaning that they
are not required for completing the problem. Similarly, it is useful to make steps repeat‐
able, meaning that they can be, or have to be, done multiple times within a given tutor
problem. In CTAT, authors can create optional and repeatable steps by specifying a
lower and upper bound on the number of times a link in a behavior graph can be “trav‐
ersed” as the student solves the given problem. Optional links are used in 15 units, or
23 % of Mathtutor units, repeatable links in only 3 of the 65 units. Optional links are
used primarily to provide optional scaffolding within a problem (i.e., extra steps with
tutor guidance that may be helpful but not necessary for all students). Sometimes,
optional links were used for actions that are mathematically correct but not strictly
necessary, such as entering leading or trailing zeros for decimal numbers.

4 Conclusion

To the best of our knowledge, this paper is the first that reports on the frequency of tutor
behaviors in an ITS. We focus on a set of common inner-loop behaviors including some
that are not included in VanLehn’s taxonomy [4] and that are rarely if ever mentioned
in theoretical accounts of ITSs. A striking finding is the frequent use of formulas (over
80 % of Mathtutor units use them) to capture input variations and (less frequently)
dependencies among steps. We also found that dynamic interfaces are used frequently,
that great attention is paid in Mathtutor to being able to accept notational variations in
input and to replace student input with a different expression of it (input substitution).
On the other hand, flexibility in following students with respect to multiple problem
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solution paths was more rare than expected, even if it is still a highly desirable tutor
behavior that ITS authoring tools should support.

The tutor behaviors discussed in this paper are not specific to example-tracing tutors;
they are likely to cut across many types of tutors. At the same time, it seems likely that
the reported prevalence of these behaviors is somewhat specific to mathematics at the
middle-school level. Further, the particular frequencies may be somewhat specific to the
tutoring paradigm used, based on Cognitive Tutor principles. It is an interesting question
how much variability there is among authors in terms of what tutoring behaviors are
used. We do not, however, have data to answer that question.

A limitation of the work is that it involves only a single tutoring system and only a
single authoring tool, albeit a comprehensive tutoring system that has seen substantial
classroom use, and an authoring tool whose range of tutoring behaviors may be wide
and shaped substantially by demands from the field. It will be useful to repeat this type
of analysis across many tools and tutor-building projects.

Practically, the work might provide guidance to developers of ITS authoring tools.
At a theoretical level, the work elaborates the range of inner loop functionality identified
by VanLehn [4], advancing our field’s conceptualization of tutor behaviors.
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Abstract. This research contributes to the advancement of intelligent tutoring
systems by proposing an affective intelligent tutoring system in the field of
specialized education. The Integrated Specialized Learning Application (ISLA)
helps autistic children manage their emotions by analyzing the learning trace
and considering the learner’s current performance to respond accordingly to it
during a mathematical learning situation. We have conducted an experiment to
validate the support provided by Jessie based on our accompaniment model. The
results showed significant improvement in learning by the test group.

Keywords: Autism � Affective intelligent tutoring systems � Specialized
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1 Introduction

Autism spectrum disorder (ASD) is a neurological disorder affecting the way in which
the brain processes information. It can affect all aspects of a person’s development.
Autism is characterized by impairments in learning and communication, in social
interaction, imaginative ability as well as in repetitive and restricted patterns of
behavior [5]. Studies reveal that individuals with learning disabilities pose a ‘complex
multi-factor’ problem in the educational system [11]. In this paper, we present an
affective intelligent tutoring system (ISLA) to overcome the problem of one-on-one
intervention with the purpose of helping the ASD learner to calibrate his/her emotions
in mathematical learning. The paper is divided into six sections. The first section is the
introduction. The second section presents a brief literature review on autism, emotions,
and learning. Section three describes ISLA’s components. In section four, the results
are presented. Finally, the conclusion and the limitations are discussed outlining the
contribution of this research.

2 Autism, Emotions and Learning

Emotions and learning have been broadly recognized as challenging among individuals
diagnosed with autism [9]. The socio-cognitive and behavioral problems experienced
by individuals with ASD are considered to stem from the difficulty of understanding
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others’ mental states [2, 7]. During intervention, one important challenge is due to the
difficulty of anticipating and recognizing negative behaviors, consequently calibrating
the child’s affective state for effective intervention and learning which vary from child
to child as these individuals may have profound cognitive deficiencies while others
may have IQ scores that are equal to or higher than the typical person [5]. This diversity
of profiles causes multiple challenges in terms of methodologies and teaching programs
directed towards autistic children. This is the reason why we believe that modeling
affect is the proper approach for ISLA to teach mathematics to children with autism.

An Intelligent Tutoring System (ITS) is a computer system designed with the
objective of providing instant and customized instruction or feedback to students as
effective as one-to-one tutoring [3]. Within the domain of intelligent tutoring systems,
[1] points out that the companion agent has the potential of providing students of all
ages with information that will help the student to become self-regulated, consequently
become independent learners. In [1] they examined the effectiveness of pedagogical
agents (PAs’) with MetaTutor for training students on self-regulated learning
(SRL) processes through prompting and feedback that facilitated learning about the
human circulatory system. The next part presents the system overview of the Integrated
Specialized Learning Application (ISLA).

3 System Overview and Pedagogical Model

In ISLA, the pedagogical agent called Jessie is capable of detecting the affective state of
an autistic child in mathematical learning. This is displayed in the user’s interface and
related to the accompaniment model. The interface provides a three-dimensional view
that allows personalizing the interaction of the three core models of ISLA. This is from
the domain model point of view (by providing tools to manipulate domain objects), the
accompaniment model point of view through Jessie (pedagogical agent), and the learner
model point of view using an open-learner modeling approach [4]. The accompaniment
model of ISLA implements rules that should be followed by Jessie to help an autistic
learner manage his/her emotions based on the learning trace and his/her current per-
formance. This component is drawn from the self-regulated learning theory highlighting
the essential role that metacognition plays in self-regulation and learning [10].

The ASD learner must finish a task before moving to the next phase in order to
increase the chance to master the prerequisites of the activity at hand. When a right
answer is provided, positive reinforcement is used by Jessie, with social rewards and
feedback in order to encourage and motivate the learner, such as ‘Yes, you did it!’, or
‘Good Job!’. By contrast, when a wrong answer is given, Jessie can say something like
this: ‘That was close, nice try!’ and it invites the ASD learner with prompting to try
again. Furthermore, if the learner needed help, hints were provided based on peda-
gogical scenarios. ISLA makes use of a personalized individual plan (IIP) [8], which
provides guidance and key elements about the curriculum, the pedagogy, and the
behavior required from the autistic person. The learner model is made of the cognitive
profile and the affective profile of the learner. Both profiles are maintained by the
system and the specialized educator during learning activity.
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The affective profile selected in this study includes the affects of: disengagement,
encouragement, frustration, interest, anxiety, happiness, guidance, and anger because
they are considered relevant in autism intervention practices [6].

4 The Methodology

The research population consisted of twelve participants diagnosed with high func-
tioning autism spectrum disorders (ASDs), i.e. boys and girls aged from 6 to 12 years
old, with the consent of their parents and under the supervision of a specialized edu-
cator. Each learning session lasted one hour, in which, a one-on-one structured inter-
vention in mathematical learning was provided. The participants recruited in this study
came from private clinics, specializing in autism, as well as from centers for rehabil-
itation and specialized education related to autism, all located in Montreal, Canada.

We would like to mention that a preliminary study (a fully Wizard of OZ exper-
iment with a specialized educator playing ‘Jessie’) was previously carried out. The
results of the preliminary experiment revealed that the performance of the ASD
learners, in a mathematical situation with the use of a pedagogical agent providing
real-time support, had a positive impact on these participants’ performance. For the
main experiment dealing with the prototype, we have developed an interactive game in
mathematical learning for the two groups interacting with ISLA. Two versions of the
system were created to measure the performance and affective state of each ASD
participant. The first version of the interactive game was intended for the six partici-
pants without the pedagogical agent Jessie. The other version was used for the test
group interacting with the pedagogical agent Jessie.

The measure of performance baseline quiz score was considered according to the
level of competency described in Table 1. The quiz was validated by professionals in
the field of specialized education related to autism. The raw scores were compiled with
Jessie and without Jessie by correcting what the child achieved during the quiz.

5 Results

In this research, we have conducted a study using a prototype of ISLA consisting of
two experiments that implemented Jessie as a pedagogical agent. The Wizard of Oz
experiments involved twelve participants with high functioning autism in which, one

Table 1. Level of competency criteria
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control group of six student interacted without the pedagogical agent Jessie under the
supervision of a specialized educator, while the test group of six participants interacted
with the pedagogical agent Jessie under the supervision of a specialized educator. The
statistical analysis was based on two important hypothesis.

E1: The use of a pedagogical agent to provide support and encourage motivation
would have a positive impact on the performance of the autistic student in mathe-
matical learning.

E2: The use of a pedagogical agent to provide support and encourage motivation
would have a positive impact on the affective state of the autistic student in math
learning.

5.1 Methods

Descriptive statistics summarize all study variables of interest. For categorical vari-
ables, we reported counts and percentages whereas for continuous variables we
reported medians and inter-quartile range (IQR), because the values did not follow an
approximate normal distribution. We compared scores between the group with and
without Jessie. All statistical tests of hypothesis were two-sided and performed at the
pre-specified level of significance of 5 %. The p-values reported are not adjusted for
multiple testing.

5.2 Results Analysis

Participation of each child in each group was allocated randomly. In the group without
Jessie, the age of the children ranged from 7 years old to 12 years old. The participants’
profile for the group without Jessie is presented in Table 2. In the group with Jessie, the
age of the children ranged from 6 years old to 12 years old. The participants’ profile for
the group with Jessie is illustrated in Table 3.

Table 2. Participants’ profile–group without
Jessie

Table 3. Participants’ profile–group with
Jessie
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5.3 Comparison of Performance Scores (N = 12)

Table 4 presents the results related to the relationship between support and perfor-
mance dealing with the score of each participant for both groups with and without
Jessie during the mathematical activity. Since competencies are at the heart of the
pedagogical model of ISLA, raw scores were corrected to give the ASD participant
his/her level of success according to his/her level of competency in addition.

The raw scores fluctuated from 7 % as being the lowest score to 100 % as being the
maximum score. In this group, the median for the raw scores was 41.7 (IQR 23.3–63.3).
In the group with Jessie, where participants benefited from its support, all six children
were able to complete the quiz according to their level of competency. The raw scores
differed from 10 % as being the lowest score to 67 % as being the maximum score. The
results indicated a median of 50.0 (IQR 33.3–63.3). For the competency scores, in
the group without Jessie, the scores fluctuated from 40 % to 100 %. In this group, the
median for the competency scores was 72.0 (IQR 58.3–86.4). In the group with Jessie,
the competency scores differed from 60 % to 92 %. The results indicated a median of
86.4 (IQR 83.3–90.9).

5.4 Comparison of Affective States (N = 12)

The results indicated that the participants who benefited from the help of the peda-
gogical agent Jessie were more encouraged with a median of 27.3 (IQR 21.8–30.2),
more interested with a median of 62.9 (IQR 37.6–70.4). They showed less negative
behavior such as disengagement with a median of 8.6 (IQR 3.8–17.2). They displayed
less frustration with a median of 2.8 (IQR 2.2–3.7) whereas without Jessie the level of
frustration was greater with a median of 21.9 (IQR 6.8–47.0). They were less anxious
with a median of 3.3 (IQR 1.3–7.2) compared to a median of 10.9 (IQR 8.1–13.4)
without Jessie, less angry in comparison to 13.5 (IQR 0–33.9) without Jessie.

Table 5 reveals that the support of Jessie to help the autistic child to calibrate
his/her emotions during the mathematical activity had a significant difference for the
affects of encouragement between the groups (WRS test, S = 57.0, p = 0.002), frus-
tration (WRS test, S = 19.5, p = 0.05), and guidance (WRS test, S = 51.5, p = 0.04).
A one-sided WSR test on the affect of anxiety revealed a significant difference between
the groups (WRS test, S = 27.0, p = 0.03), with a distribution with higher values for

Table 4. Scores performance: with and without Jessie (N = 12)
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the group with Jessie.
Similarly, for the affect
of anger, a one- sided
WSR test revealed a
significant difference
between the groups
(WRS test, S = 29.0,
p = 0.05). The results
showed that when the
possible outlier was
removed from the
group without Jessie
(N = 11), it had a sig-
nificant difference for
the affects of disen-

gagement (WRS test, S = 42.0, p = 0.03), encouragement (WRS test, S = 15.0,
p = 0.004), and anger with (WRS test, S = 51.0, p = 0.04). A one-sided WSR test on
the affect of frustration revealed a significant difference between the groups (WRS test,
S = 19.5, p = 0.05), with a distribution with higher values for the group with Jessie.
Similarly, for anxiety, a one-sided WSR test showed a significant difference between
the groups (WRS test, S = 40.0, p = 0.04), and for guidance, a one- sided WSR test
showed a significant difference between the groups (WRS test, S = 20.0, p = 0.04).

6 Conclusion, Limitations and Future Work

In this research, we have conducted a study using a prototype of ISLA that imple-
mented Jessie as a pedagogical agent based on our accompaniment model. The results
revealed that the majority of participants in the test group benefited from the person-
alization and support provided by the pedagogical agent Jessie, which aimed at helping
the autistic student become self-regulated by calibrating his/her emotions and
encouraging motivation during the mathematical activity. In this group, all children
were able to succeed on the quiz according to his/her level of competency. One
limitation of this study is that the groups were heterogeneous for the two experiments
with and without Jessie in terms of age which varied from 6 years to 12 years old. Also,
the level of competency had a limitation, especially in the group without Jessie, one
participant scored 100 % on the quiz. Perhaps with a larger group of participants and
more time to experiment, we would have the opportunity to perform the baseline and
regroup the children according to their level of competency and age. Future research
will be dealing with a full implementation of ISLA by reproducing what has been done
according to the prototype experiments. A larger group of participants with autism will
be interacting with the pedagogical agent Jessie, in which, the behavior of the peda-
gogical agent Jessie will be programmed by providing real-time support to help cali-
brate the affective state of the ASD learner. Children will be grouped according to
different criteria like age and competency level. They will be interacting with ISLA
until the mastery level is achieved.

Table 5. Affective states: with and without Jessie
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Abstract. Intelligent tutoring systems (ITS) and MOOCs tend to have comple‐
mentary pedagogical approaches, but their combination is rarely (if ever) seen.
A key obstacle may be technical integration. We present a generalizable case
study of extending ITS authoring technology to make tutors easily embeddable
into a variety of MOOC/e-learning platforms and run on a range of web-enabled
devices. We enhanced the domain-independent Cognitive Tutor Authoring Tools
(CTAT) to enable integration of CTAT tutors into multiple environments. A
salient lesson learned is that use of widely-used web-based technologies (HTML
and JavaScript) may be a major factor in ITS uptake. Also, we found that embed‐
ding tutors into existing LMS is challenging, but environment-specific changes
can be isolated in a generalizable manner.

Keywords: ITS · MOOCs · HTML · Javascript · Cross-platform interoperability

1 Introduction

Although intelligent tutoring systems (ITS) are rarely used within MOOCs, they could
be a useful addition, considering that the pedagogical approaches used in ITS and
MOOCs are largely complementary. MOOCs support many forms of instruction,
including video lectures, reading with conceptual questions, discussion boards, and
various forms of learning-by-doing with automated or peer feedback. ITS on the other
hand offer opportunities for adaptive, guided practice in solving complex problems.
However, the embedding of ITS in MOOCs or online courses is rare. A prime challenge
is creating a ready, repeatable path from ITS authoring to at-scale deployment in a variety
of platforms. Upping the challenge is the plethora of e-learning platforms and web-based
devices, as well as the fact that efforts towards standardization have not yielded a single
overarching standard and are not geared towards tutors.

To address these challenges, we have been working to make it possible to embed
tutors built with the Cognitive Tutor Authoring Tools (CTAT) [1] in a variety of e-
learning platforms. We previously integrated CTAT-built tutors into two versions of an
edX MOOC [2]. Here we report on more recent work in which we (a) have made CTAT
tutors runnable on all the devices that support popular web browsers, by supporting
HTML as tutor interface technology, and (b) are extending CTAT so that a CTAT-built
tutor can run unchanged on a variety of LMS platforms. We illustrate our solutions with
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examples of tutors embedded in MOOCs and online courses. The approach taken and
the experience gained may be useful for developers of other ITS authoring tools. As
such, this work can help in making ITS more widely used.

2 HTML-Based User Interface Components

As one step in our strategy of integrating ITS technology with MOOCs and e-learning
platforms, we reimplemented the CTAT front-end technology so that authors can build
tutor interfaces in HTML, CSS and JavaScript. This change adds a third interface option
for CTAT tutors, in addition to Java and Flash/ActionScript. It moves CTAT to a more
popular and free web development environment with many benefits:

• open to inspection by (and hence less suspicious to) content filters and other network
security gear common on school networks;

• not proprietary or controlled by a single vendor;
• easily learned, with many free resources available for learning HTML;
• extensible, with many free libraries available for adding features;
• stronger support for accessibility tools, which most often read HTML;
• well-supported by free programming tools (JSHint, Google Closure, etc.).

Fig. 1. Tutor for finite state machines using D3 by Nathan Hahn and Pasan Julsaksrisakul.
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Our reimplementation of the CTAT tutor interface components adheres to several
principles. First, in the given UI framework (here, HTML), we attempt to make tutoring-
specific programming follow practices already customary in that framework and allow
the author to take full advantage of the framework’s capabilities. Specifically, an author
can build a tutor interface with CTAT-enabled interface components using ordinary
HTML coding techniques. Further, we permit users to implement their own CTAT-
enabled components, as authors did in the examples below. We preserve authors’ ability
to display any non-interactive or untutored material.

Second, we separated the visual styling from the interface components themselves.
In HTML, all visual styling should be done in CSS. Hence authors can use CTAT’s
default CSS style sheet or create their own. Uniform changes (e.g., to the color used for
flagging steps as incorrect) can be made easily across all components, and any single
interface can be given a different style without internal changes.

Third, as a guiding software-architecture principle, as much as possible, we main‐
tained a strict tool-tutor separation [3], which underlies CTAT and Cognitive Tutors and
has many advantages. This principle mandates that the tutor backend (the “tutor”) do
all the tutoring (and nothing but tutoring) while the interface (the “tool”) is responsible
for interactions with the user but not tutoring. The tool-tutor architecture entails an
explicit messaging protocol [3]. In our new HTML tutor interface implementation, we
enforce adherence to this protocol by serializing communications between the interface
and tutor backend into messages passed over a single software interface.

A number of projects have taken advantage of the new CTAT HTML tutor interfaces,
including three prototype tutors and one now used in an online statistics course,

Fig. 2. CTAT tutor to teach JavaScript by Tomit Huynh, with the Ace JavaScript editor.
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described below. Interestingly, in two of these prototypes (see Figs. 1 and 2), the authors
created their own new tutor-enabled interface components, building on CTAT plus the
free, off-the-shelf JavaScript library D3 [4] and the Ace editor [5], respectively. Gener‐
ally, we have been pleasantly surprised by the enthusiasm that prospective tutor authors
have expressed for the HTML version of CTAT interfaces, reflecting, no doubt, the
greater popularity of HTML over Flash. The main downside is that at least temporarily,
we give up drag-and-drop interface building, meaning we move out of the non-
programmer ITS authoring paradigm. We are working to avoid this tradeoff.

3 Compatibility with Multiple Deployment Environments

In a second line of work, we pursued interoperability with a variety of MOOCs and
LMSs. A key goal was to enable a CTAT tutor to run, without changes to the author’s
work, in multiple LMS environments. This integration requires:

1. providing means in the LMS to serve or invoke the tutor, via a URL to the tutor’s
HTML page or a reference to software objects that generate that page;

2. providing access to all runtime files, including images, style sheets, script libraries
and data files;

3. providing access to the tutor backend, e.g., its inner loop and outer loop processors,
in ITS architectures (such as CTAT) in which they are separate;

4. sharing the permanent student model between the LMS and the tutor and allowing
updates;

5. supporting the resumption of a partially-completed problem, so that a student’s
partial work on a problem can be saved and restored in a later session;

6. supporting instructor review of student work done in the tutor;
7. passing grades and other performance metrics to the LMS (e.g., for use in the LMS’s

grade book or teacher dashboard).

As we started work on addressing these requirements for CTAT tutors in multiple plat‐
forms, we soon saw the value in masking the platforms’ differences from the tutor itself,
to preserve a modular design. The principal software component of our strategy was
therefore to implement, in JavaScript, a layer of “insulating software” between the LMS
environment and the CTAT tutor. Its functions were to (a) detect the runtime environ‐
ment, (b) extract from the environment the runtime information the tutor needed, and
(c) provide that runtime information to the tutor via a fixed API.

Over recent years we have achieved a number of different forms of CTAT/LMS
integration; the work has revealed pros and cons of each. Our initial attempt at making
CTAT tutors deployable across a range of LMSs targeted the Shareable Content Object
Reference Model (SCORM) standard [6]. We implemented SCORM 1.2 compatibility
so that CTAT tutors could be used in Moodle, Blackboard and other LMSs supporting
SCORM. We demonstrated this form of integration in Moodle, but we then found that
the LMSs used by many MOOCs do not support SCORM objects.

We next implemented the LTI Tool Provider interface [7], which is supported by many
LMSs (e.g., edX, Coursera, Canvas, Blackboard, Moodle, OLI). We demonstrated this
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integration by embedding CTAT tutors into the edX courses “Data, Analytics and Learning”
and “Big Data in Education,” our first integration of CTAT tutors in MOOCs [2]. The
tutors were hosted on our own TutorShop, an LMS that is geared toward tutors and is
compatible with CTAT. They were not hosted on edX, for LTI requires external hosting of
embedded content. Although this solution worked for us, a key downside is that the tutor
must be served from its own host; therefore, the LTI Tool Provider (here, the tutor devel‐
oper), must maintain server machines scaled to handle however many students might enroll
in the course.

Finally, we achieved custom integrations with two additional platforms, edX and the
Open Learning Initiative (OLI). In both of these integrations, the tutor is hosted by the
LMS itself, addressing a key problem with LTI, but the costs of custom integration are
significant: the programming is challenging, and unlike integration to standards, the
result covers only one LMS at a time. First, we embedded a CTAT tutor (a reimple‐
mentation of an existing non-CTAT tutor) in the Open Learning Initiative’s Probability
and Statistics and Statistical Reasoning courses [8] (see Fig. 3). This tutor is the first
CTAT tutor with an HTML interface that has seen use in real educational settings. The

Fig. 3. CTAT StatTutor in OLI Statistics course.
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insulation layer was highly useful. We also embedded the revised StatTutor into an edX
MOOC via edX’s native XBlock interface [9]. The project prompted us to significantly
broaden our insulation software, but it also highlighted the need for server-side coding
(i.e., extensions to Open edX) so that the dynamically-generated HTML and data could
deal with ITS as a new content type for XBlock.

Of the seven integration requirements listed above, most could be met by client-side
insulation software plus some server-side code. There is more work to be done (a) to
fully share a student model between ITS and MOOC, for example, so that adaptive
decisions in the LMS can depend on student performance in the tutor, and vice versa,
and (b) to take advantage of the tutor’s own adaptive outer-loop capabilities (e.g., indi‐
vidualized problem selection).

4 Conclusion

As two parts of our multi-pronged effort towards making ITS widely deployable, we
extended CTAT so it supports HTML tutor interfaces, and we integrated CTAT tutors
with a variety of MOOC and e-learning platforms. We demonstrated these advances
with tutors embedded in MOOCs or online courses in a number of projects.

We see considerable advantages to using HTML for building the front end of web-
based tutors: it is free and brings a large community of expertise, tools and libraries. The
enthusiasm for building tutors in HTML has been good. A temporary downside is that
we give up drag-and-drop interface building, but this downside is likely to disappear.
We distill some general principles that may apply in other projects that focus on creating
tutor interface technology. First, we try to make ITS interface authoring no different
from mainstream HTML authoring, to take advantage of existing tools, libraries, and
tutorials. Second, we separate the visual styling from the interface components them‐
selves. Third, we continue to adhere to tool/tutor separation. Although HTML is widely
used in e-learning (e.g., http://elearningindustry.com/the-ultimate-list-of-html5-
elearning-authoring-tools), and may have been used as ITS front end technology, we
are not aware of any papers that discuss issues related to the use of HTML for building
tutor interfaces.

A second prong in our work is to make CTAT tutors compatible with multiple MOOC
platforms and LMSs in a way that does not require platform-specific authoring steps, so
that the same tutor can be deployed, without changes, in different environments. A key
issue is that no single integration serves a wide range of needs: before we even finished
our OLI integration our Statistics users asked for edX. Thus, we were left to pursue
multiple integration options. Our technical approach is to insulate the tutor from the
details of different environments and (ironically) from different e-learning standards,
which turned out to be helpful. Although we demonstrate our approach in CTAT, the
seven integration requirements identified above, and the general approach of an insula‐
tion layer can be expected to generalize, even if details differ.

The work represents an important and generalizable step toward bringing ITSs into
a wide range of deployment environments, which may help spread ITS technology and
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promote tutoring at scale. It may open up opportunities to pursue new research questions
regarding complementary pedagogies and adaptivity in MOOCs.
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Abstract. In order to increase the engagement of learners, we incor-
porated cloze procedure questions into the worked-example-style feed-
back provided by problem-solving tutors currently used by introductory
programming students unsupervised. We conducted a multi-institution
controlled study to evaluate the effectiveness of this intervention from
fall 2012 through spring 2014. The results of the study were mixed.
We found that when students had to answer cloze procedure ques-
tions embedded in the feedback, they did spend significantly more
time per problem and they learned concepts with significantly fewer
practice problems. However, they did not learn significantly more con-
cepts and their change in score from pretest to post-test was not
any different on the learned concepts from that of control group.
Finally, the increased time on task due to the intervention may benefit
different demographic subgroups differently.

Keywords: Cloze procedure questions · Worked example ·
Programming tutor · Evaluation

1 Introduction

A typical software tutor provides feedback designed to help students learn from
mistakes. But when students use a tutor after hours, unsupervised, on their own
time, and as part of a class assignment for which they get completion credit,
but not necessarily credit for improvement in learning, (conditions henceforth
referred to as in-natura), how can we encourage students to read the feedback?
How can we ensure that they indeed read the feedback?

One mechanism is to have the students answer questions embedded within
the feedback. If students are required to answer these questions before moving on
to the next problem, and furthermore, required to answer them correctly, they
would have to read the feedback to understand the context before answering
the questions. This is the spirit in which we incorporated questions into the
worked-example-style feedback [1] provided by the problem-solving tutors we
have developed for programming concepts, that are typically used in-natura by
dozens of schools each semester. The worked-example-style feedback itself has
been shown to improve learning in our tutors in prior evaluations [2].
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The results of earlier studies where learners were prompted to answer ques-
tions embedded in the feedback are inconclusive. One study reported enhanced
transfer of solution methods due to the use of embedded questions [3]. How-
ever, another study found no difference between complete and incomplete exam-
ples [4]. In a more recent study, “active” example walkthrough was found to
lead to better learning in some cases [5]. However, a follow-up study by the
same authors failed to replicate this result [6]. We conducted a multi-institution,
multi-semester study to evaluate whether embedding questions in the feedback,
and thereby, increasing the time-spent-on-task actually led to improved learning.
We present the results of the study in this paper.

2 The Study

Participants. We conducted a controlled study over four semesters: fall 2012 -
spring 2014. The participants of the study were students of introductory program-
ming from 41 institutions that used the tutor during those four semesters. Each
semester, the schools were randomly assigned to control or experimental group.
Over the four semesters, a total of 1154 students participated in the control group
and 954 students in the experimental group.

Instrument. The tutor we used for the study (problets.org) covered concepts
of selection statements in C++/Java/C# programming languages. In the tutor,
the student is presented a program containing one or more selection statements
and asked to identify its output, one output at a time. After the student has
submitted the answer, if the answer is incorrect, the tutor presents the same
problem as a worked example, complete with step-by-step explanation of the
execution of the program that justifies the correct answer. The tutor covers 12
concepts on one-way and two-way selection statements. It is accessible over the
web - students can use it on their own time, as often as they please.

For the purposes of this study, we embedded cloze procedure questions within
the step-by-step explanation provided as feedback. A cloze procedure question
is a question in which words are omitted from a text, and students are asked to
fill in the blanks. It is popular in reading comprehension tasks.

In our tutor, each cloze procedure question was presented as question marks
within the text of the feedback. In order to answer the question, the student
clicked on the question marks, whereupon, the answering options appeared in
a drop-down list. If the student selected an incorrect option from the list, the
tutor noted that the answer was incorrect and asked the student to try again.
The student was allowed as many attempts as necessary to identify the correct
answer, but could not proceed to the next cloze procedure question until the
current question had been answered correctly. In addition, the student could
not proceed to the next problem until the student had answered all the cloze
procedure questions embedded in the feedback of the current problem correctly.

For this study, the feedback provided to the student when the student
solved a problem incorrectly differed between control and experimental groups:
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the feedback presented to experimental group had three embedded cloze proce-
dure questions, whereas that presented to control group had none.

Protocol. The tutor administered pretest-practice-post-test protocol as follows:

Pretest. During pretest, the tutor presented one problem per concept to prime
the student model. If a student solved a problem correctly, no step-by-step expla-
nation was provided to the student, and no more problems were presented to
the student on the concept. On the other hand, if the student solved a problem
partially, incorrectly, or opted to skip the problem because the student did not
know the answer, worked-example-style feedback was presented to the student
and additional problems on the concept were scheduled to be presented during
practice stage.

Adaptive practice. Once a student had solved all the pretest problems, practice
problems were presented to the student on only the concepts on which the stu-
dent had solved problems incorrectly during pretest. For each such concept, the
problems were presented, two at a time per concept, in the same order of concepts
as on the pretest, until the student had mastered the concept, i.e., had solved
at least 60 % of the problems on the concept correctly. After each incorrectly
solved problem, the student was presented worked-example-style feedback.

Adaptive post-test. During this stage, which was interleaved with practice, the
student was presented a test problem each on the concepts that the student had
mastered during practice.

Demographics. Students were given the option to identify their sex, race and
major.

The entire protocol was administered back-to-back, entirely over the web. It
was limited to 30 min for the control group (a duration considered reasonable
for online assignments in introductory courses) and 40 min for the experimen-
tal group in order to account for the time needed to answer cloze procedure
questions.

A concept was considered to have been learned during this session if the
student solved the problem on that concept incorrectly during the pretest, solved
enough problems during adaptive practice to master the concept, and proceeded
to solve the problem on that concept correctly during post-test.

Design. In this study, treatment refers to whether or not cloze procedure ques-
tions were embedded within the feedback. We considered the following dependent
variables:

– Pretest score per problem as a measure of prior preparedness, used to verify
that the control and experimental groups were comparable;

– The number of concepts learned as a direct measure of the amount of learning;
– The number of practice problems solved per learned concept as an inverse

measure of the pace of learning;
– Pre-post change in score on learned concepts as a direct measure of improve-

ment in learning;
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– The time spent per pretest problem to assess the impact of treatment on the
pace of solving problems.

We considered the following independent variables other than treatment:

– Sex, as identified by the student: male or female.
– Representation, based on the race identified by the student: Caucasians and

Asians were grouped as traditionally represented students in Computer Sci-
ence, and the rest of the races were grouped as underrepresented students.

– Semester when the student attempted the tutor: Fall 2012-Spring 2014.

Data Collection and Analysis. Students could use the tutor as often as
they pleased. If a student used the tutor multiple times, we considered only
the first attempt when the student had solved all the pretest problems. If the
student never solved all the pretest problems, we considered the attempt when
the student had solved the most number of pretest problems.

Since worked-example-style feedback and therefore, cloze procedure questions
were only presented if the student solved a problem incorrectly, we eliminated
all the students who had solved all the pretest problems correctly, as well as all
the students who did not solve any practice (and therefore, post-test) problem.
Finally, unlike in a prior study [7], we considered only undergraduate students.
This left us with 359 students in control group and 253 students in experimental
group.

A typical program produces a sequence of outputs. The tutor awarded grade
for each problem as: (number of outputs correctly identified in proper sequence -
number of incorrect outputs identified)/total number of outputs in the problem.
Therefore, the score on each problem was normalized to 0 → 1.0 regardless of
the number of outputs in the program. We analyzed each dependent variable
using univariate ANOVA, with treatment, sex, representation and semester as
fixed factors.

3 Results

Pretest Score per Problem. When we analyzed the pretest score per prob-
lem, we did not find a significant main effect of treatment [F(1,611) = 0.029,
p = 0.864]: control and experimental groups were comparable in their prior
preparation. Unfortunately, we found a significant difference between the sexes
[F(1,611) = 6.326, p = 0.012]: male students scored significantly higher (0.829 ±
0.021) than female students (0.785 ± 0.027 points per problem). We also found
a significant difference between the two types of racial groups [F(1,611) =
4.898, p = 0.027]: - traditionally represented students scored significantly
higher (0.826 ± 0.015) than underrepresented groups (0.788 ± 0.031 points per
problem). The difference between semesters was significant [F(1,611) = 3.48,
p = 0.016] suggesting that students from different semesters were not com-
parable. The interaction between treatment and semester was also significant
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[F(3,611) = 3.010, p = 0.03]: students in the experimental group scored higher
than those in control group in fall semesters and vice versa in spring semesters.

Pretest time per problem. The cloze procedure questions indeed compelled
experimental group students to spend significantly more time per pretest prob-
lem than control group [F(1,611) = 7.003, p = 0.008]: experimental group spent
a mean of 86.31 ± 7.44 s versus 72.225 ± 7.344 s for control group. Note that
the above are means for the entire pretest, which includes both problems solved
correctly (for which neither group received any feedback) and incorrectly (for
which both groups received feedback, but experimental group had to answer
three embedded cloze procedure questions). Underrepresented students, who had
scored less than traditional students on the pretest, also spent more time per
pretest problem than traditional students [F(1,611) = 5.687, p = 0.017]: 85.614 ±
9.385 s for underrepresented students versus 72.921 ± 4.603 s for traditionally
represented students. On the other hand, even though female students had lower
pretest scores than male students, they spent marginally less time per pretest
problem than male students [F(1,611) = 3.256, p = 0.072]: 74.465 ± 8.249 s for
female students versus 84.07 ± 6.421 s for male students.

Concepts learned. When we analyzed the concepts learned, we did not find
a significant main effect of treatment [F(1,586) = 0.129, p = 0.72]: there was
no difference in the learning with versus without embedded cloze procedure
questions. So, the treatment did not seem to increase learning overall. Female
students learned marginally more concepts (1.958 ± 0.24) than male students
(1.689 ± 0.169) [F(1,586) = 3.225, p 0.073], but the interaction between treat-
ment and sex was not significant. Once again, we found significant difference
between semesters [F(3,586) = 3.056, p = 0.028]: experimental group learned
significantly more in spring 2013 (1.974 ± 0.51 concepts) compared to control
group (1.523 ± 0.588) whereas in the other three semesters, there was minimal
difference in the concepts learned by control and experimental groups.

Practice problems solved per concept learned. There was a significant
difference in the number of practice problems solved per learned concept between
the two groups [F(1,586) = 4.462, p = 0.035]: experimental group students solved
2.804 ± 0.232 problems per learned concept whereas control group students
solved 3.178 ± 0.259 problems. So, students learned concepts with fewer practice
problems when they had to answer cloze procedure questions, which is a positive
result. Once again, there was marginally significant main effect for semester
[F(1,586) = 2.264, p = 0.08] and the interaction between treatment and semester
was significant [F(3,586) = 3.580, p = 0.014]. Experimental students learned with
significantly fewer problems in spring 2013 (2.785 ± 0.603 problems per learned
concept versus 4.151 ± 0.696 for control group). In Fall 2013, the difference
between the two groups was negligible. In Fall 2012, experimental group students
learned with fewer problems than control group and vice versa in spring 2014.

Pre-post change in score for learned concepts. We analyzed pretest and
post-test scores on learned concepts as repeated measure and found significant
main effect for treatment [F(1,555) = 6.725, p = 0.01] because experimental
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group students underperformed control group students on both pretest and post-
test. But, no significant interaction was observed between the scores and treat-
ment: control group students improved from 0.084 to 0.956 points per problem
from pretest to post-test whereas experimental group students improved from
0.041 to 0.928 points.

Discussion. When students had to answer cloze procedure questions embedded
in the feedback, they did spend significantly more time per problem and they
learned concepts with significantly fewer practice problems. However, they did
not learn significantly more concepts and their change in score from pretest to
post-test was not any different on the learned concepts from that of control
group.

The effectiveness of the treatment varied by semester, which we find to be
curious. This applied to both the number of concepts learned by experimental
group and the number of practice problems solved per learned concept.

We also found numerous significant interactions among demographic groups,
e.g., treatment and semester, representation and sex, and sex and semester on
pretest score per problem; representation and sex on the time spent per pretest
problem; representation and sex and representation and semester on the num-
ber of concepts learned; and treatment and semester on the practice problems
solved per learned concept. So, increased time on task may benefit different
demographic subgroups differently [8]. We plan to further investigate the dif-
ferential effects of the intervention on different demographic subgroups in the
future.
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Abstract. Intelligent Tutoring Systems that employ a teachable agent
or reciprocal tutoring agent are designed to elicit the beneficial effects of
tutoring, known as the tutor learning effect. However, untrained tutors
do not spontaneously use beneficial tutoring strategies, and in a recip-
rocal format, it is unclear how the tutor learning effect affects those
tutors’ future problem-solving. Here, we examine the effect that the rela-
tionship between tutor and tutee has on their likelihood to use various
tutoring and learning strategies, and the impact those strategies have
on tutees’ future problem-solving in a reciprocal format. We find that
among friends, tutees tend towards more verbalization of their problem-
solving, with their tutors adopting a more questioning tutoring style,
while among strangers, tutees use more shallow questions, with more
procedural instruction from their tutor.

Keywords: Tutor learning effect · Reciprocal tutoring · Peer tutoring

1 Introduction and Related Work

Teachable Agents (TAs) have been proposed as a scalable way to achieve the
benefits of learning-by-teaching that have been seen in human tutoring dyads,
where the tutor benefits from the interaction as much or more than the tutee.
This is also known as the tutor learning effect [5,9,11]. The fixed-role design of
current TAs, however, may not elicit the tutor learning effect if the tutor does not
have sufficient prior knowledge to tutor, or if they lack the opportunity to apply
what they learned while subsequently problem-solving as a tutee. To address
this gap, “reciprocal tutoring agents” have been proposed that can both tutor
and be tutored by the student [3,8]. To implement such a system effectively, we
must first understand how the use and impact of specific tutoring and learning
strategies differs for the tutor and tutee when tutoring in a reciprocal format, as
prior research on both TAs and reciprocal tutoring often lacks the fine-grained
interaction data necessary to understand the tutor learning effect [5,7,10–12,14].

In this paper, we examine how tutors’ and tutees’ explanations during the
tutoring sessions incorporate knowledge-building (e.g. elaborated explanations
of conceptual knowledge) or knowledge-telling (e.g. summarization with little
monitoring or elaboration) [11]. We also follow [6] in examining the questions
c© Springer International Publishing Switzerland 2016
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asked by the tutors and tutees, both deep (e.g. probing their partner for con-
ceptual understanding) and shallow (e.g. asking about procedures or answers).
Additionally, prior work suggests that the particular discourse styles of friends
provide unique resources for problem-solving and learning [1], indicating that
the rapport between friends that allows them to disagree without consequences
may account for their ability to foster more mature thinking in one another. If
this is true, we want to understand to what extent the relationship between the
tutor and tutee affects their use of beneficial tutoring and learning strategies,
particularly because TAs (and perhaps reciprocal tutoring agents) rely on the
“protégé effect,” which evokes in tutors a feeling of responsibility for their virtual
student [2,4,8].

This paper expands on prior work by (1) providing a fine-grained, utterance-
level analysis of the ways that explanations and questions are used by tutors
and tutees of differing relationship statuses. (2) We then shed light on whether
and how, in a reciprocal tutoring format, the “tutor learning effect” still holds,
to understand whether a tutor’s future problem-solving is more affected by the
explanations and questions they use while a tutor, those their tutor uses, or
those they use while problem-solving as a tutee.

2 Methodology

Research Questions. RQ1 : How frequently do peer tutors and tutees use
knowledge-telling, knowledge-building, shallow and deep questions, and metacog-
nitive reflection, and how does that use differ between friend and stranger dyads?
Following prior literature we hypothesize that tutors will explain more than
tutees, and tutees will question more than tutors [14], and that all participants
will use more knowledge-telling than-building and ask more shallow than deep
questions [6]. We also hypothesize that dyads of strangers are less likely than
friends to use knowledge-building and metacognitive reflection, due to the social
risks from explaining incorrectly or reflecting on one’s knowledge in front of a
stranger [1,11].

RQ2 : Which has more impact on a tutee’s problem-solving strategies:
the tutoring strategies they used in the prior period when they were a tutor,
the learning strategies they use as a tutee trying to solve those problems, or the
tutoring strategies their tutor uses? Perhaps counter-intuitively, our hypothesis,
based on the benefits seen from the tutor learning effect, is that the knowledge-
building, deep questions, and metacognitive reflection used while tutoring will
better predict correctly solved problems in those tutors’ subsequent problem-
solving than the strategies their tutors use while teaching them, or the strategies
they use while problem-solving [12,14,15].

Dialogue Corpus. Our corpus comprises interaction data from 10 peer dyads
(mean age 13.4, SD = 1.1), reciprocally tutoring one another in algebra for 4
weekly hour-long sessions. Each session was split into two tutoring periods, with
students switching tutoring roles after each period. Half the dyads were boys,
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Table 1. Tutoring and learning strategy codes, definitions, and examples

Code Definition Example

Knowledge-telling Stating numbers, variables,
procedures, or the answer.

Divide it by 9.

Knowledge-building Providing elaborated
explanations of the idea,
concept, or reasoning.

That’s because it can be
reduced.

Metacognitive

Reflection

Verbally reflecting on their or
their partner’s knowledge.

What I don’t understand is
what we do with the p.

Shallow Question Asking for confirmation of an
answer, a definition, or an
example.

Do I move the numbers
first?

Deep Question Asking about reasoning,
concepts, or hypotheticals.

What do you think you
would do with this side?

and half girls to mitigate the stereotype threat seen in mixed-gender tutoring
dyads [10]. Half the dyads self-defined as friends and half as strangers prior
to the tutoring session. Video and audio data were recorded for each session,
transcribed, and segmented by clause. Following [6,11], five annotators coded
the corpus for explanations, questions, and reflection used by either the tutor
and tutee, as explained in Table 1 (all Krippendorff’s α > .7). We will refer to
these as tutoring strategies when used by the tutor, and learning strategies when
used by the tutee. The corpus was also coded for off-task utterances (α = .75).

Learning Outcome Measures. Each student took a pre-test in the first session
with 20 procedural questions, and after the final session, a counterbalanced,
isomorphic post-test. The tutees were given 10 problems to solve in each tutoring
period, scored as 1 if successfully completed in its entirety, and 0 if not. Because
in this analysis we desire to associate strategies used in each tutoring period
with an outcome measure for that same period, we used the problem-solving
performance in each period as our measure of learning, instead of gains from
pre- to post-test.

3 Results

Descriptive Statistics. The mean percent of problems successfully solved
across all sessions was .63 (SD = .38), with no significant difference for gen-
der or relationship. Although friends talked more than stranger dyads overall,
and friends had more off-task talk than strangers, interestingly, there was no
significant difference in their on-task talk. See Table 2 for means and standard
deviations of friend and stranger dyads’ utterances.

RQ1: Frequency of Tutoring Strategies. Because of individual variation in
number of utterances (particularly social talk), we analyzed each tutoring and
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Table 2. Means and Standard Deviations of Utterance Counts, with p value from a
t-test of friend and stranger dyads.

All dyads Friends Strangers Significance

All Utterances 144 (81.7) 178 (82.1) 109 (65.6) p< .001

Off-task 37 (83) 67 (106) 7.4 (28.9) p< .001

On-task 127 (65.6) 136 (67.1) 120 (63.6) Not sig.

learning strategy as a percentage of all on-task utterances, for all dyads, and
for each of the four combinations of tutoring role and relationship (See Table 3
for means and standard deviations). As we expected, for all dyads, knowledge-
telling was used more frequently than knowledge-building, and shallow questions
more than deep questions. However, the variations in those initial results led us
to explore interaction effects between gender, relationship, and role for tutoring
and learning strategies. We therefore conducted a series of 5 repeated measures
ANOVAs. For each of the 5 strategies, we crossed the between-subjects factors
of gender (M/F) and relationship (Friend/Stranger) with the within-subject,
repeated measures of role (tutor/tutee) and session (1–4) for a 2× 2× 2× 4
ANOVA, with Dyad, Role, and Session as error terms. We employed a Bonferroni
correction to account for running multiple tests.

The ANOVA for knowledge-building revealed a significant main effect for
role (F(3,18) = 12.2, p< .05), with tutors using more knowledge-building than
tutees, as expected. The ANOVA for knowledge-telling revealed significant inter-
action effects for role by relationship (F(3,18) = 4.6, p< .05), with friend tutees
using more knowledge-telling than friend tutors, while stranger tutors used more
than stranger tutees. The ANOVA for shallow questions revealed a significant
main effect for role (F(3,18) = 21.7, p< .01), with tutees asking more shallow
questions than tutors, as expected. There was also an interaction effect for role
by relationship (F(3,18) = 19.8, p< .01), with stranger tutees asking more shal-
low questions than friend tutees, and friend tutors asking more than stranger
tutors. The ANOVA for deep questions and metacognitive reflection revealed no
significant main or interaction effects.

Table 3. Means and standard deviations of tutoring and learning strategies

Knowledge- Knowledge- Metacognitive Shallow Deep

telling building reflection questions questions

All Dyads 0.44 (0.18) 0.04 (0.06) 0.04 (0.04) 0.08 (0.08) 0.01 (0.02)

Friend Tutees 0.42 (0.19) 0.02 (0.02) 0.05 (0.05) 0.08 (0.06) 0.01 (0.02)

Stranger Tutees 0.46 (0.20) 0.03 (0.05) 0.03 (0.02) 0.13 (0.11) 0.01 (0.02)

Friend Tutors 0.38 (0.12) 0.03 (0.04) 0.05 (0.04) 0.07 (0.04) 0.01 (0.02)

Stranger Tutors 0.38 (0.13) 0.09 (0.08) 0.03 (0.02) 0.03 (0.03) 0.01 (0.02)
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RQ2: Effect of Tutoring and Learning Strategies on Problem-Solving
in Reciprocal Tutoring. Our hypothesis (from the tutor learning effect) was
that the tutoring strategies that participants used while tutoring in period 1
(T1) would be more predictive of their problem-solving in the subsequent period
(T2) when they are the tutee, than the strategies their tutor uses to teach them
in T2. It is therefore necessary to separate the effect of the tutoring strategies
that a given participant (e.g. P1) used while tutoring (P1, T1) on their subsequent
problem-solving in T2, from the effect of the tutoring strategies that their tutor
(P2, T2) used while P1 was problem-solving. We also wanted to distinguish both
of those effects from the effect of the explanations and questions that they (P1)
used while problem-solving (P1, T2).

We thus created three sets of linear mixed effect models. In all models, we set
as fixed effects the pre-test percent, gender, and relationship, and set as random
effects the dyad and the session. We also included as fixed effects in model
(1) the learning strategies used by the tutee (P1, T2); in model (2) the strategies
used by the same participant when they were previously the tutor (P1, T1); and
in model (3) those strategies used by that participant’s tutor (P2, T2).

After running each of the three mixed-effect models, we used pairwise ANOVAs
to compare each model’s ability to predict the tutee’s problem solving. As hypoth-
esized, Model 2 (P1, T1; the “prior tutoring” model), was more predictive (χ2(15)
= 4.7, p< .001) than Model 3 (P2, T2; the “current tutor”). Interestingly, Model
1 (P1, T2; the “current tutee” model) was in fact more predictive (χ2(12) = 7.4,
p< .001) than Model 2 (P1, T1; the “prior tutoring” model), and it was also more
predictive (χ2(12) = 8.9, p< .001) than Model 3 (P2, T2; their “current tutor”).

To better understand the effect of the individual learning strategies used by
the tutee, we examined the coefficients of each of the fixed effects for the most
predictive model, the current tutee model (Model 1). As expected, the fixed
effect of pre-test was significantly predictive of problem-solving, with a coeffi-
cient of .31 (p< .01). Unexpectedly, however, shallow questions from the tutee
were positively predictive (.29), and deep questions were negatively predictive
(−.29), (both at (p< .01)). Knowledge-telling and -building were both positively
predictive of problem-solving, but neither was significant.

4 Discussion and Conclusion

We set out to explore the impact that role and relationship have on the use
of tutoring and learning strategies, and how variations in that strategy use
impacted problem-solving, to identify implications for a teachable agent or recip-
rocal tutoring system. Although we found that, overall, friends spoke more, and
used more off-task utterances than strangers, the amount of on-task talk was
equivalent, indicating that friends were supplementing their tutoring talk with
social talk, not replacing it. We found that friend tutors asked more questions of
their tutees than stranger tutors, indicating a more Socratic questioning style of
instruction (e.g., “Two times what equals eight?”). Friend tutees in return used
greater amounts of knowledge-telling than their tutors, suggesting that friend
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tutors avoided giving direct instruction, while the tutees felt more comfortable
verbalizing their problem-solving while working. For instance, a friend tutee said,
“okay so that would give you a two... negative two x equals two”, allowing her
tutor to provide feedback on a step-level instead of simply evaluating the answer.
On the other hand, stranger tutees asked more questions than friend tutees, sug-
gesting that strangers had more of a disposition towards answer- or instruction-
seeking than friends. For example, from a stranger tutee, “So do I start with
the eight or the two?” In return, stranger tutors used more knowledge-telling
than stranger tutees, resulting in more procedural instructions. For example,
from a stranger tutor, “Add the eight.” which was subsequently performed by
the tutee. This all suggests further interactional benefits to a relationship or
friendship between tutor and tutee.

The surprising negative coefficient that we saw for asking deep questions
might be because asking conceptual questions is indicative of that tutee’s lack of
prior knowledge, or because the tutees received an unsatisfactory response from
their tutor to these deep questions. Upon further investigation, the majority
of the tutor responses to deep questions were knowledge-telling or a shallow
question, instead of the knowledge-building, elaborated response which we would
expect to be a beneficial response. More research is needed on how best to
provide the structured support needed for untrained peer tutors to provide the
elaborated knowledge-building which has been shown to lead to tutor learning,
whether that support be from a teachable agent or reciprocal tutoring system.
Additionally, our future work will use conceptual items on a repeated pre- and
post-test to better understand how tutors’ and tutees’ conceptual knowledge
improves from their use of tutoring and learning strategies, in addition to their
problem-solving.

For designers of intelligent tutoring systems, whether for a tutoring agent, a
teachable agent, or a reciprocal tutoring agent, it is important to understand the
consequences that role and relationship have on the specific tutoring and learning
strategies used in the tutoring discourse. With a perceived friendship or rapport
between tutor and tutee, the tutee may feel more comfortable verbalizing their
problem-solving, allowing for more step-level feedback from the tutor, and tutors
may feel more comfortable asking questions about their tutee’s problem-solving
process instead of simply giving explicit instructions. In this paper, we exam-
ined the ways that various types of tutoring and learning strategies are affected
by the relationship of the dyad, and their impact on problem-solving. We also
offer one approach to untangling the complex interactions between explanations,
questions, and problem-solving in a reciprocal tutoring format.
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Abstract. Intelligent learning environments based on interactions within the
digital world are increasingly popular as they provide mechanisms for interactive
and adaptive learning, but learners find it difficult to transfer this to real world
tasks. We present the initial development stages of CRISTAL, an intelligent
simulator targeted at trainee radiologists which enhances the learning experience
by enabling the virtual environment to adapt according to their real world expe‐
riences. Our system design has been influenced by feedback from trainees, and
allows them to practice their reporting skills by writing freeform reports in natural
language. This has the potential to be expanded to other areas such as short-form
journalism and legal document drafting.

Keywords: Adult learning · Self-regulated learning · Simulated environments
for learning · Radiology training · Natural language processing

1 Introduction

Learning by doing: this is the underlying concept of intelligent tutoring systems (ITSs),
serious games and immersive activities, and learning environments such as these are
becoming increasingly popular. Their ability to generate an individualized environment
tailored to each user’s learning needs is one of their main strengths. These adaptations
are generally based on a learner’s interactions within the digital world, and as a result,
learners find it difficult to transfer their knowledge to real world tasks [1]. Consequently,
there has been a strong interest in linking learners’ real world behaviors with the digital
world to facilitate a more integrated learning experience. On-the-job training is one
example of this. The focus of the systems ImREAL [1], MIRROR [2], PORML [3],
ALPS [4] and KP-Lab [5] is to assist informal workplace training by supporting learners
to transform experience into knowledge through socio-pedagogical models. Out of
these, only ImREAL [2], MIRROR [3] and PORML [4] link both worlds by giving
learners simulated tasks that correlate with real world activities. However, these systems
rely on the learners to actively participate in knowledge transfer between the workplace
and the simulated environment. The PORML [4] framework supports reflection in a
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digital environment for emergency service workers immediately after performing a job
activity. However, the adaptation is specific to that job activity and does not influence
the system’s behavior in subsequent activities.

As the domain used in this research is radiology, we have also explored how ITSs
have supported learning in this area. VIA-RAD [6], RadTutor [7] and MR Tutor [8]
present a constrained format where users are asked to describe radiology images by
selecting options from a pre-determined list. These systems focus entirely on the virtual
world, and real world behaviors are not considered within the simulation. In contrast, a
radiology ITS called GIMI (Generic Infrastructure for Medical Informatics) uses real
world experiences to modify the learner model by allowing manual input of personal
performance data [9]. In contrast to GIMI we plan to automate the integration of real
world experiences into our simulator with data mining techniques.

In our research towards developing CRISTAL (Clinical Radiology Intelligent Simu‐
lation Tool with Adaptive Learning) we explore the following objectives:

1. How can we use real world behaviors to adapt the virtual learning experience?
2. How can we automate the process of integrating real world behaviors with the simu‐

lated environment without active intervention from the user?
3. How can we provide intelligent support for radiology trainees’ learning that is rele‐

vant to the requirements of their job?

Using real world behaviors to tailor the simulated learning experience, we can enable
trainees to seamlessly transition between the roles of worker and learner. The overall
goal of our research is to explore how an intelligent simulator that links both real and
virtual environments can support individuals as they progress through different phases
of their training: starting as workers, progressing to learners and finally becoming
experts.

2 Radiology Training Practices

Trainee radiologists are qualified doctors who are enrolled in the Royal Australian and
New Zealand College of Radiologists’ five-year training program to become consultant
radiologists. A survey conducted by the Royal Australian and New Zealand College of
Radiologists (RANZCR) in 2012 found that the majority (89 %) of trainees spend at
least 36 h per week on clinical work, the majority of which is spent writing reports on
radiology images [10].

We asked a group of trainees for their input regarding the type of experience they
wanted from a simulated tutoring system. They told us they want a system that makes
it easy to identify important weaknesses, access relevant cases, gives high-quality but
targeted feedback and suggests (rather than demands and tests on) relevant study mate‐
rial. They disliked systems that impose set exercises and learning content, and responded
negatively to the idea of adaptive dialogues. Their response was: “We know how to
learn, and we have our own preferred resources.” The trainees’ responses echo some of
Malcolm Knowles’ well-known assumptions regarding adult learners: they have a clear
preference for self-directed learning, a strong internal motivation to learn, and are
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oriented towards learning tasks that have immediate relevance to their societal roles [11].
This emphasis on andragogy (the theory of adult learning) is echoed by the authors of
the ImREAL project [2].

3 System Overview

As per the extended self-regulated learning (SRL) model described by Hetzner et al. [1],
the architecture of CRISTAL spans across the real world and the simulated environment
(Fig. 1). We will first describe the real world environment. In the workplace, the majority
of images that a trainee reports on are subsequently sent to a consultant radiologist, who
then types an addendum containing any necessary corrections. We plan to collect and
store all trainees’ reports and their corrections in our database. This information will be
used to update the learner model in the simulated environment, enabling the training
module to adapt the learning task based on a trainee’s weaknesses in the real world. The
training module will then request relevant problems from the report and image database.
This database consists of real radiology images (such as x-rays and CT scans) and their
corresponding reports. These reports have been written on-the-job by domain experts
in the past.

Report and

image database

Inference

engine

Report

corrections

Real world

environment

Simulated environment

Direct

feedback

On-the-job

reports

Simulation

reports

Interface
Training

module
Learner

model

Consultant

Learner

(Trainee radiologist)

Fig. 1. Diagram of the system architecture

Mirroring the real world environment, the simulator interface will present one of
these images to the learner (trainee radiologist), who will be prompted to write a report
on the image in freeform natural language. Once complete, the report will be sent to the
inference engine to be compared with the original report. The quality of the trainee’s
report will be determined both by the presence of the correct diagnosis and the complete‐
ness of the report.

We are currently using a latent semantic indexing (LSI) model to characterise each
sentence in our report corpus. To determine the completeness of the trainee’s report,
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each sentence is compared with sentences from the original report and matched with the
one with which it has the greatest cosine similarity. If a sentence pair’s similarity is
above a pre-defined threshold the trainee’s sentence is considered to contain appropriate
meaning. Below this threshold, the trainee’s sentence is considered to be incorrect. The
training module will also detect missing sentences: important sentences in the original
report that were not identified in the trainee’s report, via the same thresholding approach.
The learner model will be updated with data regarding the correctness and completeness
of the trainee’s report.

Fig. 2. Screenshot of the open learner model

Trainees will receive feedback directly after report submission, however they will
also be able to review their overall performance through an open learner model (Fig. 2).
Diagnoses are grouped according to the Body Systems Syllabus of the RANZCR Radi‐
odiagnosis Training Program Curriculum [12], and multiple views are provided to
enable trainees to select their preferred format. The importance of diagnoses will be
determined based on their categorization within the Curriculum. The Curriculum will
also influence problem selection: for example, first year trainees will be provided with
images related to critical diagnoses (known as Key Conditions in the Curriculum), with
a specific emphasis on conditions they have not seen in practice and those they have
reported incorrectly. Senior trainees will instead be exposed to more esoteric conditions
(Categories 2–3 in the Curriculum) selected from areas they have had limited exposure
to, or reported with high rates of error. To respect their autonomy, trainees will also have
the option to select specific learning topics.

4 Preliminary Testing

We have conducted some initial basic tests to assess the quality of our language model
using LSI. To simulate missing and incorrect sentences, whole sentences were removed
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at random, or swapped in from reports containing different diagnoses. We tested how
many of these abnormal sentences were detected by our system relative to the number
of alterations. As expected, the variation in missing and incorrect sentences is directly
proportional to the number of alterations made in the reports (Fig. 3), suggesting we are
able to identify unmatched sentences. We do note however that the LSI model is unlikely
to achieve acceptable performance in all of the required tasks. This training module will
be improved by the implementation of a recurrent neural network language model to
overcome the more difficult challenges: the identification of diagnostic sentences (which
are most important for the teaching process), and the discrimination between positive
and negative diagnostic sentences (as negations are not well captured with naive “bag-
of-words” models like LSI [13]).

Fig. 3. Preliminary tests of the accuracy of missing and incorrect sentence detection

5 Future Work

At this stage we have developed a working model of CRISTAL’s simulated learning
environment. Our current focus is developing the inference engine for processing
trainees’ on-the-job reports and their corresponding consultant corrections. This will
complete the feedback loop between the training module and the real world environment.
Our next step for clinical implementation is preliminary evaluation of the simulation
environment. We will present a set of pre-determined training scenarios to trainees and
adjust our model based on their feedback.

The strengths of CRISTAL are that it allows automated integration of real world
data into the learner model, and it has the ability to analyse and give feedback on freeform
reports. Our system has the potential to be extended to ITS research in other domains,
if those domains fulfil the following criteria: there is a real-world task in which adult
learners could benefit from intelligent feedback and adaptive training, the task is
performed frequently and results in text output, and there is a written “ground truth” for
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this text to be compared against. Examples could include education settings with short
answer questions (including in online education), as well as professions such as short-
form journalism and legal document drafting, where each document is edited by a senior
practitioner. Thus our system of connecting the real-world and the simulated environ‐
ment can be seen to apply more widely to ITS research, contributing to the impact and
relevance of virtual learning environments.
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Abstract. Gamification is the use of game design elements in non-game
contexts, and it has reported potential benefits for students. However,
the proposals supporting teachers to create gamified ubiquitous learning
situations are tied to specific activities and enactment technologies. To
start addressing this issue, we propose a system to help teachers design
and deploy these situations involving a variety of technologies frequently
used in education.

Keywords: Gamification · Ubiquitous learning · Game elements · VLE

1 Introduction

Gamification is an emerging technique with potential benefits (e.g. helping drive
students’ behaviors or increasing their engagement) in different educational
approaches such as ubiquitous learning [1]. Unfortunately, the proposals sup-
porting teachers to create gamified ubiquitous learning situations (GULS) are
usually tied to specific learning activities and enactment technologies (e.g. Tag-
gingCreaditor, ARIS or ARLearn). Teachers are thus forced to learn and use new
specific technologies and activities which might not match with their practice.
As a consequence, this limitation can constrain the adoption of GULS in real
educational settings. To start addressing this issue, we propose1 a system that
supports the creation and enactment of GULS that may involve multiple spaces
and a variety of technologies, including different VLEs (e.g. Moodle), web 2.0
tools (e.g. Google Drive), AR clients (e.g. Layar) and 3D virtual globes (e.g.
Google Earth).

2 A Gamified System for Ubiquitous Learning

The proposed system named Gamified GLUEPS-AR, is the result of extend-
ing GLUEPS-AR [2], a system for the deployment of ubiquitous learning situ-
ations with third-party gamification platforms (GPs) such as Open Badges or
1 Research partially supported by projects TIN2014-53199-C3-2-R and VA277U14.
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Fig. 1. Gamified GLUEPS-AR architecture. Dashed red circles show the extension.

Userinfuser. Similar to its predecessor, Gamified GLURPS-AR uses an adaptor-
based software architecture (see Fig. 1). Thus, different gamification platform
can be integrated by developing the appropiate adaptors. Gamified GLUEPS-
AR allows teachers configure the GPs, the game elements to be used (e.g. points
and badges), the students’ actions that are associated to game elements (e.g.
fill-in an AR artifact), the rules that such actions have to meet (e.g. fill-in 5
artifacts) and the rest of technologies used in such ubiquitous learning situation.
The proposed system can deploy in multiple gamification platforms thanks to
an extension of the underlying data model of GLUEPS-AR [2] that includes
GPs-related elements, including the concepts of user, group, rewardable action,
condition, and different types of game elements. This data model enables the
coversions required during the process of creating and enacting the gamified
ubiquitous learning situations. We have developed an initial prototype of the
system and validated some of the described functionalities through a proof of
concept with fictitious users. As a future work, we plan further research for
evaluating the approach with real teachers and students.
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Abstract. The present work proposes a model for monitoring and analysis of
student’s activities realized with the help of digital environments, which is based
on three assumptions: a linguistic approach to socio-historical theory, the use of
standards to register educational activities and the application of Ontology and
Bayesian Networks technologies to operationalize the model. Results of
experiments are presented, showing accuracy and precision coefficients achieved
with the experimental prototype of the model.

Keywords: Tincan � Bayesian classifier � Speech-Acts � Socio-historical
theory

1 Introduction

Monitoring activities realized on Virtual Learning Environments (VLE) could make
these environments more productive for students and teachers. But, only to collect and
summarize statistics about student activities cannot be enough to produce positive
results. It is important to consider semantic issues. VLE’s activities logs have propri-
etary formats, making it difficult to create standardized monitoring and analysis tools.
The present work addresses these issues. The basis of this work is an analysis of the
standardized logging mechanisms available today to register the educational activities of
participants in VLEs, under the perspectives of the Speech-Acts [3] and Socio-Historical
[4] theories. The work uses Speech-Acts linguistic approach to identify Socio-Historical
mediation actions in learning processes. With the results of this analysis, it is proposed a
computational model called InterActua for monitoring the educational activities that
occur in some VLE as linguistic and social interactions among the participants of this
environment. Different from other monitoring models and systems, the computational
model proposed is based on three fundamental assumptions: a theoretical approach
based on Speech-Acts theory for the linguistic analysis and Socio-Historical theory for
social interaction analysis, the use of standards to represent and store the activity log of
VLE and the application of Semantic Web and Bayesian inference technologies to
operationalize the ontological and dynamic aspects of the model.
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2 The InterActua Model

Signs and instruments used in learning processes are represented by InterActua’s
ontological model, which is formed by two ontologies: (a) the Tincan metadata
ontology, which represents all metadata from TinCan standard [1], describing records
of learning activities executed by VLE users, (b) the Speech Mediation Acts ontology,
which defines a speech-act taxonomy for mediation actions, the classification of reg-
ulation categories and the basic relationships between these two conceptual frame-
works. The dynamic model of InterActua is composed by several collaborating
processes. Initially, log records from Activity, Course, Forum, and Evaluation tools of
Moodle VLE are converted to Tincan records using Aelius part of speech tagger [2] to
identify type of verb linked to the record. Then, the Tincan to RDF converter trans-
forms Subject-Verb-Object Tincan triples in Predicate-Subject-Object RDF triples.
Finally, a Bayesian Speech-Acts classifier identifies the subclass of MediationAction
class that this record belongs. Classifications of actions were based on Speech-Acts
types: assertive, directive, declarative and commissive. Two empirical experiments
were realized in two different Universities and with two different classes. Experiment 1
was conducted in 2014, during three months with 30 students from a Research
Methodology course, resulting in an activities log with 4,567 records. Experiment 2
was carried out in 2015, during one day class of Programming Language course with
21 students, resulting in a 630 activities log records. Table 1 show the accuracy,
precision and recall coefficients achieved with the bayesian classifier. They show clear
evidences that it is possible to classify VLE’s activities records according to
Speech-Acts types. This, indeed, add evidences to the viability of the linguistic
approach to identify mediation actions and regulation categories in a learning process.
Another important result is the representation of Tincan records in RDF, which allowed
the use of OWL ontology technology to handle the semantics of these records.
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Table 1. Accuracy, precision and recall coefficients obtained on experiments with InterActua

Experiment 1 Experiment 2
Assert. Dir. Decl. Comm. Assert. Dir. Decl. Comm.

Accuracy 0.90 0.93 0.74 0.81 0.91 0.93 0.77 0.92
Precision 0.64 0.55 0.46 0.63 0.50 0.83 0.76 0.83
Recall 0.87 0.92 0.63 0.78 0.60 0.63 0.59 0.62
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Abstract. We investigate the possibility of increasing students’ perfor-
mance and motivation in e-learning through choice: allowing students
to choose educational material and questions while learning online. We
ran a user study in which 5th grade students were repeatedly able to
choose between a pair of math questions that were chosen from ascend-
ing skill levels based on performance. Our results show that students
answered more difficult questions and obtained better grades when they
were allowed to choose the questions than a baseline approach which did
not allow choice. Also, we found a strong correlation between the skill
levels that were obtained by the students in the choice based system and
their class grades. Finally, most students preferred the choice system over
a non-choice system.

1 Introduction

Previous research shows that allowing students to make choices while learning
improves their motivation and overall learning gains [1, 4, 5].

We developed an e-learning system which enables students to iterativly
choose between a pair of questions to answer at each practice step. The pair
of questions presented at each step is selected from a skill set and difficulty level
that is determined by students’ performance so far. Thus, students can answer
questions they prefer, while temporarily (but not indefinitely) avoid frustrating
questions that they feel they do not properly understand. We hypothesized that
combining choice in e-learning systems will improve students’ performance and
satisfaction levels. We conducted a controlled user study in a school where 5th
graders used our choice system to answer math questions spanning 4 different
skills. We compared our system to a standard sequencing method which presents
questions to students by increasing level of difficulty.

The results of the study show that when using choice, students achieve bet-
ter performance and reach higher mastery levels than when using the standard
approach on the majority of skills tested. Additionally, we found a strong corre-
lation between the skill levels that were obtained by the students and their class
grades. Finally, in a post usage survey, the majority of the students preferred
the choice system over the regular sequential question ordering.

2 Methodology

Our choice based system supports exercises over various topics (e.g. math, Eng-
lish as a foreign language etc.) and skills (e.g. integers, fractions, geometry). Each
c© Springer International Publishing Switzerland 2016
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Fig. 1. Performance and Level of difficulty obtained for Choice and Sequential Systems

question is labeled with a difficulty level that is determined by a domain expert.
At each time step, the student is presented with two questions, each relating to a
different skill. The student can decide which of these problems to solve. When a
student shows sufficient mastery in a given skill for difficulty level i by answering
correctly a sufficient number of questions of that difficulty level, the difficulty
level for the specific skill is increased. The exercise can be terminated when the
student has answered a pre-determined number of questions.

We run a study which included 16 students enrolled in the 5th grade. The
study was conducted during the summer vacation outside the context of a class-
room. We focused on math questions from 4 different math skills — integer
operations, fractions, geometry, and word problems obtained from a recognized
national exams organization for 5th graders. The questions were divided into
4 levels of difficulty for each skill by a math teacher. We collected overall 48
questions, 3 questions for each skill and difficulty level. All data collected from
the students during the experiment was anonymized.

We compared our choice-based approach to a standard sequential approach
in which students were presented with a sequence of questions with increasing
difficulty. For each skill, students were presented with 4 questions of increasing
difficulty. This approach follows the mastery learning paradigm [2] in which
knowledge of simple skills should be acquired before moving on to more difficult
questions relating to more complex skills. The skills were pre-arranged in a fixed
order, identical for all students.

After experimenting with each system, the students were asked to fill a short
survey concerning their experience and opinion about each of the systems. The
average time spent on the entire study was approximately 60 min.

3 Results and Conclusions

Figure 1 (left) shows the performance of students in the choice system compared
to the conventional sequential method. Performance is measured as the por-
tion of correct answers on last question attempt, out of the number of different
questions answered. As shown by the figure, the performance of students using
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Fig. 2. Correlation between the two system ranking, the end of the year diploma rank-
ing, and the student self assessment.

the choice method was substantially higher than the sequential method on the
Integer, Fractions and Geometry Problems. In contrast, for Word Problems, the
precision of the choice method was considerably lower than that of the sequen-
tial method. This can be attributed to the unique difficulty of Word Problems.
These problems require mapping from a written description to a math formal-
ization and many students find them hard and challenging [3, 6]. The results
are statistically significant for the Fractions and Word Problems skills (ttest,
p < 0.05).

Figure 1 (right) shows the average maximal level of difficulty that was
obtained by the students in each condition. The lowest level is 0 and the highest
is 3. As can be seen, the average level on all skills, except for the Word Problems,
was much higher in the choice based method. Results are statistically significant
for the Fractions and Word Problems skills (ttest, p < 0.05).

Thus, in 3 out of 4 skills, the students answered more questions correctly, and
solved questions of a higher or similar difficulty level, when given the opportunity
to choose which questions to answer. We attribute the different behavior on Word
Problems to the intimidation effect of the lengthy textual description.

One of the goals of our system is to serve as a diagnostic tool for a teacher to
understand areas of strengths and weaknesses of students. For this, we evaluate
the correlation between the students proficiency in each math skill as reflected
in their end of year diploma, and their success level in each of the systems in
the experiment. We obtained the students end of year grades in each math skill
and computed a ranking over skill mastery for students in both the choice and
the sequential system.

Figure 2 shows Kendall rank correlation coefficient (Kendall’s τ) between the
diploma ranking and the two systems — the choice system and the sequen-
tial approach. Kendall’s τ rank correlation is a metric that counts the number
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of pairwise disagreements between two ranking lists. Its value ranges from −1,
denoting perfect disagreement, to 1 denoting perfect agreement, with 0 denoting
independence. As can be seen, the correlation of the ranking of the choice sys-
tem (“Diploma-Choice”) is higher than the correlation of the sequential system
(“Diploma-Sequential”).

We also asked students for their own perception of their mastery level of the
various skills in the post-experiment questionnaire. The students were asked to
provide an evaluation for their mastery of each skill on a scale of 1 to 5. Then, we
ranked the skills based on the student’s self assessment and compared it again to
the two systems. The results are also presented in Fig. 2. As can be seen, the
correlation between the student self assessment and the choice system (“Student-
Choice”) is higher than the correlation between the student self assessment and
the sequential system (“Student-Sequential”). These results provide evidence as
to the superior analytic power of the choice system compared with the traditional
sequential system.

Finally, we asked the students which of the two systems they preferred. 62.5%
of the students preferred the choice based system, while 25% expressed prefer-
ence to the sequential system and 12.5% did not express any preference.

Our approach provides a proof of concept that combining student choice with
selection mechanisms in an e-learning system can improve student performance
and satisfaction levels. In future work we plan to test the impact of choice in
e-learning on larger and more diverse populations.
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Abstract. We have recently started developing PyKinetic, a mobile tutor for
Python. The first type of activities implemented in the tutor is Parsons problems.
We conducted a study to evaluate the interface and usability of PyKinetic and to
identify and contrast strategies used by novice learners with those of experts.
Great feedback and enthusiasm was received for the prospect of PyKinetic and
interesting strategies were revealed from both groups.

Keywords: Mobile Python tutor � Parsons problems � Novice/expert differences

1 Experiment Design

Parsons problems or Parsons programming puzzles [1] consist of a set of randomized
lines of code which need to be put in the correct order by dragging and dropping, to
produce the desired outcome. We present a prototype of PyKinetic, a Python tutor
aimed as a complement to traditional lecture and lab-based introductory programming
courses. The prototype contains Parsons problems (with and without distractors), but in
the future we plan to add additional types of learning activities. As an initial step
towards an intelligent tutor for Python, we performed a study with PyKinetic, which
had two goals: to evaluate the usability of Parsons problems implemented in PyKinetic,
and also to identify and contrast problem-solving strategies of novice and expert users.
Our hypothesis was that the experts would outperform novices in speed and effec-
tiveness in solving problems, and use optimal problem-solving strategies.

The participants were 8 novice and 5 expert participants, students and tutors from
an introductory programming course at the University of Canterbury. The study con-
sisted of individual sessions (one-hour long). The version of PyKinetic used in the
study contained 7 topics with 21 problems in total: for each topic, there were two
problems with distractors and one without.

After providing informed consent, the participants interacted with the tutor.
Think-aloud protocol was used and the screen of the device was recorded as well as verbal
comments of the participants. The novices were free to choose problems as they wished,
but were asked to attempt at least one problem from each topic. The experts were asked to
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attempt the problems that majority of novices attempted, to compare the problem-solving
strategies used. At the end, participants filled a questionnaire, which included questions
about their background and questions about PyKinetic. A similar study [2] with a mobile
tutor using Parsons problems was previously conducted by Karavirta et al. [3].

2 Results and Conclusions

As expected, the experts were generally faster in solving problems. A wide range of
strategies was observed from both groups. A common strategy was to focus on a
particular type of statement and move it i.e. variable declarations, function calls and
print statements. A specific version of this strategy was used for problems with
functions, when the participants moved the function statement first, followed by the
docstring. Half of the novices grouped lines superficially based on indentations. Such a
strategy shows reliance on a superficial feature rather than trying to understand the
context of code. This strategy however, allowed novices to eliminate distractors and
arrange the lines logically, especially with conditional statements. After applying this
strategy, the novices either tried to reason about the lines in each group, or used the trial
and error strategy. One novice used a unique strategy but eventually abandoned the
problem, when he/she deleted all lines, and then retrieved the necessary ones from the
trash. The experts used superior strategies in comparison to novices. A common
strategy used by experts was to build the solution from top to bottom, which was
verbally explained by some. This strategy shows that experts have a model solution,
and are working towards matching it. All experts used this strategy, but not always
exclusively. One expert alternated between this strategy and another strategy, which
consisted of combining syntactically and logically similar LOCs with similar inden-
tations and then logically placing them in the correct order. The strategies used by
experts demonstrated a higher level of knowledge.

In future work, we will enhance PyKinetic by developing a constraint-based model
[4] of the domain. Such domain model will allow the tutor to identify mistakes as well
as sub-optimal strategies and take suitable instructional actions.
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Abstract. We developed affective models of negative affective states, partic-
ularly boredom, confusion, and frustration among novice programming students
learning C++ using keyboard dynamics and/or mouse behavior. While key-
stroke dynamic features are already sufficient to model negative affect detector,
adding mouse behavior, specifically the distance it traveled along the x-axis
slightly improved the model’s performance. The idle time and typing error are
the most notable features that predominantly influence the detection of negative
affect. The idle time has the greatest influence in detecting high and fair bore-
dom, while typing error comes before the idle time for low boredom. Con-
versely, typing error has the highest influence in detecting high and fair
confusion, while idle time comes before typing error for low confusion. Though
typing error is also the primary indicator of high and fair frustrations, other
features are still needed before it is acknowledged as such. Lastly, there is a very
slim chance to detect low frustration.

Keywords: Affect � Novice programmer � Keyboard dynamics � Mouse
behavior � Digraph � Trigraph

1 Introduction

Studies about novice programmers found that affect and behavior influence academic
performance [1]. Negative affect, particularly boredom and confusion are negatively
related to achievement [1, 2] and although frustration was not found to be a predictor of
student achievement [1, 2], it can cause students to disengage from or even give up on a
programming task.

This study aims to develop affective models of negative affective states among
novice C++ programming students using keyboard dynamics and mouse behavior.
Specifically, it attempts to answer the following research questions: (1) which features
from keyboard dynamics and mouse behavior help in the recognition of boredom,
confusion, and frustration? (2) how is student’s affect related to keyboard dynamics
and/or mouse behavior (3) how are these features different or similar among
high/medium/low incidences of boredom, confusion, and frustration?
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2 Methodology and Findings

We collected mouse-key logs and video logs from 55 novice C++ programming stu-
dents during a programming activity. We synchronized the video with the mouse-key
activity. Trained human observers then tagged video segments with affect labels. We
then used this labeled dataset to develop and validate models for boredom, confusion,
and frustration using decision tree classifier.

The keyboard dynamics and mouse behavior features that help in the recognition of
negative affective states of novice programming students were: the student’s typing
errors incurred (the number of times the backspace and delete keys were pressed); the
length of time the student is idle (not pressing any key in the keyboard); the student’s
typing variance (his/her typing varies with time); the number of keyevents he/she
executed in the keyboard; the total distance the student moved the mouse along the
x-axis; the sum of all time durations the student acted on the 1st key of the digraph;
the average time duration between the 2nd and 3rd keydown of the trigraph; and the
number of times F9 key (shortcut to compile and run the program) was pressed.

Student boredom was related to both keystroke dynamics and mouse behavior. That
is, the keyboard has almost no activity while the mouse has a very minimal movement
along the x-axis. Student’s frustration is like boredom but without mouse features,
since for this affect, students tend to release the mouse and scratch their head or do
some other hand gestures. There is almost no keyboard activity too since when a
student get frustrated, he/she usually pause for a while and do nothing. Lastly, student’s
confusion is both related to keystroke dynamics and mouse behavior. Results show that
there are several indicators when a student is confused.

Idle time and the total mouse movement along the x-axis were the primary indicators
of high boredom; idle time and total keyevents for fair boredom; and typing error and
idle time for low boredom. On the other hand, typing error is the sole indicator for high
confusion. Likewise, fair confusion was manifested by typing error and typing speed
while idle time and typing error for low confusion. For high frustration, typing error was
the primary indicator when corroborated by typing variance, idle time, and control key
presses. Similarly, the primary indicator of fair frustration was typing error when sup-
ported by more features such as idle time, number of mouse movement, average distance
moved by the mouse, etc. Lastly, there is a very slim chance to detect low frustration.
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What Is More Important for Student Modeling:
Domain Structure or Response Times?
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Abstract. Many features can be considered when designing a student
model for an adaptive educational system. What is the relative impor-
tance of different modeling aspects? Where should we focus our attention
in developing models for real word applications? We report comparison of
two aspects: the choice of a domain model and the utilization of response
times. The case study (an adaptive system for practice of basic arith-
metic) suggests that response times deserve more attention in student
modeling.

1 Introduction

A student model is a key part of an adaptive educational system. There is wide
range of student modeling approaches and many features which can be included.
In this work we compared impacts of two selected aspects of student model-
ing. The first one is the modeling of the domain structure [1], i.e., definition of
skills and a mapping between skills and items. The second one is the utilization
of response times [2], which is an additional information to the correctness of
answers. As a case study we use a real adaptive educational system in its early
stage of application, where the choice of a student modeling approach is a real,
pressing development issue. We explore a range of domain models and response
time uses, discuss their relations and comparison, and study parameter stability.

2 Setting

To explore the issue of model selection we utilize data from an adaptive practice
application MatMat (matmat.cz), which covers the area of basic arithmetic. The
system is available freely online and its behaviour and default student model
are described in [4]. The currently available data comprise 150000 answers to
2000 items, which are divided into 5 high level concepts (counting, addition,
subtraction, multiplication, division).

The used models are extensions of the Elo rating system [3], which can be
seen as a heuristic for parameter estimation of the Rasch model. For comparison
we used three domain models: the model with a single global skill; the model with
skill parameters for each of the 5 main concepts; and the most complex model
where skills are described in tree-like structure [4]. To incorporate response times
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we combine them with correctness of answer into a single performance measure r.
For correct answers we transform the value 1 into an interval [0, 1] by one of
the following approaches: no use of time: r = 1; the discrete decrease: r = 1
for fast responses (<7 s), r = 0.5 for slow responses; the exponential decrease:
r = 1 for fast responses, r = e1−t/7 otherwise [4]; and the linear decrease:
r = max(0, 1 − t/14).

3 Results

For comparison of predictive accuracy of models we use RMSE and AUC with
student stratified train/test set division. With respect to domain modeling, the
results show that more complex models are able to improve predictions, although
increasing complexity of models brings only diminishing improvements. The eval-
uation of models which consider timing information is more difficult because
different models are trained to predict different absolute values. Thus only AUC
(which consider only relative order of predictions) seems to be meaningful and
according to this metric the best results are achieved using the linear decrease.

To get insight into differences between models we analyze correlations
between item difficulty parameters, which have clear interpretation. Unsurpris-
ingly, we found a large gap between the baseline model and other more sophisti-
cated models. The impact of domain modeling is nontrivial, but not pronounced.
Different utilization of time, however, brings considerably different parameters.
The degree of change is proportional to the intensity of time utilization. Results
also suggest that domain modeling and time modeling are almost independent
aspects and provide change (and possible improvement) in different directions.

We also studied how many answers are necessary to stabilize these difficulty
parameters and found higher increase in stability for models utilizing response
times. This increase in stability is probably mainly due to the use of more “bits
of information” per each answer.

For the studied case study, the main conclusion is that differences in model-
ing of response times have larger impact than differences in domain modeling.
This result is interesting, since much more research has been devoted to domain
modeling than to response times modeling.
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Abstract. In this paper we want to show that besides cognitive factors like
reasoning and memorization, the motivational factor is a crucial one for learning
a first programming language. We have developed and evaluated an affective
and intelligent learning environment (ILE) for learning Java. The ILE was tested
with high-school students where affect recognizing was only used with uni-
versity students. We present results and discussions of the experiments.

Keywords: Artificial-intelligence � Intelligent-learning-environment �
Collaborative-environment � Affective-multimodal-detection

1 Introduction

Learning a programming language is historically a complex challenge for non-
experienced students because they need to understand new concepts like statements,
expressions, data structures, control structures, as well as developing new skills like
problem solving, software development, and code debugging. Also, it is important to
consider getting skills with respect to the best practices for programming or the correct
using of the programming paradigm. Previously, we introduced an Intelligent Learning
Environment (ILE) called Java Sensei [1] which performs detection of affect through
the features from student faces. We present two new features added to the ILE. The first
component added is the social collaboration among students currently known as
“Computer-supported Collaborative Learning (CSCL)”. The second component added
is multimodal affect recognition. Multimodal recognition systems detect the emotion of
students from different devices that interact with them. Thereby, they help to improve
the precision and accuracy to detect the emotion state of the student.

2 Integration of CSCL and Multimodal Detection
in Java Sensei

The collaboration features added to Java Sensei will add more tools that will help the
students in their learning processes. With this respect, we implemented three new
features: chat room, tips, and social roles. A Chat room is where student can talk and
debate among themselves when they solve their exercises. Tips are affective advices,
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recommendations, and comments from the system to group members. Social Roles are
a label where the system assigns different responsibilities to some members like the
leader (takes the last decision in case of disagreement) and the communicator (ask for
help to solve problems and exercises). Java Sensei implements a semantic algorithm
(ASEM) which uses semantic tags to identify the student emotion from text dialogs [2].
We also used an algorithm to enhance/inhibit the value of the emotion. The semantic
algorithm uses a corpus of words named SEL. Emotion classification in voice is
implemented by using a Support Vector Machine (SVM). In order to get the main
features from voice and to train the SVM, the system extracts intensity and rhythm
from the audio [3]. We built our own corpus using a group of 20 men and women who
were evaluated using the self-assessment manikin (SAM) to categorize the emotion in
the audio. Java Sensei uses a set of fuzzy rules for pedagogical evaluation of students.
The fuzzy rules have 5 input variables and 3 output variables.

3 Experiments, Results, and Conclusions

We conducted two experiments. The first experiment was directed with a group of
thirty-two high-school students. The topic evaluated was Java inheritance. We applied
a pre-test and post-test evaluation. The experiment was divided in three sessions of
45-min. In first session, the students solved a pre-test on paper. In second session, the
students worked with the Java Sensei. In the last session the students solved a post-test
on paper. The pre-test obtained a mean value of 46.7 and standard deviation of 12.36.
The post-test obtained a mean value of 37.29 and a standard deviation of 10.78. Those
values could indicate that apparently the students in the experiment did not have an
important change in their outcomes. However, other results where we evaluated the
complexity of the tests indicate that both tests were very hard to solve by the students.
In the future, we will perform more testing to validate the reliability of the multimodal
emotion recognizer as well as the learning gains when student work in collaboration
with partners.
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Abstract. Scholarly papers are an important learning resource for graduate
students and researchers. The data available in social bookmarking websites can
be exploited to connect similar users with implicit social relations based on their
bookmarking behavior. We propose three different implicit social networks and
show that they connect users with similar interests while not requiring the
availability of user rating data or explicit social connections.

Keywords: Implicit social network � Social recommendation � Social
bookmarks

1 Introduction

As a lifelong learners, researchers consider scholarly papers as learning objects;
especially graduate students and young researchers. With the advance of the Web, the
number of newly published papers has become overwhelming. For this reason, many
recommender systems (RSs) have been proposed to help readers in finding relevant
papers to read. By exploiting the social ties of users, RSs can overcome some
drawbacks of the most popular recommendation algorithms, for example, the cold
start problem [1]. Social bookmarking tools (e.g. CiteULike, Mendeley) have been
developed as social tools for users to store and share bookmarks of papers, their
bibliographic data, and even paper files, to annotate and organize them, thus accu-
mulating a wealth of user data providing clues for interest similarities between users.
However, surprisingly, none of the popular social bookmarking tools have utilized
the wealth of social data they store to build a social RS. There are only a few studies
that incorporate social relations in the domain of research paper recommendations
(e.g. [2, 3]). However, all of them consider the explicit social relationships, which are
based on the invitation and its acceptance between users; such explicit social net-
works are shown to have low user coverage [3]. We want to address this gap by
proposing three implicit social networks and we show that they provide useful data to
calculate similarity of users’ interests.
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2 Proposed Implicit Social Networks, Experiments
and Results

We built three implicit social networks (ISNs) based on bookmarking data crawled
from CiteULike. First, the readership ISN connects users to the authors of the papers
that they have bookmarked in their libraries. The relation could be unidirectional if
only one of the users in this relation has bookmarked the other user’s publication, and
reciprocal if both users have bookmarked each other’s publications. Second, the co-
readership ISN connects users who bookmark papers written by the same authors.
Third, the tag-based ISN connects users if they use the same tags to annotate their
bookmarked papers.

For the first experiment, we conducted a one-way ANOVA which showed that
there is statistical difference between the means of interest similarities of connected
users among the proposed three ISNs, F value = 6258.5 at p < 0.01. Moreover, the
Scheffé post hoc pairwise comparisons show that the reciprocal readership network has
the highest similarity mean value between connected users, followed by the unidi-
rectional readership network, the co-readership and finally, and the tag-based network.
This means that users are more similar to the authors of the papers that they book-
marked in their libraries, especially if the relation is reciprocal. It can also be inferred
that the user-generated data (i.e., tags) does not do better than the metadata that is used
to construct the other ISNs. Possible reason for that is the average number of tags per
user in CiteULike is only 3.81.

In the second experiment a two-way ANOVA test is used which showed that there
was statistical difference between the means of interest similarities of directly con-
nected users and indirectly connected users using distances of one hop (one interme-
diate user) and two hops (two intermediate users) for each of the three ISNs. The F
values are 13.11, 855.38, 1039.02, and 826.78 at p < 0.01 respectively for readership
ISN (reciprocal), readership ISN (unidirectional), co-readership ISN and tag-based
ISN. The Scheffé post hoc test showed that across all networks, users who are involved
in direct relationships have the highest similarity and the similarity decreases with the
increase of the social distance. While direct relations between users are beneficial in
paper recommendation from the most similar users, indirect relationships can also be
usefully deployed to enrich the user’s library with diverse and serendipitous papers [4].

The last experiment compared our ISNs with two explicit networks: co-authorship
network and connections (friends) network. A co-authorship relationship between two
users manifests itself when they collaborate in writing and publishing a research paper
(s) indicating strong shared interests. The social relation in the connection network
happens between two users based on invitation and its acceptance. The results of
comparing the means of interest similarity of users connected using ISNs and explicit
social networks showed that there was statistical difference between the mean values of
the similarity of the different networks F value = 4193.99 at p < 0.01. The Scheffé
post hoc test showed that both explicit social networks had lower interest similarity
than both readership ISNs, but it was higher than the other ISNs. However, only users
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connected using these explicit social networks can receive social recommendations,
comprising only 1.873 % of the users in the case of co-authorship network and 18 % of
users in the case of connections network.
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1 Aims and Motivation

With the evolution and the diversification of their practices, teachers and trainers stress
the need of maintaining repositories of learning scenarios, allowing the sharing and the
reuse. The representations of these scenarios have been widely treated in prior works
such as IMS-LD (IMS - Learning Design) [1] or PoEML (Perspective-oriented Edu-
cational Modeling Language) [2]. Several learning scenarios repositories appeared
implementing these modeling approaches and containing a large number of scenarios.
This leads us to consider the scenario reuse issue that becomes an essential practice
with the continued evolution of these repositories.

In a situation of reuse, the teachers design scenarios with having in mind various
learning contexts. These scenarios implement different modalities as temporal, spatial,
and collaborative modalities. This talk deals with the retrieval of learning scenarios that
most fit a given learning situation specification from a contextual perspective. So it
presents an overview of a context similarity algorithm using a weighted similarity
metric between contextual indexes and a planned given context. The context represents
a higher layer treated in a separate way helping the management of contextual
requirements and constraints of a scenario. We consider that the context of a learning
scenario is “a set of characteristics and constraints related to the environment which
influence, directly or indirectly, the progress of the learning scenario”.

2 Context-Based Similarity Algorithm for Learning
Scenarios Reuse Exploiting Contextual Indexes

To proceed to the construction of a contextual index model of a learning scenario,
different phases are required: (1) the extraction of the effective context of the learning
scenario, (2) the collection of learner’s usage traces of the scenario, (3) the calculation
of pedagogical indicators, (4) the analysis of the scenario progress in this precise source
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context and then (5) the contextual indexing of the scenario. This process is detailed in
prior works [3]. The context model of a learning scenario is enhanced with pedagogical
indicators that represent additional calculated variables that reflect the progress of the
scenario. Such indicators interpret the effective context and inform about the progress
of the scenario in this context. We can refer for example to the collaboration indicator,
the learner trajectory indicator or the device state indicator.

The proposed algorithm calculates the similarity between a Planned Context Model
(PCM) representing the target context of a learning situation and each Indexing Context
Model (ICMj) associated with different capitalized learning scenarios (LSi). The
algorithm is based on the weighted DICE similarity [3], a metric calculating the
similarity between two weighted vectors. In the following an overview of the main
steps of the algorithm.

An authoring tool “Context-LS”, implementing the algorithm, has been developed
for teachers in situations of pedagogical design by reuse. This tool recommends sce-
narios that can be the most adapted to the context of the target learning situation. The
tool also offers functionalities allowing the teacher-designer to analyze the context and
the scenario progress through calculated indicators, and then indexing the scenario for
future reuse.
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Input: A set of N learning scenarios (LS), M index instances (ICM) and 
associated Success Rates (SR), a Planned Context (PCM) and Min 
similarity Threshold (MinTh)
Output: A list L of the most relevant scenarios (L)
Procedure:
- Match correspondent elements and establish links between the 
planned context PCM and indexes of capitalized learning scenarios
ICMi

- For each ICMi:
o Verify the presence of all index constraints in the PCM
o If all constraints are satisfied: For each matched ICMi vectors 

and PCM vectors: Apply Dice similarity formula, reinforced
by the success rate SR associated to the given index

o Calculation of similarities Average in the tree (through a 
buttom-up approach) to retrieve global similarity value 
Similarity(ICMi,PCM)

o Add LSi corresponding to ICMi to the L list
- Return L List
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Abstract. Technology Enhanced Learning (TEL) largely focuses on the
retrieval and reuse of educational resources from Web platforms like
Coursera. Unfortunately, Coursera does not provide educational meta-
data of its content. To overcome this limitation, this study proposes a
data mining approach for discovering Teaching Contexts (TC) where
resources have been delivered in. Such TCs can facilitate the retrieval of
resources for the teaching preferences and requirements of teachers.
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1 Introduction

Many contributions in TEL propose Information Retrieval (IR) systems of educa-
tional web resources [4, 5] and most of these works are focused on students; only
some recent contributions address the role of instructors [2–4]. The web hosts
many e-learning platforms that help instructors in delivering their resources
or courses. Particularly attractive is the idea of Massive Open Online Course
(MOOCs) where courses are delivered and publicly available worldwide. Cours-
era is an on-line platform with plenty of reliable MOOCs delivered by prestigious
universities: a very attractive source of educational data. However, it does not
offer educational meta-data of its content, so this paper suggests a clustering
technique for deducing some representative TCs useful for IR systems in TEL.
In this contribution, a TC consists of (i) the teaching preferences of an instructor,
(ii) course information and (iii) lesson information.

2 Clustering Coursera Data

This study suggests to apply Hierarchical Clustering (HC) on DAJEE [1], which
is a TEL dataset built from Coursera data. The TCs are deduced from the
analysis of the three main educational entities or hierarchies in the dataset:
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instructors, courses and lessons where the resources have been delivered in. The
features obtained after the pre-processing of data are the following: average dura-
tion of resources, average number of resources per concept and average duration
of concepts for instructors, duration and semantic density1 for both courses and
lessons. To identify distinctive educational models at each level, it is suggested
to cluster data in an hierarchical manner.

1. Instructors: for clustering instructors instances, both K-Means (with K from
2 to 242) and Expectation-Maximization (EM) have been run. The best con-
figuration indicated by the Calinski-Harabasz (CH) index [6] is K-Means with
K = 2.

2. Courses: each cluster of instructors is further divided considering courses
models taught by instructors in a same cluster. It is harder to suggest a value
of K for K-Means that is appropriate for any change introduced by the first
level of clustering. Moreover, the CH index is sensible to the data [6], so
CH cannot be used for finding K once-for-all. Therefore, we suggest EM for
this level, so that the most appropriate mixture models are defined for any
partition of data derived by the upper level.

3. Lessons: each course cluster is split using the models of lessons; this is the
same situation of the upper level, so EM is suggested.

Finally, the resources used for lessons in a same lesson cluster are grouped
together. A total of 27 clusters indicate the most representative TCs in Coursera.

3 Conclusions

With the proposed HC method, 27 TCs have been discovered from data in
Coursera. These contexts can be used for retrieving resources from MOOCs
appropriate for the specific teaching situation of an instructor. In the near future,
this assumption has to be proved with a large experimentation of an IR system
based on our method.
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Abstract. This paper is a brief report of a practical use of triangle block model
for learning of arithmetic word problems. The triangle block model has been
proposed as a bridging model between conceptual representation of a word
problem and Numerical representation of its solution. Based on this model, we
have developed an interactive environment where a pupil is able to manipulate
an integrated representation of the conceptual and quantitative ones as learning
of arithmetic word problems. We also designed a series of lessons to use the
environment. The lessons were practically conducted for 75 4th grade pupils (in
two classes) in an elementary school for 7 class times. As the results, it was
confirmed that (1) the pupils and their responsible teacher accepted the lessons
as useful ones, and (2) learning effect as improvement of structural under-
standing for the problems.

Keywords: Problem comprehension � Bridging model � Word problem

1 Introduction

Triangle Block Model has been proposed as a bridging representation between con-
ceptual representation and numerical representation. We call the bridging representa-
tion “CN representation” in this paper. Triangle Block Model satisfies following
requirements: (1) a pupil is allowed to build CN representation, (2) concepts consti-
tuting both CN representation and the problem representation are the same ones, and
(3) CN representation is able to be diagnosed [1]. This paper is a brief report of a
practical use of an interactive learning environment designed based on Triangle Block
Model. Target students are 4th grade pupils in an elementary school who start to learn
arithmetic word problems that are solved by using multiple arithmetic operations. One
lesson is composed of (I) teacher’s teaching of arithmetical word problems with the
model and (II) exercises with an interactive learning environment developed based on
the model. In the environment, a pupil is able to manipulate Triangle Block Model. In
order to carry out the both steps in the same usual classroom in a seamless way, the
learning environment has been implemented on a tablet PC. The series of lessons was

© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 464–466, 2016.
DOI: 10.1007/978-3-319-39583-8



conducted for 75 4th grade pupils in two classes. Through this practical use, we have
confirmed that the teaching and environment designed based on the model were
accepted as a useful method and tool for learning word problems by the pupils and their
responsible teacher. We have also found the learning effect of the activities. The
detailed of the practical use will be reported in another paper. In this paper, triangle
block model is briefly introduced.

2 Triangle Block Model

Figure 1 shows an example of CN representation of an arithmetic word problem with
Triangle Block Model. The problem is as follows: Tom had fifteen dollars. Tom bought
5 pencils. Tom has ten dollars. What was the price of each pencil? The representation
is composed of two triangles. Each triangle is called “triangle block”. The represen-
tation is called “combined triangle block”. A triangle block is composed of several
triangle blocks. Then, a triangle block is composed of three numerical concepts and one
arithmetic operation and it expresses a basic problem that is solved by an arithmetic
operation. This means that a basic problem is represented by three numerical concepts.
We call this model “triplet sentence model” [2]. As our previous research, an inter-
active environment for learning by problem-posing based on this model has been
developed [3]. This research is an extension of the model to more complex problem
that is solved by more than one arithmetic operation. A numerical concept has a
conceptual label (ex. “number of pencils”) and a numerical value (ex. 5). In the
learning environment, a student is provided (1) a problem, (2) several numerical
concepts, (3) arithmetic operations with a triangle frame, and then makes combined
triangle block expressing the conceptual and numerical representation of the provided
problem. The environment diagnoses the combined triangle block and gives feedback
to the student based on the diagnosis.

3 Conclusion

This paper is a brief report of our investigation about bridging model of between
conceptual representation and numerical representation in arithmetic word problem.
Detailed of the practical use will be reported in another paper.

Fig. 1. Combined Triangle Block.
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In this paper, we describe our online tutor for SQL language learning called
POLARISQL1. This online tutor was developed by our team in the framework of a
global e-learning project environment called POLARIS 2 in L3I 3 laboratory. The
main role of an online tutor is to facilitate and to support students in the process
of knowledge acquisition. It allows one-to-one individualized training [3, 4].

1 System Requirements

In this context, the specifications of such a system must meet the requirements
of the various system’s users. As an example, the adaptability notion needs
a thorough knowledge of the learner profile, history, evolution, etc., and the
learning model. Therefore, the concept of the learning model will introduce a
new working methodology mainly based on activities such as Lecture course,
Directed working group, Laboratory course and Tutorial course.

2 Functional Components

Figure 1 shows POLARISQL tutor portal webpage loaded in a browser. Through
this screenshot the user (student, teacher, etc.) can authenticate by inserting a
database name, a user name and password4. After a successful authentication
the user will be directed to the workspace page of the platform as illustrated in
Fig. 2. The platform’s workspace contains several frames:

– frame 1: working document is an SQL editor to write code;
– frame 2: working document’s actions: in the latter, users could perform several

actions such as: Edit a working document, execute a (script, line or selected
lines), download a content, (save, upload and create) a working document.

– frame 3: output document: displays the queries result execution.
– frame 4: output document’s actions: users can manage an output document by

different actions such as: clear and save an output document and disconnect
from the platform.

1 http://polarisql.univ-lr.fr.
2 http://l3i-education.univ-lr.fr/portail/.
3 http://l3i.univ-larochelle.fr/.
4 Demo account : Database Name=MODELE, Username=demo, Password=demo.
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Fig. 1. POLARISQL’s authentica-
tion page

Fig. 2. POLARISQL’s workspace
page

3 Design and Implementation

The design of POLARISQL is inspired from the traditional teaching processes
carried out during practical working classes: query formulation, query execution
and results visualization. The backend of POLARISQL platform takes an SQL
program as input and produces its execution over the DBMS. At the end of
each working session we obtain two kinds of traces, namely: execution traces
and application traces [1, 2]. The frontend is a website located in POLARISQL
URL as illustrated in Fig. 1. We implemented the design layout of our platform
inspired from the different authoring systems used during a traditional practical
work class such as text editor, execution terminal and oracle server user interface.

4 Discussion and Perspective

POLARISQL is a web-based platform which takes in the working document
(text editor) as input an SQL program code, then executes it in the backend
and displays results in the output document. Moreover, the platform retrieves
all the activities’ traces in order to allow an evaluation process. The latter, helps
to adapt resources and learning strategies for the students.
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Abstract. We present results of empirical evaluation of intelligent tutoring
systems (ITS) with ontological domain knowledge representation. This research
was done as a first step in the process of developing a new model of intelligent
tutoring system that will include all the characteristics of evaluated systems:
adaptive content, communication based on controlled natural language, graph-
ical presentation of ontological domain knowledge representation. The case
study results revealed extraordinary effectiveness of evaluated adaptive intelli-
gent tutoring systems when compared with traditional learning and teaching
process.

Keywords: Intelligent tutoring systems � Adaptive courseware � Natural
language processing � Ontology � Effectiveness evaluation

1 Introduction

Design and implementation of ITSs in modern conditions, takes place under the strong
influence on natural language processing and natural language communication, along
with courseware that adapts learning contents to current level of student’s knowledge.
The authors are university level teachers with more than a decade of experience in
research, development and application of ITSs (TEx-Sys [1], CoLaB Tutor [2],
ACware Tutor [3], CM Tutor [4]). We plan to develop of a new fully automated ITS
which will be able to tutor any declarative domain knowledge and to communicate on
natural language.
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2 Research Methodology, Results and Findings

Students who participated in this case study were undergraduate and graduate students
from three faculties (Faculty of Science and Faculty of Philosophy, University of Split,
Croatia and Faculty of Science and Education, University of Mostar, Bosnia and
Herzegovina). The case study started on 9th of November 2015 and lasted until the 4th
of December 2015.

After a short introduction, the pre-test was conducted. Following the pre-test, a
brief introduction into administrative issues related to the treatments, was given. After
the pre-test, we have randomly divided students into one control and the treatment
groups using the caliper matching with ±7 points range. The students from the
treatment groups used the AC-ware Tutor (T1), the CoLab Tutor (T2) and the CM
Tutor (T3) in learning and teaching process and the students from the control group
(C) were taught by live teacher in classroom.

After completing the learning and teaching process, all groups performed the
post-test. Null-hypotheses are that there are no significant differences between the
control group C and the treatment groups T1, T2 and T3 (NH01, NH02, and NH03).

The one-way ANOVA has confirmed that there is no statistically significant dif-
ference between the control and treatment groups’ mean values concerning pre-test
results (F = 0,842, p-value = 0,474).

We have calculated the large effect size for all of the observed systems: AC-ware
0,586, CoLab Tutor 1,443 and CM Tutor 1,063. None of the confidence intervals
includes zero, so we can say that the resulting effect sizes are statistically significant.

Therefore, the AC-ware Tutor, the CM Tutor and the CoLab Tutor can be used in a
case the teacher is unavailable, because the advantage of this system is the possibility
of learning any-where, any-place and any-time.

The results of this empirical evaluation have shown that the observed intelligent
tutoring systems based on ontological domain knowledge representation are effective
when compared with traditional learning and teaching process.

Since the case study has shown great effect sizes and promising student feedback,
we will use these research findings for developing a new and unique model of intel-
ligent tutoring system. This new ITS will include all the characteristics of evaluated
intelligent tutoring systems: adaptive content, communication based on controlled
natural language, graphical ontological domain knowledge presentation.

Acknowledgements. The paper is part of the work supported by the Office of Naval
Research grant No. N00014-15-1-2789.
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Abstract. We present a general procedure for computerized adaptive
testing based on probabilistic graphical models, and show on a real-world
benchmark how this procedure can increase the internal consistency of
the test and reduce the number of questions without affecting accuracy.

Keywords: Computerized adaptive testing · Bayesian networks ·
Entropy

1 Introduction

The goal of Computer Adaptive Testing (CAT) is to reduce the assessment time
and to challenge test takers by adapting the sequence of questions to their ability
level. Item Response Theory (IRT) is CAT traditional background. Bayesian
networks (BNs) can offer IRT a powerful language for describing dependencies
between skills and modeling richer tasks [1]. Although several researchers have
explored BNs in educational assessment, real-word applications and extensive
studies of their effectiveness are hardly found in the literature. In this work, we
present a general procedure for BNs-based CAT and we test it in a real-world
benchmark about German language proficiency assessment.

2 Adaptive Testing by Bayesian Networks

Students skills are modeled by a set X := (X1,X2, . . . , Xn) of categorical vari-
ables whose joint probability P (X) is described by a BN through (i) a directed
acyclic graph whose nodes represent the variables in X; (ii) conditional probabil-
ity tables (CPTs) P (Xi|ΠXi

), i = 1, . . . , n, where ΠXi
is the joint variable of the

parents (i.e., the immediate predecessors) of Xi (see, e.g., Fig. 1 for the model
used in the German language assessment). We point the reader to [2] for the the-
oretical notions about BNs. To evaluate the informativeness level about X pro-
vided by P , we adopt the entropy H(X) := −∑

x P (X)·logP (X). Low entropy
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levels indicate high informativeness. To evaluate the student we formulate a num-
ber of questions, described as a collection of variables Y := (Y1, . . . , Ym). Each
question node is represented as a leaf child of the background skills “required”
to answer it.

To make our approach adaptive, we chose the (k+1)-th question to be asked
based on the k-th previous answers y1, . . . , yk, by minimizing the conditional
entropy H(X|y1, . . . , yk, Yk+1) := −∑

yk+1
H(X|y1, . . . , yk)P (yk+1). Finally, we

stop the test when the entropy H(X|y1, y2, . . . , yn) is sufficiently low.

Wörtschatz (X1) Kommunikation (X2) (neröH X3) Lesen (X4)

Fig. 1. Graph of a BN for German language skills.

An Application to Language Assessment. We use the answers of 170 students
to 95 questions about German language to reproduce our CAT approach. The
Traditional Evaluation Method (TEM) assigns to each skill a level A1, A2, B1,
B2 by setting thresholds on the fraction of correct answers. We compare TEM
with the independent skills model (IBN) and the tree (TBN) topology in Fig. 1.

Table 1 shows in the non-adaptive case the relative agreement between the
TEM, IBN and TBN, and the internal consistency of the three tests evaluated
using the split-half methodology. Both BN approaches have larger reliability
than TEM. Concerning the adaptive case, Fig. 2 shows the relative agreement

Table 1. Relative agreement between models and their split-half reliability

Relative agreement Split-half reliability

Algorithm Wört. Kom. Hör. Les. All Algor Wört. Kom. Hör. Les. All

TEM/IBN .80 .87 .89 .85 .85 TEM .28 .82 .88 .79 .84

TEM/TBN .79 .87 .88 .83 .84 IBN .71 .89 .83 .87 .90

IBN/TBN .98 .95 .94 .92 .95 TBN .79 .91 .87 .89 .92
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Fig. 2. Agreement with the non-adaptive TBN (left) and average number of questions
asked by the adaptive methods (right)
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of the adaptive IBN and TBN with the non-adaptive TBN, and the average
number of questions asked. Both models show a strong reduction in the number
of questions as the entropy threshold increases. For instance, using the TBN
model, we can save 20 questions on average at the price of only a 3 % accuracy
reduction. This shows that a relevant number of question are little informative
and could be avoided by means of an adaptive approach.

References

1. Almond, R.G., Mislevy, R.J.: Graphical models and computerized adaptive testing.
Appl. Psychol. Meas. 23(3), 223–237 (1999)

2. Koller, D., Friedman, N.: Probabilistic Graphical Models: Principles and Techniques.
MIT Press (2009)



When the Going Gets Tough…: Challenge,
Emotions, and Difference of Perspective

Naomi Wixon1, Sarah Schultz1, Danielle Allessio2, Kasia Muldner3,
Winslow Burlesson4, Beverly Woolf2, and Ivon Arroyo1

1 Worcester Polytechnic Institute, 100 Institute Road, Worcester, MA, USA
{mwixon,seschultz,iarroyo}@wpi.edu

2 University of Massachusetts-Amherst,
140 Governors’ Drive, Amherst, MA, USA

allessio@educ.umass.edu, bev@cs.umass.edu
3 Carleton University, 1125 Colonel by Drive, Ottawa, ON, Canada

kasia.muldner@carleton.ca
4 New York University, 665 Broadway, 11th Floor, New York, NY, USA

wb50@nyu.edu

Abstract. We examine students’ self- report of task difficulty in conjunction
with self-reported affect state, performance, and calculated item difficulty. Stu-
dents who self-reported having a growth mindset learning orientation behaved
more similarly to how we would expect students with a performance goal ori-
entation to behave. Further, by distinguishing between excitement and interest
as separate emotions our data suggest a possible refinement of flow state.

1 Introduction

An open question is how individual differences between students influence their
reaction to challenge, and in particular if they find it daunting or engaging. Flow theory
[1] suggests an interaction between challenge and emotion: too much challenge leads to
anxiety or frustration and too little to boredom, appropriate challenge may result in
engagement. Dweck’s theory [2] posits that students with a growth mindset, ones who
view intelligence as a dynamic trait that can be increased will seek out challenge,
viewing struggle as an opportunity for improvement. Students who view intelligence as
a characteristic that can be grown or developed over time are seen as valuing learning
and challenge over high performance with relative ease. We expected students who
have a growth-mindset will have more interest and excitement when facing challenging
situations inside of the tutor, regardless of success.

2 Methods and Results

Students’ reported student emotional state on a scale from 1 (least) to 5 (most). In
addition, students were asked to explain in text why they felt the way they reported.

The open responses were given single-word tags of whether students attributed
their feelings to work being “easy” or “hard” [3]. With regard to self-reported
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excitement and interest, reports were split by median into “HiPerfExc/Int” and
“LowPerfExc/Int”. We found that among “HiPerf” instances wrong answers and right
answers were positively and negatively correlated with both excitement and interest
respectively. However self-reports of these emotions where performance was below the
median did not show significant correlations in the opposite direction as hypothesized
base on Csikszentmihalyi’s theory of flow [1]. Students with a growth mindset had
marginally significant negative correlations between excitement and interest and per-
ceptions of difficulty. Additionally, they seemed to find solving problems on the first
attempt to be significantly more exciting and interesting, and found multiple attempts to
solve a problem disinteresting. These findings are counter to our expectation that
students who identified with a growth mindset would find a challenging learning
process more interesting and exciting.

Acknowledgement. This research was supported by the National Science Foundation
(NSF) NSF #1324385 IIS/Cyberlearning DIP: Collaborative Research: Impact of
Adaptive Interventions on Student Affect, Performance, and Learning. Any opinions,
findings, and conclusions, or recommendations expressed in this paper are those of the
authors and do not necessarily reflect the views of NSF.
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Table 1. Correlations among Measures – Student attribution of difficulty (easy/hard), item
difficulty on preceding item (Diff) and averaged over time (ADiff), % of Problems Solved on first
attempt (Right), and Avg of wrong attempts per problem (AWrong) as correlated with
self-reported values of emotion (Frustration, Confidence, Interest “int”, & Excitement “exc”) by
median performance (Hi/Low Perf) and having a growth mindset (Growth) or not (NoGrowth)

Easy Hard Diff ADiff Right AWrong

Frustration (N = 131) −.370** .060 −.109 −.068 −.147* .165*

Confidence (N = 124) .388** .012 −.079 .090 .108 −.265**

HiPerfExc (N = 125) −.106 .162* .033 .073 −.242** .265**

HiPerfInt (N = 122) −.096 −.205** .033 −.018 −.093 .164*

LowPerfExc (N = 116) .189** .038 .067 .002 .066 −.083
LowPerfInt (N = 130) .088 .029 .166* .101 −.318** .040
GrowthExc (N = 58) .112 −.247* −.140 .258** .263** .005
GrowthInt (N = 62) .004 −.208* −.044 .169 .331** −.368**

NoGrowthExc (N = 152) .021 .008 −.018 −.061 .196** −.041
NoGrowthInt (N = 166) .084 −.119 .178** −.033 −.040 −.068

**p < 0.05, *p < 0.1
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Abstract. This paper reports development of an interactive narrative to be
added to the existing intelligent tutoring system, the Interactive Strategy Trainer
for Active Reading and Thinking-2 (iSTART-2). The design of this module is
specifically tailored for adult learners who read below functional literacy levels.
Little research focuses on the educational needs of adult literacy learners, but
available evidence indicates they require support for both lower- and
higher-order reading skills. The interactive narrative provides varied practice
opportunities supporting these skills and uses life-relevant texts which hold
personal significance for adult readers. We describe the design and development
of the interactive narrative, and preliminary results from a small pilot study
indicating overall enjoyment of the narrative.

Keywords: Adult literacy � Interactive narrative � Reading instruction

1 Interactive Narrative

This paper describes the development of a new interactive narrative within the Inter-
active Strategy Trainer for Active Reading and Thinking-2 (iSTART-2), which provides
self-explanation strategy instruction to improve reading comprehension for high school
students [1, 2]. The design of the interactive narrative was informed by prior recom-
mendations [3] and utilizes the following key ingredients we believe will ensure its
effectiveness in improving adult learners’ reading comprehension: (1) a storyline
adaptive to learner decisions; (2) artifacts that are life-relevant to adult learners;
(3) content to help develop life skills; (4) pronunciation scaffolding and choice of
auditory text presentation; (5) practice increasing in difficulty across the storyline; (6) a
variety of interaction methods and response types; (7) motivational elements to enhance
effort and persistence; and (8) an open learner model to promote reflection on learning.

‘Lost in Springdale’ is an interactive first person narrative developed to address
unique needs of adult readers who read below functional literacy levels (i.e., below an
eighth grade level). Throughout the narrative, the learner encounters various artifacts
(e.g., school map, fire extinguisher instructions, update from the Centers for Disease
Control [CDC], emails/letters), which attempt to serve learning, assessment, and
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engagement goals. The artifacts typically require the learner to read a text, then answer
a question, self-explain the text, ask a question, provide a summary, or make a decision
about where to go next. Because learners are motivated by instruction that holds
personal significance [4], media that are life-relevant to adult readers are utilized.
Additionally, because this population shows particular difficulty with phonological
awareness and fluency [5], pronunciation scaffolding and auditory presentations are
used. Finally, using storyline adaptive to learner decisions, the consequences of poor
comprehension are simulated in a realistic context, without actual threats to livelihood.

2 Pilot Study on Interactive Narrative

We conducted a small pilot study to examine learners’ attitudes toward the interactive
narrative, using 17 undergraduate psychology subject pool participants. After com-
pleting the narrative, they responded to several survey questions regarding perceptions
of the narrative. Results revealed generally positive overall perceptions of the narrative.
Over 70 % of participants responded either ‘agree’ or ‘strongly agree’ to several
favorable statements about the narrative. In addition, learner ratings indicated these
learners found the learning tasks fairly easy. Given the narrative is developed for adult
literacy learners, these difficulty ratings from college students are encouraging. Open
response items suggested these learners felt the narrative supported their reading
comprehension skills and that they enjoyed the characters used in the story.

3 Conclusion

Results from the pilot study indicate overall user satisfaction of the experience with the
interactive narrative. Because the pilot study was small, and conducted using college
students, implications of these results for adult literacy learners are difficult to discern,
but they provide some tentative support for the usefulness of an interactive narrative to
engage adult learners with the educational materials. The next step for the project is to
pilot the narrative with students in local adult literacy courses to establish user satis-
faction and engagement in the target population.
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Abstract. This study investigated the intermediate product on the way to pose
problems as well as the posed problems as the product of problem-posing
activity. Every single action of learners during pose the problems have been
analyzed. Pearsons’ correlation test between the number of actions and the
validity of posed problems is conducted. Significant difference is found, which
shows that many actions performed by learners tried to satisfy high validity
product. Learners try to pose problems with high validity product and they had a
tendency to enhance the validity of posed problems.

Keywords: Problem-posing process � Arithmetic word problems � Problem
states space � Learning analytics

1 Introduction

Several investigations have been confirmed that learning by problem-posing in con-
ventional classrooms is promising activity in learning mathematics [1]. However, since
learners can make a large range of problems, it is difficult for teachers to complete
assessment and feedback for the posed problems in classrooms practically. To address
this issue, technology-enhanced approaches have been used. Learning environment
systems, named MONSAKUN, that practically use automatic assessment for one
operation of addition and subtraction has been developed.

In the practical use and long-term evaluation, it was confirmed that learning by
problem-posing with MONSAKUN was interesting and useful learning method [2].
Nevertheless, although posing problems in the learning environment is considered to
contribute to the understanding of the structure of problem, it is not clear how learners
could finally understand it through the activity. If we know the process and the bot-
tleneck of thinking in problem-posing, we can consider adaptive feedback for learners.
Therefore, it is essential to investigate the learning activity for every single action and
to generate inferences of learner’s thinking from their behavior in learning environ-
ments. This study investigates whether learner’s understanding of the structure of
problem reflect on their problem-posing process or not. If they have not enough
understanding of the problems structure but partially correct, they make meaningful

© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 478–479, 2016.
DOI: 10.1007/978-3-319-39583-8



things even in the middle of the process. To test this assumption, this study investigated
the validity of the intermediate product in the problem-posing process.

2 Investigation of Learner’s Actions

In order to promote learning deeper, MONSAKUN used as an interactive learning
environment to exercise and receive lectures on problem structure as usual classes.
Each learner was asked to create story problem using sentence card based on calcu-
lation expression in the requirement assignment, and all activity was logged into the
database. MONSAKUN records learner’s problem-posing activity as combinations of
sentence cards set. The product of an activity is a combination of three sentence cards,
which is called “state” and all possible combinations of sentence cards could be clearly
defined as “problem state space” [3]. Each state has a meaning as the satisfaction or the
lack of some constraints. Only in the case that a state does not satisfy any constraint, it
is meaningless. The more constraints are satisfied in the intermediate product, the
higher values of the validity are acquired.

Ideally, a learner would only need three actions to pose a correct problem, because
a problem consists of the arrangement of three simple sentence cards. In this study, a
Pearson’s correlation test between the number of actions and the validity of posed
problems is conducted. Significant difference at p < 0.05 in eleven out of twelve
assignments is found, which shows that many actions performed by learners tried to
satisfy more constraints. This means that learners make meaningful intermediate
products even in the middle of the problem-posing process.

3 Conclusion

An analysis of MONSAKUN log data of elementary school students in problem-posing
activity to investigate their way of thinking in posing of arithmetic word problems has
been conducted. We confirm that learners have a tendency to keep or enhance the
meaningfulness of posed problems even in the middle of the problem-posing process.
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Abstract. In an Online Distance Learning (ODL) application, the learning
scenario is a situation chaining from an initial system’s state to one of the final
states where course’s criteria are met. A situation is a contextualized sequence of
interactions. Teachers are successively involved in different situations: at the
end of one situation, they choose the next one. An Intelligent Tutoring System
will be used to support teachers in choosing an appropriate situation. In this
paper, we show how to apply a decision method (PROMETHEE II) combining
with the system traces analysis to automatically recommend to teachers one
situation in order to execute during an e-Learning course. Experimental results
of our ODL environment are presented to illustrate our method.

Keywords: Intelligent Tutoring System � PROMETHEE II � Traces � Situation

1 Introduction

Computer science research has been shown to be effective in e-Learning context to
increase the students’ performance and their motivations. With advancement of arti-
ficial intelligence and in cognitive research on human learning, the next generation of
computer-based learning moved to develop an Intelligent Tutoring System (ITS). These
ITSs are called cognitive tutors that must be able to achieve three main tasks: improve
the student’s knowledge level, decide what to do next/adapt instruction accordingly and
provide feedback [1]. Given the promising ITS’s performance, we interest in analysing
how to integrate ITS into e-learning platform to help teacher and also the students
during a course. We have developed a case study from our Online Distance Learning
(ODL) environment POLARIS [2]. POLARIS is an online blended learning adaptive
and interactive service platform. It simulates a virtual classroom with teacher and
students’ roles for online courses. In this context, we propose to handle this type of
application with a hypothesis for adapting its execution according to user behaviours
and the current context. We rely on the notion of situation [2] to structure the learning
scenario. A learning situation is a component where the teacher and students interact
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using local resources associated within a common context to achieve one or more
identified course’s criteria. The learning scenario in POLARIS is contextualized by the
following set of situations: Presentation, Individual Work, Group Work, Discussion,
Go to the Board and Test. Thus, teachers execute and participate in successive situa-
tions until they reach all of the defined criteria. For each course, the teacher also wants
to reach two criteria that are: Time (the course must finish on time) and Comprehension
(the students’ comprehension). Normally, after finishing one situation, teachers have to
select another one among a set of available situations to carry on the learning course
continuation. However, the fact is that teachers are not able to choose precisely what to
do in the next execution. Our goal is to integrate an ITS as a teacher assistant to suggest
an optimized situation to execute in increasing some of given criteria. In other words,
we try to answer the question “What can teachers do?” and find the suggested hint
being suitable for students and teacher in order to reach two defined criteria. This
question will rely on the choice that will be based on the heuristic multi-criteria
decision. Among the many works on multi-criteria decision, we are particularly
interested in the PROMETHEE II method [3] that we improve by incorporating a
system for analysing the e-learning traces [4] generated during the course session. This
is the main method, named Trace-Based PROMETHEE II, which will be integrated
into the ITS of POLARIS.

Fig. 1. Impact of number of traces on the result

Table 1. Result of feedbacks between novice and experimented teachers

Novice teachers Experienced teachers
Course with ITS Course (not ITS) Course with ITS Course (not ITS)

+ Feedback 48 11 21 40
− Feedback 2 39 29 10
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2 Principle of Trace-Based PROMETHEE II

We present the Trace-Based System (TBS) that aims to manage system execution
traces. We start by introducing TBS related concepts used in this paper [4]. A trace is a
sequence of data generated by any action regarding an event occurring during system’s
execution. Each trace can be associated to a model, called trace model that formally
represents the corresponding traces. A modelled-trace (called m-trace) is a trace
associated with its model. A system, which manages m-traces, is called m-Trace-Based
System (m-TBS). The collection phase is devoted to traces collecting. All the m-traces
in this phase are called primary traces, defined by PrT = (S, E, X, C, F) where S = {si}
is a set of executed situations; E�S� S is a set of the situations transitions; X�V � S
is the set of the states of the overall system V and the associated executed situation; C is
the set of criteria defined by (criterion_name, criterion_value) and F is the teacher’s
feedback about the obtained criteria when he finished a course with F = true (all of
criteria are reached), otherwise F = false. The transformation phase selects and
transforms the primary traces into new format according to our context. We need a
trace that contains a good strategy that means we select all of the primary traces in
which the value of F is true. From each obtained primary trace, we have several
transformed traces, denoted by TrT = X. The analysis phase aims to analyse all of the
transformed traces. We then present this phase as the main contribution of Trace-Based
PROMETHEE II method.

The teacher has two criteria to reach during his learning session that are: Time and
Comprehension. During the course in POLARIS, we have the state vector V that
contains 9 properties such as: remainT (the remained time of the course), presentationT
(the executed time of the situation Presentation), indiworkT (the executed time of the
situation Individual Work), groupworkT (the executed time of the situation Group
Work), discussT (the executed time of the situation Discussion), goboardT (the exe-
cuted time of the situation Go to the Board), testT (the executed time of the situation
Test), questionNum (the number of students’ questions), questionStu (the number of
students having questions). Our method will analyse after finishing one situation the
state vector V to choose the most suitable situation among 6 defined situations.

Each criterion is evaluated by one or several properties in the state vector. We
decompose the vector V into two sub-vectors in terms of two criteria: vtime ¼
remainT ; presentationT ; indiworkT ; groupworkT ; discussT ; goboardT ; testTð Þ and
vcomprehension ¼ questionNum; questionStuð Þ. We consider the transformed traces base
TrT in which each transformed trace has the following format: (V, executed_situation).
We decompose also the base TrT into two sub-bases in terms of two criteria (TrTtime
and TrTcomprehension). For each sub-base (containing q records), we extract in V all of the
properties that contribute to evaluate the correspondent criterion. For each criterion, we
compute the Euclidian distance between the state sub-vector and each transformed
trace. The value of disqtime situationið Þ represents the distance of the situation i between
vtime and the qth transformed trace in TrTtime. We get for each criterion a matrix of size
q � 1 containing all the distances between the current state sub-vector and q records in
each transformed traces sub-base. The result is the set of two matrixes that correspond
to two criteria. From the two matrices above, we choose the k smallest distances to
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compute the evaluation of each situation for each criterion, denoted Eh situationið Þ. We
choose k smallest distances because it represents k similar states in the past and for each
state, teachers have chosen different situation to execute. Among k choices, we com-
pute the probability for each choice in the past. Based on these probabilities, we will
obtain the evaluation value of each situation by:

Eh situationið Þ ¼ eh situationið Þ
P

i eh situationið Þwith eh situationið Þ ¼
Xk

j¼1

dis jh situationið Þ; k� q

Once these calculations done for each criterion, the PROMETHEE II process
continues to build a priority list of situations. The first situation of this list will be the
chosen one and suggest that the teacher continue the course. The result of this method
can answer our main question of the article “What can teachers do?”

3 Results and Discussion

Our experiments focus on two questions. Does Trace-Based PROMETHEE II suggest a
situation to execute? Is this choice satisfied the teacher? We now illustrate the test to
answer these questions to confirm the performance of our proposed method in
POLARIS platform. We have obtained a base of 1024 transformed traces. From this
base, we decompose into 2 sub-bases corresponding to 2 criteria (Time and Compre-
hension). We have tested our method in four cases corresponding to four traces bases as
described in Fig. 1. We have four traces bases with different number of traces such as: a
base containing 50 traces, 100 traces, 500 traces and 1024 traces.

In this test, we use the number of teachers’ feedback to evaluate the effectiveness
for each traces base. We have totally observed 76 decision-makings using our method.
We notice that the more the number of traces we have, the more the number of positive
feedbacks we get. We can conclude that the combination between traces and decision
method establish a new ITS. This one not only suggests that teacher do but also
increases the teacher’s satisfaction.

Our method has not always obtained the high positive feedbacks from different
teachers as the Table 1. We realize that the ITS integration in a course demonstrates its
performance in comparison with a course without ITS for the novice teacher. We
observe that the number of positive feedbacks for novice teachers is better with ITS
integration than without ITS. In contrast, the positive feedback in course without ITS is
higher than that is on the course with ITS for the experienced teachers. The reason is
that experienced teachers are better trained in the course. Another limitation is that our
method supposes the presence of a configured and up-to-date Trace-Based System. We
must have enough data to compute the priority situations list to recommend to teachers.
Our future work focuses on integrating the recommendation in our current ITS to
improve the inconvenient about the effectiveness of experienced teachers.
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Abstract. This paper presents an extension of the Additive Factors Model to
predict learning for students by accounting for aspects of collaboration. The
results indicate that student performance is predicted more accurately when the
model includes parameters that capture influences of working collaboratively.
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A strength of intelligent tutoring systems (ITSs) is that they can be modified through
offline student modeling to provide better instruction for students. Although ITSs have
been shown to support students working in groups [2], the statistical models that are
used to refine and support ITSs often do not take into account features of collaboration
(e.g., partner knowledge). Student modeling might be improved and learning might be
supported even better, if we took into account collaborative features. Thus, we
extended the Additive Factors Model (AFM), which is a logistic regression model
frequently used in offline analyses of ITSs [1]. The standard AFM [1] calculates the
log-odds that a given student correctly solves a given step in a problem as a function of
three estimated parameters that capture the student’s initial proficiency, the ease of the
skills involved in the step, and the learning rates for those skills. We modified the
standard AFM so that the model has separate learning rates depending on if a skill is
being learned in an individual or collaborative environment (AFM+C) since the
learning processes may differ. Further, to better understand how a student’s partner’s
knowledge may impact the prediction of a student’s learning, we analyzed four dif-
ferent variations to take into account partner knowledge: partner pretest score classified
as low/average/high (AFM+PPS), absolute difference between student’s and partner’s
pretest scores classified as homogeneous or heterogeneous (AFM+AD), and two
directional differences between student’s and partner’s pretest scores including
lower/similar/higher (AFM+DD) and lowest/lower/similar/higher/highest (AFM+LD).

We hypothesized that the models with collaborative/individual learning rates and the
models with partner knowledge would be a better fit than the standard AFM. We used
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two datasets consisting of log data from conceptually or procedurally-oriented ITSs. In
each data set, students were working individually or collaboratively. We measured the
accuracy with which the models predicted student performance for both datasets using
log likelihood, Akaike information criterion (AIC), and Bayesian information criterion
(BIC). The log likelihood does not take into account the complexity of the model while
the AIC and BIC do account for the complexity of the model.

The models with collaborative/individual learning rates were a better fit than the
standard AFMs as shown in the AFM+C rows of Table 1. The models with variations
of the partner’s pretest were a better fit only for the conceptually-oriented data as
shown in the comparison column in Table 1. This may be caused by different types of
talk occurring around conceptual and procedural knowledge with a partner, which may
have an influence on learning. Overall, our results show that by including collaborative
features within a model, we can improve the learning prediction. With a more accurate
learning prediction for an ITS, in future work, we may be able to better refine the
instructional support used in individual and collaborative ITSs.

Acknowledgments. We thank the CTAT team, Ran Liu, and Amos Glenn for their
help. This work was supported by Graduate Training Grant # R305B090023 and by
Award # R305A120734 both from the US Department of Education (IES).

Table 1. Prediction accuracy for all models. The asterisks mark the best performing model
while a plus sign indicates that the model performed worse than the baseline for that measure.

Model name Log likelihood AIC BIC Comparison to standard AFM

Conceptually-oriented ITS
Standard AFM −8769.7 17549.3 17589.1
AFM+C −8731.2* 17478.3* 17542.0* ℵ2(3) = 77.0, p < 0.001
AFM+PPS −8759.3 17534.6 17598.2+ ℵ2(3) = 20.8, p < 0.001
AFM+AD −8768.6 17553.3+ 17616.9+ ℵ2(3) = 2.1, p = 0.56
AFM+DD −8761.2 17538.4 17602.1+ ℵ2(3) = 16.9, p < 0.001
AFM+LD −8760.5 17536.9 17600.6+ ℵ2(3) = 18.4, p < 0.001
Procedurally-oriented ITS
Standard AFM −7991.3 15992.6 16032.0
AFM+C −7942.8* 15901.5* 15964.5* ℵ2(3) = 97.1, p < 0.001
AFM+PPS −7989.0 15994.0+ 16057.1+ ℵ2(3) = 4.6, p = 0.20
AFM+AD −7989.2 15994.4+ 16057.4+ ℵ2(3) = 4.2, p = 0.24
AFM+DD −7988.7 15993.5+ 16056.5+ ℵ2(3) = 5.2, p = 0.16
AFM+LD −7987.9 15991.9 16054.9+ ℵ2(3) = 6.8, p = 0.08
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Abstract. We present a new architecture for the creation of embodied educa-
tional games, using wearable devices in the form of ‘Wearables’ for learning,
which enable to do mathematics while being physically engaged with the
environment. Wearables act as assistants as students engage in Mathematics
Games. Evidence shows that students learn and improve their affect and
motivation.

Keywords: Embodied cognition � Game-based learning environments

1 Introduction

Ideally, digital learning environments should manage the delicate balance between
motivation and cognition, promoting both interest and deep learning. Embodied
Cognition might be able to bridge these two worlds: physical embodied learning
supports the combination of movement and gestures with higher-order cognitive
activities [1–3], and manipulating objects can be engaging and interesting. At the same
time, technologies are becoming more hands-on, tangible, sharable and even wearable.
There is potential for learning technologies to redefine the way that teachers and
students interact, through rich interactive face-to-face discourse that blends technology
into classroom culture. The vision is that students manipulate shapes/expressions with
their hands, measure using real tools, do math in their owned physical spaces, as we
essentially move the interface “off the screen” and into the real world, but retain the
benefits of personalization, hints and feedback that ITS already provide.

2 Wearables for Mathematics Learning

The Cyberlearning Watch is a device that students use on their wrist to receive
instructions while playing math games. We manufactured these wearables using the
Arduino Uno Microcontroller. As a second option, a device emulator was developed in
JavaScript, to have the option of using cell phones strapped to forearms via armband.
Wearables connect to a remote web-server engine via Wify and web sockets.

The back-end consists of a Ruby on Rails web-server. The software of this system
(1) communicates with devices; (2) keeps state of the game; (3) aids the teacher in the
general functioning of activities (start the game, verify progress, determine the winner);
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(4) allows to assign watch devices to students; (5) specifies teams of students; (6) keeps
track of individual and team progress; (7) allows the creation of new games.

The Tangrams Race Game. This is a team-based game for 3rd, 4th grade, con-
sisting of a relay race where students take turns to run and find specific shapes out of a
basket at the other end of the room, to collect the correct pieces to solve a Tangram
Puzzle. Students get descriptions of the shapes they have to bring back, such as “I have
3 angles, but only one of them is a right angle”, and can push the “hint” button to get
help, e.g.“3 angles, 3 sides and 1 right angle make a right triangle”. Students (N = 96)
playing this game with wearables demonstrated large improvements in affective vari-
ables in pre-posttests (e.g. +30 % in ‘math is very interesting’), and improved
achievement in standardized test items after a 30-min intervention.

Estimate IT! is a measurement estimation and number sense game for 4th–6th grade
students. The game is a Scavenger Hunt, where students search for objects around a
physical space. For example, the display could show the following message to a player:
“Find a cube with a 6 side”. Hint 1: “I have 6 equal faces”. In this game there is
synchronization of Wearables for members of the same team. Students (N = 13) played
Estimate IT with improvement in achievement at standardized test items, and improved
in mathematics liking and self-concept in math after 30 min.

3 Discussion

Adapting the difficulty of questions for each individual student, based on a student
model, is the obvious next step of this research, following approaches traditional to ITS
[4], as meeting the right level of challenge has been frequent feedback throughout
studies: some students found the games too hard, others too easy. This would imply
that a variety of questions and hints of different difficulties be generated for the same
object to search, fitting a variety of grades. The result will be that everybody, regardless
of achievement level, will have a similar chance to succeed and win the games.

We are encouraging about this platform for formal and informal education, given
large improvements in student affect, motivation and achievement. Next, we will
implement the architecture using SmartWatches, which are quickly becoming wide
spread. This is a new paradigm for educational technology where the ITS model still
holds, but taking the interface “off the screen”. Many research questions remain
unanswered, such as what are the mechanisms by which embodied cognition contribute
to improved learning, engagement and teaching, and how technology can support it. In
many ways, we have created a platform to start answering these research questions.
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Abstract. A conventional way of designing curricula is to ask domain
experts to set dependencies between courses. A domain expert normally
sets these dependencies based on the contents of the courses. Regardless
of the disagreements amongst experts in deciding these dependencies,
several studies suggest that data-driven approaches can be very effective.
In this paper, we propose a system to induce independence/dependence
assumptions between courses in curricula based on student performance.
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1 Introduction

Designing educational curricula is a crucial and an important task in building
any educational plan. An important issue in designing curricula is deciding how
courses depend on each others. A conventional way of deciding these dependen-
cies is based on the contents of the courses. Although, this approach is justified
by common sense, there can also be dependencies related to factors other than
the manifest contents of the courses. An empirical study by Vuong et al. show
that some prerequisites set by domain experts are not true prerequisites with
respect to the performance of the students they analysed. They argue that an
empirical study of student performance can be of significant assistance to edu-
cators in designing curricula [2]. Ohland et al. reported that after redesigning
an engineering curriculum such that putting a mathematics course, which had
long been thought as a necessary prerequisite to an engineering course, as a
co-requisite to it increased the graduation rate [4].

Historical data collected from the performance of students can be of great
benefit in revising the dependencies between courses. A dependency graph can be
learned from this data. This graph is easier to read and interpret than numbers
and tables. It gives educators a picture of direct and indirect associations between
courses.
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In this work, we propose a system to build a dependency graph of courses.
This dependency graph is a Bayesian network (BN) learned from data of student
grades.

2 Experiments

Unfortunately, at the time of writing this paper, no real data was at our hand
with which we can experiment. We picked three subsets of three curricula from
three departments in a college. These departments were physics (PHYS), math-
ematics (MATH) and computer science (CS). We built three BNs representing
independence assumptions based on our belief on the performance of the stu-
dents taking these courses. We set each random variable representing the grade
of a student to take a value in a sample space Ω = {poor, intermediate, high}.
From each BN, we generated two datasets, one containing 1000 instances and the
other containing 10000 instances. We used the GOBNILP1 software package to
learn BNs from these instances [1]. In order to compare the learned BNs with the
original ones, which serve as gold standards, we used the structural Hamming dis-
tance (SHD) metric [3]. SHD measures the number of edge operations: deletion,
insertion and reverse, which need to be done to one of the graphs to transform
it to the other. When two BNs encode the same independence assumptions, the
SHD between them is 0. Table 1 shows the result of our experiments. It is clear
that, except for the BN learned for the physics curriculum from 10000 instances,
all the independence assumptions encoded by the BNs could be recovered from
the data.

Table 1. The results of learning BNs from synthetic data for three college departments.

Curriculum SHD (1000) SHD (10000)

Mathematics 0 0

Physics 0 1

Computer Science 0 0

Acknowledgments. We thank Thana Alharbi for preparing data for preliminary
experiments.
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Abstract. The current study focuses on building a real-time emotions model to
automatically detect emotions directly from brain signals. This model analyses
the learner’s emotional state which is very useful to intelligent tutoring systems.
An experiment was conducted to record neural activity and facial
micro-expressions of participants while they are looking at pictures stimuli from
the IAPS (International Affective Picture System). Camera-based facial expres-
sion detection software (FACET) was used to assess facial micro-expressions of a
participant with high accuracy. Machine learning algorithm was fed with
time-domain and frequency-domain features of one second EEG signals with the
corresponding facial expression data as ground truth in the training phase. The
classifier provides outputs representing facial emotional reactions dynamics in
fully automatic and non-intrusive way without the need to a camera. Using our
approach, we have reached 92 % accuracy.

Keywords: Affective model � Facial expressions � EEG � Brain computer
interface

1 Introduction

Emotions are crucial in the learning process because they have profound impact on
what we learn and keep in mind. In Intelligent Tutoring systems (ITS) an important
goal remains to monitor learners’ emotions on a real-time basis. Several studies have
been successfully conducted to detect emotions using models that track facial
micro-expressions with camera or webcam with CERT [1], or FaceReader [2] etc.
A micro-expression [3] is a brief spontaneous facial expression, unconscious (invol-
untary) and hard to hide as it lasts between 1/24 and 1/15 of a second. However, so far,
all the focus has been on external assessment methods and to the best of our knowl-
edge, no attempt has ever been made at detecting facial micro-expressions from EEG
signal. In the meanwhile, several works has shown that emotional states can be rec-
ognized from EEG signal with reasonable accuracy [4–6]. So it seems sensible then to
consider cerebral activity as input for detecting facial expressions rather than user’s
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face images or videos. In this paper, we aim to answer this question: How well can we
predict facial expressions from the brain signals of participants?

2 Experiment and Results

In order to elicit the participants’ emotions, we conducted an experiment with 20
participants (7 women, 13 men aged from 21 to 35) where they was asked to look at
selected 30 pictures from IAPS (International Affective Picture System) [7] with regard
to their affective ratings (valence, arousal) and choose one from the eight emotion
categories that best represent his global feeling about the displayed pictures.

To build our EEG based affective model, we proceeded according to the following
steps: (1) measuring facial expressions of users confronted to IAPS pictures using
FACET system, (2) Extracting frequency-domain and time-domain features from the
corresponding mobile windows of 1 s EEG data for each FACET frame time (every
1/6 s) and train machine learning models that correlates the micro-expressions prob-
abilities with the EEG features, and (3) predicting the emotion only from the model and
check the accuracy of the model.

The total number of computed features from all the electrodes is 238 (17 features
per electrode: 5 frequency-domain features + 12 time-domain features). The collected
dataset contains 21553 data points (1078 data point per participant; 36 data point per
stimulus). We have created 10 CSV files where we put together all the extracted EEG
Features and one emotion category extracted from FACET data. Each file was entered
as an input to the WEKA machine learning toolkit for generating EEG-based regression
model to predict the values of one emotion category.

Three machine learning algorithms were used to predict the numeric values of each
emotion category; namely IBk (K-nearest neighbours classifier), Random Forest
(classifier constructing a forest of random trees) and RepTree (Fast decision tree
learner).We used 10 fold validation in our test phase.

Compared to IBk (k = 1 neighbour) and RepTree methods, Random Forest obtains
higher correlation coefficient and lower error rates such as MAE and RMSE for all
emotion categories, as illustrated in Table 2.

With these results, our EEG-based facial expressions prediction approach provides
a simple and reliable way to capture the emotional reactions of the user that can be used
in intelligent tutorial systems, games, neurofeedback, and VR environments.

Table 1. Computed features from EEG Signals

Frequency-domain EEG
Features (5 Features)

delta [1–4 Hz], theta [4–8 Hz], alpha [8–12 Hz], beta [12–
25 Hz], and gamma [25–40 Hz]

Time-domain EEG Features
(12 Features)

Mean, Standard Error, Median, Mode, Standard Deviation,
Sample Variance, Kurtosis, Skewness, Range, Minimum,
Maximum and Sum
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3 Conclusion

In this paper, we presented models for detecting user’s facial micro-expressions in front
of IAPS pictures using signals from his cerebral activity. We showed our methodology
and experimental design to get a reliable dataset that we used in the training of machine
learning algorithms. The obtained results are very promising and we aim to investigate
them in the future in an intelligent tutorial system. This integration will contribute to
learning because practical real-time non-invasive assessment of users’ emotion is now
feasible, since we can rely on this assessment as a substitute for self-reports that can
disturb a learning/gaming session. Moreover, the system can become more adaptive in
terms of its response to user’s emotional reactions. With more precise emotions
measures that our system offers, intelligent tutorial systems will be more adaptive that
react to the user’s spontaneous facial expressions in real-time.
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Sciences and Engineering Research Council of Canada (NSERC).
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Abstract. This paper presents an initial evaluation of different forms of
adaptation based on learning style and knowledge level, which were imple-
mented in an adaptive e-learning system. An experiment conducted in a learning
context with 174 participants produced significant results in terms of learning
gain. They indicate that adaptation based on both learning style and knowledge
level yields significantly better learning gain than adaptation based on learning
style only, and better than adaptation based on knowledge level only.

Keywords: Adaptivity � Learning style � Learner knowledge � Evaluation

1 Introduction

One of the key characteristics of adaptive e-learning systems (AESs) is the provision of
personalized services and the recommendation of learning material in the learning
process. Although most AESs are based on learning style (LS) or on knowledge level
(K) adaptation, the implementation of the adaptive process based on their combination
presents a significant challenge. The lack of empirical research on LS and K adaptation
is also a key issue in the deployment of AESs [1].

This paper is part of a broader investigation into adaptation based on LS and K in
e-learning systems, and their empirical evaluation. An AES called AdaptLearn was
designed and implemented to provide adaptation based on LS only, K only or on their
combination [2, 3]. Adaptation is achieved through the manipulation of links to
learning material on Computer Security, the application domain of the system. This
involves the inclusion and generation of links to relevant material in a customized
order, and the hiding or removal of links deemed unsuitable for the current level of the
learner. It also provides adaptive guidance and offers recommendations and feedback to
learners as they progress through their learning tasks.

An experimental evaluation of the impact of adaptation was carried out in terms of
learning gain. This involved 174 participants in an academic learning environment.
A pre-test and a post-test were used to measure the learning gain; each test contains 22
multiple-choice questions with five options. Learning gain was computed as follows:

Learning Gain = the score of the post-test – the score of the pre-test
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Three independent variables/groups were established in the experiment. Group 1
involved the participants who interacted with a version of AdaptLearn which provides
adaptation based on LS only. Group 2 involved the participants who interacted with a
version which provides adaptation based on K only. Group 3 involved the participants
who interacted with a version which provides adaptation based on the combination of
LS and K. The experiment involved a number of stages: (1) access to AdaptLearn
through an Internet browser and completion of the demographic data form and of the
Index of Learning Style questionnaire [4]; (2) random assignment by the system of
each participant to one of the experimental groups; (3) completion of a pre-test by each
participant; (4) personalized study by the groups of the learning material on Computer
Security; (5) completion of a post-test by each participant.

Table 1 presents the results of the learning gain variable for the experimental
groups; they indicate that Group 3 had the highest mean value followed by Group 2 and
then Group 1. According to the results, adaptation based on both LS and K in
AdaptLearn yields significantly better learning gain than adaptation based on K only
and better than LS only.

This experiment contributes to current research on adaptation by providing more
evidence on learning gain when both the LS and K characteristics are integrated into an
AES. Future research will involve a long-term evaluation with more participants and a
larger set of learning resources. Different variables such as learner satisfaction, moti-
vation, emotion and perceived usability of the system can be taken into account in
future experiments.
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Table 1. One-way ANOVA results of learning gain relating to the experimental groups.

N Mean SD F(2,171) Sig.

Group 1 58 53.50 18.92 22.89 <0.0005
Group 2 58 64.74 18.94
Group 3 58 75.48 14.18
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Abstract. Recognize learner’s emotion during a learning session is very
important task for intelligent tutoring system and help in improving learners’
interactions and understanding their preferences. This paper proposes a
text-based emotion recognition approach that uses personal text data to recog-
nize learner’s current emotion. The proposed approach employs Dominant
Meaning Technique to recognize learner’s emotion.

1 Introduction

In Collaborative learning session between learners, emotions are an important aspect.
The detection of the exchange of emotions among learner through text messages can
help Intelligent Tutoring System (ITS) for deliver right concept to right learners. Jraidi
et al. [1] mentioned that the impact of using emotion in ITS and how that are oriented
toward developing emotionally sensitive tutors.

This paper presents a new technique based on Dominant Meaning Technique [2]
and Appraisal Method [3] to classify a text to a suitable emotion. Detecting emotion
from text is useful in understanding learners’ feelings towards particular discussion in
Intelligent Tutoring System. To test our algorithm, we use ISEAR (International Sur-
vey on Emotion Antecedents and Reactions), dataset collected by Klaus R. Scherer and
Harald Wallbott [4]. ISEAR dataset contains 7 major emotions: joy, fear, anger, sad-
ness, disgust, shame, and guilt. Attitude defined as a mode that anyone act in a specific
condition and shows how he feels. These aspects embody the capability to express
emotional, moral, and aesthetic feelings respectively [4]. For example, “when I was in
grad 11 in the school, I was punished for no serious mistake of mine” another sentence
“when I was in grad 11 in the school, I got an award for my excellence”. Using the
dominant meaning methods, the words “punish, and mistake” leads the first sentences
to a negative emotion, however, the words “award and excellence” classify the second
sentences to a positive emotion.

2 Building Emotion Dominant Meaning Tree

Most of text classification methods uses keyword-based methods with thesaurus. In
contrast, we use the dominant meaning methods as features to improve accuracy and
refine the categories. Each node contains one emotion. Each emotion is associated with
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top-N dominant meaning words based. The node between word and the emotion is
labeled with its dominant meaning probability as shown in Fig. 1. To determine N
value, we have to conduct some experimentations with different N values to figure out
which N reflects a considerable results. The proposed framework showed how to form
the dominant meaning tree which we used to classify sentences to emotions classes.
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Abstract. Learning Analytics (LA) plays a crucial role in providing e-learning
practitioners both technological and methodological assistance in terms of
learner monitoring and evaluation. Most research efforts in LA strongly place
emphasis on analytic processes and technologies that support the tasks of data
analysis and visualization. Creating cutting-edge and efficient techniques for the
latter appears to be a prioritized research challenge for the LA research com-
munity while ethical questions are often neglected. Yet, these questions have
been proven with research evidence to be compelling for the researchers and at
the same time preoccupied for the learners. The research effort presented in this
paper takes a closer look at a particular issue in LA related to user tracking and
how ethical issues are being handled.

Keywords: Data analysis � Data indicator � Ethics in e-learning � Learning
analytics � Privacy issues in e-learning � Tracking data

1 Introduction

In e-learning, ethics involves many aspects, among which, are the participants them-
selves and the technologies used to support their learning activities [1, 2]. As for the
ethical questions, they need to be studied in a more situated context by taking into
account a variety of factors, including specific institution’s regulations, learning
environments and cultural points of view. For that reason, the research effort presented
in this paper intentionally places a special focus on user-tracking in Learning Analytics
and its related ethical and privacy concerns. It is based on the empirical data acquired
through a questionnaire distributed to 178 students. Our research goal is to study how
LA causes privacy concerns, as the learners perceived them, and how it would affect
their behavior in e-learning.

2 Privacy Concerns in Learning Analytics

Student monitoring, the most common practice in LA, has become easier and more
efficient thanks to the use of tracking approach [3] that consists of collecting data of
users and of their interactions within learning platforms. Acknowledging the con-
tributing factor of user-tracking data to online tutoring enhancements as pointed out by
[4], researchers and learning content providers choose to integrate systematically a
tracking system in their educational settings. LA applications and tools that support
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tracking data analysis and visualization are also widely introduced to the participants in
the learning process. To back up this claim, the most recent studies of [5] review a
variety of LA platforms that make use of students’ tracking data for different purposes,
among which are student assessment and evaluation. While LA gives considerable
assistance to the tutors in the tasks of monitoring online learning, it also creates major
drawbacks for the learners. As a matter of fact, 68 % of the participants in our study
expressed their fears towards a learning environment with an integrated tracking sys-
tem. The participants recognized that the latter had sometimes affected how they
perform certain types of activities. For example, they suggest limiting private activity
or to reduce public intervention like on a discussion forum, so that they would leave the
least of their traces possible on an open E-learning environment.

The data from the questionnaire also reveal that “avoidance of personal data” and
“consent agreement” are both strongly relevant to privacy concerns in E-learning. In
fact, consent is one of the keystones of privacy research practices in LA. Somehow, we
were surprised to learn that most of the participants had never been reached out by
anyone to sign a consent form. Yet, they have been regularly using e-learning platforms
(e.g. Moodle), and their tracking data have been exploited in both educational and
research settings. The ethical question in this case has either been ignored or inten-
tionally overlooked by the learning content provider.

3 Conclusion

While the main goal of this paper is to share scientific findings based on field studies
and empirical data, it also aims to raise awareness of the privacy matters, which are
often overlooked in the research efforts involved in Learning Analytics. Our future
work will focus on a more in-depth analysis of the current experimental data to explore
other aspects related to ethics in e-learning. We are also attempting to quantify and
qualify the impact of the privacy issues on the behavioral, social and cognitive aspects
of online learning.
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1 Introduction

In this paper, we propose a series of correlation-based feature selection methods
for dealing with high dimensionality in feature-rich environments for model-
based Reinforcement Learning (RL). Real world RL tasks usually involve high-
dimensional feature spaces where standard RL methods often perform badly.
Our proposed approach adopts correlation among state features as a selection
criterion. The effectiveness of the proposed methods are compared against previ-
ous methods referred as 10PreviousFS [2] using the data from an intelligent logic
tutor called Deep Thought (DT) [1]. We evaluated the effectiveness of different
feature selection methods by expected cumulative reward (ECR) [3], considering
two types of reward: immediate and delayed. Our results show that our proposed
methods significantly outperform previous feature selection methods with both
types of rewards. Moreover, the “best” policy induced using immediate reward
differs significantly from that induced from delayed reward.

2 Methodology, Experiments, and Results

Methodology: The proposed feature selection framework forwardly select the
feature based on the correlation between the feature and current selected feature
set. Particularly we applied three common used correlation metrics Chi-square
(CHI), Information gain (IG) and Symmetrical uncertainty (SU) for measuring
the correlation among features. When considering the three correlation met-
rics, we face a simple decision: should we select the next feature that is the
most correlated or uncorrelated to the current selected features? However,
for model-based RL, the answer is not straightforward. We used both high and
low correlation on three correlation metrics thus resulted in six methods: CHI-
high, IG-high, SU-high, CHI-low, IG-low, and SU-low. We will compare these
six methods with 10PreviousFS in [2].

Experiments: We applied RL [3] to induce policy given the action set, rewards
and state features. Here we focus on one simply tutorial decision: once a tutor
determines the problem to be completed, should the tutor show the student how
to solve the next problem directly–worked example (WE), or should it ask the
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(a) Four type of methods (b) Correlation-based method

Fig. 1. Feature selection methods for immediate reward.

student to solve the problem–problem solving (PS)? In addition, we designed
two types of rewards: Immediate vs. Delayed. The former reflects students’ per-
formance level by level while The latter determines the students’ performance
across all levels. Besides, 134 state features were extracted representing a cumu-
lative statistical measure of students’ behavior and context information.

Result: Among the three correlation-based methods, our results showed that
SU-based methods outperforms CHI and IG based ones. Moreover, Fig. 1a, b
show that (1) SU-based > ensemble > the best of 10PreviousFS > random;
and (2) the ECR of Immediate policies much higher than that of Delayed poli-
cies. This is most likely because of the issue of credit assignment. The more we
delay success measures from a series of sequential decisions, the more difficult it
becomes to identify which of the decision(s) in the sequence are responsible for
our final success or failure.

3 Conclusion and Future Work

In this paper, we proposed six correlation-based feature selection methods for
model-based RL and showed that they are more effective than the ensemble
method and 10PreviousFS. In future work, we are applying correlation-based
feature selection methods on other data sets. Currently we are implementing
the optimal Immediate and Delayed policies into DT to experimentally evaluate
their performance.
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Abstract. In our previous works, we presented Logic-Muse as an ITS that
helps improve logical reasoning skills in multiple contexts. The main purpose of
this paper is to present an evaluation of the expert and the learner components.
First, we will show how well the expert can reason on conditional reasoning
problems by comparing its answers to 72 exercises to those provided by human
experts. Then we will demonstrate the prediction capabilities for our learner
model (via a Bayesian network) by using datamining techniques on data from
71 students.
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1 Introduction

In our previous work [2], we have proposed Logic-Muse, an ITS that helps people
improve their reasoning skills. Logic-Muse can provide a rich and personalized
learning. It was developed with the active participation of experts in different fields
(Cognitive Science, Intelligent tutoring systems, Logic & Psychology of Reasoning).
All its three main components (Learner, Tutor and Expert) have been developed while
relying on the help of experts as well as based on important past work in the field of
reasoning and computer science. Before deploying the system, we have decided to
evaluate Logic-Muse in terms of its capabilities for reasoning and solving logical
reasoning problems, and capabilities to assess and predict the state of learner skills. The
study focuses on a comparison of problem-solving data from human experts and
Logic-Muse as well as the use of some relevant data mining techniques for the vali-
dation of the learner model.

2 Evaluation of the Expert and the Learner Components

The aim of the expert component is to encode and manipulate the domain knowledge.
The Logic-Muse expert is able to produce a valid logical reasoning for any given
problem. It is also able to recognize fallacies as well as inference suppressions (the two
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main categories of reasoning errors human usually made according to the experts) and
to correct them. In Logic-Muse, rules (valid and buggy) are encoded using the Java
Expert System Shell. From a bank of 72 reasoning problems, we tested the reasoning
skills of the Logic-Muse expert by comparing its answers with those provided by
human experts. All the 72 exercises in conditional reasoning (18 exercises for each
mode of reasoning MPP, MTT, AC, DA) were solved by a human expert and then by
the Logic-Muse expert. Results show the overall accuracy of the designed algorithm for
Logic-Muse Expert was 100 %.

One of the biggest challenges in designing ITS is the effective assessment and
representation of the student’s knowledge state and specific needs in the problem
domain based on uncertainty information. We use a BN (Bayesian Network) to rep-
resent the user’s knowledge as accurately as possible. It was built from the domain
knowledge, where causal relationships between nodes (reasoning skills) as well as prior
probabilities are provided by the experts. It allows diagnosis and modeling of the
learner’s current knowledge state. To assess the predictive ability of our BN and its
ability to best represent the current skills of a learner, we opted for an incremental cross
validation. So in the incremental version, the training data increase one by one and the
test data decrease one by one. The prediction was done one student at a time by
entering, as evidence to the network, the responses of the particular student. For each of
the 71 students who answered on 49 logic problems, we have com-pared the real
answer of each question with the one predicted by the network. Results show that, after
an average of 10 to 15 questions answered, the Bayesian network is able to predict the
behavior of a learner with an accuracy of 95 %. Some errors can be due to the guess
(giving a correct answer, despite not having the necessary skills) and slip (having the
necessary skills, but giving a wrong answer) parameters [1].

3 Conclusion and Future Works

We validated expert and learner models implemented in Logic-Muse. We have
demonstrated the expert’s reasoning ability and proven predictive efficiency of the BN.
We see that the network is able to predict learner knowledge and make a faithful
representation of the learner’s knowledge state. The prior probabilities in the network
will be refined according to the results obtained from this first evaluation. Since we
plan to launch the use of Logic-Muse starting in autumn 2016, we will conduct the
summative evaluation (regarding the added value of such a system in the learning of
logical reasoning) at this time. This evaluation will also assess the pedagogical model.
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Abstract. Most of the studies about ITS focus on students and their needs.
Teachers are often forgotten. On a daily basis, teachers must perform several
tasks to ensure that students are learning. Such tasks can take a significant amount
of time and usually involve looking for specific students in multiple courses. In
order to comprehend and propose solutions to the problem, this paper investi-
gates if the development of new tools could promote a better use of the VLE by
teachers-tutors. We developed seven plug-ins focused on assisting teachers in
their daily tasks. These tools were introduced in a real Moodle environment and
had their impact assessed through a questionnaire and log analysis.
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1 Introduction

Virtual Learning Environments are widely used in Distance Education and serve as a
complement to classroom/hybrid courses [1]. Nonetheless, teachers reported difficulties
in using these environments - such as complexity and time required to perform tasks -
which end up limiting the interaction with students and the technological potential of
the VLE. The present study aimed to address the following question: “Could the
development of new tools promote a better use of the VLE by teachers-tutors?.”

2 Developed Tools

Seven plug-ins for Moodle have been developed to support teachers-tutors. They
consist of task reminders, summary of activities and course administration reports.

The first tool provides a summary of tasks that require the attention of a
teacher-tutor, displayed on Moodle’s homepage. It includes: tasks from the last 30
days, student work not evaluated and unread forum threads. Activities are listed by
name, date and course they belong to, plus the number of items already checked and
how many still need to be evaluated.

Similarly, the mobile app IFRS-BG Moodle aims to facilitate course management
on the VLE through notifications. With it, teachers, students and even parents can be
alerted on tests, pending tasks and other activities from all the courses related to them.
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Activity reports show the latest interactions performed by users in the VLE.
Additionally, three course administration reports measure the performance of tutors and
students throughout a course.

3 Tools Usage Evaluation

Four plug-ins were made available at IFRS-BG to be evaluated. The first assessment
consisted on an acceptance questionnaire administered to 40 teachers. The 35 %
answer rate included mostly teachers-tutors from classroom courses (87 %) of higher
education (93 %), none of which claimed to have insufficient knowledge of Moodle.
More than half of them used the VLE for less than a year.

The reminders on Moodle’s homepage were the most popular feature. Users praised
the level of clarity and relevance of information (86 % and 79 %, respectively).

It was noted, however, that most of the respondents did not remember Moodle
before the new homepage. Thus, 50 % could not confirm or deny any improvement.
Indifferent users summed up to 14 %, against 57 % satisfied and 28 % very satisfied.

Then, the analysis of affective dimensions sought to measure aspects of punctuality,
commitment, communicability, sociability, initiative and meticulousness of
teachers-tutors from the interactions logged in Moodle. Databases from two semesters
of 2015 were verified with scales and formulas proposed by Cunha [2].

Several dimensions showed a positive difference between periods, but only metic-
ulousness had a significant improvement (24 %). The use of VLEs in the institution still
falls short in several respects, so the impact of the tools merely softened the indicator.

4 Conclusions

The developed tools affected precisely the dimension where no teacher-tutor got a
satisfactory average (even after the plug-ins). It is believed that this fact is due to the
nature of the tools, which aimed to offer information about interactions in the VLE.
Through them, teachers could decide when/where their attention is most needed.

It is noteworthy that the information offered on the new tools had its relevance
recognized even by users who claimed not to have used them properly. Similarly, the
level of satisfaction with the plug-ins has been relatively high, indicating that, they may
add some value to the teaching practice should they be incorporated.
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Abstract. Learning logical reasoning is an important core activity in the field
of education. The purpose of this paper is to present an overview of a web-based
intelligent Tutoring system (ITS) called Logic-Muse for learning logical rea-
soning. Logic-Muse helps learners develop reasoning skills on various contents.
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1 Introduction

The purpose of this poster is to present an overview of a web-based intelligent Tutoring
system (ITS) called Logic-Muse for learning logical reasoning. Logic-Muse provides a
learning environment that helps learners develop reasoning skills on various contents.
Logic-Muse is design to support reasoning in a wide range of complex domains
including several logical systems (classical logic and non-classical logic). This poster
provides a briefly description of the architecture of the system.

2 Architecture of Logic-Muse

Logic-Muse’s architecture is based on a classical ITS including the three usual com-
ponents: the logic expert, the learner model and the tutor. The learning environment
includes a database of reasoning problems of six types of situations (or contexts). The
Logic-Muse expert implements logical reasoning skills and knowledge as well as
related reasoning mechanisms (syntactic and semantic rules of the given logical sys-
tem). It is able to recognize the reasoning errors and correct it. One of the Expert
component abilities is to transform narrative sentence in a logical form using the
mechanisms on stemmer snowball based on Porter or Regex Libraries.

The learner model in Logic-Muse has several dimensions. The episodic memory
keeps track of all the exercises performed by the learner. The cognitive model is a
Bayesian network built from the domain knowledge, where influence relationships
between nodes (reasoning skills) as well as prior probabilities are provided by the
experts (Tchetagni and Nkambou 2002). Some nodes are directly connected to the
reasoning activities or items. The skills are those pointed out by mental models theory
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in order to reason in conformity to the logical rules, namely the inhibition of exceptions
to the premises, the generation of counterexamples to the conclusion and the ability to
manage all the relevant models for the concrete, contrary to fact, abstract informal and
abstract formal situations. The items nodes (bottom of the structure) represent infer-
ences about each of the logical rules in each of the reasoning situations.

A CDM-Based psychometric model is built using the item bank, a Q-Matrix
(items/skills), as well as data related to all student responses on items. The resulting
model allows for initial predictions about the learner strengths and weaknesses
regarding reasoning skills given his/her performance on items.

The Tutor component in Logic-Muse relies on the expert who is able to solve the
case to provide relevant feedback to the learner. The goal is to help the learner to
become a better logical reasoner in several situations.

The Learning interface provides a rich set of services ranging from simple
exercises such as the building of true tables to complex situations involving complex
reasoning rules. An overview of the interface is shown in Fig. 1.

3 Conclusion and Future Works

We have presented an overview of Logic-Muse, which is a multidisciplinary initiative.
We have described how the learner Bayesian network is built and can be initialize for a
given learner. In the next steps, we intend with the data collected from the student to
make a summative evaluation, which help us to determine the effectiveness and
adaptability of Logic-Muse in terms of learning environment.

Fig. 1. Logic-muse reasoning service

512 C. Kenfack et al.



Reference

1. Tchétagni, J.M., Nkambou, R.: Hierarchical representation and evaluation of the student in an
intelligent tutoring system. In: Cerri, S.A., Gouardéres, G., Paraguaçu, F. (eds.) ITS 2002.
LNCS, vol. 2363, pp. 708–717. Springer, Heidelberg (2002)

A Brief Overview of Logic-Muse, an Intelligent Tutoring System 513



Pilot Study with RALL-E: Robot-Assisted
Language Learning in Education

Ning Wang1 and W. Lewis Johnson2

1 University of Southern California, Los Angeles, USA
nwang@ict.usc.edu

2 Alelo Inc., Los Angeles, USA
ljohnson@alelo.com

1 Introduction

Social robots, designed to engage in face-to-face communication, have great
potential in language training, because spoken language is a face-to-face commu-
nication skill. Early experiences with robotics for language learning have demon-
strated the potential of robot-assisted approaches[1]. Social robots have shown
promise in research laboratory settings for language education, but historically,
they have been too expensive to consider as a relevant educational technology. In
this paper, we describe RALL-E (Robot-Assisted Language Learning in Educa-
tion), a low-cost autonomous social humanoid robot designed to engage learners
in complex task-based conversational interactions in a foreign language. The
hardware of the RALL-E robot is the Hanson Robokind R25 model. The RALL-
E robot’s conversational capability is developed based on the Virtual Role-Player
(VRP) architecture [2, 3]. This architecture has been applied in many foreign-
language training technologies that can engage in multimodal communication
with trainees in a foreign language. The topics RALL-E covers include basic
greetings and introductions in Chinese. A learner interacts with RALL-E through
natural language in Chinese.

2 Pilot Study

To study how learner skills impact the use of RALL-E, we placed the robot in
both an introductory Chinese class (Chinese I) of 10 students and an advanced
Chinese class (Chinese III) of 47 students in a United States high school. The
study was carried out in three 1-h long class periods (one 1-h Chinese I and
two 1-h Chinese III). Students interacted with RALL-E in groups of 3–5. The
interaction lasted between 5–20 min. One teacher who teaches the Chinese classes
participated in the study.

Overall, RALL-E was somewhat successful in engaging students in basic con-
versational dialogue in Chinese. RALL-E received 3219 voice inputs and was
able to recognize 60 % of them. From the recognized input, RALL-E successfully
responded to 65 % of them. The other 35 % of the recognized input was consid-
ered out of context. For example, if the student and the robot are discussing
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music, an utterance about sports is considered out of context. This means that
RALL-E was able to provide responses to 39 % of the input (60 % times 65 %).
From the 7-point Likert scale usability ratings collected after the study, stu-
dents considered RALL-E somewhat useful (M = 4.12, std = 0.98), easy to use
(M = 4.59, std = 0.97), easy to learn (M = 5.72, std = 1.14) and were some-
what satisfied with practicing Chinese with RALL-E (M = 4.54, std = 1.15).
When asked whether they were interested in using the RALL-E in the class-
room when a new version was released, 55 % of the students responded “Yes”.
Student t-tests showed that the ratings on how easy it was to learn to interact
with RALL-E (MChineseI = 6.28, MChineseIII = 5.60, p = 0.0024) and overall
satisfaction with RALL-E (MChineseI = 5.06, MChineseIII = 4.43, p = 0.0185)
from Chinese I students were higher than those from Chinese III students. There
was no significant difference in ratings of usefulness and ease of use of RALL-E.
Fisher’s exact tests showed that, compared to Chinese III students, a higher
percentage of Chinese I students signed up to use the next version of RALL-E
inside the classroom (PCTChineseI = 90%, PCTChineseIII = 48%, p = 0.0314).
The teacher who participated in the study rated RALL-E’s usefulness as 3.57,
ease of use as 4.78, ease of learning as 5.0 and overall satisfaction as 4.29.

3 Discussion

In the pilot study, the voice-recognition rate was decent, considering the noisy
classroom environment RALL-E operated in. Students were quite impressed with
RALL-E’s ability to understand them. The main criticism was that RALL-E did
not respond the way students expected it to. This points to the need for improve-
ment in RALL-E’s speech recognition and dialogue management — problems
facing both conversational virtual agents and humanoids.

Results also indicated that RALL-E was much better received by beginners
(e.g., Chinese I students) than advanced learners (e.g., Chinese III students).
Interviews carried out after the study also indicated that different user pop-
ulations had different needs for RALL-E. For example, Chinese III students
requested features to allow them to converse with RALL-E on topics they are
interested in, and to have RALL-E adapt to the students’ language proficiency.
Students from the Chinese I class, who had a large vocabulary but poor pronun-
ciation, requested that RALL-E provide feedback on their pronunciation.

A possible extension of RALL-E is to further integrate its humanoid features
with language learning. Another possible direction is to further enrich the dia-
logue with RALL-E. Students suggested many topics to converse with RALL-E,
and expressed strong desire to go “deeper” into the discussion of a particular
topic, and to have RALL-E take more initiative in the conversation. This sug-
gests that students were not only open to conversing and practicing Chinese
with RALL-E, but were also looking forward to more of it.
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1 Introduction

Adapting tasks to learner characteristics is essential when selecting appropriate
tasks for learners [5]. This paper investigates how humans adapt exercise selec-
tion to learner self-esteem (SE) and performance, to allow a future Intelligent
Tutoring System (ITS) to use these adaptations. Self esteem is an important
factor in learning as it is a significant predictor of academic performance [4].
Previous research adapts task selection to other characteristics e.g. past perfor-
mance [1], but little work focuses on task selection based on learner personality.

2 Design of Studies

In two User-as Wizard studies, where participants play the role of the system
[3], we showed a validated story conveying the self esteem of a fictional learner
(‘Kate’, developed using a similar method to [2]) and an indication of her past
performance. In a 2 × 4 between-subjects design, participants were asked to
select the next exercise for Kate, given her self-esteem (high or low) and prior
performance at a 10 item 1 × 1 digit multiplication exercise (perfect, good, just
passing or fail). Participants selected one exercise from a range (with varied
difficulty levels) for Kate to attempt next.

In study 1, five multiplication exercise types were shown that the participants
could select for Kate to try next. These were either the same type as before (1×1
digit), a slow-easy method of 1 × 2 digits, a fast-difficult method of 1 × 2 digits,
a slow-easy method of 2 × 2 digits or a fast-difficult method of 2 × 2 digits. In
study 2, we reduced the number of exercises from five to three, and made the
choices easier to understand with explicit difficulty (1×1 digit – same as before;
1 × 2 digits – more difficult ; 2 × 2 digits – much more difficult).

Overall, we hypothesized that participants would select a more challenging
exercise for learners who performed well than for learners who performed poorly
(H1), and participants would select a more challenging exercise for High SE
learners than for Low SE learners (H2). We hypothesized that for each perfor-
mance level, participants would select a different exercise depending on SE level
and performance (H3): for the fail condition, we expect participants to select the
same exercise again for both levels of self-esteem (H3a); for the ‘just passed’ and
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‘high’ performance condition, we expect participants to select a more challeng-
ing exercise for learners with high self esteem than learners with low self esteem
(H3b); and for the ‘perfect’ performance condition, we expect participants to
select a more difficult exercise for low self esteem and a much more difficult
exercise for high self esteem (H3c).

The studies were administered as questionnaires on Amazon Mechanical
Turk, with US Participants who passed a Cloze test for English fluency and
had an acceptance rate of over 90 %. In study 1, there were 242 participants
(≥30 per condition; 125 Female, 116 Male), 39 were aged 16–25, 139 aged 26–40,
60 aged 41–65, 4 over 65. 30 were students and 19 teachers. In study 2, there
were 241 participants (122 Female, 117 Male). 46 were aged 16–25, 129 aged
26–40, 61 aged 41–65, 3 over 65. 34 were students and 9 were teachers.

3 Results and Conclusion

In study 1 and study 2, H1 is supported (χ2 of Performance × Exercise Selected
with SE level as layer variable: χ2(12, 242) = 86.65, p < 0.001; χ2(6, 241) =
155.76, p < 0.01, respectively). For H2, a χ2 test of SE level × Exercise Selected
with Performance as a layer variable was not significant in either study. H3a
is supported in both studies, with learners who failed receiving an exercise of
the same difficulty. There is no evidence to support H3b, however for the ‘just
passed’ condition, more participants did give the low SE learner an exercise of
the same difficulty than for high SE. H3c was not supported.

In conclusion, we did not find robust evidence for SE being taken into account
for exercise selection. There may be a trend for low SE learners who ‘just passed’
to receive an exercise of the same difficulty more frequently than high SE learn-
ers. On reflection, it could be that the exercise difficulty we chose was too coarse-
grained and we will investigate SE again where more gradual changes in difficulty
are possible. Future findings should be evaluated by real teachers before encap-
sulation in an algorithm for use by an ITS.
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Abstract. This poster reports on a study that compared three types of
summaries at the end of natural-language tutorial dialogues and a no-dialogue
control, to determine which type of summary, if any, best predicted learning
gains. Although we found no significant differences between conditions, anal-
yses of gender differences indicate that female students benefit most from the
most concise summary (restatement of a reflection question and its answer).
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1 Introduction

Natural-language tutoring systems typically wrap up a discussion about a problem or
complex question with a summary of the line of reasoning (LOR) that leads to its
solution (e.g., [1–3]). However, observations of human tutoring reveal that tutors
seldom present complete LOR summaries, or give other types of dialogue summaries.
For example, the tutor might remind the student of the main question and its conclusion
but leave out the detailed, intermediate LOR. We refer to these as Conclusion sum-
maries. Alternatively, the tutor might present the question and its answer, as in Con-
clusion summaries, but add some “take home advice”, such as how the discussion
could be applied more generally to similar types of problems. We call these Advice
summaries.

This poster reports on a study that compared the potential benefits of LOR sum-
maries with these alternative types of dialogue summaries and a no-summary control.
We hypothesized that a full LOR summary would be more beneficial for students with
low prior knowledge than for higher incoming knowledge students. The former type of
student may make more mistakes and need help pulling together the LOR. We
hypothesized that a Conclusion summary would be more beneficial for students with
mid-level incoming knowledge because they are likely to be able to self-explain the
connection between the question and its conclusion. Finally, we hypothesized that an
Advice summary would be more beneficial for high prior knowledge students because
they are ready to generalize from a line of reasoning that they may be able to
self-generate.
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2 A Study of Summarization and Student Characteristics

Research Platform. Rimac, a web-based natural-language tutoring system for concep-
tual physics, served as a research platform for this study. Rimac engages students in
conceptual discussions (reflective dialogues) after they solve physics problems [3].

Participants. One hundred and ninety students, from three high schools in
southwestern Pennsylvania, USA, participated in the study. However, the data from
only 96 of these students was complete and used for analysis. Students were randomly
assigned to one of the four conditions, within each class: No-summary (24), Line of
Reasoning summary (23), Conclusion summary (25), and Advice summary (24).

Procedure. The study took place during class. Students took a 21-item pretest that
covered dynamics concepts. Students in the summary conditions then solved three
problems on paper and, after each problem, reviewed the video of a sample solution
and engaged with the automated tutor in several reflective dialogues per problem.
Students in the No-summary condition solved an additional problem which was iso-
morphic to one other problem, to control for time on task. Finally, students took a
posttest that was isomorphic with the pretest.

Results and Discussion. Students across conditions learned from interacting with
the tutor. However, contrary to our hypotheses, there were no interactions between
students’ prior knowledge and learning gains. Furthermore, there were no significant
differences in test gain scores between conditions (F(3,92) = 0.289, p = .833). This
suggests that end-of-dialogue summarization is not a predictor of learning gains.

Although we did not find aptitude-treatment interactions, we observed differences
in gain scores between genders. The mean gain was significantly greater for female
students ((t(94) = 2.096, p = .039). Within conditions, this difference held only for
Conclusion summaries (t(23) = 2.081, p = .049), with a trend for these summaries to
be better for females than males, but only for test items rated as difficult (t(23) = 2.000,
p = .057).

It is possible that students would learn more from dialogue summaries if they
participated in generating them—for example, if the system prompted students to fill in
missing pieces of information. We are conducting a study to address this question.
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Abstract. Social interaction has been stated as a key mechanism in teaching
and learning, including tutoring situations. Humans tend to act socially towards
computers, artificial systems, and agents. Intelligent Tutoring Systems
(ITS) incorporating a pedagogical agent are of special interest for social inter-
action studies. Our pilot study focuses on how power and related affect influence
and shape social interaction with ITS. We use AutoTutor as framework to study
this social interaction. By employing Grounded Theory Methodologies (GTM),
this study is expected to provide qualitatively constructed and generalizable
theories about power and related affect in the social interaction between learner
and ITS.

Keywords: Intelligent Tutoring Systems � Conversational agents � Social
interaction � Power � Affect � Grounded theory

1 Introduction

Humans tend to act socially towards computational systems and agents, as in Intelligent
Tutoring Systems (ITS) [1, 2]. Power is a pivotal concept in social interaction studies,
shaping any kind of social interaction [3]. Power is theoretically and empirically related
to affect: affective expressions are instigated by gains or losses in power, or used to gain
or con power. Interestingly, few studies have investigated power in tutoring scenarios
(e.g. [4]). We employ AutoTutor [5] as framework to study how power and related
affect influence and shape social interaction between learner an ITS in regard to:
(i) social roles (the attributed roles of tutor and learner); (ii) interaction and embedded
structure (social structures interactions are embedded in); and (iii) social relations
(ongoing social interaction and relationships). AutoTutor is an ITS designed to simulate
a human tutor interacting with the learner in natural language; an animated conver-
sational agent generates speech, facial expressions and some gestures, assesses learner
contributions, gives feedback, and generates pumps, hints, and assertions.

2 Methodology

Our study, carried out in the context of a master thesis in cognitive science at the
University of Vienna, Austria (EU), is meant to provide a foundation for further research.
Three consecutive tutoring sessions of increasing complexity are under development.
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The subject matter is the history of the University of Vienna. The sessions build on each
other, focusing on significant historical events, their relation, and historical continuity.
The tutoring sessions are designed to feature two different instruction modes: a
lecture-like mode, in which the tutor provides information on historic events, and cannot
be interrupted by the student; and a repetition-like, dialogue-based mode following each
of these “mini-lectures”. Here, the learner answers questions concerning the preceding
lectures, while the tutor gives feedback, hints and prompts in an engaging and supportive
manner, and provides concluding remarks. Each weekly session should take 20–30 min,
and is structured to have an introduction, in which the tutor announces the session’s topic
and agenda, followed by 2–4 mini-lectures and respective repetition and questions, and a
final conclusion by the tutor. Five subjects, native English speakers aged 20–35, should
participate in all three sessions.

Data will be collected through unsystematic exploratory observation of the ses-
sions, with additional semi-structured, focused interviews. Following Grounded Theory
Methodologies (GTM) [6], it will be analyzed iteratively after each session. Prelimi-
nary results will inform development and adaptation of interview guides. The final
GTM analysis will comprise three phases: first, a general analysis step considers all
data collected to derive possibly multiple and competing concepts; the data will then be
contextualized for power and related affect; finally, the derived concepts will be sys-
tematically related to “extant” [6] concepts (such as literature on power and affect). By
comparing “data with data”, this procedure should support construction of grounded
generalizable theories, with systematic consideration of relevant extant concepts in
later phases of the analysis. Results should serve as foundation for a planned continued
development of standardized means to study social interaction with ITS.

Acknowledgements. I would like to thank the University of Memphis, especially the staff of the
Institute for Intelligent Systems and the Educational Testing Service, for providing and assisting
with AutoTutor/ASAT, as well as my supervisor, Paolo Petta.
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Abstract. In this poster, we present a hypothesis involving inherent trade-offs
between a user interface designed to promote immersion and a user interface
designed to promote efficiency in the context of an Exploratory Learning
Environment (ELE). We consider the entire user interface, but also specifically
the interface for automated, intelligent coaching. We present an example system
that provides both types of interface, and present our plans for experimentation.

Keywords: Immersion � Exploratory Learning Environment � Interface design

Exploratory Learning Environments (ELEs) naturally promote immersive endogenous
experiences [1] in which interesting mechanics (e.g., game mechanics) are intertwined
with the activity, and are not simply an independent layer built on top of a tutoring
system. This also means that ELEs are inherently complex, which can often lead to
floundering, confusion, and/or struggle [2]. We see this as an example of an inherent
fact that systems lending themselves to immersive experiences also inherently lend
themselves to certain inefficiencies.

Design choices related to user interfaces can increase immersion, but that immer-
sion necessarily implies the existence of features designed to capture engagement, and
therefore are not absolutely necessary. On the other hand, interfaces that maximize
efficiency remove all unnecessary elements by definition, leaving them potentially
uninteresting. We have created two different style interfaces for an ELE focused on
inquiry learning in the medical field, Rashi [3]. We present the trade-offs we recognize
between immersive and efficient user interfaces, and our plan for experimentation to
investigate this phenomenon.

An efficiency-focused interface (Fig. 1, left) is beneficial in that it is simplistic,
conforms to convention, offers quick access, is customizable, and allows for coaching
in-situ. In this way, coaching can be both present and non-intrusive. However, the
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major drawback of this interface is the large number of tools and options immediately
available, which can create a steep learning curve, and potentially a dry or disengaging
experience. Finally, the ever-present nature of coaching in this type of interface might
serve to highlight the situations where the coach is unhelpful or incorrect in support,
which is possible in ELEs where the system needs to interpret open-ended input from
users [3]. Each of these factors could contribute to students’ boredom and frustration.

Alternatively, an immersion-focused interface can encourage a deeper investment
in the experience, at the clear expense of efficiency. The primary mechanical difference
is the user’s need to manually navigate a hospital to find various tools (Fig. 1, right).
The virtual world is beneficial in that it may feel more alive and natural than the
previous menu system, making actions feel more meaningful and encouraging
immersion. This interface can also potentially limit the learning curve by giving the
navigation between tools a more natural metaphor. Finally, automated coaching could
appear as an embodied agent (a colleague or mentor), potentially accounting for the
fallibility of an automated coach.

The detriments of this interface are that metaphor of physical navigation slows
down the process of student work, and inherently disallows working with certain tools
simultaneously. Coaching is not easily offered in situ, as you will need to visit your
“colleague” for advice. Finally, the design and artwork involved in making a
high-quality interface in this style limits the ability to customize and configure the types
of tools and scenarios available.

Having a constant underlying system with varying interfaces allows for potentially
powerful experimentation, where the interface can be the true independent variable.
Having multiple interfaces also allows experimentation with student agency over the
selection of the interface. Observation of users’ interface preferences over time could
demonstrate the benefit of multiple interfaces rather than one or the other.

Fig. 1. The efficiency-focused Rashi interface (left), vs. the immersion-focused interface (right).
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Abstract. Training in complex environment is not only a difficult task for the
learner but it is also a challenging work for simulation systems. These systems
need to generate dynamically relevant situations according to the learner’s
profile. Our work focuses on the generation of situations with critical dimen-
sions for non-technical skills training. Dilemma is one of these dimensions. In
this paper we will present our early approach of dynamic generation of
dilemma-based situations.

Keywords: Dilemma � Virtual environments � Non-technical skills � Training

1 Introduction

MacCoy Critical is a project which aims to study and improve training systems that use
simulation and virtual environments. A particular attention is paid to using these
systems to train for non-technical skills in critical situations. In these situations, there is
not always an ideal way to handle them. Training using virtual environments, in this
case, may enable the learners to anticipate these situations, to better understand them
and finally to weigh each alternative solution to handling them. In risk assessment, the
criticality is a numerical value calculated from several parameters which are often:
severity and probability. Besides these parameters, we have identified other critical
dimensions by means of field analysis and interviews with instructors. These dimen-
sions are: ambiguity, dilemma, socio-cognitive load, newness and learner’s ability. In
this paper we will focus on the dilemma generation.

2 Generation of Dilemma-Based Situations

2.1 Related Work

Some work showed interest in creating dilemma situations for training. We can mention
[1, 2]. The main remark about these systems is that they are designed in advance and not
generated dynamically. However, we can point out the works of [3] who proposed a user
model for a system which automatically generates stories based on dilemmas. The
dilemma generation process takes into consideration the relations between characters in
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order to identify which type of dilemma to put in place. Our approach is slightly different
since our purpose is to generate dynamically situations where there is a conflict of values
in general and/or contradictory knowledge (not necessarily involving more than one
character) leading to difficult-choice-making situations.

2.2 Dilemma Generation

In our approach we propose to classify the dilemma into 3 main categories: (1) Situ-
ations where the learner has to perform two contradictory tasks, (2) situations where the
learner has to make a choice (opposition of moral values) and finally (3) situations
leading to the same negative consequences. In order to generate these situations we
propose algorithms used by our orchestration engine on the activity or/and causality
models. An output example of the algorithm for category (1) generation would be:

(task1; Verb: “Brake”, preconditions: “Red light is on”)
(task2; Verb: “Do not brake”, preconditions: “Vehicle aquaplaning”)

The dilemma in this situation is that the driver should stop because he must respect
the law, but if he does, he risks losing control of his vehicle and may be disastrous
consequences.

As far as category (2) is concerned, instead of looking for contradictory tasks, we
search for tasks which produce a conflict between two human values. In the activity
model, we can tag the tasks. These tags can be used to specify which human value is
concerned if the task is accomplished. The algorithm output in this case would be a pair
of tasks tagged with conflictual moral values.

The third type of dilemma is a situation where the choice consequence is always
negative and the same. To generate this type, we propose to use the causality model. In
this model, a “barrier” may be a human behavior which prevents an event from hap-
pening. Using our algorithm, the system will be able to find two events which lead to
the same negative event. An output example (more brutal than the previous one)
would be:

(“The killer threatens John” ! “John is dead”; Barrier: “The mother chooses him”)
(“The killer threatens Tim” ! “Tim is dead”; Barrier: “The mother chooses him”)

((“John is dead” OR “Tim is dead”) ! “The mother loose her son”)
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Abstract. The past years have witnessed an increased use of applied games for
developing and evaluating communication skills. These skills benefit from
interpersonal interactions. Providing feedback to students practicing communi-
cation skills is difficult in a traditional class setting with one teacher and many
students. This logistic challenge may be partly overcome by providing training
using a simulation in which a student practices with communication scenarios.
A scenario is a description of a series of interactions, where at each step the
player is faced with a choice. We have developed a scenario editor that enables
teachers to develop scenarios for practicing communication skills. A teacher can
develop a scenario without knowledge of the implementation. This paper pre-
sents the implementation architecture for such a scenario-based simulation.

Communication skills are best developed in a realistic setting (Realdon et al. 2012).
Scripting different ad hoc perspectives is a prerequisite for a narrative structure to
reproduce both the flexibility and regularity of communication. A simulation offers an
environment for such a realistic situation.

Utrecht University uses a simulation in communication skills courses. Teachers
develop communication scenarios in a web-browser based editor and the resulting
scenarios are played in the Communicate! application (Jeuring et al. 2015). The sim-
ulation is a one-to-one interactive learning environment (Woolf 2010) which provides
step-wise feedback to a student. It supports goal-based learning-by-doing (Schank et al.
1993) of communication skills. The simulation has been tested in practice with Psy-
chology, Pharmacy, Medicine & Veterinary medicine students and city council
healthcare first-line support employees. Scenario authoring is difficult because a teacher
needs to possess pedagogical knowledge, domain understanding and storytelling cre-
ativity (Niehaus and Riedl 2011). An important aspect of Communicate! is the
de-coupling of scenario development by communication skills experts from the
implementation. Thus a domain expert may focus on complex scenario creation.

We distinguish three phases in developing and playing scenarios: prepare, play and
reflect. The following figure schematically describes our implementation architecture.

In the Prepare phase a communication expert iteratively develops a scenario in the
scenario editor as a directed acyclic graph of steps, and specifies the respective scores
and feedback per step. Compared to the GIFT framework (Goldberg et al. 2015) which
offers a talking head with a question-answer natural language interface, we focus on
scripted communication scenarios.

© Springer International Publishing Switzerland 2016
A. Micarelli et al. (Eds.): ITS 2016, LNCS 9684, pp. 531–533, 2016.
DOI: 10.1007/978-3-319-39583-8



The graph represents the pedagogical communication content knowledge of the
expert. It is validated against a schema that describes the structure of scenarios. The
scenario parser uses the graph to generate a scenario specific reasoner. At run-time the
game interacts with the scenario reasoner, which provides information about the pos-
sibilities at each step in the series of interactions. Incremental scores and emotion
parameters are fed-back by the reasoner to the game. The game user interface shows a
virtual character and an appropriate background location, and uses the game logic to
present the game to the user/student.

Usability of authoring environments often comes at the expense of expressiveness
(Murray 2003). Our scenario editor tries to combine usability and expressiveness for
the domain of communication scenarios. Besides standard sequence, choice, and
conditional options, two unique aspects we offer in our scenarios are interleaving
(Heeren and Jeuring 2011) and premature endings. Interleaving is particularly useful
when students have to perform multiple (sub)tasks, but the order in which these tasks
are performed is not important. Premature endings enable a student to skip the fol-
lowing steps in a sequence. Interleaving and premature endings add expressiveness to
the editor, and give the author the possibility to obtain a high-level view of a scenario.
The editor is implemented in JavaScript and runs in a web-browser, which makes it
easily accessible to domain experts.

The Reflect phase is not directly implemented in the Communicate! game, but
under development as an independent component that analyses the play-throughs of
students and provides insight into student behavior. Effectivity of scenario develop-
ment, especially using statistical mechanisms like Cronbach’s alpha or RIT (Rasch unit
scale) values is also an area for future research.

Fig. 1. An implementation architecture of scenario-based simulations
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We compared our editor with four dialogue/scenario editors available in the Unity
asset store. These assets range from simple tools without advanced features to advanced
tools that need a game-developer to program/simulate the game. One of the primary
goals of ITSs is to allow practicing educators to become more involved in their creation
(Murray 2003). Communicate! has been well adopted already, and is used by more than
twenty teachers/teaching assistants in the above mentioned domains, and played by
over a thousand students.

In conclusion, our implementation architecture for communication scenarios allows
domain experts to develop scenarios for practicing communication skills without
knowledge of the implementation of the simulation.
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644187. This paper reflects only the authors’ view, the European Commission is not responsible
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Abstract. A self-directed immersive Intelligent Tutoring System is proposed
for language learning in pursuit of maximal motivation in students. In this
self-directed learning paradigm, the student is given a full freedom in selecting
her own courses of learning experience across events (or episodes) unless
deviating from the overall pedagogical objective. This high student ownership of
learning process is realized with a pedagogy of ‘shepherding’ students instead of
didactic teaching or even facilitating. To accommodate an infinite array of
immersive learning activities in spite of students’ whimsical choice, a full-blown
virtual world is required to provide a corresponding high play affordance. This
virtual world is modeled in multitude of layers and dimensions, and is designed
to unfold dynamically often coincidentally based on real-world rules often in the
forms of emergent situations. These model and design together offer the
diversity and realism of situations students can choose to engage themselves in
or merely observe. The overall pedagogical objective against this full student
autonomy is still fulfilled by separating the learning targets from the episodes
and coupling dynamically in situation those targets with the chosen episodes.
Beyond the conventional narrative coherency of each episode, a life-long
coherency across learning sessions is maintained for each student via
historically-contextualized consistent background world inhabited by her cor-
responding evolving agent.

Design of Student-Directed Immersive Intelligent Tutoring
System

The student’s self-direction in learning process [1] and immersion into simulated reality
[2] each have been claimed to be effective for enhancing learning motivation [3] and
epistemic efficacy [4], that is, keeping the student interested and improving retention
and applicability of learnt knowledge. In a confluence of both learning paradigms, we
propose a student-directed, immersive Intelligent Tutoring System (ITS) for language
(or foreign language) learning in pursuit of maximum motivation in the students. In
specific designs of computer-based education systems, however, each of the two
paradigms is implemented in widely varying degrees. The student’s autonomy in
learning process has expanded from didactic teaching to directoring [5] up to facili-
tating [1]. As for immersion into virtual world, various virtual reality techniques enable
the students to experience different types and levels of realism [6]. In the continuum
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coordinate of these two paradigms, our ITS model is designed to permit a maximum
student autonomy by merely ‘shepherding’ the freely- grazing students beyond facil-
itating, and to immerse the student at least cognitively and preferably spatially [6]. This
full student ownership of learning process and genuine immersion into virtual-world
situations are realized in terms of three key elements: a full-blown virtual world,
dynamic presentation and pedagogical mechanism, and language-specific domain
knowledge model.

The degree of immersion is proportional to how realistic the contexts the learning
takes place are. This realism of learning contexts is pursued in two aspects, the
composition of the virtual world and the situations that unfold in the world. The world
composition is required to be comprehensive and sophisticated to serve as a life-long
target of experience and situated learning for all types of students (and corresponding
agents inhabiting the virtual world) [4]. All the events underlying situations in this
virtual world are designed to be not just audio-visually realistic but causally and
dynamically connected with each other. This dynamic world simulation method can
achieve high situation variability [7], still won’t overly sacrifice authoring scalability.
Further, those situations each student experiences are designed to be historically
coherent throughout her lifetime in the virtual world by positioning their associated
events in a global spatio-temporal coordinate. To depict its complex nature, the entire
virtual world (or Cosmos) is modeled in terms of (primitive cosmic units of) entities
and their interrelationships. The Cosmos is layered with the Reality, which in turn is
composed of the Physical and Social worlds, and, on top of it, the Conceptual Worlds
of its inhabitants or agents. Cosmos < R(t), {Ci(t)} >, R = < P, L > where R, P and
L each denote Reality, Physical World and Social World with < > denoting ‘com-
prises’; i = 1, 2, 3, …, # of agents; Agent i’s Conceptual World Ci(t) = < Mi, Ki >
where M and K denote its Mind and Knowledge, respectively.

Situations as a collective result of events (or episodes) occurring in the virtual
world contextualize experiential learning in our ITS [8]. While all the variations of a
storyline are conceived and pre-authored in conventional narrative systems [1, 7], all
potential events identified by autonomous agents in our virtual world are dynamically
inter-coupled across independent (planned or natural) events later in the execution
time, forming realistic often emergent situations [9]. That is, all those concurrent events
are designed to be coincidentally intertwined under real-world rules such as general
causality, numerous physical laws and social regulations like deontic rules and con-
ventional procedure. This dynamic planning also allows the story author to avoid
authoring every possible sequence of events in its entirety.

In the domain module, the knowledge elements are inter-linked according to
semantic or syntactic associations into a linguistic network. They can be connected in
pairs such as antonymy, in layered clusters such as meronymy, up to in large complex
clusters such as phrases in thematic relations of event, etc. along with linguistic
near-misses. Each clustered subset of associated elements are presented to the student
as close to each other as possible with respect to (intra- or inter-) episodes, situations or
sessions, to maximum pedagogical effects similar to Mnemonics Link System’s [10].
As a result, these association clusters can be exploited as a general guideline to
modulate learning courses together with the individual student’s performance profile.
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In order to fulfill the pedagogical objective against the students’ whimsical choice
of learning courses or episodes, the presentation and pedagogical mechanism separates
the learning targets from the episodes and couples dynamically those targets with the
chosen episodes with reference to each student’s performance profile. To present the
learning targets in episodes a student has chosen, an elaborate cross-match is to be
established between the virtual world and the corresponding domain knowledge. Like
the virtual world, the domain knowledge on the language is also hierarchically orga-
nized (as a forest) from the levels of phoneme, word and phrase, up to those of sentence
and message (e.g., script, letter.) That is, eki = Gk(ej, j = 1, 2, …), eki 2 E1| E2|…| Ek−1,
where eki 2 Ek, the linguistic element set in the k-th level; Gk() denotes the part of
grammar related to composing the elements in the k-th level. While matching between
individual concepts in the virtual world and their corresponding terms (i.e., words or
phrases) is rather obvious, other syntactical or semantic matchings are not straight-
forward, for instance, ‘wish’ and ‘command’ in the world might be matched with those
Irrealis moods of optative and imperative, respectively. The learning targets are
adjusted (i.e., reselected and often reformulated) according to continuously-changing
learning situations similar to learning task [11].

Tracking learning process and personalized feedback becomes all the more
important when allowing student full autonomy in learning [11]. Without direct
teaching or explicit testing times, our ITS logs in stealth the students’ performance
revealed in verbally inquiring into (parts of) the virtual world or verbally interacting
with other agents in the virtual world. The logged performance data is evaluated to
instantaneously update the student profile modeled as an overlay on (or an imperfect
version of) the domain knowledge. This elaborate student model allows the learning
processes to be tailored not just to individual students but to their instantaneous states.
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Abstract. Previous research investigated the effectiveness of Problem Solving
(PS), Worked Examples (WE) and Erroneous Examples (ErrEx) with different
types of learners. However, there is still no agreement on what kind of learning
support (in terms of different learning activities) should be provided to students
in Intelligent Tutoring Systems (ITSs) to optimize learning. A previous study
found that alternating worked examples and problem solving (AEP) was the best
learning strategy compared with worked examples only or problem solving only
in the domain of SQL-Tutor [1]. In our recent study, we found that erroneous
examples in addition to worked examples and problem solving aid learning in
the same domain. The goal of this PhD project is to investigate how SQL-Tutor
could maximize learning by adaptively presenting PS, WE or ErrEx to students
based on their models.

Keywords: Intelligent tutoring system � Worked examples � Erroneous
examples � Assistance � Problem-solving � SQL-Tutor

1 Introduction

Intelligent Tutoring Systems (ITS) are one of the most effective learning tools that
provide adaptive support in terms of feedback, hints or other types of help to students
based on their knowledge and ability. SQL-Tutor [2, 3] is an ITS developed by the
Intelligent Computer Tutoring Group (ICTG) at the University of Canterbury, New
Zealand. It teaches Structured Query Language (SQL). The main learning activity in
SQL-Tutor is problem-solving. The system supports students to solve the problems by
providing different types of guidance, consisting of positive and negative feedback.
While positive feedback focuses on correct actions, negative feedback focuses on
errors.

Several recent studies investigated the effects of learning from worked examples
compared to learning from tutored problem solving in ITSs; some of those studies
found no difference in learning gain but worked examples (WEs) resulted in shorter
learning time [4, 5]. McLaren, Lim and Koedinger [6] reported that students learned
more efficiently with worked examples than tutored problem solving (TPS) alone.
Contrary to that, in a study conducted in SQL-Tutor, Shareghi Najar and Mitrovic [1]
found that students learnt more from TPS than from WEs; furthermore, they found that
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the best condition was alternating worked examples with problem solving (AEP),
which presented isomorphic pairs of worked examples and tutored problem solving to
students.

In contrast, there have not been many studies on the benefits of learning from
erroneous examples (ErrEx) with ITSs. Tsovaltzi et al. [7] examined the effect of
studying erroneous examples of fraction addition and subtraction in the ITS. They
found that metacognitive skill for 6th graders improved while studying erroneous
examples with interactive help. In addition, erroneous examples with interactive help
improved 9th and 10th graders’ problem solving skills and conceptual knowledge. In the
study of Booth et al. [8], they found that students who explained correct and incorrect
examples significantly improved their post-test performance compared to those who
only received WEs in the Algebra I Cognitive Tutor. Additionally, the ErrEx condition
and the combined WE/ErrEx condition were beneficial for improving conceptual
understanding of algebra, but not for procedural knowledge. In our recent study (not
published yet), we demonstrated that an improved instructional strategy, a fixed
sequence of worked examples/problems pairs and erroneous examples/problems pairs
(WPEP), is beneficial for students with different levels of prior knowledge. In addition,
we found that students show better performance on problem solving after they learnt
from ErrEx than that from WEs.

As mentioned above, previous studies showed the beneficial effect of adding WEs
to tutored problem solving. However, what learning material to provide to different
kinds of students within Intelligent Tutoring Systems (ITSs) is still an open question.
Therefore, the current ITSs should be enhanced in order to use new adaptive strategies.
Additionally, classifying students as novices or advanced students is another important
problem to deal with at early stages of learning. We propose to generate machine
learning classifiers (using data collected from previously from SQL-Tutor) to predict
whether a new student is a novice or an advanced student. In the future, we plan to
explore how to maximize learning by adaptively presenting problem solving (PS),
worked examples (WE) or Erroneous Examples (ErrEx) to students based on their
performance.

2 Methodology

Prior studies indicated that different levels of assistance were necessary for students to
support their learning effectively [9], and therefore such assistance should be presented
adaptively in ITSs. Kalyuga and Sweller [10] developed an adaptive e-learning envi-
ronment for using worked examples using Cognitive Efficiency (CE) to model stu-
dents’ cognitive load and performance. Shareghi Najar et al. [11] investigated an
adaptive strategy which presented learning support based on learners’ performance on a
previous problem and Cognitive Efficiency. Both studies demonstrated positive out-
comes using Cognitive Efficiency as a combined measure for assessing the perfor-
mance of students.

In terms of this study, specific types of learning materials will be presented to
identify students (e.g., novices, advanced students) based on previous performance and
cognitive efficiency. For example, if a student was identified as a novice, the system
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just presents worked examples, erroneous examples, based on their performance on
previous problem and CE. When the student reaches the pre-set score, the system will
present tutored problem solving based on their student model. We will design a
Web-based pre-test in order to initially classify novices and advanced students. A new
version of SQL-Tutor will discover the patterns in student’s attempts, and record the
violation or satisfaction of the constraints. SQL-Tutor will calculate CE based on such
patterns, and therefore different levels of learning material will be presented to them
based on their prior level of knowledge and CE. We hypothesize that such adaptive
strategy would demonstrate better outcomes in comparison with WPEP reported in our
recent study.
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Abstract. In this paper, we explore theoretical and practical aspects
of the automatic generation of knowledge spaces from problem solving
strategies. We show how the generated spaces can be used for adapting
strategy-based problem solving learning environments (PSLEs).
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Intelligent Tutoring Systems (ITSs) can be almost as effective as human tutors
in supporting learning problem solving [4]. Most problems are solved incremen-
tally, step by step, by applying a certain problem solving strategy. During the last
decade a domain specific language (DSL) for explicitly modelling such strategies
has been developed [2]. Rules in this strategy language describe how exercise
objects can be transformed. The language defines a number of operators to
explicitly model a sequence and a choice of rules or strategies, recursive appli-
cation etc. Strategies form a hierarchical tree structure and rules are the leaves
of those trees. The strategy language has been applied to building a number
of intelligent tutoring systems and serious games, and for providing feedback in
existing educational environments. We are currently exploring how the structure
of different graph-based student models can be automatically generated from a
strategy for solving a particular class of problems. In this paper we present the-
oretical and practical aspects of the automatic generation of one such model,
namely a fine-grained learning space, for enabling adaptive learning and assess-
ment in strategy-based problem solving environments.

Knowledge space theory (KST) is a mathematical framework for describing
feasible knowledge states of a student [1]. A knowledge domain can be divided
into knowledge components, such as skills, competences, exercise items, etc. A
knowledge state is a feasible subset of those components. A knowledge space is
the set, closed under union, of all the feasible knowledge states. Knowledge space
S is a learning space if, for each non-empty state S ∈ S, there exists at least one
c ∈ S for which S \{c} ∈ S. Each state in a learning space is fully specified by its
two fringes, the inner fringe, containing the most advanced concepts of the state,
and the outer fringe, containing the concepts that can be learned next. KST has
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been shown to be an excellent framework for both assessment of knowledge and
adaptation in a number of PSLEs and serious games [1, 3].

Rules and strategies written in the strategy language by Heeren and Jeuring
describe valid sequences of steps for solving a given problem. We show how
strategies also divide procedural knowledge of a domain into a set of hierarchical
knowledge components which form a knowledge space. We define knowledge of
a strategy as the ability of a student to apply it to any exercise object from
its domain. In other words, knowing a strategy means knowing at least one
of the derivations generated by the strategy, for any exercise object. In the
core strategy language, a strategy can be expressed as either the sequence or
choice of its sub-strategies, recursive application of a single sub-strategy or as
an application of a single sub-strategy to a subexpression. Let s be a sequence
of sub-strategies s1, s2 . . . sn. Then s is a knowledge component with s1, s2 . . . sn
as its prerequisites and also the inner fringe of the state {s}∪{s1, s2 . . . sn}. Let
c be a choice between the sub-strategies c1, c2 . . . cn and let C be a set of all the
minimal subsets of {c1, c2 . . . cn} that are sufficient for solving all the objects
solvable by c. Then any of the subsets of C is a valid knowledge state and an
alternative prerequisite of any strategy for which c is a prerequisite. Let r be
a recursive application of sr. Then r is a knowledge component with sr as its
prerequisite. Finally, let sub be an application of ssub to a subexpression. Then
sub is a knowledge component with ssub as its prerequisite. The entire knowledge
space can be generated by recursively applying the previous definitions to a
top level strategy. The generated space is also a learning space. In addition
to being used for adaptive assessment, as described in [1], the generated space
can be used for adaptive learning. At each state, feedback can be generated at
the granularity level of its inner fringe. The outer fringe of each state defines
rules and strategies a student is ready to learn. To select the appropriate next
exercises, we need to efficiently query available exercise objects. We propose,
but have not implemented yet, a data structure equivalent to an inverted index,
with a dictionary consisting of derivations and posting lists consisting of suitable
starting objects for a given derivation.
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Research on self-regulated learning (SRL) has revealed that when students engage in
cognitive, affective, metacognitive, and motivational (CAMM) processes, it can posi-
tively impact their learning, however, studies have also revealed that students do not
typically deploy CAMM processes during learning, and therefore fail to benefit from
using these strategies. As such, researchers are developing intelligent tutoring systems
(ITSs) that are designed to track, model, and foster the effective use of CAMM SRL
processes by providing timely, individualized adaptive scaffolding to assist students
with using particular types of cognitive and metacognitive SRL strategies. ITSs have
been developed that address affect and metacognition specifically, however there is a
limited amount of empirical research using multi-channel data to investigate the impact
of how both affect and metacognition impact students’ SRL during learning with these
ITSs. There is much research that needs to continue to be conducted in the area of affect
and metacognition with ITSs, however there are also theoretical, methodological,
analytical, and design issues that need to be considered. This paper will address these
issues, as well as introduce research questions used to address these issues with two
ITSs: MetaTutor and CRYSTAL ISLAND.

The proposed research will address questions, such as: (1) what are the individual
and relative contributions of multi-channel data to understanding the influence of affect
and metacognition on measures of complex learning and scientific reasoning? (2) What
are the key features of affect and metacognitive processes during learning? For
example, the duration, fluctuation, dynamics, sequence, etc. of individual affective
states and metacognitive processes. In addition, we will also focus on more specific
questions, such as: (1) are there significant differences in the proportion of time spent
fixating on areas of interest (AOIs) between prior knowledge? This will be based on
eye tracking data to determine where students were fixating on the key interface
elements (e.g., pedagogical agent modeling emotion regulation strategy) during
learning with MetaTutor; or (2) Is there a relationship between concept matrix attempts
and proportion of fixations on book content, and does this relationship depend on the
proportion of fixations on book concept matrices during the scientific reasoning process
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in CRYSTAL ISLAND? In sum, the proposed research aims to capture and analyze
multichannel data using multi-level modeling (MLM) from MetaTutor and CRYSTAL

ISLAND to (1) build a unifying framework of affect and metacognition, and (2) a blue
print for designing ITSs capable of accurately detecting, tracking, modeling, and fos-
tering affect and metacognition.
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The study of the cognitive processes as memory and problem solving has been a
motivating research domain. In this context, we designed a virtual environment
AMNESIA where a series of cognitive tasks are provided to a participant starting from
simple memory exercises to logic tests, until clinical reasoning (medical cases’ reso-
lution). The environment was implemented with Unity, a development platform for
creating 3D games and the designed medical cases were inspired from the
hypothetico-deductive clinical reasoning. The user should make early hypotheses and
confirms or refutes them using additional clinical data. Then, he makes a final diagnosis
with a prescription of the adequate treatment.

While the user interacts with the environment, we record his gaze data and extract
different eye movements’ metrics. We focus in our work on the scanpath metric since it
allows us to trace the reasoning process followed by a user, in order to assess the
correctness of his reasoning. In addition, we measure the brain activity through two
mental states, namely engagement and mental workload.

Figure 1 shows the reasoning environment in which we identify the scanpath of the
user’s eye movements that represents his reasoning process (the res circles). We can
also visualize the distribution of the user’s attention that allows us to identify if the

Fig. 1. Example of a scanpath
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student focused on a specific diagnosis or treatment (Fig. 2). Bigger red zones indicate
higher focus. The first obtained results revealed that eye movements are reliable
indicators of cognitive processes’ assessment.

Our future work in this context is to run experiments with novice medical students
and integrate EEG measures with the eye tracking.

Fig. 2. Heat map visualization
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Abstract. A feedback is intended to show students what to do, or point out
some faults in the student’s solution to correct. Giving a feedback to a student is
the key to an effective learning of a student and it may have an impact to the
student learning achievements [2]. In this study, four forms of feedback will be
implemented. The first form of feedback is through giving hints [1]. Hints are
clues in correcting a wrong move in the solution. The second feedback is
corrective, that is, the software directly gives the correct step in a wrong move.
The third feedback is given when all solutions are entered by the learner and the
software will indicate which step of the solution is incorrect. The last feedback
will only indicate whether the final answer is correct or not. This study will
determine which of the four different feedbacks will have significant effect on
solving simple linear equations. The software will be implemented in one high
school in Manila. One class section of Grade 7 students will be assigned to each
type of feedbacks. Participants will use the software for the span of three days.
Pretest and posttest will be administered before and after the intervention period,
respectively. Analysis of variance will be employed to determine significance of
the findings. Conclusions, recommendations, and future research directions will
be presented based on the findings.

Keywords: Feedback � Hint � Intelligent tutoring system
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