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Preface

This book contains the proceedings of two long-running events held along with the
CAiSE conferences relating to the areas of enterprise, business-process, and informa-
tion systems modeling: the 17th International Conference on Business Process
Modeling, Development and Support (BPMDS 2016) and the 21st International
Conference on Exploring Modeling Methods for Systems Analysis and Design
(EMMSAD 2016). The two working conferences are introduced here.

BPMDS 2016

BPMDS has been held as a series of workshops devoted to business process modeling,
development, and support since 1998. During this period, business process analysis and
design have been recognized as a central issue in the area of information systems
(IS) engineering. The continued interest in these topics on behalf of the IS community
is reflected by the success of the last BPMDS events and the recent emergence of new
conferences and workshops devoted to the theme. In 2011, BPMDS became a two-day
working conference attached to CAiSE (Conference on Advanced Information Systems
Engineering). The basic principles of the BPMDS series are:

1. BPMDS serves as a meeting place for researchers and practitioners in the areas of
business development and business applications (software) development.

2. The aim of the event is mainly discussions rather than presentations.
3. Each event has a theme that is mandatory for idea papers.
4. Each event’s results are usually published in a special issue of an international

journal.

The goals, format, and history of BPMDS can be found on the website: http://www.
bpmds.org/

The intention of BPMDS is to solicit papers related to business process modeling,
development, and support (BPMDS) in general, using quality as the main selection
criterion. As a working conference, we aim to attract papers describing mature
research, but we still give place to industrial reports and visionary idea papers. To
encourage new and emerging challenges and research directions in the area of business
process modeling, development, and support, we have a unique focus theme every
year. Papers submitted as idea papers are required to be of relevance to the focus theme,
thus providing a mass of new ideas around a relatively narrow but emerging research
area. Full research papers and experience reports do not necessarily need to be directly
connected to this theme (they still needed to be explicitly relevant to BPMDS,
however).

The focus theme for BPMDS 2016 idea papers was “Business Processes in a
Connected World,” in which we differentiate three subthemes: Business processes for
connecting people that directly corresponds to the theme of CAiSE 2016, “Information

http://www.bpmds.org/
http://www.bpmds.org/


Systems for Connecting People,” connecting intelligent objects to business processes,
and connecting information/data/knowledge to business processes.

For the 17th edition of the BPMDS conference, we invited interested authors to
engage, through their idea papers and the discussions during the two days of BPMDS
2016 in Ljubljana, in a deep discussion with all participants about how business
processes and support system can enable connection between people, intelligent
objects, information and knowledge.

BPMDS 2016 received 48 submissions from 30 countries (Algeria, Australia,
Austria, Belgium, Brazil, Canada, China, France, Germany, Greece, Iran, Islamic
Republic of, Israel, Italy, Latvia, The Netherlands, Norway, Portugal, Russian Feder-
ation, Saudi Arabia, Serbia, Slovenia, Spain, Sweden, Switzerland, Tunisia, Turkey,
UK, Uruguay, Venezuela, and Vietnam). The management of the paper submission and
reviews was supported by the EasyChair conference system. Each paper received at
least three reviews. Eventually, 19 high-quality papers were selected. The accepted
papers cover a wide spectrum of issues related to business process development,
modeling, and support. They are organized under the following section headings:

– Process execution support
– Improving usability of process models
– Social and human perspective
– New directions in process modeling
– Consistency, correctness, and compliance
– Process and data mining
– Process variability

We wish to thank all the people who submitted papers to BPMDS 2016 for having
shared their work with us, as well as the members of the BPMDS 2016 Program
Committee, who made a remarkable effort in reviewing submissions. We also thank the
organizers of CAiSE 2016 for their help with the organization of the event, and IFIP
WG8.1 for the support.

April 2016 Ilia Bider
Rainer Schmidt
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EMMSAD 2016

Since 1995, the EMMSAD conference has focused on exploring, evaluating, and
enhancing modeling methods and methodologies for the analysis and design of
information systems, enterprises, and business processes.

Although the need for such studies is well recognized, there is a paucity of research
in the literature.

The objective of the EMMSAD conference series is to provide a forum for
researchers and practitioners interested in modeling methods for systems analysis and
design to meet, and exchange research ideas and results. It also provides the partici-
pants with an opportunity to present their research papers and experience reports, and
to take part in open discussions.

Whereas modeling techniques have traditionally been used to create intermediate
artifacts in systems analysis and design, modern modeling methodologies take a more
active approach. For instance in business process management (BPM), model-driven
software engineering, domain-specific modeling (DSM), enterprise architecture (EA),
enterprise modeling (EM), interactive models, and active knowledge modeling, the
models are used directly as part of the information system of the organization. At the
same time, similar modeling techniques are also used for sense-making and commu-
nication, model simulation, quality assurance, and requirements specification in con-
nection with more traditional forms of information systems and enterprise
development. Since modeling techniques are used in such a large variety of tasks with
different goals, it is hard to assess whether a model is sufficiently good to achieve the
goals. To provide guidance in this process, knowledge for understanding the quality of
models and modeling languages is needed.

The basic principles of the EMMSAD series are:

1. EMMSAD serves as a meeting place for researchers and practitioners in the areas of
information systems and business analysis.

2. The aim of the event is mainly discussions rather than presentations.
3. Each event’s results are usually published in a special issue of an international

journal.

The goals, format, and history of EMMSAD can be found on the website: http://
www.emmsad.org/.

The intention of EMMSAD is to solicit papers related to the field of information
systems analysis and design including numerous information modeling methods and
notations (e.g., ER, ORM, UML, ArchiMate, EPC, BPMN, DEMO) that are typically
evolving. Even with some attempts toward standardization (e.g., UML for
object-oriented software design), new modeling methods are constantly being intro-
duced, many of which differ only marginally from previous approaches. These ongoing
changes significantly impact the way information systems, enterprises, and business
processes are being analyzed and designed in practice.

http://www.emmsad.org/
http://www.emmsad.org/


EMMSAD 2016 received 19 submissions from 14 countries (Belgium, Bosnia and
Herzegovina, Brazil, Canada, Colombia, France, Germany, Israel, Luxembourg, Nor-
way, Portugal, Sweden, Tunisia, and the USA). The management of paper submissions
and reviews was supported by the EasyChair conference system. Each paper received
at least three reviews. Eventually, 11 high-quality papers were selected. Furthermore
we take the opportunity to publish 1 paper, which has already been selected in 2015.

We wish to thank all the people who submitted papers to EMMSAD 2016 for
having shared their work with us, as well as the members of the EMMSAD 2016
Program Committee, who made a remarkable effort in reviewing submissions. We also
thank the organizers of CAiSE 2016 for their help with the organization of the event,
and IFIP WG8.1 for the support.

April 2016 Wided Guedria
Sérgio Guerreiro
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Enabling Self-adaptive Workflows
for Cyber-physical Systems

Ronny Seiger(B), Steffen Huber, Peter Heisig, and Uwe Assmann

Institute of Software and Multimedia Technology,
Technische Universität Dresden, 01062 Dresden, Germany

{Ronny.Seiger,Steffen.Huber,Peter.Heisig,Uwe.Assmann}@tu-dresden.de

Abstract. The ongoing development of Internet of Things technolo-
gies leads to the interweaving of the virtual world of software with the
physical world. However, applying workflow technologies for automating
processes in these Cyber-physical Systems (CPS) poses new challenges
as the real world effects of a process have to be verified to provide a con-
sistent view of the cyber and physical world executions. In this work we
present a synchronization and adaptation mechanism for processes based
on the MAPE-K feedback loop for self-adaptive systems. By applying this
loop, sensor and context information can be used to verify the real world
effects of workflow execution and adapt the process in case of errors. The
approach increases autonomy and resilience of process execution in CPS
due to the self-adaptation capabilities. We present generic extensions to
process meta-models and execution engines to implement the feedback
loop and discuss our approach within a smart home scenario.

Keywords: Workflows for the Internet of Things · Cyber-physical
Systems · Self-adaptive workflows · Real world processes

1 Introduction

With the advancement of Internet of Things (IoT) technologies, smart spaces and
cloud computing, the Business Process Management (BPM) community faces new
challenges resulting from the integration of business processes with real world
objects, humans and digital services [18]. The class of Cyber-physical Systems
(CPS) connects the real (physical) world of objects and things with the virtual
(cyber) world of software and services by means of sensors, actuators and embed-
ded computing devices. In contrast to traditional service-based BPM application
fields, automating processes in process-aware CPS information systems requires
consideration of processes’ real world effects and context as well [30].

Solely relying on software feedback for evaluating the success of activity exe-
cution within a process is not sufficient enough to provide a consistent view of
both the virtual and physical world due to unexpected failures in the real world
(e.g., a broken light bulb, a malfunctioning actuator or the imprecise positioning
of an object). In addition to feedback from services and execution engines, sensors
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measuring real world properties can be incorporated to evaluate the results of
physical world task executions. In case of errors and inconsistencies, the process
has to be adapted with respect to the deviations and compensating actions have
to be executed, which can be monitored again. This feedback loop enables self-
awareness and self-adaptation for processes in cyber-physical systems–important
features of emerging systems of systems [8]. However, current approaches mostly
focus on extending traditional business processes into the real world of things
and objects or on increasing the adaptiveness of purely virtual BPM systems.
The issue of ensuring consistency between cyber and physical world using the
generic approach of feedback loops for creating self-adaptive processes has not
been discussed in detail yet.

In this work, we present an approach for enabling self-adaptive workflows
based on the MAPE-K (Monitor, Analyze, Plan and Execute on a Knowledge
base) control loop for self-adaptive systems [5]. In addition to feedback from the
process management system and services, sensor data is used to monitor the real
world effects of activities and to analyze the outcome of their execution. If an
inconsistency between the physical world and the assumed cyber world can be
detected, a compensation strategy is chosen and the adapted process is executed.
That way, we achieve a certain level of self-healing for CPS workflows.

The paper is structured as follows: Sect. 2 introduces the concept of Cyber-
physical Consistency for processes. Section 3 presents process meta-model exten-
sions to enable self-adaptive workflows. Section 4 shows the application of the
MAPE-K loop for process execution in detail. Section 5 demonstrates the con-
cepts for self-adaptive workflows in a practical scenario from the smart home
domain. Section 6 discusses the MAPE-K approach. Section 7 reviews related
research. Section 8 concludes the paper.

2 Towards Cyber-physical Consistency for Processes

2.1 Cyber-physical Consistency

The ongoing trend towards Cyber-physical Convergence [6] in modern informa-
tion systems leads to the emergence of the new class of Cyber-physical Systems
(CPS), i.e., systems consisting of mutually-influencing digital and physical com-
ponents [15]. Adding process-awareness to the properties of CPS promises a
higher degree of flexibility and automation in various application domains for
CPS (e.g., Smart Homes, Smart Factories or even Smart Cities) [24]. Tradi-
tional Business Process Management (BPM) systems rely on service responses
and process related events triggered by the workflow engine to verify the execu-
tion and to check for conformance during process enactment. This software-based
approach proved feasible for the monitoring and analysis of purely virtual and
abstract business processes in accordance with the BPM lifecycle [1]. However,
when extending the concept of business processes to also support the automa-
tion of workflow activities that influence the real world (CPS workflows [23]),
monitoring and analysis capabilities of the BPM systems have to be extended
to reflect the cyber-physical effects of these activities. Solely relying on direct
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software feedback for verifying the outcome of process execution in CPS is not
feasible due to the lack of checking its actual real world effects. In case of unantic-
ipated errors occurring in the real world (e.g., the malfunctioning of a software
controlled actuator, real world obstacles preventing the process to proceed or
unforeseen contexts), additional measures have to be taken to verify the actual
physical effect of a process.

Fig. 1. Synchronization between cyber world and physical world states.

As an extension of the well-known ACID criteria for databases and distributed
systems, we introduce the notion of Cyber-physical Consistency for a workflow in
CPS as a matching of its assumed physical state (i.e., virtual state) and its actual
physical state after execution. Cyber-physical consistency can be observed if the
workflow’s virtual state is in sync with the workflow’s real world state. It is incon-
sistent if there is a mismatch between both states. Figure 1 illustrates the challenge
of synchronizing the virtual and real world for a simple scenario in the smart home
area: a process executed by the smart home control system is supposed to switch
on the light in a certain room. A service call to the software, which controls the
light switch actuator triggers the light to be switched on in the physical world. The
software reports back the successful execution of the command and the process
instance finishes assuming the light is switched on. However, a broken light bulb,
hardware issues, real world obstacles or wrong parameters may lead to an unde-
sired actual physical state of the lamp, which cannot be detected by the control
software and therefore cyber-physical consistency is violated.

2.2 MAPE-K Control Loops for Ensuring CPS Consistency

In order to evaluate and ensure cyber-physical consistency for CPS workflows,
we will apply the concept of the MAPE-K feedback loop known from the engi-
neering of self-adaptive systems area [5] to process execution. This loop consists
of the phases Monitor (M), Analyze (A), Plan (P) and Execute (E)–all repeat-
edly executed on the Knowledge Base (K). Figure 2 shows our adaptation of the
MAPE-K concept for autonomous computing proposed by IBM [11]. We regard
the process/process step in question as Managed Element (here: SwitchOnLight
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Fig. 2. Managing process steps with MAPE-K loops in accordance with [11].

task from Fig. 1). Besides software-controlled actuators/effectors influencing the
real world, sensors are essential parts of CPS to measure physical properties and
gather more complex real world context data. In theMonitor phase, we collect sen-
sor data from the physical world. Relevant changes within this data (called Symp-
toms) are then analyzed to check for cyber-physical consistency after process exe-
cution to correlate changes in the real world to the effects of executing the process.
In case an inconsistency is detected, a change request is triggered and a compensa-
tion strategy (change plan) is chosen and executed in order to try to restore CPS
consistency and continue with process execution as planned. The MAPE-K loop
may be executed repeatedly to verify the success of the compensating action(s).
The following sections will explain model extensions and components necessary
to implement the feedback loop for self-adaptive CPS workflows in detail.

3 Modelling Self-adaptive CPS Workflows

In order to define the physical effects of a workflow or an activity respec-
tively, traditional process meta-models from the BPM domain (e.g., BPMN
and WS-BPEL) have to be extended with additional information as they were
not designed to be applied for real world processes. Figure 3 shows our generic
proposal for extending process meta-models with specific attributes regarding
their influence on the real world in UML notation. We propose the extension
for the component-based process metal-model for CPS described in [24]. The
CpsStep interface has to be implemented by the abstract class ProcessStep, which
represents either an atomic process activity (cf. Activity class in BPMN) or a
composite process step (i.e., a process or a subprocess containing multiple process
steps) in accordance with the Composite design pattern.
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The CpsStep interface adds the new attribute cyberPhysical to the process
step stating if the step has an effect on the real world or not. In case this is true for
the process step, a goal can be defined that will be used for analysis and adapta-
tion in the MAPE-K loop. This goal has to be fulfilled to confirm cyber-physical
consistency. We decided to use a more declarative goal-oriented approach for
defining the domain-specific outcome of a process as proposed in [12], because
modelling every possible outcome and error as well possible compensations for
the process step in question is not feasible–especially not for complex systems of
systems [13]. The Goal class may subsume several objectives that have to be met
individually for the overall goal to be fulfilled. The Objective class contains the
following attributes. The examples describe the objective that after triggering
a light control switch via a process, the light intensity in the kitchen should be
above 865 lux within 2 s. Otherwise, a compensation has to be searched in the
Plan phase. The overall goal is to lighten up the room.

Fig. 3. Process meta-model extensions for self-adaptive CPS workflows.

– contextPath: Defines the context measuring points to be monitored (e.g., spe-
cific sensor and process data) in the Monitor phase. We base our concept
on a graph-based representation of a context ontology [10], which acts as the
Knowledge Base K. Therefore, this attribute defines one or more paths within
this context graph. An exemplary context path representing the value of a
light sensor in the kitchen could like this:

MATCH ( k i tchen ) − [ : in s tanceOf ]−>(room)
MATCH ( l i g h t ) − [ : in s tanceOf ]−>( s enso r )
MATCH ( l i g h t ) − [ : i s I n ]−>( k i t chen )
RETURN l i g h t . va lue AS l i g h t I n t e n s i t y

– satisfiedAssertion: Defines the required change within relevant context data as
result of the execution of the process step. In the Analyze phase, this attribute
is used to evaluate the success of the operation, i.e., to compare assumed reality
with actual reality. The objective is satisfied if the assertion is evaluated to
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be true. An exemplary satisfied assertion requiring the light intensity to be
above a certain threshold could look like this:

#l i g h t I n t e n s i t y > 865

– compensationAssertion: Defines an operation on context data and other data
(e.g., a certain time frame), which is used to evaluate the need for finding a com-
pensation action in the Plan phase (true/false). An exemplary compensation
assertion testing if an objectivewas createdmore than 2 s ago could look like this:

#ob j e c t i v e . c r ea ted . i sB e f o r e (#now . minusSeconds ( 2 ) )

– state: Is used as a runtime attribute to represent the state of an objective
(e.g., satisfied, unsatisfied, compensation needed, or failed). In order for the
goal to be fulfilled–and with it the related process step executed successfully–
all its objectives have to be of state satisfied.

To cope with case that regular execution or MAPE-K execution are not able
to fulfill all objectives for various reasons (state: failed), we extended the specific
meta-model from [24] with the special port class FailurePort. This port activates
an explicitly modelled process branch as a fallback solution to handle unresolv-
able errors manually (e.g., trigger a human task to ask for user interactions).

4 Executing Self-adaptive CPS Workflows

Using the MAPE-K feedback loop to add the capabilities of self-adaptivity and
ensuring cyber-physical consistency to processes (or process steps), requires new
components to be added to the basic process engines. Based on the model exten-
sions described in the previous section, we will describe the necessary compo-
nents and implementation of the MAPE-K control loop in accordance with the
architectural blueprint for autonomic computing [11] in the following sections.
Our implementation uses the process engine described in [23] as basic system.

4.1 MAPE-K Components

The feedback loop is regarded as one closed software component with interfaces
to the physical world in the form of sensors and actuators. It receives goals
and instance information about the cyber-physical process (step) to be executed
from the process engine. Inside the Feedback-Loop component, there are compo-
nents responsible for each of the MAPE phases (Monitor, Analyzer, Planner and
Executor) as well as the Knowledge Base. Figure 4 presents the components and
interfaces in UML notation. We implemented the Feedback-Loop as a dedicated
web service that can be used by arbitrary process engines and applications.

Knowledge Base. The knowledge base holds model-based data about the phys-
ical and virtual context of the CPS based on sensor data, actuators, processes,
goals and change plans used in the Plan phase in the form of an ontology. It is
updated with every change within this data and accessed by all other compo-
nents. In addition to represent information about the processes and their context
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as proposed in [22], we use the DogOnt ontology [4] to describe sensors, actuators
and their relations for our applications in the smart home domain [10].

4.2 MAPE-K Phases in Process Execution

Upon execution of a process step, the engine evaluates the cyberPhysical flag
of the process step in question. In case it is true, a request containing instance
information and the goal is sent to the Feedback-Loop component to execute the
MAPE-K loop for the process step instance. The process engine then executes
the process step in the “regular” way and waits for the feedback service’s reply.
Meanwhile, the MAPE-K loop is initialized with the goal and objectives of the
instance in parallel to test for cyber-physical consistency. In our implementation,
the web service executes the MAPE-K loop internally also as a process based on
the same process meta-model [24].

Monitor. The Monitor component constantly monitors context data from sen-
sors and other entities. During the monitoring phase, the component performs
a pre-analysis of the incoming data based on defined thresholds to evaluate the
significance of changes within the data (filtering of jitter). In case there is a
significant delta in relevant context data, the new values (Symptoms) are fed
forward into the Analyzer component. In our prototype we support queries of
the knowledge base as well as direct stream processing of event data. The Open-
HAB middleware for IoT [26] serves as the main source of sensor data.

Analyze. The Analyzer component evaluates the symptoms received from the
monitoring component with respect to the objectives contained in the process
step. The satisfied assertion and compensation assertion define target values of
relevant sensor data to be reached as effect of the execution, as well as additional
conditions (e.g., time frames for changes) [11]. If the objectives and therefore
the overall process goal cannot be satisfied, an inconsistency is assumed and a
change request including a description of the mismatch is sent to the Planner
component. In case the overall goal can be met (i.e., the patterns defined in the
assertions can be detected within the symptoms), the process engine continues
with the execution of the consistent process instance based on the process model.

Plan. In the Plan phase, compensations for the provided mismatch(es) are
searched for. In accordance with the reference model for self-managed systems
proposed by Kramer and Magee [14], the change management uses the plan
request to find an alternative way of reaching the goal. We use the information
about sensors and actuators contained in the smart home ontology to find a
compensation action automatically by graph traversal. Sensors and actuators are
directly linked to the physical values they measure and manipulate. This way,
we can find actuators affecting the same physical values in the same context as
replacement for misbehaving actuators.
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Fig. 4. The MAPE-K feedback loop for processes as a closed software component.

The mismatch information currently contains simplified descriptions of the
deficits (e.g., value is too high or too low) that occurred. The Planner component
is able to interpret these deficits semantically and to derive change plans con-
taining parameters and commands/processes to be executed by the replacement
component(s). For example, if the luminance values in a specific room have not
reached a certain threshold after process step execution (too low), an alternative
actuator (e.g., light switch or light dimmer) able to manipulate this physical
value in the same room is selected. Based on the too low -mismatch and its capa-
bilities, the actuator has to be switched on (light switch) or powered up (light
dimmer) to increase the current luminance values–thus to restore cyber-physical
consistency. To lift this approach on the process level, a repository of processes
(process steps, activities, micro-processes) containing additional process infor-
mation (e.g., goals and objectives the process is able to fulfill) could be used
for finding compensating actions in the form of surrogate processes. A more
advanced approach for deriving change plans and adaptations is, for example,
Case-based Reasoning [27], which also considers historical change plans for the
same or similar mismatches that have occurred.

Execute. Finally, the Executor component receives the change plan from the
planner to execute the derived compensation/change actions. As we follow a
process-based approach, this involves adapting the current process instance and
requesting the basic process engine to execute this instance. During execution
of the change plan, the MAPE-K loop is used again to check for objective and
goal fulfillment with respect to the satisfied assertion of the replaced process
step. This will also be done if the compensation process includes cyber-physical
process steps with respect to their individual goals. If all goals can be satisfied by
applying the MAPE-K loop, cyber-physical consistency is assumed and regular
process execution continues. Implementing the MAPE-K loop as described, we
are able to automatically react to unforeseen situations and errors to a certain
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degree–as long as a compensation for the occurred error can be found with the
help of the underlying ontology.

In case not all objectives reach the satisfied state due to the MAPE-K loop
not finding suitable compensations or the occurrence of other errors, the execu-
tion of the corresponding process step will reach a failure state and the Failure
Port will be activated. This leads to the execution of the process step’s failure
branch, which has been modelled explicitly for the case of unresolvable errors. In
our lighting example, a human task requesting the user to take care of the issue is
triggered and also analyzed by the MAPE-K loop mechanism to see if the lumi-
nance level increases and process execution can be continued as planned. Also,
the BPM systems internal exception handling mechanisms could be triggered to
try dealing with errors the MAPE-K loop is not able to compensate.

5 Smart Lighting Case Study

The following case study in the Smart Home domain was conducted to provide a
proof-of-concept evaluation and to illustrate the benefits and limitations of our
approach. We used the extended PROtEUS editor and meta-model [24] to model
and execute a continuous smart lighting process for a home office environment
as depicted in Fig. 5. The process goal is to ensure minimal lighting conditions
(i.e., at least 800 lux luminance) for the work environment in the case a resident
is present in the office. The process steps are embedded into a loop to model a
continuous automatic light control. The TriggeredEvent process step monitors
sensor values from a light sensor and an occupation sensor located in the office.
The event is activated according to the EPL pattern [23], when the luminance
level is lower than 800 lux and at least one resident is present. This leads to the
execution of the subsequent RESTInvoke process step calling a REST service
that controls the light switch actuator. As this process step manipulates the real
world state (i.e., the luminance level), the step is marked as cyber-physical to
use the MAPE-K loop for verifying cyber-physical consistency. Depending on
the success of process step execution (i.e., all objectives are satisfied) either the
overall loop iteration is completed or a HumanTask process step is triggered as
fallback solution. This explicitly modelled human task requests the user to man-
ually restore cyber-physical consistency after the MAPE-K component failed.

Experiments. We ran the process in a controlled lab environment to monitor
the execution and MAPE-K behaviour. The setup used one occupation sensor,
one light sensor, one lamp controlled by a power switch and one lamp controlled
by da dimmer. Basic REST service wrappers are used to integrate these sensors
and actuators with the PROtEUS process engine [23]. To verify the intended
process execution, we simulated three different scenarios (Baseline, MAPE-K+
and MAPE-K–).

The Baseline scenario represents the basic process execution not using the
MAPE-K loop (i.e., no cyber-physical process step). Consequently, the MAPE-K
component and the failure port were never activated during process execution.
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Whenever the luminance level was below 800 lux and the occupation sensor was
triggered, the light was automatically switched on but this not always led to a
sufficiently high luminance level. To illustrate another limitation of the Baseline
process, we used a broken light bulb with the lamp. This cannot be detected
by the light switch control software, which is why cyber-physical consistency is
violated in this setup. Therefore, the outer loop process step was continuously
executed as the lighting level was always below 800 lux.

In the MAPE-K+ scenario, we marked the REST process step as cyber-
physical and included a goal specification as described in Sect. 3. The goal and
its objectives state that the controlled process step execution should lead to a
luminance level of at least 870 lux within 2 s. Otherwise, the feedback loop will
search for compensation actions to find and switch on other light sources in the
same context. We made sure that another light source was available such that
compensation actions can be found and executed. In case of a broken light bulb,
the MAPE-K process detected the violation of cyber-physical consistency and
was able to restore a consistent state by switching on the other light source.

We used the MAPE-K– scenario to illustrate that the MAPE-K enabled
process has advantages over the baseline process even in case the MAPE-K
loop fails and not all objectives can be satisfied. For this scenario we used the
MAPE-K+ process model and disconnected the alternative light source. When
executed the MAPE-K loop fails to find a suitable compensation and reports
an error. In contrast to the baseline process where the fail state information is
unavailable, the MAPE-K component activates the failure port and the process
engine continues to execute the failure process branch–in our case to request the
user to fix the problem manually via a human task.

Fig. 5. Process model for the smart lighting scenario with MAPE-K.
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6 Discussion

The previous sections show that with the introduction of the new physical dimen-
sion for business processes, there is a need to also verify the real world effects
of automated processes in CPS. Feedback loops help to monitor, analyze, plan
and execute real world processes to check for consistency between cyber and
physical states at runtime. Sections 3 and 4 discussed necessary extensions for
process meta-models and engines. Section 5 showed the applicability of our app-
roach with the help of a proof-of-concept implementation for a smart home use
case as one example for a cyber-physical system.

Process Modelling. Regarding the modelling of cyber-physical processes, we
present a generic extension that can be applied to and reused in existing meta-
models. With the introduction of goals and objectives for formalizing real world
effects of a process, a strict separation of concerns is achieved as the “regular”
(cyber) process can be modelled in a known way and the physical aspects are
modelled as extensions to that. These extensions assume a composite process
structure and can therefore be applied at the process, subprocess and activity
level [24]. The more declarative approach of using goals and objectives reduces
the overall modelling effort as not every possible error and unintended behav-
iour as well as corresponding failure handling processes have to be modelled
explicitly. This is especially relevant for complex CPS with varying contexts
and dynamic components resulting in a high level of unanticipated and emer-
gent behaviour [13]. However, the modelling of the objectives requires detailed
knowledge about contexts, sensors and actuators, and real world effects of the
process. Using more sophisticated approaches for formalizing and deducing this
knowledge may further reduce the modelling effort (e.g., as proposed in [17]).

Process Execution. The application of the MAPE-K loop for processes can
be seen as a fine-grained realization of the BPM lifecycle at runtime [1]. The
monitoring and analysis phases correspond to the diagnosis after process enact-
ment, followed by process (re)design and system configuration in the plan phase,
and finally the enactment (execute) of the adapted process. The domain, busi-
ness and process knowledge is contained in the knowledge base. We propose to
implement the MAPE-K loop using dedicated components for each phase of the
loop. The component-based approach increases modularity and reusability for
other processes and applications. Our implementation provides a web service
component with standardized interfaces to be used by arbitrary services and
applications to apply feedback loops to process-aware information systems. The
execution of “regular” processes is extended indirectly with additional process
steps according to the phases of the feedback loop. At runtime, process steps for
each phase are generated and executed by the underlying process engine calling
the specific MAPE-K components. This way, a coherent process-based view on
the process execution can be achieved and the processes become self-aware of
their execution and self-adaptive through the MAPE-K feedback [5].
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Process Adaptation. The process-based MAPE-K loop presented in this
paper can be used as a general framework for enabling self-adaptive workflows
that influence physical world context properties. In the Plan phase of the MAPE-
K subprocess, a suitable compensation for the occurred mismatch of cyber and
physical world state is searched for and executed afterwards, i e., the process
adapts itself on the instance level–leading to a higher degree of autonomy for
process execution in CPS. In case of a reoccurring error within multiple instances
of the same process, the adaptation may also be done on the process model
level (process evolution) [27]. However, the automated finding of replacement
processes after a violation of cyber-physical consistency can be improved by
more sophisticated reasoning and deduction mechanisms (e.g., as proposed in [17]
or [27]). In general, various techniques can be plugged in to our component-based
framework to realize the individual MAPE-K phases.

Process Consistency. The verification and matching of the assumed real world
state with the actual physical world effects of an executed process is identified
as one of the main challenges for real world processes [30]. To enable this verifi-
cation, we introduce the notion of cyber-physical consistency as an extension to
the well-known ACID criteria. The MAPE-K feedback loop provides means for
automating the detection of inconsistent states based on sensor and context data
and also for restoring consistency to a certain degree. Our approach increases
resilience against failures and other unanticipated situations for processes that
influence the real world. Eventually, this may lead to an increase of safety and
flexibility, reduced resource consumption and an optimization of the overall work
environment for smart homes and smart factories. Despite the goal of reaching
a higher level of automation, the user can still be integrated into the workflows
in case the MAPE-K loop fails and consistency has to be restored manually.

7 Related Work

As many existing “traditional” BPM systems and notations as well as adaptive
process management systems are not designed to handle processes in the Internet
of Things and CPS, real world processes have started to become a vibrant field of
research within the BPM community [18]. From the self-adaptive and multi-agent
systems communities, there have been several works proposed to combine Dem-
ing cycles with BPM systems to deal with failures in the cyber world and increase
autonomy of process management systems [2,20]. However, these approaches
work on a purely virtual and organizational level and do not consider the issue
of automatic cyber-physical synchronization for operative processes [21]. In order
to point out a need for considering real world effects of processes, Wombacher dis-
cusses ways to correlate business workflows and physical objects based on sensor
data and process states [30]. Various approaches for integrating real world con-
text data and objects into business processes were proposed with the emergence
of smart spaces [3,7,9,19]. Weidlich et al. discuss an approach for optimizing
event patterns for process monitoring by using process model knowledge and
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event processing [28], which can be applied to automatically adapt the goals and
objectives in successive MAPE-K iterations (meta-adaptation). In [29] Wieland
et al. present a workflow management system that uses situation recognition
based on sensor data from production machines to adapt processes in case of
errors and execute fault handling templates depending on the specific type of
error situation. The SmartPM system by Marella et al. is able to adapt to errors
during process execution based on models of expected reality and actual reality
and recover from a potential gap between these two worlds using situation cal-
culus and planning [17]. Especially the adaptation algorithms are worth to be
investigated for integration into the MAPE-K loop.

In comparison with the aforementioned work on using BPM technologies to
execute (partial) real world processes, our new approach of combining the worlds
of BPM and self-adaptive system in CPS leads to a high level of autonomy and
resilience to failures for cyber-physical workflows. We use the generic idea of
the MAPE-K feedback loop for self-adaptive systems [5] as basis for extensions
to existing process meta-models and engines, which is why our approach can be
regarded as a more general, technology agnostic framework for implementing self-
adaptive workflows for cyber-physical systems. Due to the meta-level extensions
and component-based approach, arbitrary process notations can be used and
various technologies for realizing the MAPE-K phases can be plugged in.

8 Conclusion

In this work, we presented a process-based framework for enabling self-adaptive
workflows for cyber-physical systems (CPS). The application of BPM technolo-
gies to automate processes in CPS introduces the new requirement of providing a
consistent view of processes’ virtual world and real world effects (Cyber-physical
Consistency). To achieve this goal, we propose to apply the MAPE-K feedback
loop to monitor and analyze real world process execution using additional sensor
and context data; and to find a compensation to be executed in case of inconsis-
tencies. In comparison with related work, our approach reaches a high level of
autonomy and resilience against failures for physical world process execution due
to the capability of self-adaptiveness while still being able to keep the human
in the loop. The model extensions and execution components for the MAPE-K
loop can be applied to various process notations and engines, thus resulting in
a generic framework for self-adaptive real world processes. Technologies used in
the MAPE-K components can be exchanged easily.

With respect to future work, we will investigate the application of alternative
algorithms in the Analyse and Execute phases to reduce the modelling effort and
to increase autonomy via inference. Stream-based mining of processes combined
with sensor data may lead to an increased accuracy of determining cyber-physical
consistency [16]. We will also apply the generic MAPE-K framework to decen-
tralized process execution environments as proposed in [25] to increase resilience
of distributed execution of CPS workflows.
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Abstract. Business processes are usually designed by means of imper-
ative languages to model the acceptable execution of the activities per-
formed within a system or an organization. At the same time, declarative
languages are better suited to check the conformance of the states and
transitions of the modeled process with respect to its actual execution. To
avoid defining models twice from scratch to cope with both the process
enactment and its monitoring, this paper proposes an approach for trans-
lating BPMN process models to E-GSM ones: an extension of the Guard-
Stage-Milestone artifact-centric notation. The paper also shows how a
monitoring engine based on E-GSM specifications can detect anomalies
during the execution of the process and classify them according to differ-
ent levels of severity, that is, with respect to the impact on the outcome
of the process.

Keywords: Guard-Stage-Milestone · Artifact-centric processes ·
BPMN · Process execution monitoring

1 Introduction

Process modeling represents one of the most crucial activities in Business Process
Management and the goal of the resulting model is twofold. On the one hand, a
business process model describes a portion of the world as it is (or as we want
it to be) using a formalism easy to understand by all the relevant stakeholders
(e.g., process owners and process users). On the other hand, a business process
model — if properly defined in all of its parts — feeds the engine that will enact
its execution. To this aim, imperative control-flow based languages are widely
adopted, as their constructs and the underlying semantics are very intuitive.
Among them, BPMN nowadays represents one of the most used notation adopted
by both business and technical people.

However, when used for monitoring the execution of a process at run-time,
imperative languages manifest a significant limitation: when a violation in the
control flow occurs, an imperative process engine treats such a violation as an
unhandled exception and stops monitoring the process until a user manually fixes
the issue. This is not always desirable, especially when the engine has no control
c© Springer International Publishing Switzerland 2016
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on the monitored process, which would continue its execution even though the
engine stopped. Declarative languages, on the other hand, do not have the notion
of strict control flow. Therefore, declarative engines can both report deviations
in the control flow and continue monitoring the process.

The goal of this paper is to mediate between these two perspectives by propos-
ing a solution to monitor the execution of distributed control-flow processes
modeled in BPMN, that relies on a monitoring system based on the artifact-
centric Guard-Stage-Milestone (GSM) declarative language [5]. In particular,
we start from a BPMN process, which is easy to conceive, and we transform it
into a model defined using E-GSM, our extension of GSM. This transformation
preserves control flow information, but such information, which is prescriptive
in BPMN, becomes descriptive. Deviations from the “original” execution flow
can easily be detected at run-time during the process enactment by analyzing
the artifacts, that contain information about how the process is evolving, and
represent the states through which the process should evolve during execution.

The adoption of E-GSM to drive the process monitoring introduces the fol-
lowing advantages. E-GSM allows one to define conditions both on the process
and on external data to trigger the execution and termination of activities.
Therefore, the monitoring platform can infer when activities are executed based
on information coming from the environment, thus being not limited to explicit
messages. Furthermore, E-GSM allows one to identify the results of the execu-
tion of the activities within the process model, and consequently it permits the
identification of the activities that are incorrectly executed, if any.

The rest of the paper is structured as follows. Section 2 discusses how we
extended GSM into E-GSM to enable a data-artifact driven process monitoring
solution. Section 3 introduces the set of rules we defined to translate BPMN
elements into equivalent E-GSM ones. Section 4 validates our work by showing
how to apply the approach on a real business process in the domain of logistics.
Section 5 surveys the state of the art, and Sect. 6 concludes the paper.

2 E-GSM

The GSM notation is a declarative language that allows one to model artifact-
centric processes by defining conditions that determine the activation and termi-
nation of activities, called Stages. With respect to other declarative languages,
like Declare [13], such conditions are not limited to dependencies among activ-
ities. Instead, they are based on events, which can be external (e.g., sent or
received messages), or internal (e.g., termination of activities), to the process.
Starting from the standard GSM notation and our preliminary work [2], we pro-
pose E-GSM, an extension to GSM where we distinguish between Data Flow
Guards and Process Flow Guards and we add Fault Loggers.

The goal of this extension is to include information on the normal flow, that
is, the expected behavior of the process, or happy path, in the artifact-centric
process model. To this aim, the process model includes the dependencies among
activities in terms of control flow. Being a declarative language, E-GSM does not



20 L. Baresi et al.

Fig. 1. E-GSM meta-model (bottom left), graphical representation (top left) and life-
cycle of a Stage (right).

use control flow information to enforce a specific execution path among activities.
Instead, it uses such information to let the process engine detect deviations
between the happy path and how the process is actually executed.

The left portion of Fig. 1 shows a simplified version of the meta-model behind
E-GSM, along with the graphical representation of its main elements. The original
definition of GSM comprises Stages, Guards, and Milestones. A Stage repre-
sents the unit of work that can be executed in a process instance. A Stage can
have one or more nested Stages, or it can be atomic, thus representing a single
task. A Stage may be decorated with one or more Guards and Milestones.

A Guard (Data Flow Guard in E-GSM) is an Event-Condition-Action
(ECA) rule1. If true, the associated Stage is declared opened. A Milestone is
another ECA rule. If true, the Stage is declared closed. A Milestone may also
have an invalidator : a boolean expression that can invalidate the Milestone
and reopen the Stage.

In the proposed extension, a Stage can now also be decorated with Process
Flow Guards and Fault Loggers. A Process Flow Guard is a boolean
expression that predicates on the activation of the Data Flow Guards and
Milestones used to map the expected control flow. The expression is evaluated
once one of the Data Flow Guards of the associated Stage is triggered, and
before the Stage becomes opened. If the expression is true, the Stage complies
with the expected execution, otherwise the Stage has been activated without
respecting the normal flow.

A Fault Logger is an ECA rule. If true, the associated Stage is declared
faulty because something went wrong during the execution of the activity.

1 An ECA rule is an [on e ] [if c ] expression, that is triggered when an event e
occurs and the condition c is true. When [one ] is missing, the ECA is triggered
once c becomes true, when [if c ] is missing, the ECA is triggered once e occurs.
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A faulty Stage does not imply its termination, as the termination is only deter-
mined by Milestones.

The right portion of Fig. 1 sketches the lifecycle of an E-GSM Stage orga-
nized around three main orthogonal execution perspectives: outcome, compli-
ance, and status2.

The Execution outcome captures the situation of a Stage, which can be
either regular (none of its Fault Loggers has ever been triggered) or faulty (at
least one of its Fault Loggers has been triggered, A.FLl).

The Execution compliance captures the compliance of each Stage with the
normal flow. A Stage is declared onTime by default. It can become outOfOrder
(according to the normal flow) when one of its Data Flow Guards is triggered
but none of its Process Flow Guards holds (A.DFG and not(A.PFG)). If a
Stage S’ is declared outOfOrder, every other onTime Stage S that would trigger
one of the Process Flow Guards of S’ (S.Mj or Active(S) ∈ S’.PFGk) is
declared skipped. If a Stage is skipped, once one of its Data Flow Guards is
triggered (S.DFGi), it becomes outOfOrder.

The Execution status captures the status of a Stage: unopened, opened or
closed. A Stage is unopened if its Data Flow Guards have never been trig-
gered. A Stage can become opened only if it is unopened or closed and the parent
Stage is opened. In addition, at least one of its Data Flow Guards must be
triggered (S.DFGi). A Stage becomes closed if it is opened and a Milestone is
achieved (+S.Mj), or if the parent Stage becomes closed.

The combination of these three perspectives says that the whole lifecycle
assumes that a Stage is initially onTime, regular, and unopened. Data Flow
Guards drive the change of execution status. Fault Loggers drive the outcome,
while Process Flow Guards are in charge of the compliance. With respect to
Standard GSM, E-GSM interprets reopening a closed Stage as a new iteration
of that process portion. Therefore, once a parent Stage is reopened (i.e., it
moves from closed to opened), the lifecycle of all its child Stages will restart
from scratch.

Thank to these three perspectives, it is possible to detect at runtime when a
deviation in the execution of a process occurs and which stages are involved. This
enables a classification that predicates on the lifecycle of all stages to evaluate
how severely variations during execution affect the outcome of the process. For
example, Table 1 reports a possible classification of severity that can be modified
according to any specific scenario: None, if all activities are executed at the
right time and their execution was successful. Low, if the process terminated,
the expected control flow was not respected, yet no activity was skipped and
they were all successfully executed. Medium-low, if an activity was incorrectly
executed, but the expected control flow was respected. Medium, if the process

2 In this paper we use the notation introduced in [5], so we write S.DFGi, S.PFGk, S.FLl
to indicate the activation of a Data Flow Guard, Process Flow Guard, or a Fault
Logger associated with Stage S, +S.Mj (-S.Mj) to indicate the achievement (invali-
dation) of a Milestone Mj, S.Mj to indicate that Stage S is closed and a Milestone Mj
is achieved, and Active(S) to indicate that Stage S is opened.
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Table 1. Severity levels. Sx.o, Sx.c and Sx.s indicate the state of stage Sx, along with
the execution outcome, compliance and status respectively.

Severity Execution outcome (Sy.o) Execution compliance (Sz.c) Execution status (Sx.s)

None ∀Sy : Sy.o = regular ∀Sz : Sz.c = onTime ∀Sx : Sx.s = unopened

∨Sx.s = opened

∨Sx.s = closed

Low ∀Sy : Sy.o = regular ∃Sz : Sz.c = outOfOrder ∀Sx : Sx.s = unopened

∨Sx.s = closed

Medium-low ∃Sy : Sy.o = faulty ∀Sz : Sz.c = onTime ∀Sx : Sx.s = unopened

∨Sx.s = opened

∨Sx.s = closed

Medium ∀Sy : Sy.o = regular ∃Sz : Sz.c = outOfOrder ∃Sx : Sx.s = opened

∨Sz.c = skipped

Medium-high ∀Sy : Sy.o = regular ∃Sz : Sz.c = skipped ∀Sx : Sx.s = unopened

∨Sx.s = closed

High ∃Sy : Sy.o = faulty ∃Sz : Sz.c = outOfOrder ∀Sx : Sx.s = unopened

∨Sz.c = skipped ∨Sx.s = opened

∨Sx.s = closed

is still in progress and, during execution, the expected control flow was not
respected. Medium-high, if the process terminated and an activity was skipped.
High, if an activity was incorrectly executed and no corrective action was taken
(i.e., at least another activity was either skipped or incorrectly executed).

This classification assumes that all stages have the same importance. How-
ever, weights can be introduced to differentiate the influence of each specific stage
on the process, or metrics taken from the conformance checking domain [16] can
be adopted.

3 Transformation Rules

The aforementioned semantics of E-GSM is then used in 13 transformation
rules [10] to translate a BPMN process model into an E-GSM one.

These transformation rules are applicable to every BPMN process model that
complies with a workflow net [1], that is, the process has only one start event
and only one end event, and it always terminates (soundness). Note that the
control flow is always captured by Process Flow Guards, and as such it is never
enforced. This allows the E-GSM model to continue monitoring a process even
if violations in the control flow occur.

3.1 Basic Elements

The transformation rules defined for basic elements are presented in Fig. 2.

Rule 1. A BPMN Activity A is translated into a Stage A with one or more Data
Flow Guards (A.DFGi) and one or more Milestones (A.Mj).
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Fig. 2. BPMN to E-GSM transformation rules for basic elements.

Producing the conditions associated with those Data Flow Guards and
Milestones is far from trivial [3]. They depend on the associated data objects
and, if the activity is a task, on its type (i.e., receive or user task). In case of a
generic task, placeholders A s and A t are associated with, respectively, A.DFG1
and A.M1 to represent the explicit start and termination of the activity. If the
activity is a sub-process, A.DFGi and A.Mj are then derived from the structure
of the sub-process and from its elements, as explained in the following.

Rule 2. A BPMN Start, End or Intermediate Event e is translated into a Stage
E where E.DFG1 and E.M1 have the occurrence of the event as condition.

Rule 3. A BPMN Activity A with a non-interrupting Boundary Event e

attached is translated into a Stage A according to Rule 1 with A.FL1 having the
occurrence of the event as condition (i.e., on e).

Rule 4. A BPMN Activity A with an interrupting Boundary Event e attached is
translated into a Stage A according to Rule 1 with an additional Milestone A.Me

and A.FL1 having the occurrence of the event as condition.

3.2 Normal Flow

The combination of the above rules for basic elements allows one to translate
well-structured business process models [15]. In particular, we focus on five types
of blocks, defined starting from the classical control flow patterns [17]:

– A sequence block is made of linked activities, events and other blocks without
splits or merges. It corresponds to pattern sequence.

– A parallel block organizes activities, events, and other blocks in two or more
parallel threads resulting from the combination of patterns parallel split and
synchronization.

– A conditional exclusive block organizes activities, events, and other blocks in
two or more branches resulting from a combination of patterns exclusive choice
and simple merge.
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– A conditional inclusive block organizes activities, events, and other blocks in
two or more branches resulting from a combination of patterns multi-choice
and structured synchronized merge.

– A loop block organizes activities, events, and other blocks according to pattern
structured loop.

For each of these blocks, we delivered proper transformation rules in [10]. A
graphical representation of them is reported in Fig. 3. Due to space constraints,
in this paper we will only describe in detail how sequence, conditional exclusive,
and loop blocks are translated.

Rule 5. A sequence block corresponds to a Stage Seq that includes Sx inner
Stages obtained by applying the transformation rules to all the elements (i.e.,
Activities, Events, inner blocks) that belong to the block.

– In addition to the existing Process Flow Guards, each inner stage has Sx.PFG1
to state that none of its Milestones is achieved, and at least one of the Mile-
stones of the element that directly precedes it (if present) is achieved.

– Seq has a set Seq.DFG that includes all Sx.DFGi, and a Milestone Seq.M1 that
requires that, for all Sx, at least one Sx.Mj be achieved.

Rule 6. A conditional exclusive block is translated into a Stage Exc that includes
all the Stages obtained by applying Rule 5 to all its branches, which result in Sx
inner Stages.

– For each Sx, Sx.PFG1 is added to check that no Sx.Mj has already been achieved,
that the condition on the branch from which Sx is produced (if present) is satis-
fied, and that none of the other inner Stages is opened (i.e., not Active(Sy)

where y �=x).
– Exc has a set Exc.DFG that includes all Sx.DFGi, and a Milestone Exc.M1 that

requires that, for at least one Sx, one Sx.Mj be achieved, and the condition on
the branch from which Sx is produced (if present) be satisfied, as long as none
of the other inner Stages is opened.

Rule 7. A loop block is translated into two Stages, Ite and Loop. Ite includes
Sx inner Stages obtained by applying Rule 5 to all the branches within the loop
block. One of these stages is a forward Stage, that is, its control flow goes in the
same direction as the control flow that includes the loop block. The others are
backward Stages.

– For all the inner Stages, Sx.PFG1 is added to check that no Sx.Mj is already
achieved. Moreover, if Sx is a backward stage, Sx.PFG1 also requires that the
condition on the branch (if present) be satisfied, and that one of the Milestones
of the forward stage be achieved.

– Ite has a set Ite.DFG that includes all Sx.DFGi, and two Milestones, where:
• Ite.M1 requires that one of the Milestones of the forward Stage be
achieved and the exit condition of the loop (if present) be satisfied, as
long as no backward Stage is opened.
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Fig. 3. BPMN to E-GSM transformation rules for normal flow blocks (due to space
constraints, the conditional inclusive block is not presented).

• Ite.M2 requires that one of the Milestones of the forward Stage be
achieved and, for at least a backward Stage, one of its Milestones be
achieved and the condition on that branch (if present) be satisfied, as
long as none of the other backward Stages is opened.

Stage Loop includes Ite and has Loop.DFG = Ite.DFG and Loop.M = on

Ite.M1 (i.e., the process can exit the loop).

The iteration Stage Ite has no Process Flow Guards since it is supposed
to be executed multiple times and, every time it becomes opened, a new iteration
of the loop is carried out. Thus, Ite is opened when at least one of its inner Stages
can be opened too, and it is closed when either the process can exit the loop
(Ite.M1 is achieved), or when an iteration is complete (Ite.M2 is achieved).

3.3 Exceptional Flow

BPMN supports the management of foreseen exceptions through boundary
events, that is, events directly attached to activities. These events, like split
gateways, determine a branching of the control flow into an exceptional flow,
which leaves the boundary event, and a normal flow, to continue the execution
from the activity. If the foreseen exception occurs while executing the activity,
the attached boundary event activates the exceptional flow. A dedicated set of
rules shown in Fig. 4 is thus required to preserve this behavior in E-GSM models.
Again, we refer to [10] for the details.

Interrupting boundary events cause the normal and exceptional flows to be
mutually exclusive, therefore we expect them to be merged by an exclusive merge
gateway at the end. This requires that two additional blocks, called forward excep-
tion handling and backward exception handling, respectively, be defined. The for-
ward exception handling block comprises an interrupting boundary event, and a
simplemerge, definedwith aBPMNexclusive gateway, thatmerges the exceptional
control flow and the portion of the normal control flow that follows the activity to
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Fig. 4. BPMN to E-GSM transformation rules for handling exceptions.

which the boundary event is attached. Its behavior is similar to the one of the con-
ditional exclusive block, with the exception of the branch condition, which predi-
cates on the achievement of the milestone derived from the boundary event. The
backward exception handling block comprises an interrupting boundary event and
a simple merge, defined with a BPMN exclusive gateway, that merges the excep-
tional control flow and the portion of the normal control flow that precedes the
activity to which the boundary event is attached. This block produces a loop that
allows one to re-execute part of the normal control flow if the boundary event is
triggered, and therefore it is translated similarly to a loop block.

In BPMN, boundary events could also be non interrupting, that is, they
activate the exceptional control flow without terminating the associated activ-
ity. Therefore, the elements within the exceptional control flow can run in par-
allel with the normal flow that starts from the activity the boundary event is
associated with. Since we expect these potentially simultaneous control flows
be merged by an inclusive merge gateway, the transformation requires an addi-
tional block, called non interrupting exception handling block. This new block
comprises a non interrupting boundary event to split the execution flow into
an exceptional flow and the continuation of the normal one, and a structured
synchronized merge, defined with a BPMN inclusive gateway, to merge the two
flows in case the exception occurred.

4 Validation

The transformation rules introduced in the previous section allow any well-struc-
tured BPMN process model to be translated into E-GSM. To prove it, we devel-
oped a BPMN to E-GSM prototype translator3, where the transformation rules
3 The tool is publicly available at https://bitbucket.org/polimiisgroup/bpmn2egsm.

https://bitbucket.org/polimiisgroup/bpmn2egsm
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Fig. 5. BPMN and E-GSM models of the example shipping process.

are implemented in ATL (ATLAS Transformation Language [6]), and validated
—and refined— the proposed rules against several BPMN business processes
with different levels of complexity. A formal verification about the equivalence
between BPMN processes and their correspondent E-GSM is under study and
it aims to check if all the traces that a BPMN process can produce are also
considered as satisfied in the E-GSM model.

Among these test processes, here we concentrate on an example taken from
the logistics domain, which is shown at the top of Fig. 5, to better explain the
advantages of adopting E-GSM to monitor the execution of complex (distributed)
processes. A pharmaceutical companyM has to ship drugs (that are highly suscep-
tible to temperature variations) to one of its customersN . To do so, it relies on two
shipping companiesR andT for, respectively, rail and truck transportation, and on
an inland terminal I for changing means. The shipping process starts when a ship-
ment request by N is received, and comprises four main phases: (i) loading goods
into a thermally-insulated shipping container; (ii) shipping such a container to I by
rail; (iii) temporarily storing the container in a temperature-controlled warehouse;
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(iv) delivering the goods to the customer’s site by truck. Before starting phase (ii),
an inventory report of the contents of the container must be produced, and it must
be compared with the bill of materials included with the shipment request. If some
products are missing, they must be located and loaded onto the container, and a
new report must be produced. Furthermore, if the goods are exposed to a temper-
ature higher than 20◦C during phase (iii), they must be discarded and the whole
process must be aborted. Our translator produces the E-GSM model shown at the
bottom of Fig. 5.

Since all these activities interact with the shipping container, we can think
of it as the process coordinator (i.e., the element that interacts with all the par-
ties and has complete visibility on the whole process). To make the container
process-aware, we can exploit the Internet of Things paradigm by equipping it
with a single board computing device, sensors and a network interface, thus
transforming it into a smart object (i.e., smart container). However, being the
container completely passive, it cannot enforce the execution flow modeled in
the process, and it needs information to identify when each activity is being exe-
cuted. For this reason, a traditional process engine would be unsuited to monitor
this process. On the other hand, an E-GSM engine4 running onto the smart con-
tainer would solve this problem: By predicating on on-board sensor values or
explicit messages, Data Flow Guards, Process Flow Guards, Milestones
and Fault Loggers can be triggered, and the execution of the process be moni-
tored. This way, once a violation in the execution occurs, the E-GSM engine can
report to stakeholders which activities are affected, and how severely the whole
process is affected by such an incident.

To show how process monitoring can take advantage of the E-GSM model,
we describe three possible scenarios.

4.1 An Error-Free Execution

Once the shipment request is received, Seq1.DFG1 is triggered and, consequently,
Seq1 becomes opened (thus starting the process). This first triggers Shipment-
Req.PFG1, then ShipmentReq.DFG1, which causes ShipmentReq to become
opened, and finally ShipmentReq.M1 be achieved, which moves ShipmentReq
to the closed state, and triggers Loop.PFG1.

When R loads the goods onto the container, a notification is sent to the
engine, which triggers Loop.DFG1, then Ite.DFG1, Seq2.PFG1, Seq2.DFG1, Load-
Goods.PFG1, and finally LoadGoods.DFG1, which moves Loop, Ite, Seq2 and
LoadGoods to the opened state. After finishing loading the goods, the operator
sends another notification, thus making LoadGoods.M1 be achieved, which trig-
gers Inventory.PFG1 and moves LoadGoods to the closed state. It then produces
the inventory of the loaded goods, which triggers Inventory.DFG1, and then
makes Inventory.M1 be achieved, which makes Seq2.M1 achieved too, causing
Inventory and Seq2 to move to the closed state. Being the inventory consistent
with the bill of materials included in the shipment request, also Ite.M1 and,

4 A prototype E-GSM engine is currently under development.
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consequently, Loop.M1, are achieved, moving Ite and Loop to the closed state,
and triggering ShipToTerminal.PFG1.

Once the rail shipping begins, R sends a notification, which triggers
ShipToTerminal.DFG1 and moves ShipToTerminal to the opened state. When
the container is delivered to I, another notification is sent, which makes
ShipToTerminal.M1 become achieved, moving ShipToTerminal to the closed
state and triggering StoreInWarehouse.PFG1. Similarly I sends a notification
when the container is put in the warehouse and when T is ready to pick it
up, thus triggering StoreInWarehouse.DFG1, achieving StoreInWarehouse.M1,
triggering EExc.PFG1, and moving StoreInWarehouse to the opened state
at first, and then to the closed state. After hooking the container to its
truck, a notification is sent by T . That notification triggers EExc.DFG1,
then ShipToCustomer.PFG1, and finally ShipToCustomer.DFG1, thus moving
stages EExc and ShipToCustomer to the opened state. Once T delivers the
goods to N , another notification is sent. That notification causes the achieve-
ment of ShipToCustomer.M1, which makes EExc.M1 become achieved too,
thus moving ShipToCustomer and EExc to the closed state and triggering
DeliveryOutcome.PFG1.

Finally, once the goods are inspected by N , a report of the shipment is pro-
duced, which triggers DeliveryOutcome.DFG1, moving DeliveryOutcome to the
opened state, and then causes the achievement of DeliveryOutcome.M1, which
causes the achievement of Seq1.M1 too, thus moving DeliveryOutcome and Seq1
to the closed state and, since Seq1 represents the whole process, terminating the
monitoring activity. Once the process concludes, N queries the smart container
and finds out that the severity level of the process is None, since all stages are in
state either unopened or closed, their compliance is onTime, and their outcome
is regular. Therefore, N accepts the goods.

4.2 A Catastrophic Execution

A second example shows how the system can monitor an incorrect execution of
the process. During phase (iii), the warehouse cooling system breaks down, and
the temperature of the goods goes beyond 20◦C. Being the container equipped
with a temperature sensor, the E-GSM engine is able to detect such an event and
consequently triggers both StoreInWarehouse.FL1 and StoreInWarehouse.Me,
which move StoreInWarehouse to the faulty and closed states. This changes
the severity level of the process from none to medium-low, since a faulty stage
exists, but all stages are still onTime. Being StoreInWarehouse closed and
StoreInWarehouse.Me achieved, DiscardGoods.PFG1 is also triggered.

Instead of discarding the goods, I ignores that accident, and delivers the
goods to N . This moves ShipToConsumer to state outOfOrder, since ShipTo-
Consumer.DFG1 is triggered before ShipToConsumer.PFG1 becomes active. This
causes the severity level of the process to become high, since there are both a
faulty stage (StoreInWarehouse), and an outOfOrder one (ShipToConsumer).

Once N receives the goods, it queries the smart container and, since the
severity level of the process is high, decides to immediately inspect its content,
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thus discovering that the goods have been spoiled. Therefore, it sends them back
to M . In turn, M identifies that StoreInWarehouse is in the faulty state, and
that ShipToConsumer is outOfOrder. Thank to this information, M is able to
charge I a penalty for having spoiled the goods and not having reported that
accident. Note that had T queried the smart container, it would have seen that
the severity level was medium-low, since StoreInWarehouse was in faulty state,
and could have avoided delivering the container to N .

4.3 A Troublesome yet Recoverable Execution

Let us now focus on a less critically incorrect execution of the process. In this
case, the inventory of the container is not consistent with the bill of materials,
which causes LocateMissingGoods.PFG1 to be triggered. However, R does not
check the inventory and immediately begins shipping the container to I, which
moves ShipToTerminal to the outOfOrder state, since ShipToTerminal.DFG1 is
triggered before ShipToTerminal.PFG1 becomes active. This changes the sever-
ity level of the process from none to medium, as there are both opened stages
(Seq1, Loop and Ite) and an outOfOrder one (ShipToTerminal).

Once N receives the goods, it queries the smart container and finds out
that the severity level is still medium (since the missing goods were not col-
lected and loaded onto the container, stages Seq1, Loop and Ite are still
opened). So, it inspects the contents, discovers that some of them are miss-
ing, and asks M to ship the missing ones for free. By querying the smart
container, M finds out that, even though the inventory did not match the
shipping request, missing goods were never collected and loaded onto the
smart container (i.e., LocateMissingGoods has not been executed even though
LocateMissingGoods.PFG1 was satisfied), and the shipment continued anyway
(i.e., ShipToTerminal is in state outOfOrder). Because of this information, M
can blame R for having shipped the goods without checking the inventory first.
Note that the severity level (medium) reflects the results of the process: being at
least part of the goods successfully delivered, M did not experience a complete
loss as in the previous case, where all the goods were spoiled, and the truck
shipment was done pointlessly.

5 Related Work

Köpke et al. [7] propose transformation rules that transform a BPMN process
model into a GSM equivalent. While we have borrowed from these rules the
idea of transforming blocks into nested Stages, our transformation rules produce
completely different expressions for Guards and Milestones. The reason behind
such a discrepancy is that we are interested in identifying control flow violations,
and not in forcing the process to rigidly follow a given execution flow, which
is what is pursued in [7]. Eshuis et al. [4] define a semi-automated approach
that starts from UML Activity Diagrams and produces a data-centric process
model in GSM. They capture the lifecycle of the data artifacts referred to in
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the UML process model, and exploit control flow information to render it in
GSM. Similarly, Kumaran et al. [8] and Meyer et al. [12] propose a language-
agnostic algorithm to derive the lifecycle of artifacts based on an imperative
process model. This is possible as long as each activity has input and output
information entities explicitly defined in the model. Our work differentiates from
[4,8,12], which use control flow information to model the interactions among
data artifacts, by keeping such information in the target process model to assess
compliance. Popova et al. [14] define a translator from Petri Nets to GSM. The
main purpose of that translator is to transform the outcome of process mining
algorithms, which is often represented as a Petri Net, to a GSM model. This
way, process mining techniques can be used to identify business artifacts that
the translator represents in a language that is easier to understand by domain
experts than Petri Nets.

Concerning the integration of both activity and data-centric perspectives in
business processes, Künzle et al. [9] propose a framework that maps portions
of data structures to activities and use control flow information to define how
such data objects should be manipulated. Similarly, Meyer et al. [11] propose a
methodology to model both the control flow and data dependencies by extending
BPMN data artifacts to define dependecines among all data items manipulated
in a process. Both [9,11] use control flow information in a prescriptive way,
while E-GSM uses it in a descriptive way to detect deviations from the original
definitions during execution.

Conformance checking is the discipline that aims at identifying inconsisten-
cies among a process model and its execution [16]. To do so, the process model
is checked against high level execution logs, which report when and if activi-
ties have been executed. Our solution differs from this approach as it is able to
autonomously identify when activities start or end, without relying on an exe-
cution log. Furthermore, it is able to detect deviations at runtime, whereas most
process compliance techniques are applicable only when the process terminates.

6 Conclusions and Future Work

This paper extends the Guard-Stage-Milestone (GSM) notation to embed con-
trol flow information in the process model definition, presents a solution for
transforming BPMN models into equivalent E-GSM ones, and shows how the
derived E-GSM process model can be used to identify when activities are exe-
cuted, to keep track of violations in the execution flow, and to evaluate the
overall execution of a process along with different levels of severity.

As for our future work, we will investigate how to improve Rule 1 and Rule 2
by taking into account the nature of activities (i.e., receive tasks or user tasks)
and events (i.e., timer, signal, etc.), and their associated data objects. We will
also propose additional transformation rules to derive the E-GSM Information
Model, which is not considered in this work, from data objects and implicit
information defined in BPMN process models, which may also influence the
definition of severity levels. In parallel, we will continue applying the proposed
solution and assessing it on real industrial examples.
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Abstract. This paper presents a process-driven approach for developing the user
interfaces (UIs) of business process execution frontends. It allows customising
the UIs to the needs of individual users and processes. The approach is based on
viewing UI behaviour as a process that can be modelled and executed in the same
way as the core process: as a sequence of steps, each of which is associated with
a business object that describes the UI content in terms of the information
displayed to the user. As both the UI process and the core process are run on the
same business process engine, the two processes can interact smoothly using
existing backend functionalities. The approach is demonstrated using a manu‐
facturing scenario where shopfloor workers are provided with simple UIs on
mobile devices to support the execution of a production process.

Keywords: Model-driven design · Customised user interfaces · Business process
support systems · Subject-oriented Business Process Management (S-BPM)

1 Introduction

The design of user interfaces (UIs) is widely regarded as a critical factor for the accept‐
ance of IT systems by users as well as for the acquisition of these systems by potential
buyers. Although many system vendors today employ user experience (UX) designers
to make UI design more effective, the fundamental problem remains that the space of
possible UI designs can be too large to satisfy all users with a single solution. On the
other hand, customising UIs is often tedious and costly, making many vendors opt for
standardising their user interfaces, and limiting any customisations to broad user cate‐
gories such as “simple users” and “advanced users”.

This approach is also followed by most vendors of business process support systems.
They usually have a single UI that has the same look and feel for most of its users.
However, as customers become more demanding and the scope of these systems
becomes broader to include more domains and applications [18], the ability to customise
UIs to wider ranges of user preferences and skills becomes an important competitive
advantage. One example includes workflow management applications in the industry
4.0 domain that seamlessly integrate business processes with shopfloor processes.
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Here, workers with sometimes limited IT skills need to be provided with a very simple
UI in order to adopt and master a given process support system.

This paper addresses the problem of customising the UIs of workflow systems by
focussing on the “process of process execution” – i.e. the sequence of tasks to be
performed, conjointly by a user and a user interface, necessary to execute the actual
business process (called the “core process”). Specifically, the process of process execu‐
tion (here called the “UI process”) is modelled and executed in the same way as the core
process. Each of the tasks in the UI process is associated with data (called business
objects) composing the content and appearance of the UI. The UI process is run on the
same execution engine as the core process, readily allowing for the dynamic intercon‐
nection between the two processes at runtime. The existing method of Subject-oriented
Business Process Management (S-BPM) [6] provides a uniform modelling formalism
for both the UI process and the core process. The approach can be seen as a process
model-driven method for customising UIs to the needs of different users, devices and
core processes to be executed.

The paper is structured as follows: Sect. 2 introduces the relevant foundations of
S-BPM modelling. Section 3 describes how UIs can be modelled as the processes of
(core) process execution. It shows how the S-BPM notation and a tool suite for S-BPM
modelling and execution, the Metasonic Suite (www.metasonic.de/en), can be used for
defining the UI workflow and UI content, and establishing the connection between UI and
core processes. Section 4 demonstrates the use of our approach in a shopfloor scenario
developed within an ongoing EU FP7 research project (www.so-pc-pro.eu). Section 5
concludes the paper with a summary of the approach, including a brief discussion of how
it is the result of applying a “good theory” in practice, in reference to Lewin’s quote that
“nothing is more practical than a good theory” [10].

2 The S-BPM Approach to Business Process Modelling

Subject-oriented Business Process Management (S-BPM) is a method and notational
approach to modelling and executing processes in a decentralised way. In S-BPM,
processes are understood as interactions between process-centric roles (called
“subjects”), where every subject encapsulates its own behaviour specification [6].
Subjects coordinate their individual behaviours by exchanging messages. The S-BPM
approach is based on extensions of the Calculus of Communicating Systems by Milner
[12] and Communicating Sequential Processes by Hoare [7]. Abstract State Machines
(ASM) [1] are used as the underlying formalism to allow instant transformation of
S-BPM models into executable software. S-BPM mostly targets those applications
where a stakeholder-oriented, agile approach to business process management is
preferred over more traditional methods based on global control flow. An increasing
number of field studies demonstrate the benefits of S-BPM [5].

Based on the strong emphasis on the role concept and on the communication between
roles, S-BPM shares some similarities with Role-Activity Diagrams (RAD) [13], UML
communication diagrams, and the DEMO methodology [2]. However, there are also a
number of significant differences with respect to these approaches. For instance, S-BPM
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has rigorously defined execution semantics, allows asynchronous communication, and
supports end-user involvement in process modelling based on the simplicity of the
S-BPM modelling constructs.

S-BPM models include two types of diagrams: a Subject Interaction Diagram (SID)
specifying a set of subjects and the messages exchanged between them, and a Subject
Behaviour Diagram (SBD) for every subject specifying the details of its behaviour.
SBDs describe subject behaviour using state machines, where every state represents an
action. There are three types of states in S-BPM: “receive states” for receiving messages
from other subjects, “send states” for sending messages to other subjects, and “function
states” for performing actions (typically operating on business objects) without
involving other subjects. Examples of a SID and a SBD are shown in Figs. 1 and 2,
respectively. They represent parts of a production process implemented in a Slovakian
manufacturing company (in this paper referred to as “Company A”) within the EU FP7
project SO-PC-Pro. Here, the SID in Fig. 1 includes subjects that coordinate (via
messages directed to one another) to prepare the actual manufacturing subprocess. The
SBD in Fig. 2 represents the internal behaviour specification of the subject “Work Task
Preparation”. The colours of the different states in the SBD indicate their types: green
for receive states, yellow for function states, and red for send states. State transitions are
represented as arrows, with labels indicating the outcome of the preceding state. For
more details about the S-BPM notation readers may refer to Fleischmann et al. [6].

Fig. 1. Subject Interaction Diagram (SID) of a manufacturing preparation process on the
shopfloor
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Fig. 2. Subject Behaviour Diagram (SBD) of the subject “Work Task Preparation” (Color figure
online)

Subjects may be executed by human or computational agents [4]. When executed
by a human worker, parts of the subject may also be automated by associating pieces of
code (called “refinements”) to individual states in the behaviour. These states are marked
in Fig. 2 using a cogwheel icon in their top right corner. Refinements are always triggered
from within the process in which they are defined, irrespective of whether that process
is controlled by a traditional user interface or by another process.

3 Modelling Process Execution as a Process

The process of process execution is often a hybrid set of manual and automated tasks,
the former commonly being guided by a UI. Using S-BPM, this process can be repre‐
sented as a subject where some parts of its behaviour are executed by a human user and
other parts are executed by a computational agent. We call this subject a “UI subject”,
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and the behaviour of that subject accordingly “UI behaviour”. The UI behaviour includes
two aspects:

1. UI workflow: consisting of a sequence of generic steps independent of the specifics
of the underlying core process. For example, a UI workflow may include a particular
ordering of steps such as starting a process, displaying a list of user tasks, and editing
a function state. The UI workflow can be modelled using an SBD for the UI subject.

2. UI content: consisting of the graphical elements (e.g. text fields, buttons, etc.) and
appearance of the UI in terms of the layout, shapes and colours. UI content can be
modelled as a business object within the SBD of the UI subject.

In this Section we describe how the two aspects of UI behaviour can be modelled
and finally connected to the core process, using the commercial S-BPM modelling and
execution tool Metasonic Suite.

3.1 Modelling UI Workflow

UI workflows can be modelled in various ways, depending on the needs of the specific
users and devices, and the kind of core process they are to be connected with. The SBD
in Fig. 3 shows one possible outcome of modelling such a UI workflow. The only types
of states used in the SBD are function states, as the process of process execution is
modelled using a single subject without any communication with other subjects.1

The state “Initialize” is the start state of the SBD, including a refinement to load the
initial user interface. In case of a technical failure occurring in this state, a transition is
followed to the end state “End (init failed)”. In contrast, when the initialization is
successfully completed, the states “Select process” and “Select task” need to be
performed by the user. Depending on the nature of the selected task as either a function
state, a send state or a receive state, the UI behaviour proceeds along separate paths
(“Edit function state”, “Edit send state” and “Edit receive state”), after which the UI
automatically executes the state “Compute next step” to loop back to one of the three
paths. During task execution, the user may also switch back to the task overview and
select a different task (i.e. follow the transition back to “Select task”), and, while doing
that, may also select a different process (“Start process”). Upon termination of the core
process, the UI behaviour reaches its desired “End” state.

3.2 Modelling UI Content

The UI content is composed of two groups of data queried from the associated core
process instance: the business objects handled in that process, and some of the meta-
data needed for process instance management (e.g. subject instance ID and currently
active states). Both groups of data are loaded at runtime from the core process and are
represented in a business object handled by the UI process. The definition of this business

1 This modelling decision is based on the fast response times required for the UI behaviour,
which would not be reached with the current implementation of the Metasonic Suite if
messaging was included.
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object can use the existing data types provided by Metasonic’s modelling editor (e.g.
String, Number, Enumeration etc.), but also requires a new data type representing a
placeholder for the business object of the core process. An example is provided in
Fig. 4, showing the definition of a UI business object that contains data elements using
standard data types and a placeholder for the core business object.

Out-of-the-box functionalities of the Metasonic Suite also allow defining custom
views and layouts of the UI business object. Views [6] specify restrictions on the
data elements, including whether an element is visible, hidden, or inactive for a
particular state in a SBD. Views in the Metasonic Suite can be associated with client
rules to define further attributes such as the colour to be used for displaying a data
element. For every view a particular layout can be specified. In addition, the boot‐
strap framework (http://getbootstrap.com) is used for making the layout and shape
of data elements responsive to different screen sizes, supporting conventional
computer screens and mobile devices. All bootstrap functionalities such as CSS
themes can be used to further customise the UI.

Fig. 3. Example of a SBD defining the UI workflow
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Fig. 4. Example for the definition of a business object in the UI process, containing a placeholder
for the business object of the core process

3.3 Connecting the UI Process to the Core Process

UI processes can be modelled either generically for any core process, or for a specific
core process. For example, the UI behaviour shown in Fig. 3 is very generic and may
be used for all core processes. Other UI behaviours may be defined to tailor the UI to a
specific core process and turn some of the “fixed” UI components such as generic menu
items and navigation buttons into dynamically generated components that depend on
where you currently are in the core process. For example, the “Next” button that is
normally used in many workflow UIs to proceed from one user task to the next, may be
turned into a set of buttons labelled according to the specific user options defined in the
core process.

The concept of generic and specialised UI processes as well as their interplay is
shown in Fig. 5. Instances of generic UI processes (designed for all core process models)
may be used for providing the UI for instances of any core process. Instances of specific
UI processes can be used for providing the UI only for instances of that core process
they have been designed for. All process instances are run on the same runtime envi‐
ronment, the Metasonic execution engine.

Running core and UI processes on the same platform allows utilising a number of
built-in mechanisms to establish the communication needed between the two processes.
As shown in Fig. 6, the Metasonic frontend executing the UI process uses Java Remote
Method Invocation (RMI) via API calls and connectors to access core process instance
data from the Metasonic backend. That instance data is stored in a DBMS that is queried
using Java Database Connectivity (JDBC). The frontend can be accessed by web
browsers via HTTP.
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Fig. 6. Software architecture of the interconnected processes

4 Example: Customising UIs for a Shopfloor Process

This Section illustrates our approach based on a case scenario used in the SO-PC-Pro
project. Parts of the core process in this scenario – a manufacturing preparation process
at Company A – were already introduced in Sect. 2. We will focus on the subject “Work
Task Preparation” whose behaviour (shown in Fig. 2) is to be executed by shopfloor
workers, guided by a UI running on mobile devices. The standard UI provided in the
Metasonic Suite for executing the state “Check task” in this subject is shown in Fig. 7.
As it is not modelled as a UI process, it is always the same no matter who executes the
process or what core process is executed.

Fig. 5. Conceptual model of the interconnections between core process and UI process
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Fig. 7. Standard UI of metasonic flow, showing the data required to execute the function state
“Check task”

In the specific case at Company A this UI was deemed too complex to be used by
shopfloor workers, as many of them had only limited IT skills. Therefore, a UI process
was modelled with the aim to simplify the UI for the workers. The model of this process
is almost identical with the one in Fig. 3; it is a generic UI process that may be used for
any core process. The appearance of the resulting UIs for the consecutive states “Select
process”, “Select task” and “Edit function state” in the UI process (cf. Fig. 3) is shown
in Figs. 8, 9 and 10, respectively. The UI produced for the state “Edit function state”
uses as a header the label of the state “Check task” imported from the core process.
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Fig. 8. User interface for the “Select process” state in the generic UI process

Fig. 9. User interface for the “Select task” state in the generic UI process

These UIs contain only those pieces of information and functionality that a worker
would interact with, eliminating all those general menu items, buttons and tabs previ‐
ously displayed in the standard UI that were regarded unnecessary for the workers. The
examples also show that different UIs can be created for different core process steps.

The UI process was later specialised, as shown in Fig. 11, to increase comfort for
workers when navigating in the core process from one state to another. For example,
the resulting UI shown in Fig. 12 includes three new buttons – “Start production”,
“Request CNC Code” and “Write CNC Code myself” – to proceed from “Check task”
along the corresponding transitions in the core process (cf. Fig. 2).

A final design of the workers’ UIs was established after a few iterations in which the
UIs were tested by workers in Company A using real process data. Desired UI adapta‐
tions were fairly easy to be implemented, simply by changing the UI process model
without incurring major programming effort or changes to the core process.

A few technical limitations still exist related to the connection between core process
components and the UI process. So far only (core) function states with one going tran‐
sition can be controlled by the UI process, but not receive states, send states or functions
states with multiple outgoing transitions. Development is already underway to address
these limitations.
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5 Related Work

Process modelling in the context of UI design has been proposed for a number of
purposes, including usability analysis, requirements specification, and model-driven
development [11, 21].

An early approach to modelling user tasks for UIs is the one by Parnas [14] based on
state transition diagrams. These diagrams are fundamentally very similar to our simplified
SBDs that have only function states but no send or receive states. However, the sole
purpose of the models is to represent UI requirements that are then interpreted by human
UI designers. The execution of state transition diagrams for automatically generating and
controlling the behaviour of UI software is not within the scope of his work.

Dubé et al. [3] proposed hierarchically-linked statecharts (HIS) consisting of UML
class diagrams and state machines for specifying the structure and behaviour of UIs,
respectively. In particular, the state machine formalism has been chosen based on its

Fig. 10. UI for the “Check task” state (from the core process) used in the generic UI process
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suitability for connecting UI responses with user events such as mouse clicks and key
presses. Every visual element in the UI is defined with its own state machine. There are
a number of similar approaches to model-driven design of UIs, using behavioural
diagrams that are directly or indirectly drawn from UML [15, 16].

Work by Trætteberg and Krogstie [20] aims to realise individualised UIs by means
of a model-based design approach that uses the core process model as a starting point.
A task model representing the user’s tasks is first extracted from the core process model,
and then transformed into a dialog model representing the interaction logic of the UI.
The core process and the task model are both modelled using BPMN, whereas the dialog
model is modelled using the Diamodl notation [19] that is partially based on UML state
charts. This approach requires significant manual work for the individual transforma‐
tions. Transforming core process models into task models involves splitting lanes into
pools to make explicit the data flow between them and annotating the task model with
pre- and post-conditions. Transforming task models into dialog models then requires
additional manual translation effort due to the separate notations used.

Kolb et al. [8] have proposed mappings between task-oriented process models,
represented in BPMN, and the logic and contents of UIs, with the aim to generate UI
components in a model-driven way. Based on that work, Schobel et al. [17] have imple‐
mented a system for designing the UIs of electronic questionnaires using process model‐
ling, and for executing the UI logic on a workflow engine. Other work [9] proposes
state-flow representations of data objects as micro-level processes that can be used for
generating UIs. These approaches do not include modelling the core process separately
from the UI process: There is only one process model that seems to represent both

Fig. 11. Excerpt from the specialised UI process modelled for Company A
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processes at once. While such a tight coupling has advantages regarding UI maintenance
(i.e. if the core process is modified, the UI process is automatically updated accordingly),
it prevents customising UIs independently of the core process (i.e. the ability to model
multiple UI processes for the same core process).

6 Conclusion

The UI design of business process support systems is a critical issue in the execution of
human-centric processes. For a long time, standardised UIs have been favoured based
on the high cost of UI customisation. However, as customer demands become more
heterogeneous, partly driven by the increasing scope of business process management
to cover new domains such as factory and supply chain processes, there is a clear need
for more customised UI solutions. This paper has shown how process modelling can be
leveraged to develop UIs that can be customised fairly easily using existing function‐
alities of a BPM suite and integrated frameworks such as bootstrap. The self-referential
approach of using process modelling for specifying process execution enables using not
only the same technical platform but also the same type of knowledge: the knowledge

Fig. 12. User interface for “Check task”, generated by a specialised UI process that has been
designed only for the manufacturing preparation (core) process in Company A
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of process modelling. As a result, developers and integrators of process support systems
can address many UI customisation needs without having to employ dedicated UI design
specialists.

Our approach is an example for the practical application of a “good theory”, using
Lewin’s [10] terms. Here the theory is the S-BPM methodology; it can be seen as “good”
because it includes two concepts whose practical application has been demonstrated in
this paper: the genericity and the formality of S-BPM process models. The concept of
genericity results from the highly abstract modelling constructs in S-BPM: Processes
are modelled independently of their embedding in particular organisations and IT infra‐
structures [4], using only five abstract symbols. This allows modelling any kind of
process, including human-centric (business) processes, computational processes and
manufacturing processes. In this paper we have shown how the process of process
execution, which is often a mixture of human-centric and computational activities, can
be modelled with S-BPM. The other concept, formality, is established by the well-
defined execution semantics of S-BPM. It allows model-driven transformation of graph‐
ical process models into executable software. We have shown that this concept enables
turning the modelled process of process execution directly, i.e. without manual inter‐
vention, into a running software – the UI of a process support system. We expect that
this would be very difficult to be achieved using traditional BPM methodologies such
as BPMN, due to their insufficient formal foundations.

Finally, the application of S-BPM for customising UI design can be seen as an
example of the “eat your own dog food” principle: As a vendor of an S-BPM suite, we
use our own methodology (S-BPM) and our own tool (Metasonic Suite) as a basis for
generating customised UIs for our process execution frontend. The technical extensions
needed for the realisation of this approach have now matured to product-level quality
and will be available on the market with the next feature release (version 5.3) of the
Metasonic Suite.
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Abstract. Documenting business processes using process models is
common practice in many organizations. However, not all process infor-
mation is best captured in process models. Hence, many organiza-
tions complement these models with textual descriptions that specify
additional details. The problem with this supplementary use of tex-
tual descriptions is that existing techniques for automatically searching
process repositories are limited to process models. They are not capable
of taking the information from textual descriptions into account and,
therefore, provide incomplete search results. In this paper, we address
this problem and propose a technique that is capable of searching textual
as well as model-based process descriptions. It automatically extracts
process information from both descriptions types and stores it in a uni-
fied data format. An evaluation with a large Austrian bank demonstrates
that the additional consideration of textual descriptions allows us to iden-
tify more relevant processes from a repository.

1 Introduction

Business process models have proven to be an effective means for the visualiza-
tion and improvement of complex organizational operations [7]. However, not all
process-related information is available in the form of process models. On the
one hand, because the creation of process models is a time-consuming endeavor
that requires considerable resources [13]. On the other hand, because not all
process information is best captured as a process model [1]. In particular, work
instructions that describe tasks at a high level of detail are often documented
in the form of textual descriptions, as this format is more suitable for specifying
a high number of details [4]. As a result, process repositories in practice do not
only consist of process models, but often also contain textual process descrip-
tions. These are linked to individual activities of the process models in order to
specify the detailed action items behind them.

The problem of this supplementary use of textual descriptions in process repos-
itories is that automatic analysis techniques designed for process models, such as
c© Springer International Publishing Switzerland 2016
R. Schmidt et al. (Eds.): BPMDS/EMMSAD 2016, LNBIP 248, pp. 51–65, 2016.
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weakness identification [5], service identification [20], or compliance queries [3],
might provide incomplete results. Suppose a company aims to increase the share of
digital communication, then it can query its process repository to find all processes
that still include paper-based communication. The query results, however, will be
limited to the process models that indicate the use of paper-based communication
already in their activity text labels. Process models that describe the process at
a higher level of abstraction, but link to textual descriptions revealing that this
process is indeed associated with paper-based communication, will be ignored.
Currently, there is no technique available that provides the possibility to search
textual and model-based process descriptions in an integrated fashion. One expla-
nation for the absence of such a technique might be the challenges that are associ-
ated with it. Among others, it requires the definition of an integrated data format
that is able to represent both textual and model-based process descriptions.

Against this background, we use this paper to propose a technique that can
search both text and model-based process descriptions. It combines natural lan-
guage analysis techniques in a novel way and transforms textual as well as model-
based process descriptions into a unified data format. By integrating technology
from the semantic web domain, we facilitate the possibility of performing com-
prehensive search operations on this data format.

The remainder of this paper is organized as follows. Section 2 introduces the
problem of searching textual and model-based process descriptions and discusses
related work. Section 3 then introduces our proposed technique on a conceptual
level. Section 4 presents the results of an evaluation with a large Austrian bank.
Finally, Sect. 5 concludes the paper and provides an outlook on future research.

2 Background

This section introduces the background of our research. First, we illustrate the
problem of searching textual and model-based process descriptions. Then, we
reflect on related techniques that are currently available.

2.1 Motivating Example

In order to illustrate the importance of textual descriptions in the context of
a process search, let us take a look at the implications of only taking process
models into account. To this end, consider the example shown in Fig. 1. It shows
a simple process model created using the Business Process Modeling and Nota-
tion (BPMN) and a small complementary text from a bank. We can see that the
business process is triggered by the request to open a new bank account. Sub-
sequently, the credit history of the customer is evaluated. The outcome of this
evaluation can be either positive or negative. In case of a negative credit evalu-
ation, the customer is rejected. If the credit history evaluated as positive, a new
bank account is opened. Finally, the request is closed. In addition to the BPMN
process model, there is complementary text. It further specifies the details of the
activity “Opening of new bank account for customer”. Among others, it describes
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that the opening of a bank account is associated with a mail-based information
exchange with the customer.

Opening of new 
Bank Account 

To open a new bank account, the customer 
Open bank 

. Hence, the clerk collects the re-
quired documents and sends the form to 
the customer per mail. Once the response 
from the customer is received, the clerk 
enters the data from the form into the 
Customer Management System . 

Customer credit  
history evaluation 

Request 
closed 

Request for 
new bank  

account received 

Reject 
customer 

Opening of new  
bank account  
for customer 

Is credit 
history 
positive? 

Yes 

No 

Fig. 1. Exemplary process model with complementary natural language description

Assume this process model is part of the process repository of an organiza-
tion. If this organization was interested in all business processes that involve an
interaction with a customer, automated search techniques would have no difficul-
ties to identify the depicted process. That is, because the customer is explicitly
mentioned in the activity labels, e.g. in “Customer credit history evaluation”.
However, suppose the organization aims at improving its operations by replac-
ing all mail-based correspondence with an electronic alternative. In this case,
an automated search on the process model would not identify any potential for
improvement. That is because the activities of the process model do not contain
any words that might be associated with the activities of mailing or sending.
Only the description attached to the activity “Opening of new bank account”
explicitly refers to sending a form per mail.

This example illustrates the advantage of performing search operations that
cover textual as well model-based process descriptions. As a respective technique
is currently missing, it is our goal to define such a technique in this paper.

2.2 Related Work

The work from this paper relates to two major streams of research: process model
search techniques and process model analysis techniques that employ Natural
Language Processing (NLP) technology.

Techniques for process model search can be divided into two main groups. The
first group consists of techniques focusing on structure. They compare query and
process model with respect to behavioral properties, for instance, whether two
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activities occur in a particular order. Among others, such structural querying tech-
niques have been defined based on temporal logical [2], the weak ordering formal-
ism [16], and on indexing [14,28]. The limitation of these structural techniques
is that they typically assume that semantically identical activities have identical
or similar labels. The second group of search techniques focuses on the content
from text labels and tries to overcome this problem. Among others, they employ
NLP techniques to identify similar models based on their activity labels. Notable
examples for such techniques have been defined in [3,27], where the authors use
dictionaries and language modeling to retrieve semantically similar models.

NLP techniques are also often applied in the context of process model analy-
sis. For instance, they are used to assure linguistic quality aspects of process mod-
els such as naming conventions [19,22]. Other application scenarios include the
generation of process models from natural language texts and vice versa [11,17]
and the detection of overlapping behavior of two process models [9,21].

Despite the important role of NLP technology for process model search and
analysis, a conceptual solution for an integrated search technique is still missing.
To develop such a technique, we need to define a data format that allows us to
store the information extracted from both process description types in a unified
way. Based on such a format, we can then perform search operations covering
model-based as well as textual process descriptions.

3 Conceptual Approach

In this section, we introduce our approach for comprehensive process search by
integrating textual and model-based process descriptions. We give an overview
of the architecture of our approach. We then describe the unified format we
use to integrate textual and model-based content. Afterwards, we show how
to parse and transform textual and model-based descriptions into this unified
format. Finally, we illustrate how the use of the unified data format supports
comprehensive process search.

3.1 Overview

The main idea of our architecture is that the differing input sources of textual and
model-based process descriptions must be stored in a unified way. Hence, two
parsing components first extract the relevant information from the two input
sources and then store it in the unified data store. Once the data store has
been populated with all available process descriptions, it can be used to search
processes. To this end, a user interface provides the possibility to specify queries
in a user-friendly manner. Figure 2 illustrates our architecture graphically.

In the subsequent sections, we describe this architecture in detail. Because of
the predominant role of the unified data store, we begin with the specification
of the unified format.
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Text  
Parser 

Model  
Parser 

Unified  
Data Store 

User 
Interface 

Textual 
Process  

Descriptions 

Model-based 
Process  

Descriptions 

Extracted 
information 

Extracted 
information 

Query 

Result 

Fig. 2. Exemplary process model with complementary natural language description

3.2 A Unified Format for Integrating Textual and Model-Based
Process Descriptions

To define a unified format for textual and model-based process descriptions, it
is important to understand how each of these descriptions conveys the seman-
tics of the business process it describes. In essence, textual process descriptions
describe business processes by using sequences of proper natural language sen-
tences structured into sections, subsections, and paragraphs. Process models, by
contrast, also consist of graphical representations of modeling constructs such as
activities, events, and gateways. An important share of the semantics of process
models is, however, defined by the natural language labels that are attached to
the activities [18]. These labels, however, do not necessarily represent proper
sentences. As examples, consider the activity labels “Opening of bank account
for customer” or “Customer credit history evaluation” from the BPMN model in
Fig. 1. Therefore, a unified format must provide the possibility to store the essen-
tial information distilled from activity labels as well as proper natural language
sentences.

According to [25], every activity label can be characterized by three com-
ponents: an action, a business object on which the action is performed, and
an optional additional information fragment that is providing further details.
As an example, consider the activity label “Opening of new bank account for
customer”. This activity consists of the action “to open”, the business object
“new bank account”, and the additional information fragment “for customer”.
In a proper natural language sentence, we can identify respective counterparts.
Consider the sentence “The clerk opens a new bank account for the customer”.
A grammatical analysis would reveal that this sentence contains the predicate
“opens”, the object “bank account”, the subject “clerk”, and the adverbial “for
the customer”. This example illustrates that the predicate corresponds to the
action, the object to the business object, and the adverbial to the additional
information fragment. A subject refers to the role executing the activity, which
is typically specified outside the activity label.
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Description 
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part of 

part of part of 

Verb 

Object Subject Adverbial 

relates to relates to 
relates to 

part of 

Fig. 3. Overview of unified data model

Based on these insights, we specify a format that stores the language content
from sentences and activity labels in a unified way. Figure 3 illustrates this for-
mat. The core of this format is a so-called activity record, which might be part
of a process model or a textual description. Each activity record may consist of
one or more verbs, depending on the grammatical structure of the activity label
or the sentence it refers to. Each verb relates to a subject, an object, and an
adverbial. Note that each of these entities might be empty if the corresponding
activity label or sentence does not contain this information. As indicated by
the relations between the activity record, the process model, and the textual
description, each process model and each textual description may contain sev-
eral activity records. Moreover, a process model may consist of several textual
descriptions. As process models in industry are typically organized in hierarchi-
cal process architectures [24], our format supports the organization of process
models into groups and sub groups.

Practically, we implement this unified data format by building on the
Resource Description Framework (RDF), an XML-based specification developed
by the World Wide Web Consortium (W3C)1. RDF describes data in the form of
triples that consist of two entities and a relation between them. As an example,
consider the relation “relates to” between a object and an verb in our unified data
format. A possible RDF triple for this relation would be (“customer”, “relates
to”, “reject”). Similarly, all other relations from the unified data format can be
represented as RDF triples. The advantage of storing data in the RDF format
is that it can be easily and effectively accessed and queried [6]. Hence, it greatly
contributes to our goal of providing a technique for integrated search.

In the subsequent sections, we describe how textual process descriptions as
well as process models can be automatically transformed into this unified data
format.

1 http://www.w3.org/RDF.

http://www.w3.org/RDF
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3.3 Parsing Textual Process Descriptions

The text parser component takes a textual description as input and automati-
cally extracts the process information required for the unified data format. This
procedure consist of three subsequent steps:

1. Linguistic analysis of sentences: The first step concerns the identification of
the grammatical entities such as subject, object, predicate, and adverbial for
each sentence. What is more, we determine the relations between these enti-
ties, e.g. which verb relates to which object. To illustrate the required steps
and the associated challenges, consider the sentence “Hence, the clerk col-
lects the required documents and sends the form to the customer per mail.”
from Fig. 1. It contains one subject (“clerk”), two predicates (“collects” and
“sends”), two objects (“documents” and “form”), and two adverbials (“to the
customer” and “per mail”). Furthermore, it is important to note the relations
between these entities. The predicate “collects” relates to the object “docu-
ments”, whereas the predicate “sends” relates to the object “form”. To auto-
matically determine these grammatical entities and their relations, we again
make use of the Stanford Parser. Besides the recognition of sentence borders,
the Stanford Parser is also capable of producing word dependencies [8]. As
an example, consider the following two object-related dependencies that the
Stanford Parser generates for the considered example sentence:

dobj(collects-5, documents-8)
dobj(sends-10, form-12)

These so-called direct-object dependencies (dobj ) specify which words the
Stanford Parser considers to be objects and which predicates relate to them.
Thus, the first dependency tells us that “documents” (position 8 in the sen-
tence) is an object that relates to the predicate “collects” (position 5 in
the sentence). Analogously, “form” is an object that relates to the predicate
“sends”. To make use of these generated dependencies, we developed an algo-
rithm that automatically analyzes the Stanford Parser output and extracts
the grammatical entities as well as their relations. Our component builds
on the knowledge about existing dependencies and the consistent structure
of these dependencies (name of the dependency followed by brackets that
include two entities and their position). As a result, we are able to automat-
ically obtain a set of grammatical entities and their relations from any given
natural language sentence.

2. Normalization of sentence components: The words in sentences often do not
occur in their base forms, i.e., verbs are not only used as infinitives; nouns are
not always provided as singular nouns. This becomes a problem when entities
are compared in the context of a search operation. For instance, “send”,
“sends”, and “sent” all refer to the same base verb. However, an automated
string comparison would indicate that these words differ from each other. To
deal with such cases, we use the lexical database WordNet [26] to convert all
words into their base form, i.e., predicates into infinitive verbs and subject as



58 H. Leopold et al.

well as objects into singular nouns. As a result, the predicates “sends” and
“sent” are both transformed into “send”.

3. Transformation of sentence components into RDF: Once the entities have
successfully been extracted and transformed into their base forms, the infor-
mation is stored in the RDF format. To demonstrate this step, again consider
the sentence “Hence, the clerk collects the required documents and sends the
form to the customer per mail.” from Fig. 1. For each predicate of the sen-
tence, we create a verb - activity record RDF triple in order to capture the
relation between the predicates and the sentence. The sentence is then repre-
sented by an activity record. Suppose this activity record has the identification
number 2, then the respective RDF triples look as follows:

(collect, part of, ActivityRecord2)
(send, part of, ActivityRecord2)

In addition, we need to link the subjects, objects, and adverbials to the respec-
tive verbs:

(clerk, relates to, collect)
(clerk, relates to, send)
(document, relates to, collect)
(form, relates to, send)
(to customer, relates to, send)
(per mail, relates to, send)

3.4 Parsing Model-Based Process Descriptions

This component expects a set of process models as input and automatically
extracts the information required for the unified data format. Similar to the
parsing of textual process descriptions, it consists of three subsequent steps:

1. Linguistic analysis of activity labels: The linguistic analysis aims at properly
deriving the activity components from the labels of the input model set. As
discussed earlier in this section, the main challenge is to automatically detect
the varying grammatical structures, even if the activity label does not con-
tain a proper verb. As an example, consider the activity “Customer credit
history evaluation” from Fig. 1. For this label it is necessary to automatically
recognize that “evaluation” represents the action and “customer credit his-
tory” the business object. To properly derive these components from activity
labels, we employ the label analysis technique introduced by [22]. It takes
an activity label as input and respectively returns the comprised action(s),
business object(s), and additional information fragment(s).

2. Normalization of activity label components: Similar to proper natural lan-
guage sentences, activities often contain inflected words, i.e., verbs occurring
in the third person form or nouns used in the plural form. What is more,
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actions may even represent nouns (e.g., “evaluation” in “Customer credit his-
tory evaluation”). As pointed out for sentences, this has notable implications
if two components are compared in the context of a search operation. Hence,
we apply the lexical database WordNet [26] also on activity labels to con-
vert all actions into infinitive verbs and all nouns into singular nouns. As a
result, the action of the activity label “Customer credit history evaluation” is
accordingly transformed into “evaluate”.

3. Transformation of activity label components into RDF: The storage of the
extracted and normalized components as RDF works analogously to the stor-
age of the sentence entities. We demonstrate this step using the activity
“Opening of new bank account for customer”. As a result of applying the
previous steps, we identified the action “open”, the object “bank account”,
and the addition “for customer”. Suppose the resulting activity record has
the identification number 3, then the RDF triples look as follows:

(open, part of, ActivityRecord3)
(bank account, relates to, open)
(for customer, relates to, open)

The example triples illustrate that the action is linked to the activity by
using the verb - activity record triple. The business object and the addition
are respectively associated with the verb by using the object-verb and the
adverbial-verb relation.

In the next section, we show how we query the extracted data from the unified
data format.

3.5 Querying the Unified Data Store

In order to query the extracted RDF triples, we use SPARQL (Simple Protocol
and RDF Query Language). In essence, SPARQL is similar to SQL (Structured
Query Language), the most popular language to query data from relational data-
bases), but is specifically designed to query RDF data. As an example, consider
the SPARQL query in Fig. 4, which retrieves all process models and textual
process descriptions that contain an activity record relating to the verb “send”
and the object “form”.

The example from Fig. 4 shows that a SPARQL query has the basic structure
of an SQL query, i.e., it follows the select - from - where pattern. Before the actual
query, however, it is required to define where the data model definition can be
found (line 1). As SPARQL is designed for the semantic web, this is done via
a Unified Resource Identifier (URI). In this example, for illustration purposes,
we use the URI http://www.processsearch.com/Property/. After the definition
of this prefix, the actual query starts. Line 2 specifies that we are interested in
all process names of process models that fulfill the requirements stated as RDF
triples in the block below. Using the variable ?verb, we define that there must be

http://www.processsearch.com/Property/
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a Verb according to our data model that carries the label “send” (lines 5 and 6).
Moreover, we use the variable ?object to define that ?verb must be related to an
Object that carries the label “form” (lines 8–10). Finally, we define that we are
only interested in process models that contain an activity record that relates to
an entity Verb as specified in ?verb.

1 PREFIX ps : <http ://www. p roc e s s s ea r ch . com/Property/>
2 SELECT ?processName
3 WHERE
4 {
5 ? verb ps : Type ”Verb” .
6 ? verb ps : Label ” send” .
7
8 ? ob j e c t ps : RelatesTo ? verb .
9 ? ob j e c t ps : Type ”Object ” .

10 ? ob j e c t ps : Label ” form” .
11
12 ? verb ps : PartOf ? ac t iv i tyRecord .
13 ? ac t iv i tyRecord ps : PartOf ? processModel .
14 ? processModel ps : Label ?processName .
15 }

Fig. 4. Exemplary SPARQL query to retrieve data from the RDF database

This exemplary query illustrates that an RDF-based unified data store can
be easily queried for information we are interested in. To provide the users of our
technique with an intuitive feature to search, we implemented a graphical inter-
face in which users can specify the verbs, objects, subjects, and adverbials of the
process descriptions they would like to retrieve. The input from the graphical
user interface is then automatically inserted into a SPARQL query as provided
above. As a result, the user can perform any search based on these four compo-
nents and does not have to deal with any technical details.

4 Evaluation

In this section, we evaluate our technique with the process repository of an
Austrian bank. Our goal is to demonstrate that the additional consideration
of textual descriptions yields more comprehensive search results than the sole
consideration of process models. We first discuss the setup of our evaluation
experiment. Then, we introduce the process model collection we use. Afterwards,
we explain the prototypical implementation of our technique. Finally, we present
and discuss the results.

4.1 Setup

For the evaluation of our approach, we collaborated with a large Austrian bank.
The Business Process Management department of this bank was struggling with
two search scenarios that are of particular relevance to the work presented in
this paper.
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1. Search for media disruptions: Media disruptions occur when the information-
carrying medium is changed, for example, when a clerk enters the data from
a physical letter into an information system. Because media disruptions are
often associated with errors, our evaluation partner had a considerable inter-
est in identifying media disruptions in their process landscape. To design an
exemplary query, we built on the insights from [5]. In a study on weakness pat-
terns, they found that media disruptions are mainly indicated by the actions
“print” and “scan” as well as the activity “Enter data”.

2. Search for manual activities: Manual activities are inevitable in most busi-
ness processes. However, as automation is often associated with saving costs,
the identification of automation candidates represents a key task in business
process improvement [23]. Thus, our evaluation partner was also interested
in identifying which automation potential their process repository exhibits.
According to [5], manual activities are typically indicated by the actions “docu-
ment”, “record”, and “calculate” as well by combinations of the actions “verify”
and “archive” with the business objects “document” and “information”.

We use queries based on the weakness patterns discussed above to demon-
strate the capabilities of our approach and to show the importance of taking
text-based process descriptions into consideration.

4.2 Data

The process repository of our evaluation partner consists of 1,667 Event-driven
Process Chains (EPCs). The process models cover various aspects of the bank-
ing business including the opening of accounts, the management and selling of
financial products, as well as customer relationship management. On average,
the process models contain 6.5 activities per model. The smallest model contains
1 activity, whereas the largest contains 181 activities. In addition to the process
models, the repository contains 119 textual process descriptions in the PDF
format. The textual descriptions complement the process models and mainly
concern the area of credit management. Due to existing overlaps between the
process models in the repository, a single textual description can be referred to
by multiple process models. The size of these complementary process descrip-
tions ranges from 119 to 60,558 words. Most of the description are rather long,
resulting in an average size of 13,130 words. The language of both the process
model elements and textual process descriptions is German.

4.3 Implementation

We implemented the approach defined in Sect. 3 as a Java prototype. To be able
to deal with German process models and process descriptions, we integrated the
German package of the Stanford Parser [15], the German component of the label
analysis technique from [22], and a German implementation of WordNet called
GermaNet [12]. In addition to these techniques, we use the Apache PDFBox
to process PDF files and the import functionality from [10] to process different
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process model formats. Finally, to store the extracted RDF triples, we use the
Apache Jena component TDB2, which is a database optimized for RDF storage
and querying.

4.4 Results

The results for both search scenarios are illustrated in Fig. 5. The figure shows
the aggregated total for the search scenarios and the disaggregated number of
retrieved processes for each weakness pattern (e.g., Verb = “print” or Verb =
“document”). The light grey bars indicate the number of processes we retrieved
from searching the model-based process descriptions. The dark grey bars indicate
the number of processes we retrieved from searching the model-based as well as
the textual process descriptions. The results illustrate that our proposition holds:
we retrieve additional relevant process models if we also take the textual process
descriptions accompanying the models into account. Interestingly, that does not
only hold for the total of both search scenarios, but also for each of the weakness
patterns as, for instance, for the verb “print” in the media disruption scenario
or for the verb “document” in the manual activity search scenario. Altogether,
the number of processes that are retrieved from the process repository increases
from 83 to 151 for the media disruption scenario (an increase of 81.9 %) and
from 213 to 359 (an increase of 68.5 %) for the manual activity scenario3.

A detailed analysis of the results revealed that there is no overlap between
the processes retrieved from the model-based and the textual descriptions in
neither of the search scenarios. This shows that the details of some processes are
fully described by process models, while the details of others are only captured
in the accompanying textual descriptions. This again highlights the importance
of considering both types of process descriptions.

The practical relevance of our technique is further demonstrated by the way
it was perceived by our evaluation partner. The bank considered our technique
to be highly useful for the analyses they are conducting and decided to integrate
it with their ARIS platform. They set up a script that updates the database
behind our technique on a daily basis. In this way, search operations can be
conducted in an efficient way.

While these results are promising, they also have to be discussed in the
light of some limitations. First, it is important to note that the investigated
process repository is not statistically representative. That is, process repositories
from other companies may consist of more or also fewer textual descriptions
than the one we investigated. However, our technique does not rely on any
specifics we encountered in the repository of our evaluation partner. Thus, we

2 https://jena.apache.org/.
3 Note that because a single textual description can be referred to by several process

models, the identification of one relevant textual document may yield multiple rel-
evant process models. This explains why the increase in the number of retrieved
processes might be even higher than the total number of textual process descrip-
tions.

https://jena.apache.org/
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Fig. 5. Results for media disruptions search

are confident that our technique will perform comparably on other collections.
Second, it should be noted that our technique cannot guarantee that all relevant
information is identified. One reason is that the user has to define proper key
words. Another reason is that our technique can only find information that is
explicitly documented in one of the addressed description types.

5 Conclusion

In this paper, we introduced a comprehensive search technique that allows the
user to identify information in textual as well as in model-based process descrip-
tions. The technique combines natural language analysis tools in a novel way
and builds on the transformation of textual and model-based process descrip-
tions into a unified data format. We implemented the technique as a Java pro-
totype that stores the extracted data in an RDF database and provides the
user with a graphical interface to specify queries. An evaluation with a large
bank showed that our solution can be successfully applied in industry and that
the additional consideration of textual process descriptions indeed increases the
number of identified processes.
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From a research perspective, the proposed technique provides the founda-
tions for integrating textual and model-based information. To the best of our
knowledge, we are the first to define an integrated data format that allows to
combine the process information from these two process description types. Hence,
our technique can improve existing process search techniques and may help to
increase their scope. From a practical perspective, our technique helps organi-
zation to perform more comprehensive search operations. As demonstrated in
the evaluation, textual sources may contain equally relevant information about
processes as model-based descriptions.

In future work, we plan to extend our approach with respect to structural
process properties. To this end, we aim at integrating behavioral aspects from
process models into the data format. In addition, we plan to define a tech-
nique that is capable of extracting such behavioral aspects from textual process
descriptions.
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Abstract. The purpose of business process diagrams is mainly to make the
communication between process-related stakeholders more effective. Currently,
BPMN (Business Process Model and Notation) is the leader and de-facto
standard for business process modeling. However, the notation and their cor-
responding diagrams have been perceived as complex by many different
researchers. Much work was already done in order to manage such complexity
by changing or extending the existing BPMN notation. In this paper, we will
propose a solution that aims to decrease the complexity of business process
diagrams without changing the notation or existing approaches by introducing
opacity-driven graphical highlights.

1 Introduction

A business process diagram (hereinafter referred to as BPD) is a visual process model,
which is typically expressed in a graph-like process modeling notation. The main
purpose of a BPD is to provide a mean for a standardized and more effective com-
munication between process analysts, where the effectiveness of ‘diagrammatic com-
munication’ is measured by the level of common understanding of the intended
message (i.e. how the sender understands a BPD) and received message (i.e. how the
receiver understands the same BPD) (Fig. 1) [1].

To perform effective ‘diagrammatic communication’ it has to be ensured that BPDs
remain simple to read, understood and properly maintained [2], which is often chal-
lenging, because business processes and the corresponding workflows commonly
represent complex systems [3]. The level of complexity of a BPD affects the time and
effort one needs for an effective understanding, maintenance and modification of a
diagram. The complexity of a BPD depends on the modeled business process (i.e.
business process complexity). However, since the same business process can be
modeled in different ways, the BPD complexity also depends on the level of abstraction
of a process model, modeling notation, modeling approach, modelers’ experiences, etc.
As such, it is reasonable to identify the least complex visual representation (BPD) of a
business process, since such representation will most likely be the simplest to interpret
and understand. Furthermore, less complex diagrams are less likely to contain
syntactical errors.
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Since the complexity of a BPD can be (at least partially) addressed with proper
tools and techniques, several of them have been proposed, as well as implemented in
standardized process modeling languages (i.e. notations), for example: modularity,
abstraction and hierarchy. However, since there are several evidences that current
process modeling notations and the resulting BPD are still difficult to learn, understand
and interpret [4–6], approaches for managing complexity or improving understand-
ability of BPD have been implemented in supportive modeling tools (e.g. dictionary
support, birds-eye view, automatic layout, syntax validation, etc.). One of the main
benefits of tool-based complexity management techniques is that they do not affect the
specified notation and remain simpler to improve or innovate. In this paper, we propose
a novel tool-based complexity management technique based on opacity-driven
graphical highlights and a prototype IT solution which implements the proposed
technique for managing the complexity of BPMN diagrams.

2 Research Background

2.1 Business Process Diagrams and Notations

A BPD can be defined as a structured description of a real (“AS IS”) or proposed (“TO
BE”) business process that defines and explains the sequence of activities and events
within the business process, as well as all the relevant relations that occur between
them. A BPD is the most common representation of a business process model.
However, a modeler can also define a business process model by using plain or
structured text, computer simulation, computer readable file etc. A visual notation,
which is necessary for constructing a BPD, consists of graphical symbols and corre-
sponding composition rules. Nowadays many different process modeling notations are
in use, such as Petri nets, Workflow Process Description Language (WPDL), Unified
Modeling Language 2.0 Activity Diagram (UML AD), Business Process Model and
Notation (BPMN), Event Driven Process Chain (EPC), Yet Another Workflow Lan-
guage (YAWL) and Integrated DEFinition Method 3 (IDEF3). Thus a business process
model can be represented with different notations and different diagrams, representing

Diagram creator Process diagram Diagram reader

Encoding Decoding

Visual notation

Intended message
Received message

Information transmitted

Fig. 1. Diagrammatic communication, as defined by Moody [1]
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the same or different aspects of the process, such as its flow of activities
(sequence-flow) or data-flow. Currently, the de-facto standard for process modeling is
Business Process Model and Notation (BPMN). According to the survey, BPMN is
mainly used for documenting purposes (52 %), following by execution (37 %) and
simulation (11 %) of business processes [7].

2.2 Business Process Modeling Tools

BPDs result from modeling activities that strive to improve, optimize and/or renovate a
business process in order to improve its efficiency and reduce costs. Nowadays,
business process modeling is mainly performed with IT support – modeling tools. In
order to create standard-based BPD, modeling tools need to precisely implement the
specified notation. For example, process modeling tools that support BPMN are clearly
defined in BPMN 2.0 specification [8], where it states that a software can claim
compliance or conformance with BPMN if, and only if, the software fully matches the
applicable compliance points as stated in the specification. As an alternative to full
process modeling conformance, the BPMN 2.0 specification defines three conformance
sub-classes: descriptive, analytic and common executable. Descriptive and analytic
sub-classes focus on different subsets of visible BPMN elements, whereas common
executable sub-class focuses on what is required for executable process models.

In addition to a wide variety of compliant BPMN modeling tools, modelers have
also the choice of creating BPD using generic diagramming tools - i.e. tools that
support several modeling techniques or notations. Such tools (e.g. Microsoft Visio or
Dia) are commonly extensible with templates (i.e. stencils), used to draw or paint
symbols, shapes or patterns. In contrast to BPMN tools, they commonly do not
implement a standardized meta-model, so they have limited capabilities in light of
syntactical and semantic verification as well as exchange of BPDs. In general, dedi-
cated modeling tools can reduce the time and effort needed for developing solutions in
regard to particular problem types, whilst generic diagramming tools can be applied to
different notations and a wider variety of problems, yet have difficulty finding results
that are relevant to a specific problem [9].

2.3 Business Process Diagrams’ Complexity

Complexity, as a measurable property, often appears in scientific literature. Sometimes
it is precisely defined, but often also vaguely and in different ways. Cardoso derived his
definition for process complexity from IEEE Standard Glossary of Software Engi-
neering Terminology, defining it as: ‘the degree to which a process is difficult to
analyze, understand or explain. It may be characterized by the number and intricacy of
activity interfaces, transitions, conditional and parallel branches, the existence of
loops, roles, activity categories, the types of data structures and other process char-
acteristics.’ [10]. Edmonds [11] strictly separates complexity of a real process from
complexity of the corresponding BPD. He connects complexity of a BPD with com-
plexity or difficulty to understand the notation in which the BPD is described in.
Furthermore, he elaborates that complexity also depends on the type of difficulty,
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which depends on the modeling goals. In this manner, Edmonds defines the complexity
of a BPD as: ‘That property of a language expression which makes it difficult to
formulate its overall behavior, even when given almost complete information about its
atomic components and their inter-relations.’ [11]. Thus the complexity of a real
(business) process is measured indirectly by measuring the complexity of its BPD,
which is represented with a specific language or diagram technique [12].

Since BPD formally presents a directed attributed graph [13], the complexity of a
BPD is fundamentally expressed with the number of diagram elements and relations
between them. Their quantity affects the understandability of the diagram [14].

When we are modeling diagrams of existing (i.e. AS IS) business processes, we
have no influence on the process complexity itself, but we can still improve the
understandability of the corresponding diagram (e.g. we use a layout algorithm or
modularization of more complex sections). On the contrary, when we plan and model
future (i.e. TO BE) business processes, we do not only define the complexity of their
diagrams, but also directly influence the complexity of the real process.

2.4 Business Process Diagrams Complexity Management

There have been several approaches at decreasing the complexity of BPMN diagrams.
In this section we will review several suggested approaches.

A pattern based approach for reducing BPMN diagram complexity was done by (La
Rosa et al. [15]). In the paper they identify patterns to reduce the perceived model
complexity and to consequently simplify the representation of the process model. They
defined patterns as a capture of features to manage process model complexity and
distinguished them between abstract syntax (various types of process elements and the
structural relationships between them) and concrete syntax (representational aspects
such as symbols, colors and position). The paper focused only on concrete syntax. By
analyzing existing BPM literature, standards, features of tools and consulting with
BPM experts and practitioners they identified eight patterns (Table 1).

Table 1. Patterns for concrete syntax modifications

Pattern
name

Hypernym Purpose

Layout
guidance

/ Modify the diagram layout

Enclosure Highlight Outline visual mechanisms to emphasize certain aspects or
parts of the diagramGraphical

Pictorial Annotation
highlightTextual

Explicit Representation Explicit and alternative visual representations for modeling
constructsAlternative

Naming
guidance

/ Naming conventions to be used in process model
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The purposed patterns were evaluated using the technology acceptance model
(TAM), where 15 process modeling experts participated. A seven-point scale was used
to measure the participant’s perception on usefulness and ease of use for each of the
patterns. Industry experts found the patterns useful and in general easy to use, yet have
noted, that the beginners would need additional training to utilize them in an efficient
and effective way (La Rosa et al. [15]).

3 Proposed Solution

Based on the research background and current struggles with managing the complexity
of both, BPMN notation and BPMN-based BPDs, we propose a solution that intro-
duces several opacity-driven graphical highlights (hereinafter referred to as
opacity-driven highlights) into BPDs. Each such opacity-driven highlight emphasizes a
specific part of a BPD by changing the opacity levels of its constituting elements. In
this section we will define the theoretical foundations of the proposed solution, provide
the rationale for each specific opacity-driven highlight and perform analysis of an
example diagram.

3.1 Theoretical Foundations

The general idea for our proposed solution is based on the aforementioned work of La
Rosa et al. [15], where authors identified eight patterns for managing process model
complexity. The focus of our research is on ‘graphical highlights pattern’, which was
identified in order to enrich the representation and consequentially reduce the cognitive
overhead when reading the diagrams. This can be achieved by changing the visual
appearance of model elements, e.g. shape, line thickness or background color. More-
over, introducing colors increases both readability and understandability of process
diagrams [16].

Taking this into the consideration, we propose a novel solution that exploits the
strengths of colors by manipulating the opacity of BPMN elements. This is reasonable,
since applying a level of opacity results in a different color, which is commonly a
lighter tone of its original color. We applied this concept to BPDs by introducing
opacity-driven highlights, where each such highlight represents a specific part (i.e. a
sub-graph) of the BPD. Based on the type of the opacity-driven highlight, a BPD is
divided into a set of relevant elements that obtain 100 % opacity, and a set of irrelevant
elements, which have their opacity reduced by a certain value x. This creates an
impression that the irrelevant elements are transparent while the relevant ones are
highlighted. As such, our proposed solution preserves the strengths of colors, while
reducing their shortcomings.

3.2 Proposed Highlights for Business Process Diagrams

Based on the existing work in the fields of measurements of BPDs, complexity coping
mechanisms and process improvement methodologies, we propose nine opacity-driven
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highlights. Furthermore, we classified each such highlight into two categories, namely
structural and behavioral graphical highlights. This is in accordance with process model
quality assurance, more specifically, syntactic quality and verification [17]. The
structural opacity-driven highlights are represented in Table 2.

The behavioral opacity-driven highlights are represented in Table 3.

3.3 Analysis of the Case Diagram

In this subchapter we will provide an example of opacity-driven highlights. To this end,
we chose a sample BPMN diagram that represented a help-desk process (Fig. 2).

The help-desk process was chosen because it included all five basic categories of
BPMN elements. For the purpose of the case study, we will apply the Message flows
structural opacity-driven highlight, which focuses on Message Flows between the
Pools and its corresponding Flow Objects. These relevant elements obtain their default
100 % opacity, whereas all the other elements have their opacity reduced to 20 % (this
value was arbitrary chosen and is a subject of further experiments). In order to achieve

Table 2. Structural opacity-driven highlights

Structural
opacity-driven
highlight

Description

Input documents Highlights all Data Objects that are inputs to Tasks
Output documents Highlights all Data Objects that are outputs from Tasks
Message flows Highlights Message Flows between the Pools and its

corresponding Flow Objects or collapsed Pools
Errors Highlights all Boundary Error Events in the BPD and their

corresponding Tasks

Table 3. Behavioral opacity-driven highlights

Behavioral
opacity-driven highlight

Description

Start event A path that begins at the selected Start Event and ends at all
possible End Events

End event A path that begins at the selected End Event and ends at all
possible Start Events

XOR Gateway A path that begins at the selected Sequence Flow, which directly
follows a selected diverging XOR Gateway, and ends at all
possible End Events

Dynamic error A path that begins at the selected Boundary Error Event and ends
at all possible End Events

Dynamic document All Flow Objects that either produce or consume a selected Data
Object
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this, we needed to calculate and apply the new color for elements that are not part of the
graphical highlight. Figure 3 represents the result of applying Message flows structural
opacity-driven highlight.

As can be seen from the figure above, by reducing opacity of the elements that are
deemed irrelevant, we consequentially highlight the relevant elements, which form a
specific structural or behavior graphical highlight. In this way, our solution is inde-
pendent of any specific color, while still preserving one of its main advantages, namely
highlighting important information within a BPDs.

3.3.1 Complexity Analysis of the Case Diagram
Since the goal of our proposed solution is to reduce the complexity of BPDs, we further
analyzed the structural complexity of both approaches (standard BPMN diagrams and

Fig. 2. Sample BPMN diagram
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BPMN diagrams, which have opacity-driven highlights enabled). To this end, we used
structural metrics as proposed by Rolón et al. [18], which are as follows:

– TNSE – Total Number of Start Events
– TNIE – Total Number of Intermediate Events
– TNEE – Total Number of End Events
– TNE – Total Number of Events
– TNT – Total Number of Task
– TNCS – Total Number of Collapsed Sub-Process
– TNG – Total Number of Gateways
– TNDO – Total Number of Data Objects
– CLA – Connectivity Level between Activities

Fig. 3. Message flow structural opacity-driven highlight
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– CLP – Connectivity Level between Pools
– PDOPIn – Proportion between Incoming Data Object and the total data objects
– PDOPOut – Proportion between Outgoing Data Object and the total data objects
– PDOTOut – Proportion between Outgoing Data Object and activities
– PLT – Proportion between Pools/Lanes and activities

Table 4 represents the analysis of the both original model and the model that has
Message Flow structural opacity-driven highlight applied. In the case of the latter, we
focused only on the elements that have 100 % opacity.

As can be seen from the table above, the complexity of the BPD dramatically
decreases when applying opacity-drive highlight. This is done under the assumption
that the reader of BPMN diagram is focused on a specific part of the BPD (thus, only
BPMN elements with 100 % opacity were taken into the account when calculating the
metrics). Our solution therefore focuses on the elements in question and consequen-
tially decreases the overall complexity of the BPD.

4 Proof and Analysis of a Prototype IT Solution

In order to achieve the desired behavior of our proposed approach, we implemented a
prototype IT solution (hereinafter referred to as prototype) that renders BPMN diagrams
and supports the opacity-driven highlights in order to reduce the complexity of BPDs.
The prototype is able to parse any BPMN diagram, compliant with the BPMN meta-
model. The desired diagram is then displayed to the user, along with all the necessary
functionalities to support the opacity-driven highlights. In this way, users are able to
upload their existing BPMN diagrams to our prototype as long as the tool, in which the
diagrams are modelled, supports the BPMN 2.0 compliant export of the diagrams.

Table 4. Complexity analysis of the sample model with opacity-driven highlights and without

Metric Base model Opacity-driven highlights

TNSE 3 1
TNIE 6 5
TNEE 3 1
TNE 12 7
TNT 6 1
TNCS 0 0
TNG 5 0
TNDO 1 0
CLA 0.27 0
CLP 1.33 1.33
PDOPIn 1.00 0
PDOPOut 1.00 0
PDOTOut 0.17 0
PLT 0.50 3
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4.1 Technical Aspects

The prototype consists of server and client side. The server side is implemented in the
PHP: Hypertext Preprocessor (PHP) programming language and has three main func-
tionalities. First, it supports the upload of Extensible Markup Language (XML) files that
store the information about BPMN diagrams. Second, the server side takes care of
parsing these XML files in order to retrieve the necessary data about a diagram. Third,
the server side exposes representational state transfer (REST) services that accept
HTTP GET requests. Each such service corresponds to a specific opacity-driven
highlight and calls the necessary algorithms that search for elements, relevant to a
specific highlight.

On the client side, the model is drawn by using Scalable Vector Graphics (SVG),
which is an XML-based vector image format for two-dimensional graphics. Each
element is grouped together with its corresponding label (if defined) by using the
“g” SVG element. This is reasonable, since the transformations that apply to the “g”
element are performed on all of its child elements. So, by reducing the opacity of “g”
element, all the corresponding child elements will have a reduced opacity as well.

In this phase, the behavioral opacity-based graphical highlights are rendered as
well. They visually resemble standard HyperText Markup Language (HTML) check-
boxes, yet they behave like radio buttons. This was done in order to let the users
intuitively know that each graphical highlight can be “turned off” by unchecking the
checkbox. While such behavior could still be applied to radio buttons, it would not feel
intuitive to users, since radio buttons generally cannot be “unchecked”. A prototype
example of the SVG code for a Task is as follows:

For the sake of simplifying the representation, we left out all the necessary Cas-
cading Style Sheets (CSS) information, which is defined within the class attribute of
both “rect” and “text” elements.

After the modeled is rendered, the tool provides also a graphical interface for
accessing both the structural and behavioral opacity-driven highlights by calling the
aforementioned REST services. Since we wanted to achieve the execution of each
highlight to be as seamless as possible, we used AngularJS, an open-source JavaScript
framework, maintained by Google. Using a JavaScript-based framework enabled us to
prevent the page from reloading when the user activated a specific highlight, by
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dynamically calling REST services within AngularJS application on the client’s side.
When an array of elements is retrieved, the client takes care of setting the correct
opacity for each element.

The user interface that enables users to manipulate with graphical highlights was
built by using Bootstrap, a free front-end framework for web development. Bootstrap
allowed us to create a responsive and consistent user interface, which is easy to use.
Besides, we introduced the structural opacity-driven highlights in form of buttons,
since they always highlight a predictable set of elements. Each structural opacity-driven
highlight has a corresponding button at the top of the page and has a Bootstrap-specific
appearance. Figure 4 represents the prototype with structural (top of the page) and
behavioral (checkboxes within the model) opacity-driven highlights.

As can be seen from the image above, the Message flows behavioral opacity-driven
highlight is activated. By using the aforementioned web-technologies we achieved
almost identical visual appearance of the diagram to the one in Fig. 3.

Fig. 4. A prototype IT solution
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4.2 Functional Aspect

Our prototype implementation of the proposed solution supports the following func-
tionalities. Besides the upload and parse of XML documents and rendering the cor-
responding model, the tool supports both structural and behavioral opacity-driven
highlights, defined in the “Proposed solution” chapter.

As already stated, the behavioral opacity-driven highlights are realized in form of
checkboxes that are part of the following elements: Start Events, End Events, Sequence
Flows, which follow diverging Exclusive Gateways, Data Objects and Boundary Error
Events. In case of Start and End Events, the checkbox is placed in the upper right
corner, while the Boundary Error Event has a checkbox placed in the lower left corner.
In case of Sequence Flows that follow diverging Exclusive Gateways, the checkbox is
placed on the Sequence Flow whereas Data Objects have checkbox placed on the
border at the upper left corner.

User can choose any of the defined Structural opacity-driven highlights by clicking
a dedicated button as the top section of the prototype. If a model does not include the
elements, which are part of a specific highlight (e.g. there are no Message Flows in the
diagram and the user selects Message flow opacity-driven highlight), the user is
notified that the desired elements are not in the diagram. Besides the buttons for
structural opacity-driven highlights, additional reset button is provided in order reset
the model to its initial state.

Finally, it is also important to stress that the selection of each highlight is mutually
exclusive, meaning that only one such highlight can be activated at a given moment.
Each selection of a highlight therefore overrides the previous highlight, if it is already
activated.

4.3 Analysis of a Use Case Scenario

Combining technical and functional aspect, a typical use case scenario is described
step-by-step in the Table 5. The scenario is divided into user and system columns and it
represents user’s inputs, system’s processing and its outputs.

Table 5. A use case scenario for the Message flow structural opacity-driven highlight, which
represents the communication between the user and the system.

Sequence User System

1 The user opens the prototype
application and selects one of the
existing BPMN diagram

2 The system parses the corresponding
XML document and renders the
BPMN diagram

3 The user wants to see how messages
are passed between the Pools. To
this end, the user clicks the button
that activates the Message flow
opacity-driven highlights

(Continued)
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The scenario in the table above describes the communication between the user’s
input and the system’s outputs for the case of Message flow opacity-driven highlights.
As can be seen from the description, the user has complete control on when a specific
opacity-driven highlight will be activated and can reverse the state of the diagram back
to its initial state when he desires so.

5 Discussion

In this paper we presented a novel approach at managing complexity of BPDs. In order
to achieve this, we developed a theoretical background that is based on a specific
property of the color, namely the opacity. Opacity enabled us to enhance the BPMN
diagrams in light of structural and behavioral opacity-driven highlights, while not
interfering with BPMN specification or existing complexity-coping mechanisms. The
analysis of the case diagram demonstrated that the usage of opacity-driven highlights
decreases the complexity of the BPD by reducing the size of the model to only a set of
relevant elements. After the theoretical aspect of our proposed solution, we implemented
a prototype tool, which is used to render the BPMN diagrams and supports the afore-
mentioned opacity-driven highlights. The tool was implemented in PHP programming
language, along with AngularJS and Bootstrap.

We plan to further investigate both structural and behavioral opacity-driven high-
lights. With additional literature overview in the field of complexity coping mecha-
nisms and complexity of BPDs in general, we plan to obtain additional candidates for
opacity-driven highlights. Additionally, we plan to conduct an empirical investigation
of proposed solution as well.

Table 5. (Continued)

Sequence User System

4 The system runs the algorithm that
searches for the relevant elements
within the diagram and sets opacity
to BPMN elements according to the
results

5 The user examines the model, which
has Message Flows highlighted and
gathers the desired information.
Afterwards, user wants to see the
complete model again, so the user
clicks Reset button

6 The system sets the opacity back to 1
for every element in the BPMN
diagram, thus resetting the BPMN
diagram back to its initial state

7 The users obtains the complete
overview of the BPMN diagram
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Abstract. The task of accurately model Business Process is steadily
growing in complicatedness, partially due to the ever changing and
dynamic contexts such processes are defined into, and the complexity
of domain-specific concepts characterizing today’s global economic envi-
ronment. Even though the modern IT provides several tools to help the
Business Process modellers, they often do not offer sufficient support
to the definition and interpretation of domain concepts or relationships,
due to a general lack of precise domain knowledge and ambiguities in
the terms used to define such concepts. Such semantic ambiguity nega-
tively affects the efficiency and quality of Business Process modelling. To
address these issues, an ontology based approach is proposed to mitigate
semantic ambiguity, and a means to capture rich, semantic information
on complex Business Processes through domain specific ontologies is pre-
sented. Also, a prototype tool which allows users to annotate existing
BPMN models is described.

Keywords: BPMN · Business process · Ontology · OWL · Semantic ·
Semantic annotator

1 Introduction

Business Process models and diagram, once mostly used in many companies
simply as documentation, are now at the base of automatic model transforma-
tion and code generation, becoming every day more and more integrated in the
information technology environment. The need for automation and integration
has fuelled the development of several machine readable standards, such as the
Business Process Execution Language (BPEL), and the Business Process Model
Notation (BPMN), which aim to formalize business processes in order to make
their definition uniform and easily shareable among domain experts, but also to
create a shared notation for everyone to use. Such standards are based on XML
and are free to use and customize, so many tools have also been developed to
support the creation, execution and simulation of Business Processes: BPMN-
based tools, in particular, have invaded the market, with each tool proposing
c© Springer International Publishing Switzerland 2016
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some particular customization. Among these, remarkable examples are repre-
sented by Camunda, Activiti, Bonita or jBPMN. Despite all these efforts to
integrate IT and Business have been made, the gap between the two is still
remarkable: every standard formalization has its own particular way to describe
and define the flows and tasks of processes, and moreover the level of abstraction
changes from language to language. BPEL is an orchestration and execution lan-
guage, which aims to show the execution level of a process that involves message
exchanges, interactions between systems and so on. Business Process Model and
Notation (BPMN), on the other hand, is a standard for Business Process mod-
elling that provides a graphical notation for specifying Business Processes in a
Business Process Diagram (BPD), based on a flowcharting technique very similar
to Activity Diagrams from Unified Modelling Language (UML). The objective
of BPMN is to support business process management, for both technical and
business users, by providing a notation that is intuitive to business users, yet
able to represent complex processes. These standards, yet so different, share
the total lack of semantic information: the same process, if different terms and
visions are applied during its definition, can appear as two different processes
when described using both of the standards and seen separately. Conversely two
different processes can look as being the same to the eyes of a developer, even
when described using the same standard, if ambiguous semantics is applied with-
out any additional domain information. Thus, the need to semantically annotate
Business Processes with meaningful information which can give a clearer vision
of the concepts involved in each of tasks, roles and rules defining them. In this
paper we focus on the description of the methodology and the subsequent tools
developed in order to enrich the process description with semantic annotations.

The structure of this paper is as follows: in Sect. 2 we will describe the goals
we want to achieve with a semantic annotation of BPMN and the motivations
for using semantic-based technologies; in Sect. 3 we will report a brief overview
of the main projects related to the application of semantics to processes; then
in Sect. 4 the core methodology of the whole search will be explained and in
Sect. 5 the annotation tool will be presented with all its features; a practical
example where the whole semantic annotation procedure is outlined is presented
in Sect. 6, and at last, some considerations and an outlook on future research
will be presented in Sect. 7.

2 Goals and Motivations

The standards currently available to describe Processes are surely machine-
readable, but definitely not “machine-understandable”. All the information
regarding the real meaning of a Process and its domain have no place in the
standard languages: however they are fundamental if the designed processes are
to be executed automatically or used as a base for automatic code generation.
Moreover as they are not built on expressive, logic-based representation tech-
niques, they also fail at making the whole business process space accessible to
intelligent queries and machine reasoning that would facilitate analysis, search
and validation of Business Processes.
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This insufficient degree of machine-accessible representations of the processes
and data about processes inside organizations hinders the enablement of the
following features, mentioned in [3], that are always valid and unrelated to the
specific domain for which the process is being defined:

– Roles validation: once the process has been modelled, and the various actors
who play a part in its execution are defined, it is necessary to make sure that
a person or an information system alike, is really entitled to perform the task.

– Inspection: as the process might be a starting point for a code generation or
an automatic execution, the requirement compliance is a crucial aspect that
must be verified.

– Optimization: since the processes are nowadays more and more integrated
in the IT environment, optimization is an aspect that must not be forgotten,
but facilitated as much as possible. This particular point may require the need
to replace partially or wholly a process, according to some rules of thumb, but
it also may involve the integration of many processes.

– Re-use: Often the same process or sub-process can be used in different con-
texts, if properly adapted to the domain it is deployed into. The possibility
to re-use, even partially, the definition of a business process, can reduce the
errors and bugs in new models, especially if the re-used components have been
exhaustively tested.

– Enhancement: Once a process has been defined and a context specific imple-
mentation of it has been selected, it is still possible to enhance its perfor-
mances, security and scalability features by exploiting services which offer the
needed characteristics. This is even truer if we consider automatic tasks. Once
a process has been defined and a context specific implementation of it has been
selected, it is still possible to enhance its performances, security and scalability
features by exploiting services which offer the needed characteristics.

All these problems features can be addressed and easily implemented by a
semantic enrichment of the process models. However, the introduction of seman-
tics must be done at two levels: the Structural level and the Domain level.
In this way each element of a process has a semantic representation and, thanks
to the domain level, it can be placed in an real context. The main goal of the
presented research effort is to provide an easy and user-friendly way to annotate
the Process model, no matter what standard is used to define it, in order to
enable structural and domain analysis of the annotated model.

3 State of the Art

Several research efforts have been carried out to analyse the benefits of applying
semantics to business processes definitions and, in some cases, models and tools
have been provided. The goals sometimes vary from research to research. The prac-
tical benefits deriving from the application of semantics to Business Process Mod-
elling are presented in [13], in which the authors stress the important role played
by semantic annotations in easing the design and development of new business
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processes. In [3] the main motivations behind the use of semantics applied to busi-
ness process modelling are presented, via a discussion on the features enabled by
semantics which are not natively supported by Business Process standards.

The work presented in [11] provides the definition of an ontology for the
semantic description of a BPMN’s structure: all the graphical elements of the
standard are represented by OWL classes, with object properties marking their
exact relationship. Such an ontology is then used to validate the process model
and ensure that all of the constraints imposed by the notation are respected.
The approach proposed in our previous work [3] exploits such a structural rep-
resentation, but it also extends it in order to support the recognition of specific
process patterns and to provide a context-aware analysis of the process. In [2]
the authors propose a model and an implementing tool to enrich the BPMN syn-
tax with tags, which enable the connection to existing ontologies. However, such
an approach can cause incompatibilities with other BPMN based tools which, in
the best case, will simply ignore the tags. The approach and practical implemen-
tation we are providing here completely avoid such issues by providing external
annotations of the BPMN, which do not add new syntactical elements to the
existing documentation.

Models and tools for the semantic annotation of BPMN have also been devel-
oped within the European funded project SUPER - Semantics Utilized for
Process management within and between EnteRprises [1]. Such a project
has provided a complex and exhaustive framework, composed by a set of tools
for the annotation of BPMN documents and a multi-layered ontology structure
for the description of both structural aspects of the BPMN and domain specific
concepts. The framework is completely based on the Web Service Model-
ing Ontology (WSMO) [10] to provide the semantic support: the approach
presented here relies instead on the Web Ontology Language OWL [9] for
semantics, which enables the possibility to leverage OWL-S [8] for the descrip-
tion of BPMN tasks as semantic web services and also makes it possible to
accurately describe their orchestration. OWL-S is more mature than WSMO [5]
and, being completely based on OWL, it can be managed with the same tools
used to create, manage and share ontologies.

The tool SeMFIS [4] is bases on a meta-model guided approach, for the
semantic management and annotation of semi-formal conceptual models. The
presented approach consists in enriching the conceptual models with a mapping
to reference ontologies, expressed in OWL. However, such models are intended to
be used by humans for communication and understanding and not machines and,
even if BPMN models could be defined via a specialization of supported concep-
tual models, there is no hint to the possibility of exporting them to be used on a
different tool or platform. On the opposite side, the meta-model presented in this
paper mainly addresses context specific machine readable formalisms, BPMN in
particular, and will offer the possibility to export semantically annotated models
which could be interpret by other tool seamlessly.

The tool Pro-Seat [6] uses an approach which seems very similar to ours, as
regards the definition of a meta-model for generic process models definitions and
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semantic enrichment via OWL and OWL-S. Support of BPMN is also provided
explicitly, but it was not possible to test the tool in order to assess the actual dif-
ferences with our approach, since it was not available any-more and the authors
did not respond to our e-mails.

4 Methodology

The methodology we are going to describe in this section is based on an ontology-
based semantic annotation approach, aiming to enrich and reconcile the semantics
of Process models for managing the relative knowledge. After much consideration
we came to the conclusions that there are two fundamentals dimensions in a process
model that need to be considered:

– The Structural dimension, which defines: all the activities involved in the
process and their connections; how the tasks and activities are connected and
to whom they are assigned; the orchestration and choreography of the entire
process, which represent the pillars of the Structural dimension. These aspects
are well covered by various standards and formalisms.

– The Domain dimension, which contains information on the process’ goals,
conditions and requirements, and it is scarcely covered (if not completely
neglected) by the current used standards.

In [3], and in a more deep way in Sect. 2, we have extensively justified the
reasons why the representation of a business process proposed by the current
standards lacks in expressiveness and has many flaws when it comes to aspects
like requirements compliance, roles compatibility, optimization and reuse. Our
methodology takes an all-encompassing approach to perform an analysis and to
model a process in the best way possible. For this reason it has been decided to

Fig. 1. The methodology abstract model
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apply a hybrid methodology, which provides for the use of both structural and
domain information. The core of the methodology is to produce a knowledge
base in which the process model, no matter which standard is used to describe
it, is transformed and translated into two separate ontologies, “D-BPMN”
and “S-BPMN”. Such ontologies represent, respectively, the Domain and the
Structural aspects. Figure 1 shows how such ontologies are interrelated.

4.1 Meta-Model

Before describing any further the ontologies production process, there is a crucial
aspect that must be addressed in the methodology, that is the heterogeneity of
various models:

– Since models are created in different modelling languages, the same business
phenomenon is represented differently in different models.

– The same applies to Terminology, which varies from model to model.
– Conceptualization mismatches include different classifications, aggregations,

attribute assignments and value types.

In order to cope with semantic interoperability problems, common and shared
semantics should be referenced to annotate the heterogeneous representations in
process modelling languages and business process model contents, in a human
and machine understandable manner. An ontology is considered a kind of agree-
ment on a domain representation and can help reconciling the representations
provided by heterogeneous models.

To make all the process models reconciled and comparable we have extended
a Meta Model , referred below as MM, in which the general concepts used in
a process model are expressed, as explained in [7] and shown in Fig. 2. This
meta-model is itself an ontology and is supposed to provide common and core
semantics of process modelling constructs.

The main concepts of the Meta-Model Ontology are:

– Activity is a synonym of a Process, and can be atomic or composed by other
activities.

– Artifact is something involved in an Activity such as a tool or a software.
– Actor-role represents the entity which interacts with or performs an Activity.
– Input and Output define the simple information needed by an Activity or

produced by it.
– Preconditions and Postconditions describe general representations of

constraints.
– Exception define not-ordinary situations which need to be addressed by ad-

hoc Activities.
– Workflow Patterns represent orderings of different Activities.

All these concepts describe the general aspects of a Process: once the models
become instances of the meta-model, than our analysis can focus on describing
the domain associated to them.
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Fig. 2. General process ontology as described in [7]

Different mapping strategies can be used to connect concepts defined in the
meta-model, in the structural ontology and in the domain specific ontology. They
can be simple rules, defined as annotations in the meta-model, which refer spe-
cific model contents in modelling constructs to corresponding domain concepts.
More complicated mappings can be defined through refined semantic relation-
ships between concepts used in models and concepts defined in a domain ontol-
ogy. We opted for a simple reference to map the individuals instantiated in
the meta-model ontology and the ones in the structural ontology, assuming that
almost all the concepts in the model have equal or approximately equal concepts
in the ontology.

The semantic relationship is described by the object property has structural
Link , in this way, we keep trace of the connection between the individuals in the
MM ontology and their equivalent in the “S-BPMN” ontology.

Equally a simple reference is implemented to obtain the semantic connection
between the MM ontology and the “D-BPMN”: the object properties created
are has domainConcept and is instanceOf .

The decision to define and outline two object properties, that at first sight
seem redundant, stems from the need to represent two domain concepts clearly
separated: the object property “has domainConcept” provides a semantic rela-
tionship that allows to contextualize an abstract element in a particular and
actual domain so that, e.g., a task has a real meaning in the context of a process.
The other object property, “is istanceOf”, provides a more specific information
on who is really entitled to perform a particular task.

4.2 Structural and Domain Ontologies

To make the methodology work at its best we need to analyse the modelling
standard, in this case BPMN, and to elicit as much information as possible
regarding the structure of its composite processes: thus it has been necessary to
start from a valuable knowledge base that included all the aspects of the BPMN
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standard. So we based our representation on an existing full scale semantic depic-
tion of the Business Process notation, presented in [11]. Once all the informations
regarding the process have been annotated, the produced “S-BPMN” ontology
contains every and each element of the process: all the graphic components in the
BPMN have their corresponding individual, with all its data and object prop-
erties asserted according to its relations with the other elements in the process.
What our methodology aims to offer, compared to other approaches, it is to
use the information related to the domain the process is placed in, in order to
enable a context-aware analysis. To do so, a domain ontology “D-BPMN” can
be added, which contains within it all the information concerning the application
context. Such information would be simply lost if only the structure of BPMN
was analysed. With our approach each element present in the model of the
process is associated to domain specific information. Several domain ontologies
already exist in literature, dealing with different topics and contexts. Using such
ontologies to enrich the original BPMN model would reduce the time needed to
produce a new ad-hoc one. Of course, existing ontologies can be easily imported
and/or extended to better fit the requirements. Using a domain ontology would
enable the research for information on the roles of people involved in the process.
In this way it is possible to associate to the BPMN element, corresponding to the
person in interest, additional information such as the exact role in the company,
personal information, possible links with other roles, and any other informa-
tion that is considered necessary to a more in-depth analysis. Furthermore it is
possible to associate additional information with each activity present in BPMN.

At the moment, as also described in Sect. 6, it is up to the user to cor-
rectly annotate the analysed BPMN with information deriving from the chosen
domain ontology. Of course, she would be supported by the tool in making such
annotations.

5 Implementation

The prototypical tool as far developed, shown in Fig. 3, is web based: in this
way it is practically accessible to everyone from everywhere and it is completely
platform-independent to increase its interoperability; one of its main features is
the possibility to store all the uploaded files, both bpmn and owl, in a shared
remote data-store.

Once the files are uploaded into the system, the core feature is to visualize
the structure of the ontology and the Business Process and the user, in a very
intuitive and simple way, can define the semantic annotations.

The first step in implementing the software has been achieved developing a
“converter”, using the Java programming language: to put it simply, the con-
verter has a .bpmn file as input and, in return, it produces two .owl files as
outputs, one for the structural representation the other for the meta-model rep-
resentation.

Clearly that’s a quite reducing definition but it is a first approach to under-
stand that the component perfectly manages to match the alleged classes in the
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ontology and the various components of the input process and, furthermore, it
ensures that no valuable information is lost in the conversion procedure. The
structure of the converter comprehends three major components:

– BPMN model
– OWL model
– BPMN2OWL converter

Fig. 3. Business process semantic annotator developed tool

5.1 BPMN Model

The BPMN model has been realized according to the classes found in “The
BPMN 2.0 ontology” [11], trying and succeeding to create a one-to-one correla-
tion between the components. Thanks to this approach it has been rather easy
locating the essential individuals and all the interconnected information used
to populate the newly created ontology. The entire model depends on a sin-
gle class, “BPMNAbstractElement”, that is inherited by all other classes of the
model, creating different levels of abstraction Fig. 4.

Every level of abstraction corresponds to a distinct set of BPMN elements:
in this way, in each consecutive level the information about a particular set
of element is worked out. This procedure eventually leads to the leave classes,
which represent the actual BPMN graphical elements, illustrated in the previous
chapter.
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Fig. 4. Levels of abstraction for BPMN task elements

5.2 OWL Model

The OWL model developed for the software has its roots in the “OWLAPI”
model, which is extended and enhanced by the software model.

The OWL API is a Java API and reference implementation for creating,
manipulating and serialising OWL Ontologies. The latest version of the API is
focused towards OWL2.

New features have been added to better support the fast creation of individ-
uals in the ontology.

5.3 BPMN2OWL Converter

The core of the analysis software converter lies in the BPMN2OWL class, which
allows to implement the actual conversion from the initial BPMN model to the
final OWL model.

Via the Camunda Public API, it has become possible to analyse a .bpmn file,
input of the converter, and produce the objects inside the software structure,
briefly illustrated in the section about the BPMN Model.

Initially the BPMN2OWL class loads into the system “The BPMN 2.0 ontol-
ogy” [11], which sets up the first knowledge base the software operates on, after-
wards the .bpmn file is brought into the system and analysed to determine every
element and related features of the process to be instanced.

To make the instance of the bpmn elements easier and more efficient, without
an unnecessary code duplication, a Design Pattern has been used: to be precise a
“Factory Method Design Pattern” Fig. 5 has been implemented, and its mixture
with the Java Reflection grants the BPMN2OWL an effortless way to instance the
concrete elementwithout theneed to specify the corresponding class of the element.
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Fig. 5. Implementation of factory method design pattern

During the BPMN structural analysis, individuals in the meta-model are
instantiated too, so that for each element in the BPMN diagram there is a
corresponding individual in the meta-model ontology.

There is a one to one relationship between the individual in the meta-model
and the one instantiated in the ontology representing the structural composi-
tion of the BPMN, S-BPMN, and this relationship is represented by the object
property “has structuralElement”, described earlier in Sect. 4.

Once all the informations regarding the process have been annotated, the
converter produces two .owl files: one for the structural representation, while
the other allows the mapping between the BPMN elements and the generic
concepts forming the meta-model ontology. But in both knowledge bases every
and each element of the process is present, and it corresponds to an individual;
all its data properties have been asserted, and according to its relations with the
other elements in the process, the object properties have been asserted too.

The second step in implementing the software has been achieved developing
a GUI.

The tool provides a graphic and intuitive annotator, which allows the user
to create the relationships between, on the one hand, the elements of the BPMN
diagram loaded into the system and on the other, the individuals in the domain
ontology also stored in the system. Through the utilization of the tool, users can
connect every element of the process with domain concepts, using the expressly
created object property “has domainConcept”; in this way, also actors defined
as a simple lane in a diagram can be connected and related to actual actors,
using the object property “is istanceOf”.

6 Example

To better explain the Process annotation procedure, we apply it to a process
modelled using BPMN: the example represents a simple travel booking process,
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shown in Fig. 6, where a client interacts with a clerk and an automated system
to book a travel. The workflow described by the BPMN diagram is the following:
the client sends a request for booking and then waits a notification on whether
it will be accepted or not. The clerk interacts with a system to check the avail-
ability and, eventually, she informs the client on the outcome of the booking.
The first step of the annotation procedure is to produce the S-BPMN ontology,
i.e., the structural semantic representation of the process. Listing 1.1 reports an
example of representation of the task SendBookinRequest within the struc-
tural ontology. Connections with other elements of the BPMN diagram, sequence
flows in particular, are represented by ad-hoc properties has SequenceFlow.

<owl:NamedIndividual rd f : abou t=#SendBookingRequest”>
<r d f : t y p e r d f : r e s o u r c e=”#sendTask”/>

<BPMN2:implementation rd f : da ta type=”#DTtImplementation”>##

WebService</BPMN2:implementation>
<BPMN2:completionQuantity rd f : da ta type=”#in t e g e r ”>1</

BPMN2:completionQuantity>
<BPMN2:startQuantity rd f : da ta type=”#in t e g e r ”>1</

BPMN2:startQuantity>

<BPMN2:name rd f : da ta type=”#s t r i n g ”>Send Booking Request</
BPMN2:name>

<BPMN2:id rd f : da ta type=”#ID”>SendBookingRequest</BPMN2:id>

<BPMN2:isForCompensation rd f : da ta type=”#boolean ”> f a l s e </

BPMN2:isForCompensation>

<BPMN2:has sequenceFlow r d f : r e s o u r c e=”#SequenceFlow 0upbp9p”/>
<BPMN2:has sequenceFlow r d f : r e s o u r c e=”#SequenceFlow 1bnnn10”/>

</owl:NamedIndividual>

Listing 1.1. Representation of the SendBookingRequest Element of type
sendTask

At the same time all these constructs used to represent the process are also
annotated in the meta-model ontology. The case of the SendBookingRequest task
is reported in Listing 1.2, where it is defined as an Activity in the meta-model.

<owl:NamedIndividual rd f : about=”#SendBookingRequest”>
<r d f : t y p e r d f : r e s o u r c e=”MM−BPMN#Act iv i ty ”/>
<MM Ontology:has structuralElement r d f : r e s o u r c e=”S−BPMN#

SendBookingRequest”/>
</ owl:NamedIndividual>

Listing 1.2. Annotation of the task represented in listing 1.1 in the meta-model
ontology

On the other hand the Client, which is the label of a lane in BPMN, is annotated
as an Actor in the meta-model, as also reported in Listing 1.3.
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<owl:NamedIndividual rd f : about=”#Cl i en t ”>
<r d f : t y p e r d f : r e s o u r c e=”MM−BPMN#Acotr”/>
<MM Ontology:has structuralElement r d f : r e s o u r c e=”S−BPMN#

Cl i en t ”/>
</ owl:NamedIndividual>

Listing 1.3. Annotation of the Client as an Actor in the meta-model ontology

It is easy to see that the task has become an individual belonging to the class
that represents a generic activity, and in the same way, the client has become a
generic actor.

Fig. 6. Travel booking BPMN diagram

Next, a domain ontology is employed to annotate the model contents which
are described in the process annotation model. In this phase it is the user himself
who, exploiting the features provided by the tool, can decide the correspondence
between the abstract element and the domain concepts. Once annotated, in
the final meta-model ontology the annotated domain concepts can be found, as
shown in Listing 1.4.

<owl:NamedIndividual rd f : about=”#SendBookingRequest”>
<r d f : t y p e r d f : r e s o u r c e=”MM−BPMN#Act iv i ty ”/>
<MM Ontology:has structuralElement r d f : r e s o u r c e=”S−BPMN#

SendBookingRequest”/>
<MM Ontology: i s i stanceOf r d f : r e s o u r c e=”D−BPMN#

Gener i cC l i ent ”/>
<MM Ontology:has domainConcept r d f : r e s o u r c e=”D−BPMN#

SendRequest”/>
</ owl:NamedIndividual>

Listing 1.4. Connections between the structural and domain ontology
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7 Conclusions and Future Works

Semantic ambiguity in Business Process modelling and execution is a very promi-
nent issue which often mines the understanding and sharing of the Business
Processes applied to many enterprise applications. In this paper, we addressed
the main issues and problems that originate from this semantic ambiguity, and
highlighted the features that a shared semantic representation would enable.

Since the business process models are reusable knowledge and resources, they
are required to be understandable and adaptable to other enterprise modelling
users. We discern two main levels of semantic interoperability of process mod-
els. To discover the desired process models, we propose a semantic annotation
method for annotating process model fragments and modelling languages.

Moreover, the paper presented the semantic annotation approach by a simple
example illustration. It disclosed the technical possibility of the approach. With
the semantic annotation of process models, process model designers can search
their desired models and, e.g., reuse them in their specific projects without bother
of semantic mismatch of various models.

The next step would be to extend the methodology and improve both it
and the tool features: more precisely we would like to extend the research and
add the possibility to define, to annotate the process with semantic informa-
tions regarding the presence of possible work-flow patterns [12]; in this way it
would be possible to implement matching algorithm to discover new patterns
into processes, and a more complete analysis can be performed.

Moreover another dimension of the business processes will be investigated,
the goal dimension: goal models will be integrated in the current knowledge
base, and they will be used to link process models with the goal hierarchy, which
helps connect the users’ query desires and the potential process models.
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Abstract. Enterprise repositories comprise numerous business process
models either created by in-house domain experts or external business
analysts. To enable a widespread use of these process models, high model
quality (e.g., soundness) as well as a sufficient level of granularity are
crucial. Moreover, they shall reflect the actual business processes prop-
erly. Existing modeling guidelines target at creating correct and sound
process models, whereas there is only little work dealing with cogni-
tive issues influencing model creation by process designers. This paper
addresses this gap and presents a controlled experiment investigating the
construal level theory in the context of process modeling. In particular,
we investigate the influence the social distance of a process designer to
the modeled domain has on the creation of process models. For this pur-
pose, we adopt and apply a gamification approach, which enables us to
show significant differences between low and high social distance with
respect to the quality, granularity, and structure of the created process
models. The results obtained give insights into how enterprises shall com-
pose teams for creating and evolving process models.

1 Introduction

Due to the increasing adoption of process-aware information systems (PAIS),
contemporary enterprise repositories comprise large collections of process mod-
els [1]. Usually, process models vary in respect to their quality and level of
granularity. Further, they face a wide range of problems affecting model under-
standability and error probability [2]. However, high quality of process models is
crucial for enterprises to guarantee proper process implementation and execution
in a PAIS [3]. As a prerequisite, process models should reflect the actual busi-
ness processes properly and at the right level of granularity [4]. To address this
issue, considerable work on criteria related to process model quality and com-
prehensibility has been conducted [5,6]. In addition, modeling guidelines exist
that support process designers in creating process models of high quality [7,8].

There is only little work evaluating the influence of cognitive aspects on the
process of process modeling [9] as well as their effects on the resulting process
models [10,11]. If we do not understand these cognitive aspects, however, process
modeling projects might not deliver proper artifacts or even fail. This paper
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investigates a fundamental factor presumably influencing the process of process
modeling, i.e., social distance [12]. The latter is a well-established notion in the
Construal Level Theory (CLT), constituting an important part of psychological
distance [13]. In this context, studies have shown that human thinking and acting
are both strongly influenced by psychological distance [14]. According to CLT,
we experience only the here and now, and form an abstract mental construal of
distant objects or events [12,14]. For example, when attending a music festival,
one is able to undergo the whole festival atmosphere. In turn, watching the fes-
tival on television, the focus is more on the line-up and, hence, the performances
of the bands, i.e., experience is more superordinate.

Section 2 introduces CLT. Gamification and the considered process scenario
are described in Sect. 3. Section 4 introduces the research question addressed
and defines the experiment setting. Section 5 deals with experiment preparation
and its execution. Results are presented and analyzed in Sect. 6. Finally, Sect. 7
discusses related work and Sect. 8 summarizes the paper.

2 Background on Construal Level Theory

Construal Level Theory (CLT) describes the effects psychological distance has
on objects or events [12,14]. Generally, CLT states that increasing psychological
distance affects our mental representation of these objects or events. In turn,
this influence on human perception has a strong impact on our actions and
thoughts [13]. The reason behind this phenomenon is the so-called level of con-
strual (LOC), which describes how individuals interpret and perceive objects
and events. Increasing psychological distance affects the cognitive abilities and
leads to a change in the perception of an object or event.

CLT describes two levels of thinking: low- and high-level construal. High-level
construals are abstract, decontextualized, coherent, and superordinate represen-
tations compared to low-level construals. If an object or event is further away,
we think about it in terms of high-level construals. However, the smaller the
distance to objects or events is, the more we think in low-level construals. More-
over, these two levels of construals are influenced by psychological distance. While
objective distance describes the quantitative spatial distance in the real world,
psychological distance describes our feelings, thoughts, and emotions in relation
to an object or event. In turn, the latter is considered as psychologically distant,
if it is not experienced physically. For this case, a mental representation must
be constructed.

Psychological distance can be further subdivided into social, spatial, temporal,
and hypothetical distance [13,15–17]. Social distance, on which we focus in this
paper, describes our relation to other individuals or accrues for events not being
self-experienced (cf. Fig. 1); e.g., whether or not choosing a seat in a bus being
more distant from a particular individual is directly reflected by the latter [18].

In previous research we already addressed the first characteristic, i.e., the
relation to other individuals [19]. More precisely, results showed a significant
influence of social distance on the quality and level of granularity of created
process models. In accordance with CLT, process models created by process
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designers with a low social distance revealed a higher quality as well as gran-
ularity compared to process models created by process designers with a higher
social distance. Furthermore, process designers were more self-confident about
the process models they had create. Hence, the latter characteristic, i.e., event
which is not self-experienced, is evaluated in this paper.

Low DistanceHigh Distance

abstract, imprecise

specific, precise Person

Fig. 1. Construal Level Theory - Social Distance

3 Gamification, Virtual World, and 3D Scenario

In order to simulate variability with respect to social distance, a gamification
approach is applied, i.e., the benefits of gamification in a virtual world are used
in the context of process modeling. First, this allows for an adequate reflection
of the real world problem. Second, the motivation of subjects (i.e., participants
of an experiment) may increase. Third, an occurrence of the effects of social
distance may be ensured.

Gamification is the technique of using game elements, designs, and thinkings
in a non-game context to engage and motivate employees [20]; e.g., achievements
known from computer games are interpreted in enterprise software. As a con-
sequence, work becomes more enjoyable, thus resulting in higher efficiency [21].
Moreover, a virtual world constitutes a computer-simulated environment, using
the metaphor of the real world, but without its physical limitations [22]. In a
virtual world, individuals act as textual, 2D, or 3D avatars, i.e., as a controllable
proxy in the virtual world. Thus, they experience a degree of telepresence, i.e.,
an experience of presence in a remote location [23].

In the context of our experiment, relative to a real-world process from a
manufacturer of gardening tools, a process scenario related to the processing of
an order in a warehouse is contrived, which may be either experienced actively
or passively (cf. Sect. 4). The entire process takes place in a full 3D virtual
environment taking elements of gamification into account; e.g., exploring (i.e.,
learning more about the virtual construct) and puzzle elements (i.e., motivating
subjects to solve a problem). The 3D warehouse scenario is implemented with
Unity, a game development platform. In the realized scenario, subjects interact
with a 3D avatar using point and click game mechanics.

Following this, a description of the processing of an order in the warehouse is
provided. Figure 2 shows the layout as well as the chronological progress through
the warehouse. The scenario starts in the office of the warehouse 1©. First, an
order is taken providing information on the items to be processed. Generally,
several items need to be processed by subjects in this context. At the storage
racks (cf. Fig. 3), subjects have the choice to get the items either with the forklift
or the picking system 2©. Since the forklift can carry only one pallet at a time,
the items must be collected sequentially. The picking system comprises several
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grapplers that allow collecting all items either separately or at once. Then, items
are disclosed at the collection point and checked for completeness 3©. Following
this, the items need to be packed in appropriate boxes, which are then palletized
4©. After placing each box on a pallet, subjects may decide on how to transport
the pallets to the shipping area, i.e., either by using the forklift or the automatic
loading system 5©. While the forklift can transport the pallets only sequentially,
the automatic loading system takes care of everything automatically. As advan-
tage of the automatic loading system, the subjects can print the required delivery
documents (i.e., bill of delivery and pallet receipts) in parallel 6©. Thereafter,
pallets are labeled with the printed pallet receipts and are loaded on the trailer
with the forklift 7©. Finally, the bill of delivery is placed in the trailer and doors
are closed.

Fig. 2. Layout of the Warehouse Scenario Fig. 3. Storage Racks

4 Research Question and Experiment Definition

This section introduces the definition and planning of the experiment for mea-
suring the influence of the social distance on the process of process modeling and
the resulting artifacts. Section 4.1 explains the context of the experiment and
defines its goal. Section 4.2 introduces the hypothesis considered for testing, and
Sect. 4.3 presents the experimental setup. Section 4.4 explains the design of the
experiment. Finally, Sect. 4.5 discusses factors threatening the validity of results.

4.1 Context Selection and Goal Definition

Business processes are either modeled by in-house process designers or external
ones. In this context, process designers are responsible for interviewing process
stakeholders and participants as well as for capturing the gathered knowledge
in process models. Usually, the process designers are not directly involved in
the processes to be modeled; e.g., they may be member of the quality assurance
department. In other cases, due to limited resources, enterprises assign such
modeling and analysis tasks to external resources; e.g., business analysts.
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So far, it has not been well understood how an increased social distance
affects the quality, granularity, and structure of the resulting process models. To
close this gap, this paper investigates the following research question:

Is the process of process modeling, i.e., the quality, granularity, and structure of
the process models resulting from it, affected by the social distance the process

designers have on the respective business processes?

Despite existing work on the quality [2,8,24,25], granularity [26], and struc-
ture [27] of process models there is only little research addressing cognitive
aspects of process modeling [10,11,28]. In particular, it is not well understood
whether certain cognitive aspects lead to minor process quality, i.e., deficiencies
regarding the pragmatic, semantic, perceived, and syntactic model quality.

Based on previous research (cf. [19]), this paper continues investigating the
influence social distance has on the process of process modeling and its outcomes.
As opposed to the previous experiment, where social distance was experienced by
the relation to other individuals, the presented experiment varies social distance
with a scenario (i.e., processing of an order in a warehouse) that may either
be experienced actively (i.e., low) or passively (i.e., high social distance) using
gamification. The goal can be formulated as:

Analyze process models
for the purpose of evaluating
with respect to their level of construal
from the point of view of the researchers
in the context of students and research staff.

4.2 Hypothesis Formulation

Based on the goal definition and taking CLT into account, six hypotheses are
derived. In detail, they investigate whether social distance influences the level of
construal during the process of process modeling or, more precisely, the quality,
granularity, and structure of the resulting process models:

4.3 Experimental Setup

This section describes subjects, object, and response variables of the experiment
as well as its instrumentation and data collection procedure.

Subjects. Ideally, process designers are modeling experts. However, they usually
obtain only basic training and have limited process modeling skills [29]. From
subjects (i.e., students and staff members) we require that they are familiar with
process modeling although they were not experts in this area. A replication of
the experiment with modeling experts might lead to different results [30]. Hence,
results might not be generalizable for the entire population of process designers.
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Does the social distance influence the pragmatic quality when creating process models?

H0,1: There are no significant differences in the pragmatic quality when modeling processes with
low social distance compared to high social distance.
H1,1: There are significant differences in the pragmatic quality when modeling processes with low
social distance compared to high social distance.

Does the social distance influence the semantic quality when creating process models?

H0,2: There are no significant differences in the semantic quality when modeling processes with low
social distance compared to high social distance.
H1,2: There are significant differences in the semantic quality when modeling processes with low
social distance compared to high social distance.

Does the social distance influence the perceived quality when creating process models?

H0,3: There are no significant differences in the perceived quality when modeling processes with low
social distance compared to high social distance.
H1,3: There are significant differences in the perceived quality when modeling processes with low
social distance compared to high social distance.

Does the social distance influence the syntactic quality when creating process models?

H0,4: There are no significant differences in the syntactic quality when modeling processes with low
social distance compared to high social distance.
H1,4: There are significant differences in the syntactic quality when modeling processes with low
social distance compared to high social distance.

Does the social distance influence the level of granularity when creating process models?

H0,5: There are no significant differences in the level of granularity when modeling processes with
low social distance compared to high social distance.
H1,5: There are significant differences in the level of granularity when modeling processes with low
social distance compared to high social distance.

Does the social distance influence the process model structure when creating process models?

H0,6: There are no significant differences in the process model structure when modeling processes
with low social distance compared to high social distance.
H1,6: There are significant differences in the process model structure when modeling processes with
low social distance compared to high social distance.

Object. The object is the outcome resulting from a stated modeling task, i.e.,
a process model expressed in terms of the Business Process Model and Nota-
tion (BPMN). To ensure familiarity of subjects with BPMN and to guarantee
that differences in response variables are not caused due to a lack of familiar-
ity with BPMN, but rather due to differences in social distance, we choose an
easy and understandable scenario. More precisely, the modeling task deals with
the processing of an order in a warehouse (cf. Sect. 3). Task descriptions are
created reflecting low and high social distance. One group is directly involved
(i.e., low) in the process, while the other is only indirectly involved (i.e., high
social distance). For low social distance, subjects are actively playing the ware-
house scenario. In turn, regarding high social distance, subjects are watching the
warehouse scenario in a video. To ensure that there exist no interferences and
there is sufficient clearance between the two social distances, two pilot studies for
each social distance are performed. Respective task descriptions are kept rather
abstract to give subjects the possibility to model as detailed as they like.

Factor and Factor Levels. The factor considered in the experiment is social
distance with levels low and high social distance. Accordingly, the task descrip-
tion is adjusted to vary social distance, i.e., to model the order process either
after playing (i.e., low) or watching (i.e., high social distance) the scenario.
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ResponseVariable.As response variable, we consider the level of construal that
cannot be directly measured. Everything being distant from us is expressed more
abstractly (cf. Sect. 2). We assume that the level of construal impacts the qual-
ity, granularity, and structure of the resulting process model. For this purpose,
process model quality is characterized by four dimensions, i.e., pragmatic, seman-
tic, perceived, and syntactic quality making use of semiotic theory, i.e., SEQUAL
framework [31,32]. Pragmatic quality describes process model comprehension.
It is measured by the level of understanding. In turn, semantic quality covers cor-
rectness, relevance, completeness, and authenticity of a process model. Correctness
expresses that all elements of a process model are correct. Relevance signifies that
all elements in the process model are relevant for the process. Moreover, complete-
ness implies that relevant aspects about the domain are not missing, i.e., super-
fluous elements are considered as well. Finally, authenticity expresses that the
chosen representation gives a true impression of the domain.Pragmatic quality and
semantic quality are rated by two modeling experts in a consensus-building process
based on a 7-point Likert scale [33], i.e., from 0 (strongly disagree) to 6 (strongly
agree). In turn, perceived quality depends on the degree to which a subject agrees
with the resulting process model. It can be subdivided into agreement, missing
aspects, accurate description, mistakes, and satisfaction [34]. Perceived quality is
rated by each subject on a 5-point Likert scale, ranging from 0 (strongly disagree)
to 4 (strongly agree), after finishing the modeling task. Agreement expresses to
which degree the process model matches with the actual business process. Miss-
ing aspects rates whether significant aspects are missing in the resulting process
model. In turn, accurate description expresses how accurately the process model
matches the real world process.Mistakes corresponds to the subject rate indicating
whether there are serious mistakes in the resulting process model. Finally, satis-
faction expresses the degree subjects are satisfied with the process models created
by them. Syntactic quality of a process model is measured by counting syntactical
rule violations of the appliedmodeling language, i.e., BPMN.Process granularity is
measured through the complexity of the resulting process models, i.e., simple met-
rics like number of activities, gateways, nodes, edges, elements, and execution paths.
Process model structure is analyzed with the following process metrics: separabil-
ity, sequentiality, cyclicity, and diameter [3,35]. Separability is defined as the ratio
of the number of cut-vertices to the total number of nodes in the process model.
Sequentiality, in turn, is the degree to which the process model is constructed of
pure sequences of tasks. Moreover, cyclicity relates to the number of nodes on
cycles to all nodes in the process model. Diameter gives the length of the longest
path from a start node to an end node in the process model. Figure 4 summarizes
the response variables we consider in a research model.

4.4 Experimental Design

We apply guidelines for designing experiments as described in [36], and conduct
a randomized, balanced, and blocked single factor experiment. The experiment
is randomized since subjects are assigned to groups randomly and it is ensured
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that both groups have same size (i.e., balanced). Moreover, subjects are grouped
(i.e., blocked) to not mix social distance. Finally, only a single factor varies, i.e.,
the level of construal. Figure 5 illustrates this setup.

Instrumentation and Data Collection Procedure. To precisely measure
response variables in a non-intrusive manner, we use the Cheetah Experimen-
tal Platform (CEP) [9]. CEP provides a BPMN modeling environment that
records modeling steps and their attributes; e.g., timestamps and type of model-
ing action. Resulting process models are then stored. Finally, demographic data
and qualitative feedback is gathered from subjects based on questionnaires.

4.5 Risk Analysis

Generally, any experiment bears risks that might affect its results. Thus, its
validity or, more precisely, its levels of validity need to be checked, i.e., internal
validity (“Are effects caused by independent response variables?”) and external
validity (“May results be generalized?”).

Risks to Internal Validity. Risks that might influence the modeling outcome
include process modeling experience of involved subjects and uneven distribu-
tions of subjects over two groups. Furthermore, post data validation ensures that
in both groups subjects are at least moderately familiar with process modeling
(cf. Sect. 5.3). It is assured that both groups show the same or similar familiarity
level, i.e., median is 3 for both groups on a 5-point Likert scale. Further, the cho-
sen modeling task constitutes a risk to internal validity. To ensure familiarity of
subjects and to guarantee that differences in quality, granularity, and structure
are due to social distance, we choose an easy and comprehensible scenario (cf.
Sect. 3). To further ensure that subjects are not negatively influenced by tired-
ness, boredom, or hunger, the experiment is conducted at a time of the day for
which the mentioned frame of mind can be excluded.

Risks to External Validity. On one hand, the subjects have academic back-
ground (i.e., students and research staff), which might limit generalizability of
results. On the other, they rather have profound knowledge in process model-
ing (cf. Sect. 5.3). We may consider them as proxies for professionals who have
obtained basic training so far. Further, process model quality may depend on
the appropriateness of the chosen modeling languages and tools. To mitigate this
risk, both groups use an intuitive process modeling tool as well as an established
modeling language (cf. Sect. 4.3). Finally, a potential risk for external validity is
that we measure social distance with one modeling task. To mitigate this and to
allow for generalizability, varying experiments need to be conducted.

5 Experiment Operation
Based on the provided experiment definition, Sect. 5.1 summarizes the exper-
iment preparation. Section 5.2 describes the execution of the experiment, and
Sect. 5.3 deals with the validation of the data collected during the experiment.
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5.1 Experiment Preparation

Students and research staff familiar with process modeling are invited to join the
experiment. Subjects are not informed about the aspects we want to investigate.
However, they are aware that the experiment takes place in the context of a
thesis. For all subjects, anonymity is guaranteed. Before conducting the experi-
ment, for each level of social distance two pilot studies are performed to eliminate
ambiguities and misunderstandings as well as to improve modeling tasks. Fur-
ther, it is checked whether the social distance between the tasks is sufficiently
large. Finally, an evaluation sheet is created to assess the level of construal by
analyzing quality, granularity, and structure of resulting process models.

5.2 Experiment Execution

The experiment is executed in a computer lab at Ulm University. All in all,
95 students and staff members participate. Due to spatial constraints, up to 10
subjects conduct the experiment at the same time and several sessions within
a period of two weeks are offered. Each session lasts about 60 min and runs as
follows: The procedure of the experiment is explained and worksheets with task
descriptions are handed out. Thereby, subjects are randomly assigned to one of
the subject groups (cf. Sect. 4.4). Then, subjects start playing or watching the
warehouse scenario. Subsequently, they fill out an initial questionnaire capturing
their modeling experience. This information is used to test whether subjects are
familiar with process modeling. Then, subjects are asked to model the warehouse
scenario based on their own experience and in a way they think it is appropriate.
Finally, subjects provide their rating for perceived quality and may give feedback.
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5.3 Data Validation

In total, data is collected from 95 subjects. One of them is excluded due to
invalidity of the process model obtained, i.e., the process model differs substan-
tially from the postulated task description. Hence, 94 subjects are considered for
data analysis, i.e., 84 students and 10 staff members (with 33 female subjects).
Further, the median concerning familiarity with BPMN is 3, i.e., above aver-
age. Regarding confidence with understanding BPMN process models, a median
value of 3 is obtained. Perceived competence in creating BPMN models has a
median value of 3. All values are based on a 5-point Likert scale. Prior to the
experiment, subjects analyzed 19 process models and created 7 in average.1 Since
all values range above average and subjects are familiar with process modeling,
we conclude that subjects fit to the targeted profile.

5.4 Threats to Validation

Apparently, the experiment conducted faces the limitation that we did not
involve and compare professional process modelers and IT experts from industry,
but prospective ones (i.e. students). Although various investigations have shown
that students are proper substitutes for professionals in empirical studies (e.g.
[37,38]) the results for professionals may differ.

6 Data Analysis & Interpretation

Section 6.1 presents descriptive statistics of the data gathered during the exper-
iment. Section 6.2 discusses whether a data set reduction is needed. Section 6.3
tests the hypotheses. Finally, Sect. 6.4 discusses results.

6.1 Data Analysis and Descriptive Statistics

Figure 6 displays box plots (i.e., median, min, and max values as well as 1st and
3rd quartiles) of measurements for the pragmatic, semantic, perceived, and syn-
tactic quality. Further, the items of semantic and perceived quality are combined
into an aggregated variable [39], i.e., validity &completeness and agreement of
subjects. As a prerequisite, all response variables must show high reliability. For
this purpose, Cronbach’s α is calculated.2 For semantic quality, a Cronbach with
α = 0.84 and for perceived quality a Cronbach with α = 0.77 results.

As shown in Fig. 6, process models created by subjects with low social dis-
tance present a better level of understanding and contain less syntactical errors.
Regarding high social distance, in turn, process models seem to give a better
account of the domain. Moreover, perceived quality does not differ between the
subject groups. Further, Fig. 7 presents calculated values for the process model
structure. There are only minimal differences in process model structure between
1 The full data set can be found in http://bit.ly/1VB2aS3.
2 According to [39], α > 0.6 acceptable reliability; 0.7 < α <0.9 good reliability.

http://bit.ly/1VB2aS3
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the process models. However, the diameter shows a clear difference depending
on the level of social distance. Process models whose subjects show a high social
distance contain notable longer paths (median of 23 for low, 30.5 for high).

Figure 8 shows results related to the granularity of process models, i.e., num-
ber of activities, gateways, nodes, edges, total process elements, and possible exe-
cution paths. As a result, process model granularity is higher if subjects have
a high social distance. Especially, differences in the numbers of total process
elements are large. Note that low social distance results have a median of 60,
whereas high social distance leads to a median of 82 process elements.

6.2 Data Set Reduction

In general, the results of statistical analyses depend on the quality of the input
data, i.e., faulty data might lead to incorrect conclusions. Therefore, it is impor-
tant to identify outliers and to evaluate whether these shall be excluded. Note
that the latter might be critical due to potential loss of information. In the exper-
iment, several outliers can be identified, but we decide to not remove them since
we consider them as correct, not being the result of wrong modeling. Hence,
removing them would bias results.
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6.3 Hypothesis Testing

Table 1. Results of Hypotheses Testing

Response Variable p-value

Pragmatic Quality H1,1

Level of Understanding < 0.01 (< 0.05)

Semantic Quality H1,2

Validity &Completeness < 0.01 (< 0.05)

Perceived Quality H1,3

Agreement of Subjects 0.410 (> 0.05)

Syntactic Quality H1,4

Number of Syn. Errors 0.046 (< 0.05)

Level of Granularity H1,5

Number of Activities < 0.01 (< 0.05)

Number of Gateways 0.039 (< 0.05)

Number of Nodes < 0.01 (< 0.05)

Number of Edges < 0.01 (< 0.05)

Number of Elements < 0.01 (< 0.05)

Number of Paths 0.148 (> 0.05)

Process Model Structure H1,6

Sequentiality 0.326 (> 0.05)

Separability 0.092 (> 0.05)

Cyclicity 0.258 (> 0.05)

Diameter < 0.01 (< 0.05)

Section 6.1 indicates differences regard-
ing low and high social distance. In
the following, we test whether observed
differences are statistically significant.
We test the response variables with the
Mann-Whitney-U-test [40]. A successful
u-test (with p < p0 at risk level α =
0, 05) will reject a null hypothesis. Table 1
shows the results of hypothesis testing
(cf. Sect. 4.2). In summary, hypotheses
H1,1, H1,2, and H1,4 can be accepted.
Despite the number of significant results,
like H1,6, H1,5 is only partially sup-
ported, and thus both hypotheses cannot
be accepted. In addition, H1,3 shows no
significance and, hence, must be rejected.
Based on the results, we may conclude
that social distance (i.e., event which is
not self-experienced) leads to a change in
the quality, granularity, and structure of
resulting process models.

6.4 Discussion

The results indicate that process designers showing a high social distance (i.e.
passive participation) to a particular business process tend to create a more fine-
grained, detailed, and complete process model, i.e., reflecting a high semantic
quality and granularity. In turn, process designers showing a low social distance
(i.e. active participation) create a more course-grained and abstract, but easy
to understand process model with less syntactical errors, i.e., reflecting a high
pragmatic and syntactic quality. Regarding perceived quality and process model
structure, final results do not show any or only small differences.

Interestingly, the results only partially comply with CLT (cf. Sect. 2) and our
previous experiment [19]. It appears that the investigated factor of the social
distance (cf. Sect. 4) has a different impact on the process of process modeling
and, hence, resulting outcomes differ in several aspects (cf. Sect. 6.1). As possible
explanation an active participation results in major attention devoted to actions
performed by oneself, while a passive participation results to equal attention paid
to all details [41]. BPMN knowledge might be a critical moderator reversing the
relationship between construal level and distance (i.e., social distance) leading
to circumstances where the abstract seems near and the concrete seems far [42].

However, combining previous results, in general, one can assume that social
distance leads to a change in the quality, granularity, and structure of result-
ing process models. It is noteworthy that results differ depending on how a
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process designer experiences social distance, i.e., relation to other individuals or
events which are not self-experienced. For enterprises, it is thus recommended
to evaluate the modeling domain and, hence, to involve specific process design-
ers to ensure desired outcomes; e.g., to achieve a high process model quality,
it is thus recommended to involve process designers being more confident with
corresponding business processes.

7 Related Work

This paper investigates the impact of social distance on the quality, granular-
ity, and structure of process models. The work is related to frameworks and
guidelines dealing with process model quality. SEQUAL uses semiotic theory for
identifying various aspects of process model quality [25], whereas GoM describes
quality considerations for process models [7]; 7PMG, in turn, characterizes desir-
able properties of a process model [8]. Moreover, research on comprehensibility
and maintainability exists. The influence of model complexity on process model
comprehensibility is investigated in [5]. [35] discusses factors for errors in process
models; [43] discusses the impact of different quality metrics on error probability.

[44] provides prediction models for true usability and maintainability of
process models. How and at which level of granularity a designer models a par-
ticular process is described in [26]. In the context of process modeling only little
work exists that takes cognitive aspects into account. [28] presents the effects of
reducing cognitive load on end user understanding of conceptual models, whereas
[11] describes the cognitive difficulty of understanding different relations between
process model elements.

Common to all these approaches is the focus on the created process model
(i.e., the product of process modeling), while little attention has been paid on
the process of the process modeling itself. Nautilus complements related work by
investigating the process of process modeling for tracing model quality back to
modeling strategies resulting in process models of different quality [45].

The effectiveness of gamification based on a quality service model analyzing
the social and psychological motivations of participants is discussed in [46]. Agile
and efficient responds to changing requirements and consequential amendments
to corresponding business processes are provided in [47], based on a gamification
and BPM approach incorporated into a social network. Finally, [48] provides
preliminary evidence that blending process management to gamification concepts
may be beneficial.

Considerable work involving conceptual modeling of processes in a 3D virtual
world can be found in [49]. In addition, [50] provides an approach for collabo-
rative process modeling using a 3D environment. A similar use case in a 3D
scenario to visualize storyboards for business process models is proposed in [51].

8 Conclusion

This paper investigated whether social distance affects the process of process
modeling and its outcomes, i.e., the quality, granularity, and resulting process
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model structure. In particular, an experiment using gamification in a virtual
world was conducted showing that there are significant differences depending
on whether a process designer has a low or high social distance to the modeled
domain. While first results look promising, further investigations are desirable.
More precisely, their generalization needs to be confirmed by additional empirical
experiments to obtain more accurate results allowing for such a generalization.

As a next step, we will focus on psychological distance (i.e., social, spatial,
temporal, hypothetical) as well as the use of gamification and virtual worlds
to learn more about the particular effects on the process of process modeling.
Combining experiment results enables us to extract guidelines on how modeling
teams in enterprises should be composed and optimal process models can be
obtained. Finally, experiments with practitioners are planned to validate results
in real-world scenarios.
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Abstract. The vision brought forth by Michael Hammer in the late 1980s was
to save struggling American companies by getting them to focus on the creation
of value for clients by reorganizing their operations and structure around the use
of IT systems. This was the Business Process Reengineering (BPR) movement.
It spawned most if not all the business process work since then, including
BPMDS. The main principle behind BPR was to design the envisioned process
around outcomes (value), not tasks. In this paper, we show that this principle was
not heeded by the followers of BPR. This is plainly visible when you look into
any example of a process model done with modern process modeling notations,
such as BPMN. What one sees is mostly a set of interconnected tasks, with mostly
an implicit outcome. It is about time we went back to the early principles of BPR
and connected people by explicitly showing the collaboration between the actors
of the process, the outcome of the process, and only then designing the activities
and their sequence.

1 Introduction

The BPR (Business Process Reengineering or Redesign) movement erupted on the
business scene in the early 1990s promising to save organizations, especially large
corporations, from certain decline by radically transforming their work practices with
the help of IT systems. Business Process Management (BPM) as a business and research
discipline followed a few years later.

The founding fathers of the BPR movement, Davenport, Hammer, Short and
Champy [3, 4, 7–9] saw the transition to a business process view as a way of parting
from the industrial age way of organizing work for predictable markets.

Whereas in the industrial age the main focus was on scaling production to meet an
ever growing demand for generic products, businesses now needed a way of guaran‐
teeing affordable quality, on-time delivery of products and service that meet (often indi‐
vidual) customer needs.

Existing ways of working, whether in manufacturing or in the service industries,
were seen as too complicated and intricate. A radical simplification was seen as neces‐
sary. This simplification was powered by the possibilities of sharing information across
time and space afforded by IT systems. It became possible to design work with the
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outcome in mind, the product or service matching expectations delivered on-time and
within a budget. The intricacies of delivering these products and services could be greatly
simplified with an emphasis on the collaboration between individuals across
departments.

In this paper we show that present day most common BPM tools focus more on the
intricacies of delivering a product and service rather than on the outcome and collabo‐
ration envisioned by the founding fathers. We argue that it is both desirable and possible
to add a modeling phase where the focus is on the collaboration and outcome before
modeling the details of the process. Our purpose is not to propose yet another BP
modeling notation, nor to trivialize BP modeling. Our aim is to help BP modelers to
realize that BP modeling is not solely about describing tasks and their sequencing, that
more high-level descriptions enables them to design better processes.

2 Outcome vs. Tasks

From the early writings of Davenport and Short [4], and Hammer [7] to their subsequent
books [3, 8, 9], the vision for BPR remained remarkably steady. The organization of
work as a fragmentation of the assembly of a complete product into a series of routine
tasks, while necessary and useful during the industrial age, was preventing companies
from offering the products and services customers were expecting in the 1980s.

This is beautifully said by Hammer in the following quote [7]:

“Conventional process structures are fragmented and piecemeal, and they lack the integration
necessary to maintain quality and service. They are breeding grounds for tunnel vision, as people
tend to substitute the narrow goals of their particular department for the larger goals of the process
as a whole. When work is handed off from person to person and unit to unit, delays and errors
are inevitable. Accountability blurs, and critical issues fall between the cracks. Moreover, no
one sees enough of the big picture to be able to respond quickly to new situations. Managers
desperately try, like all the king’s horses and all the king’s men, to piece together the fragmented
pieces of business processes.”

The managers and supporting staff are called by Hammer and Champy [9]: “the glue
that holds together the people who do the real work”. They state that in many organi‐
zations the cost of the glue has surpassed the cost of direct labor. This, they argued, leads
to “Inflexibility, unresponsiveness, the absence of customer focus, an obsession with
activity rather than result.” Likewise Davenport and Short [4] say that “difficult inter‐
functional” (inter-departmental) issues were hampering many quality improvement
efforts in manufacturing companies. They report on an example where different depart‐
ments within a company each optimized its performance but the overall process “was
quite lengthy and unwieldy” [4]. Hammer and Champy [9] therefore advocate that
processes “must be kept simple.” Designing processes with many handovers from one
person to another and what’s more crossing department boundaries is unlikely to yield
good results.

The remedy envisioned in BPR was to see the whole process, from end to end, and
focus more on the results created by the process than the tasks and their coordination.
The definition of the concept of business process, as set forth by Hammer and Champy
[9] embodies both views:
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“a collection of activities that takes one or more kinds of input and creates an output that is of
value to the customer.”

It is easy to get carried away by the focus on the activities comprising the process at
the expense of the input, output and value. There is probably a natural tendency for
modelers to think of a process in terms of a sequence of activities. There was also the
need to implement an IT system that supports the process, hence the need to give the
details of the activities.

This was, however, not at all what was meant by Hammer and Champy. Addressing
this problem at a later stage, Hammer provided an updated definition of a business
process [8]: “a group of tasks that together create a result of value to a customer” and
specified that “The key words in this definition are ‘group,’ ‘together,’ ‘result,’ and
‘customer’.” Note that tasks is not in the list of key words. This is because for Hammer
the tasks are less important. He defines the process perspective as seeing the [8] “collec‐
tion of tasks that contribute to a desired outcome” rather than isolated tasks. He goes as
far as saying that [8]: “the essence of a process is its inputs and its outputs [..] Everything
else is detail.” therefore recommends that a process be seen as a black box that creates
value by transforming inputs into outputs.

This black box view can be understood as the direct result of the clean slate approach
advocated by Hammer [7, 8] and Hammer and Champy [9]. In this approach there is no
reason to analyze the existing process because it will only tie the analysts’ minds into
the old ways of working. The process should be created anew by focusing only on the
desired results. This is a marked difference from the other BPR current by Davenport
[3] and Davenport and Short [4]. They emphasize the need for a process vision, outcome
and objectives, but still recommend the analysis of the existing process citing four
reasons: (1) Developing a common understanding among the people involved in the
process redesign; (2) Easing the migration to the new process; (3) Recognizing problems
in the existing process so as not to repeat them; (4) Providing a baseline for measuring
the new process.

Business Process Reengineering, more than Business Process Redesign, sought to
make radical transformation from a clean sheet. If only minor improvements were
needed, e.g. 10 % increase in profit or 10 % decrease in cost, no reengineering was called
for according to Hammer and Champy, rather, a quality program or some such was
entirely sufficient [9]. Our point here is not to argue for or against radical change. We
do argue in favor of an initial step in business process modeling where the process
activities are not modeled at all. Process modeling should begin by describing the
process as a black box, as advocated by Hammer and Champy, focusing solely on the
outcomes of the process for its stakeholders and not activities, their sequencing or their
attribution to roles.

In essence, we seek to model how the business process brings suppliers, customers
and regulators together to create value for them all. It is useful to remember that Daven‐
port and Short envisioned early on the use of groupware to improve interpersonal
processes [4]. Likewise, Hammer and Champy saw companies, not as asset portfolios
but as “people working together to invent, make, sell, and provide service.” [9].
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3 Scope of the Process or Who is the Customer

The focus on customer satisfaction as the focal point of process design is common to
both currents of BPR. Davenport and Short [4] identify two main process characteristics.
Processes have customers (internal or external) and they cross organizational bounda‐
ries. For Hammer [8] the first principle of process design is to be customer-driven.

The customer-driven focus ties back to the outcome of the process. The first accounts
of these outcomes were quite simple. Hammer and Champy [9], for example, define that
the order fulfillment process ends when the goods are delivered. Hammer [8] moves this
end point to when the customer has paid the bill, defining three outputs for the process:
the delivered goods, the satisfied customer and the paid bill. The paid bill, according to
Hammer [8], is the best indication that the customer is satisfied. Moving the end point
of the process and including more outputs in the outcome is synonymous with the
expansion of the scope of the process. Davenport and Short [4] consider this scope
expansion to be a key issue of process analysis, for example adding order entry into the
sales process.

Hammer [8] advocates to analyze the process from the outside-in so that customer
requirements drive the process design. This means beginning by defining what quality,
flexibility, delay, price and such that customers expect from the process. There is an
inherent limitation in this reasoning in that it considers the customer in the singular form.
With respect to his earlier work, Hammer [8] stretches this notion of single customer to
multiple customers. He lists all of the following as customers of a pharmaceutical
company selling a medicine [8]:

A. “The patient who takes a medicine.
B. The physician who prescribes it.
C. The pharmacist who dispenses it.
D. The wholesaler who distributes it.
E. The Food and Drug Administration scientists and officials who approve its use.
F. The insurance company that pays for it”

The question is then, what makes these people customers of the pharmaceutical
company? What is the determinant of a customer? Hammer definition of a customer is
[8]: “Customers are people whose behavior the company wishes to influence by
providing them with value.” It so happens that the people whose behavior the company
wishes to influence include those we call suppliers. Indeed, Suppliers who do not receive
what they expect from a client can also refuse to be part of its process and thus avoid
being influenced and given value by the process. Hammer [8] acknowledges this by
stating that the process should include measures that ensure that the company doesn’t
go broke trying to satisfy customers. This means that despite earlier claims by the BPR
proponents, the company cannot simply design a process that caters to all the wishes of
its customers. Most business processes include steps that cater to the different needs of
the stakeholders involved [15]. All the stakeholders participating in the process have to
somehow receive some value from their participation. Notice that this may be negative
value for so called disfavored users [16].

116 G. Regev et al.



4 BPM Missing the Big Picture

In BPM the accepted definition of a business process is quite similar to the one proposed
by Hammer and Champy (see above), namely [11]: “a set of partially ordered activities
intended to reach a goal.”

Unfortunately, most of the attention of practitioners and researchers alike has been
on the set of activities rather than on the goal (or outcome). As a result, the vast majority
of notations used for business process modeling e.g., BPMN, YAWL, UML, IDEF, Petri
nets, EPC, have elaborate constructs for modeling activities, their sequence, exceptions,
messages, roles etc.

Figure 1 shows a typical business process model designed with BPMN. This is the
level of detail at which most business processes are modeled. We see the sequence of
activities assigned to the patient and to the doctor’s office. What cannot be seen in this
model, at least not explicitly, is why these two stakeholders (the patient and the doctor’s
office) engage in this process. What is the outcome for them? With enough scrutiny, we
can see that an “illness occurs” for the patient who then begins on a long track of
dialoging with the doctor’s office. By the end of the process, the doctor’s office sends a
medicine that is received by the patient. What is the effect of the medicine on the patient
and what the doctor’s office receives in return for its involvement in this process, is not
part of the model.

Fig. 1. Example of a BPMN business process model (source: [12])

As we can see very little or no provision is given to modeling the outcome, goal or
value for the stakeholders who participate in the process. This is essentially the same as
putting together the industrial era tasks, dividing them among those who perform the
process, and hoping for the best. Remember Hammer’s definition that a process must
be first viewed as something that transforms an input into an output. Where are the
collection of activities, the togetherness of the stakeholders? Where is the value of the
process and for whom?
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Also not part of the process in Fig. 1 are the other stakeholders mentioned by
Hammer, e.g. the pharmacist, the wholesaler, the FDA. Adding them into the process
model, at the level it is described in Fig. 1, will render an already complicated model
very cumbersome. By modeling the process as a black box, it is possible to show its
effect on multiple stakeholders while keeping the model quite simple. This is the subject
of the following section.

5 Collaboration Over Task Orchestration

In Fig. 2, we show one way of modeling processes as black boxes and their outcome for
the stakeholders involved. The modeling notation used is SEAM [19] but others can be
used too (See Related Work).

Fig. 2. A collaboration and outcome view of the Treatment business process

The enclosing block arrow represents the Healthcare market segment. At the top we
represented a supplier called Health Organization that provides a service called Treat
Patient to a Stakeholder called Patient. The two stakeholders are bound by a relationship
that we call Treatment. It is this relationship that represents the business process as a
black box. The business process creates changes on both the Health Organization and
the Patient at the same time. In this example the Patient goes from the initial state of
being Sick to the final state of being Well. Simultaneously, the Patient’s record in the
Health Organization is transformed from Sick Patient to Well-being Patient. The Well-
being Patient state and the Well state are the final states of the process and together
define its outcome. How these transformations are done, through what sequence of
actions is not modeled here. Only the inputs and outputs as described by Hammer and
Champy [9] and Hammer [8].
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The upper Health Organization and the Patient are shown as black boxes. Only their
activities and states are shown. The bottom block arrow names Health Organization is
a white box representation. It shows the stakeholders participating in the provision of
the Treat Patient service. Here again, we see a process called Treatment. This process
is internal to the Health Organization. It connects the internal stakeholders that the
Patient may or may not see. We described those found in Hammer’s description quoted
above, namely: Physician, Pharmacist, Wholesaler and Food and Drug Administration
(FDA). Each one or more states corresponding to the outcome of the process. The
Physician, for example, has three states, she records the Sick Patient, the Well-Being
patient and the Paid Treatment. Notice that we don’t show the activities with an input
and output as in the upper level stakeholders. This is to show that the notation can be
used with even more parsimony.

With the global view afforded by the model of the process as a black box and its
outcomes it is possible to expand or shrink the scope of the project as envisioned by the
founding fathers of BPR.

We’d like to emphasize that our point is not to “trivialize” process modeling by
reducing it to the black box view. Our proposal is to augment BPMN style process
models with with a more abstract view that affords to reflect on the process as managing
a set of relationships between stakeholders. It has been shown in [20] that with SEAM
it is possible to drill down from the black box view of the process to a BPMN like process
diagram embedded in its context.

6 Related Work

The representation of the process as a collaboration between several stakeholders was
imported into SEAM from Catalysis [2] where it is called a joint action: an abstraction
of “multiple interactions” that shows “the net effect on all participants.” Note that there
is a concept called black-box pool in BPMN. It is mostly used to represent external
stakeholders or when there is no need to represent the set of activities in the pool. This
however does not show the collaboration and its effects. In BPMN, the closest concept
to our description of a collaboration (joint action) is the Transaction a Sub-Process that
[12], “leads to an agreed, consistent, and verifiable outcome across all participants.”

As we have said in Sect. 5, SEAM is not the only method that can be used in order
to more clearly view the net effect of a business process on its stakeholders. Other
methods or frameworks include, the state-oriented business process modeling [10],
BMM [13], SIPOC [18], e3Value [6] and BMG [5, 14].

A simple example is Samarin’s [17] proposal to begin by modeling a business
process as a black box, showing only its input, output, guidance and resources with an
IDEF0 diagram. This goes a long way toward modeling the essence of the process, but
stops short of explicitly showing the collaboration between stakeholders and the
outcome for each one.
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7 The Loss of the Big Picture in BPMDS

A direct parallel can be drawn between the road taken by the BP modeling tools and the
Working Conference on Business Process Modeling Development and Support
(BPMDS). BPMDS was created in 1998 by Ilia Bider and Maxim Khomyakov as work‐
shops whose goal was to [1], “facilitate discussions of the topics relevant to the practice
of modeling and building computerized support [to business processes].” Unlike most
academic conferences, the organizers of BPMDS made serious efforts to bring together
practitioners and researchers in the field of business process modeling and to maintain
open discussions about business process issues. Access to practitioners was greatly
facilitated with help available for transforming their papers into academic articles, and
sessions were devoted to open discussions and brainstorming about business process
issues. However, as BPMDS enjoyed increasing success with academics, which ensured
its survival, it became harder to invite practitioners and to discuss general purpose busi‐
ness process issues. BPMDS became a regular working conference devoted almost
exclusively to technical academic paper presentation. This evolution made a powerhouse
of academic publishing, but at the loss of its identity as a meeting place for practice and
research devoted to discussing business process topics.

8 Conclusions

In this short paper we discussed the vision of the pioneers of the BPR movement, who
viewed business processes as connecting and providing value to their stakeholders. We
showed that this vision seems to have been overlooked by business process modelers
with the result that business model modeling notations offer scarcely any modeling
construct for that purpose. We then described, ever so briefly, a modeling notation that
has explicit elements for modeling a business process as a collaboration among its
stakeholders, including the value it provides them. We hope that this work will be a first
step toward a rebirth of the BPR vision for BPM practitioners and researchers.

One interesting research that can be spawned from this was of thinking is to trace
every task in a business process to some outcome for a stakeholder. This would establish
traceability links between tasks and outcomes and will go toward one of the wishes of
BPR, namely to remove all tasks that do not bring value. Without knowing which value
is created by which task it is a guessing game to remove tasks from a process.
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Abstract. Business processes heavily rely on data. Data is used as input for
activities; it is manipulated during process execution and it serves for decisions
made during the process. Thus, changes (in values or structure) of data may
influence large portions of the business process. We introduce in this paper the
concept of ‘data impact analysis’ which analyzes the effects of data elements on
other business process elements, including activities, routing constraints, and
other data elements. This type of analysis is important in scenarios such as
process or database redesign and unexpected changes in data values. The paper
further proposes a set of primitives depicting impacts of data within business
processes, and demonstrates the use of these primitives to query the overall
impact of a data element within a business process.
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1 Introduction

Business processes highly influence the business success of organizations and their
interaction with the environment [15]. While business processes are manifested through
activities and decisions, these essentially rely on data, typically stored in information
systems and manipulated during process execution. Data elements are not stable, i.e.,
their values essentially change over time. Moreover, their structure may also be
changed occasionally. Due to the fundamental role of data throughout the process, such
changes cannot be considered as local changes.

In this paper, we introduce the concept of data impact analysis in business pro-
cesses. We borrow this term from a wider concept of business impact analysis, which
deals with identification and examination of possible changes in business conditions
(both natural and human-caused) and their effects on critical business functions [18].
Business impact analysis is particularly used for risk management and disaster
recovery. Data impact analysis aims to play a similar role, focusing on data elements
involved in business processes. In other words, data impact analysis identifies for each
data element its effects on other business process elements within a single process or
across processes.

Data impact analysis can be useful in a variety of situations. At redesign, modifi-
cations are made to the database schema or the process model due to, e.g., changes in
the requirements or the organizational regulations. Examples of modification in the
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database schema include changes in the types of elements, adding or omitting attributes
or constraints, or changing relations; modification in the process model may involve
changes in the control flow. In these cases, it is required to understand how the “local”
changes globally affect the business process. In particular, we relate to effects on and of
data elements. At runtime, data impact analysis can be useful when unexpected changes
in the values of data elements occur due to errors, exceptions, or last minute changes.
Data impact analysis can be useful in such cases for analyzing the effect of the changes
within the process, enabling risk analysis, and management. In this sense, if an inac-
curate or mistaken value is used through the process, the goal of the process might not
be achieved. Furthermore, the value might change after many actions have been per-
formed based on the previous value, and all these need to be recognized, corrected, and
sometimes compensated for. For this, it is essential to encompass and fully address all
the impacts of the data item and other elements that depend on it.

Change management in the area of business processes has mainly been studied in
the context of control flow changes [2, 5, 9, 13]. Process adaptation and flexibility
approaches support and enable changes [10, 21]. However, a detailed examination of
data elements and data values in this context is missing. Dependencies among data and
other process elements have also been studied, e.g., [4, 7, 17], but the granularity in
which these elements are addressed is coarse and does not support a full analysis of the
impact of their values.

To overcome the above gaps, this paper discusses the importance of data impact
analysis at the attribute level, introducing a set of primitives depicting impacts of
atomic data elements, termed data items, in business processes. These primitives, which
are derived from analyzing the relationships between different elements involved in the
business process, are the basis for querying the impact of a data element within a
process and across processes.

The remainder of the paper is organized as follows: Sect. 2 presents a running
example to illustrate and motivate the need for our approach. Sections 3 and 4 present
basic definitions and the suggested primitives, respectively, while Sect. 5 elaborates on
the data impact analysis approach along with preliminary results. Section 6 discusses
the related work and, finally, in Sect. 7 we discuss the contribution and the limitations
of the work, paving a road to future research directions.

2 Running Example

To illustrate the need for data impact analysis, consider a make-to-order process, in
which customers order products from a catalog, and the products are produced upon
demand. Figure 1 depicts a process model of this (ordering) process1. The process
operates on top of a relational database, which mainly includes tables related to cus-
tomers and orders (including their life-cycle transitions, e.g., approvals, payments,

1 Due to length limitations, the process model does not specify the data elements that participate in the
process. A full model of the process along with its data flow can be found at http://hevra.haifa.ac.il/
is-web/staff/data_impact_analysis/ordering_process_example.pdf.
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shipments). The database also includes tables related to products, their bill of materials,
suppliers and material-supplier relations.2

Concentrating on redesign and value change scenarios, we next illustrate these
scenarios through examples from the make-to-order process.

Redesign scenarios: Assume that the organization has to add an attribute called
unit of measure that is specified when creating the order and indicates quantities in
various units. This is a change to the database schema. However, this change may also
cause modifications in calculating the total price when creating the order, handling the
delivery details, and packing the goods. Actually, this change may impact all the
activities and decisions that involve quantity and hence analyzing the impact of this
data element is required to understand the potential consequences of the change.

Value change scenarios: Consider that the customer asks to change the shipping
address to one that is different than appearing in the order. The value of this attribute is
used in various activities, such as handle delivery details, and may influence additional
data elements along the process, such as approximate delivery date and the packing
type (these attributes may be influenced by the distance to the destination, directly
derived from the shipping address).

As another example, consider an error occurred when typing the ordered quantity.
As noted, this data element is used throughout the process, e.g., for determining whether
manager approval is required or not, as an input to the inventory lookup activity, as an
input to the purchasing process (in case of insufficient material), and as an input to the

Fig. 1. A process model of the ordering process

2 The database structure diagram is available online at http://hevra.haifa.ac.il/is-web/staff/data_impact_
analysis/ordering_process_data_structure.pdf.
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produce bill activity. Consequently, any error in the quantity can have substantial
consequences on the process as well as on related processes (e.g., the purchasing pro-
cess). An incorrect value of the quantity might lead to incorrect decisions regarding the
quantity to be manufactured, wrong planning of the work schedule, and misguided
decisions regarding purchasing.

In the scenarios mentioned above, data impact analysis would support under-
standing the scope of the change and the effort required to apply it.

3 Basic Definitions for Data Impact Analysis

Various studies investigated the relationships between processes and data, concen-
trating on data flows. Most of them use the term ‘data object’ to refer to the data used in
business processes. A data object is an information business artifact that is created,
evolved, and (typically) archived through a business process [3]. Data objects are
characterized by sets of (related) data attributes. Such data objects usually serve as
inputs or outputs of activities, although only part of their attributes are actually used as
inputs or produced as outputs. Several studies such as [6, 8, 12] further represent the
state of data objects with respect to the process flow, referring to a specific attribute
(called “state” or “status”), which changes its value during process execution to reflect
the progress in the process performed on the object. Some studies refer to the structural
relations between data objects, as specified in the database schema [7].

In practice, process model elements, such as activities, gateways, and routing
constraints, use values of specific attributes of the data objects rather than complete
data objects. Moreover, Sun et al. [16] claim that current workflow models do not
provide details on how different data attributes are used in the process. Consequently, it
is difficult to understand the exact impact of each attribute on the whole process. In
other words, we claim that the notion of data objects is too coarse-grained for the aim
of data impact representation and analysis. Thus, in this paper, we primarily refer to the
attributes of data objects. We call them data items and represent them as follows.

Definition 1 (Data item). A data item is a variable or an attribute. It is represented by a
pair (n, t), where n is a string identifying the data item name3 and t represents its type4.

Data objects can be considered as structures of related data items. Generally, data
items can be related to each other irrespectively of the data objects to which they
belong. For example, in the make-to-order process, approximate delivery time of orders
may be related to the lead-time of the relevant materials delivered by the different
suppliers. Therefore, we assume a set of relations between data items.

Definition 2 (Data items relation). Let di and dj be two data items. A data items
relation is a pair (di, dj), where di relates to dj

5.

3 For simplicity, we assume that the data item name is unique within the process.
4 A data item type denotes the possible range of values the data item can assume. It can be considered
as a (finite or infinite) set of values. During process execution, a data item has a specific value from
this range at a certain time.

5 Ternary relations and relations of higher degrees are relaxed to binary relations.
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These pairs can be directly derived from the database schema.
As noted, data items form a basis for data impact analysis, which reveals their

impacts on other elements in a business process, as reflected in a process model.
Different definitions of a process model exist in the literature such as in [6, 7]. We
refine those definitions by explicitly referring to data items rather than data objects. The
following definition is used as the basis for our data impact analysis approach.

Definition 3 (Process model). A process model is a tuple PM = (A, G, F, DI, R, AO,
AI), where:

– A is a finite (non-empty) set of activities.
– G is a set of gateways.
– F � (A [ G) � (A [ G) is a non-empty set of control flows.
– DI is a finite set of data items.
– R is a set of routing constraints represented as pairs (p, f) where p is a predicate over

the power set of DI p: ℘(DI) ! {true, false} and f2F.
– AO � (A � DI) is a set of data flows representing activity outputs.
– AI � (DI � A) is a set of data flows representing activity inputs.

Figure 1 is an example of a process model, in which DI, AO and AI were omitted
(see footnote 1). Even in process models that do represent those elements, the relations
between inputs and outputs in a specific activity are not explicitly specified. For
example, in the create order activity, total payment is calculated based on quantity and
product price, ignoring other attributes of the product and the order which may be
relevant to the order creation in general. We thus assume the existence of triplets of
inputs-activities-outputs, specified by process designers.

Definition 4 (Input-activity-output relation). An input-activity-output relation is a
triplet, (di, a, dj), where di and dj are data items, a is an activity, and the value of di
(directly) influences the value of dj in activity a.

di or dj may be Null, allowing cases where the output does not use any specific data
input or the input is used without affecting any specific outcome, respectively.

Based on the above definitions, Fig. 2 depicts the elements of a business process
and their relations in the form of an Entity Relationship Diagram (ERD). Note that
gateways and activities are abstracted as behavioral nodes, to enable jointly associating
their connecting edges (flows) with routing constraints. Four of the relations are derived
from the process model (source, destination, for, used in), three are derived from the
input-activity-output relations (input for, output of, affected through), and one is
derived from the data items relations (related to).

Based on the process model definition and the derived ERD (Fig. 2), two kinds of
flow relations exist among model elements: control flow (CF) and data flow (DF). CFs
allow following the order of the activities in the process, to trace temporal relations
between data manipulations. Yet, they do not directly affect data values. For example,
gateways are pure control flow elements, passing or receiving control to or from edges,
whose routing constraints are evaluated as true. Hence, they can be affected by data
items through routing constraints on their incoming flows, but have no data flow effect
of their own.
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Considering the DFs, which are the focus of this paper, we define seven primitives
for conducting data impact analysis. These primitives are derived from the model in
Fig. 2. For traceability, the primitives’ identities (P_1-P_7) appear in that model close
to the relations from which they are derived. Note that primitives P_5 and P_6 are
derived from three relations: source, destination, and for.

4 Primitives for Data Impact Analysis

We elaborate here on each one of the seven primitives by describing its essence,
illustrating it through the running example, and suggesting a notation. The uses of these
primitives for conducting data impact analysis are discussed in the next section.

Primitive 1 (P_1): An activity affects a data item

Description: a data item dj is manipulated (created, deleted, or value-updated) by an
activity ax. Activity ax does not use any data item di for this manipulation.
Example: The manager approval activity writes a data item approving employee
number that documents the manager who handled the approval of the order,
independently of the inputs to this activity (i.e., the order details).
Notation: OaxðdjÞ, dj is the output of ax.

Fig. 2. An ERD depicting the constituents of a business process and their relations
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Primitive 2 (P_2): A data item affects another data item

Description: when a data item di changes its value, another data item dj is
manipulated due to structural constraints imposed in the database, irrespectively of
the business process activities.
Example: A Boolean data item stock below reorder level is reevaluated whenever
the data item amount in stock is changed: if the amount in stock is decreased below
a certain threshold, stock below reorder level becomes true.
Notation: SdiðdjÞ, change in the value of data item di causes a change in the value of
data item dj, irrespectively of specific activities.

Primitive 3 (P_3): A data item affects another data item through an activity

Description: Data item dj is an output of activity ax. Activity ax uses the value of
data item di for manipulating the value of dj.
Example: The data items quantity and product price affect the data item total
payment through the activity Produce Bill.
Notation: IaxO di; dj

� �
, data item di is used by ax as an input for setting the value of

data item dj as an output.

Primitive 4 (P_4): A data item affects an activity

Description: activity ax uses the value of data item di. The value can affect the
internal execution of the activity ax, but does not affect the value of its outputs.
Example: The activity pack goods is performed differently for single units and for
multiple units. The packing changes according to the quantity that is ordered.
Therefore, the activity pack goods is affected by the data item quantity, but none of
its data outputs is affected by this input.
Notation: VdiðaxÞ, the value of data item di affects the execution of activity ax.

Primitive 5 (P_5): A routing constraint affects an activity

Description: A specific activity ax with an incoming edge fi will be executed only if
the routing constraint ri = (pi, fi) satisfies pi = True.
Example: The activity trigger purchasing process will be executed if and only if
quantity is greater than amount in stock.
Notation: ri(ax), ri imposes constraints on the execution of ax.

Primitive 6 (P_6): A routing constraint affects a gateway6

Description: A specific gateway gx with an incoming edge fi will be executed only
if the routing constraint ri = (pi, fi) satisfies pi = True.
Example: The gateway before lookup will be executed if quantity is less than or
equal to threshold or if the approval status is ‘true’.
Notation: ri(gx), ri imposes constraints on the execution of gx.

6 Note that the impact of a data item on a gateway is indirect, through a routing constraint.
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Primitive 7 (P_7): A data item directly affects a routing constraint

Description: Data item di is used in the routing constraint rx = (px, fx) for evaluating
the predicate px. Therefore, di has an impact on rx.
Example: The routing constraint sufficient stock is affected by quantity and amount
in stock, as sufficient stock is true if and only if quantity is greater than amount in
stock.
Notation: VdiðrxÞ the value or the existence of data item di is used by the routing
constraint rx.

Based on the primitives above, we can answer a variety of questions related to data
impacts. Examples include: (1) what are all the impacts of a specific data item across
the process? (2) What are the impacts of a data item starting from a specific place in the
process? We elaborate next how to answer these questions using our approach.

5 The Data Impact Analysis Approach

In this section, we first describe the infrastructure of the approach, namely the queries
used for analyzing data impact (Sect. 5.1). Then we present variants of algorithms that
use the queries and can serve for impact analysis during redesign (Sect. 5.2) and upon
unexpected value changes (Sect. 5.3). Finally, we refer to implementation and pre-
liminary results (Sect. 5.4).

5.1 The Infrastructure of the Approach

The approach assumes a relational database derived from the model depicted in Fig. 2.
On top of this database, we defined eight generic queries (Fig. 3) whose aim is to
extract the impacts based on the suggested primitives. Each of the queries receives a
process model element in the form of (@key) and returns the elements affected by it
following a certain primitive. Besides the element keys, the query returns the element
type, which can be data item (d), activity (a), routing constraint (r), or gateway (g) and
the primitive used (P_1-P_7).

5.2 Analyzing Data Impact for Redesign Scenarios

In redesign scenarios, we are interested in all the impacts of a specific data item within
the process. The input in these cases is a data item key (name). The effect of this data
item is analyzed using all primitives. To detect indirect effects, the analysis is repeated
for every element that was identified, until new effects cannot be found.

Listing 1 provides the pseudo code of this algorithm. Note that if a data item affects
an activity, but does not affect other data items through this activity, the algorithm
returns the activity but does not continue seeking its impacts further. If, on the other
hand, an activity is affected by a routing constraint (primitive P_5), this effect relates to
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triggering its execution, and hence the algorithm will continue analyzing its impacts.
As previously noted, since gateways do not percolate data impacts, they can be
retrieved (as affected), but without additional effects sought.

Q1 for P_1 – returns data items 
affected by an activity 

Q2 for P_2 - returns data items 
affected by a data item 

Q3.1 for P_3 - returns data items 
affected by a data item through an 
activity (outputs) 

Select name, ‘d’,  ‘P_1’ 
From output_of  
Where activity_Id=@key 

Select affected_name, ‘d’, ‘P_2’  
From related_to 
Where effecting_name= @key 

Select affected_name, ‘d’, ‘P_3’  
From affected_through 
Where effecting_name= @key 

Q3.2 for P_3 - returns activities 
affected  by a data item to create 
an output 

Q4 for P_4 - returns activities 
affected by a data item 

Q5 for P_5 - returns activities 
affected  by a routing constraint 

Select activity_Id, ‘a’, ‘P_3’  
From affected_through  
Where effecting_name=@key 

Select activity_Id, ‘a’, ‘P_4’ 
From input_for 
Where name=@key 

Select activity_Id, ‘a’, P_5’ 
From Flow  
Where routingC_Id=@key 

Q6 for P_6 – returns gateways 
affected by a routing constraint 

Q7 for P_7 - returns routing 
constraints affected by a data 
item 

Select gateway_Id, ‘g’, ‘P_6’ 
From Flow 
Where routingC_Id=@key  

Select routingC_Id, ‘r’, P_7 
from used_in 
where name=@key 

Fig. 3. Generic SQL queries for extracting impacts of process elements
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5.3 Analyzing Data Impact for Value Change Scenarios

In scenarios of unexpected value changes, the impacts of a specific data item, given a
particular (partial) process trace, are of interest. The relevant algorithm is based on the
following definitions.

Definition 5 (Process trace). A process trace is a sequence t = <n1, …, nm>, where ni
is a behavioral node (an activity or a gateway) and the order of ni reflects the temporal
order of a single process instance.

At run time, it is possible to look at a partial process trace, which represents a
specific path traversed by the process up to a given moment. We refer to the closure of
a trace, �t, as all process elements directly connected to trace t. Formally expressed:

Definition 6 (Closure of trace). The closure of a trace t = <n1, …, nm> is defined as:
�t = {ni}i=1..m[ {d | d is an input or an output of ni}[ {r = (p, f) | f connects ni, ni+1}.

Our approach analyzes the impact of a certain data item until the end of the partial
trace, and returns possible future impacts, analyzing the elements reachable from the
partial trace (nm).

Definition 7 (Elements reachable from a trace). Let t be a (partial) process trace <n1,
…, nm >. The elements reachable from trace t are all elements existing in the closure of
any trace that includes t, namely, t’ = <n1, …, nm, nm+1 …, nk> such that nk directly
leads to a final state of the process.

Listing 2 provides the pseudo code of the algorithm that returns the impacts of a data
item starting at a given point in the process (given as a partial trace). We assume that
the input data item might have already affected other elements in the partial trace, and
can still have impacts (direct and indirect) in the “future” parts of the process. We use a
function Reachable ({e}, t), where {e} is a set of process elements and t is a trace,
returning the largest sub-set of {e} whose elements are all reachable from t.

5.4 Implementation and Preliminary Results

For getting insights into the strengths and weaknesses of the approach, we implemented
the algorithms presented in Sects. 5.2 and 5.3 in MS-SQL environment and applied
them to three cases described below. To populate the database, we used process models
specified in BPMN (using its XML format). In addition, we used two tables: one that
holds the pairs of related data items (see Definition 2) and the other that holds the data
item-activity-data item triplets (see Definition 4).

The cases we considered were based on the ordering process depicted in Fig. 1:
addition of an attribute highly related to an existing commonly used attribute (case 1,
exemplifying a redesign scenario), and unexpected value changes of attributes used in
different places in the process (cases 2 and 3).

Case 1 (attribute addition, a redesign scenario): Assume the addition of the attribute
unit of measure, to enable specifying quantities (e.g., ordered, delivered) in various
units. This decision entails changes in the database as well as changes in the activities
and possibly in the process. To assess the extent of changes that are required, a time
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consuming and error prone analysis is needed. Since unit of measure is relevant in
connection to quantity, the impacts of quantity in the process model need to be
examined. Using Algorithm 1, we retrieve nine activities (create order, manager
approval, update quantity, inventory lookup, trigger purchasing process, handle
delivery details, produce bill, pack goods, ship goods), nine data items (manager code,
approval status, max approved quantity, total payment, approximate delivery date,
shipping price, packing type, material id, required quantity), one gateway (before
lookup) and five routing constraints (quantity <= threshold, quantity > threshold,
approximate delivery date = now()-3, insufficient stock, sufficient stock).

Some of the retrieved elements are straightforward and could easily be identified
manually. Examples of such elements are the routing constraints on which quantity
explicitly appears (quantity <= threshold and quantity > threshold) and the data item
total payment which obviously depends on the ordered quantity. Yet, some retrieved
elements are not immediate and require a careful analysis and a profound under-
standing of the process. The data items approximate delivery date and shipping price,
for example, which are outputs of the activity handle delivery details, are both affected
by the ordered quantity in a non-trivial manner. Following the approximate delivery
date, another indirect effect is on the routing constraint whose condition is approximate
delivery date = now()-3. Other examples of routing constraints are insufficient stock
and sufficient stock, comparing quantity in stock with the ordered quantity.

Case 2 (an unexpected value change scenario): Assume that the value of the data
item lead time is changed after delivery details have been handled. This data item
indicates the approximate time for delivery of a specific material, required for pro-
ducing the ordered product. The value of lead time is mainly used in the process to
calculate the approximate delivery date of the order (the activity handle delivery
details). However, it also affects other data items and activities, e.g., shipping price,
which depends on delivery date (with an agreed upon discount if the delivery date is
over a month from the order date).

To assess the impact of this unexpected change we use Algorithm 2 with the data
item lead time and the trace <create order, quantity condition, before lookup, inventory
lookup, stock condition, handle delivery details, after handle delivery>. We receive two
types of impact for this case: the current impact within the closure of the trace and the
future impact within elements reachable from the trace. The current impact includes
one activity (handle delivery details) and two data items (shipping price, approximate
delivery date), whereas the future impact includes one activity (pack goods), one
routing constraint (approximate_delivery_date = now()-3), and one data item (packing
type). The implication of these outcomes is that, when such change takes place, the
organization should be concerned with the handle delivery details activity (which has
been performed using the previous value of lead time) and examine the values of
shipping price and approximate delivery date. In the remaining yet unperformed parts
of the process, the condition approximate_delivery_date = now()-3 should rely on the
updated value. Furthermore, packing should be replanned and rescheduled, considering
the expected delivery date and the packing type.
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Case 3 (an unexpected value change scenario): Assume that an error has been
made in typing the shipping address when the order is created. This error is accidently
discovered after delivery details have been handled.

To assess the impact of this error we once again useAlgorithm 2, but this timewith the
data item shipping address and the trace <create order, quantity condition, before lookup,
inventory lookup, stock condition, handle delivery details, after handle delivery>. The
current impact this time includes two activities (create order, handle delivery details) and
three data items (total payment, shipping price, approximate delivery date). The future
impact includes three activities (pack goods, ship goods, produce bill), one routing
constraint (approximate_delivery_date = now()-3), and one data item (packing type).
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With the given unexpected value change, the company should be concerned with
actions made in the handle delivery details activity using the wrong value. In particular,
examination of the values of the data items shipping price and approximate delivery
date is required, since they might depend on the shipping distance. Furthermore, the
value of the data item total payment that includes the shipping price, needs to be
examined. The value of this data item is further used in the remaining yet unperformed
produce bill activity. Similarly to case 2, the condition approximate_delivery_-
date = now()-3 should rely on the updated value. Here again, packing should be
replanned and rescheduled, considering the expected delivery date and the packing type.

In summary, all three cases entail changes whose full impacts can only be dis-
covered through a detailed analysis. We have shown that using both algorithms is
helpful in analyzing the effects of these changes. The examined cases are typical of
redesign that concerns data in the process and of unexpected data value changes that
occur at runtime. The infrastructure we propose is generic, so additional algorithms can
be developed, using the same set of generic queries for answering additional questions
related to impact analysis. Relevant questions can relate to the impacts of data items
across processes and across different instances of the same process.

6 Related Work

Related work relevant to this paper resides mainly in three areas: data aware process
modeling, process modifications, and business impact analysis.

In the context of data aware process modeling, many efforts have attempted to
address the relations between processes and data. Several studies, such as [1, 14],
propose workflow design approaches that help design a process model with respect to
the data perspective, in order to avoid data flow problems. The approaches are fun-
damentally centered on data rather than on activity flows. However, these approaches
support the design of workflow models with respect to data and do not aim to analyze
the impact of data. The study in [12] addresses the control-flow of the process and the
related object life cycles together. When the state of an object changes, this becomes
explicit in the process model. Based on the state changes of the object, the process
model specifies the life cycle of each object type. The consistency between business
process models and life cycles of business objects is checked. However, the impacts of
the data object on the process are not handled. The study in [7] proposes an approach to
model processes that include complex data dependencies. The goal of this research is to
enable automated process enactment from process models. The approach extends
BPMN and combines concepts of relational data modeling.

The studies in [19, 20] propose a set of “anti-patterns” supporting the detection of
data flow errors in a process model with respect to workflow-nets with data. These
patterns take dependencies among process elements into account. The usage of these
patterns allows verification of the control flow and the data flow at design time.

Over the years, several studies proposed techniques and heuristics for changing
processes, e.g., [10, 11, 21]. Particularly, in [21] 17 change patterns for processes are
proposed. However, these patterns do not address data aspects. In [10], the authors refer
to related data problems, e.g., missing data, unnecessary data, and lost data, when
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changing the process. However, their approach does not consider indirect impacts of
the data, and considers only local changes.

Business impact analysis and business processes change management have been
studied mostly in the context of workflows [2, 4, 9, 13]. The most relevant study for our
research is [4], which defines several dependency types between process elements for
analyzing the impact of change considering elements in the same process. While
addressing data dependencies, this study does not refer to the impact of data items on
routing constraints or other data items.

In summary, the literature related to data-aware process analysis has a major focus
on data flow correctness and on the consistency of control and data flows. This is also
true for data considerations while introducing changes to processes. The literature
related to business impact analysis does not focus directly on the impacts of data. To fill
this gap, our focus is on impact analysis of data, attempting to provide a systematic
approach for analyzing both direct and indirect data impacts along the process.

7 Conclusion and Future Work

Data in business processes mainly refers to persistent entities, whose values are
manipulated over their life time by the process. The persistent existence of data is one
of the sources of dependencies among different parts of the process, so changes cannot
be considered locally in most cases. This non-local nature requires consideration at
process redesign. Moreover, at runtime, understanding the dependencies and impacts of
data items in a specific point of time (after a certain trace in the process was followed)
is essential when their values changes unexpectedly. In such cases, manual examination
of the impacts is error-prone and time consuming.

In this paper, we introduce the concept of data impact analysis. In particular, we
proposed a set of primitives that represent dependencies among process model ele-
ments. The primitives were used for designing a relational database, which enables
extracting impacts of model elements by querying the database. The database and the
defined queries are generic. Two algorithms that use different combinations of these
queries are introduced to enable answering different data impact-related questions at
design time as well as at runtime. The proposed approach contributes to data aware
business process management as well as to business impact analysis.

The current design is basic and does not consider additional model elements such as
events and possible effects across concurrently active process instances and cross
process effects. We plan in future to address these aspects. We further plan to suggest
algorithms for additional scenarios and to evaluate the results of the data impact
analysis empirically.
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Abstract. Enterprises reach out for collaborations with other organi-
zations in order to offer complex products and services to the market.
Such collaboration and coordination between different organizations, for
a good share, is facilitated by information technology. The BPMN chore-
ography diagram is a modeling language for specifying the exchange of
information and services between different organizations at the business
level. Recently, there is a surging use of the REST architectural style for
the provisioning of services on the Web, but no systematic engineering
approach to design their collaboration. In this paper, we address this
gap by defining a semi-automatic method for the derivation of RESTful
interactions from choreography diagrams. The method is based on nat-
ural language analysis techniques to derive interactions from the textual
information in choreography diagrams. The proposed method is eval-
uated in terms of effectiveness and considered to be useful by REST
developers.

Keywords: Choreography diagram · RESTful interactions · Natural
language analysis

1 Introduction

Traditionally, research in BPM has focused on internal processes of organiza-
tions. The trend towards more complex services extends BPM towards a view of
interactions between multiple processes. Such interactions, enabled by informa-
tion technology, require standard models, like BPMN [1], which can be under-
stood by all the participants. In particular, BPMN business process choreogra-
phy specifies the interactions between two or more participants and the order in
which these interactions take place at the business level. On the technical level,
REST [2] is increasingly becoming the architectural style of choice for providing
services on the Web leading to the mainstream development of RESTful APIs.

However, taking business interactions, modeled by choreography diagrams,
down to the level of RESTful interactions is challenging. The designers of chore-
ography diagrams are usually business-process domain experts and do not have
knowledge of software development. The same holds for IT developers with
c© Springer International Publishing Switzerland 2016
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respect to the business process choreographies. While there is first research into
bridging this gap [3], a methodical approach for deriving REST interactions from
business process choreographies is missing.

In this paper, we address this research gap and present an approach that
takes as input a standard BPMN choreography diagram and it generates as
output a RESTful choreography. Our approach is based on natural language
processing techniques, which use textual descriptions of the choreography task
to map to the most suitable REST verb with a corresponding REST URI. We
implemented our approach in a research prototype and applied it on a set of
choreography diagrams from different domains. The derived REST requests have
also been evaluated by REST experts confirming the usefulness of our approach.
The created REST choreography is used to derive code skeletons which facilitate
the development of REST APIs.

This paper is organized as follows. Section 2 introduces choreography dia-
grams and the RESTful choreography diagram. These concepts are illustrated by
a running example. Section 3 presents our semi-automatic approach of deriving
RESTful choreography diagrams. Section 4 discusses the setup and the results of
our user evaluation. Section 5 provides the related work before Sect. 6 concludes
the paper and describes future work.

2 Preliminaries

This section briefly describes choreography diagrams by the help of an exam-
ple. Additionally, REST architectural style is explained before the concept of
RESTful choreography diagram is introduced.

2.1 Choreography Diagram

The business process choreography diagram introduced in BMPN 2.0 [1] is a
modeling language that focuses on the specification of the interactions between
two or more participants, who, in general, are business actors, e.g., enterprises,
customers, or organizations. Compared to business process models, the choreog-
raphy diagram abstracts from the participants’ internal processes and specifies
the order in which the messages are exchanged between the participants. Figure 1
depicts an example of a choreography diagram that is also a RESTful choreogra-
phy (see next subsection). This diagram describes the interaction between differ-
ent participants involved in the submission, review, and organization processes
with the goal of arranging a scientific conference. Some of the main stakehold-
ers in a conference include the organizers, authors, and reviewers. The diagram
depicts the interactions between these three participants starting from issuing a
call-for-papers (CFP) and ending, in the best case, with the confirmation of the
paper publication.

To facilitate these interactions, the participants make use of a Review Man-
agement System (RMS) which, in our case, is inspired by http://easychair.org.
The assumption here is that all the participants are subscribed to the RMS

http://easychair.org
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Fig. 1. RESTful choreography for paper submission and review management

and notified via email for any relevant information. The RMS is responsible for
coordinating these three participants throughout the entire collaboration.

As it can be seen in Fig. 1, the main element of a choreography diagram is the
choreography task (graphically depicted as a rounded rectangle). It shows mes-
sage exchanges between two participants. The participant initiating the message
exchange is called the initiator, while the other participant is called the recip-
ient. The return message is optional and can be sent from the recipient to the
initiator. To graphically distinguish the initiator from the recipient, the latter is
always highlighted in grey. The same applies for the initiating and return messages
(although the messages are not required to be graphically depicted). For exam-
ple, the choreography task Create CFP has only the initiating message, while the
choreography task Submit Paper has also a return message as a confirmation.
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Choreography diagrams define the order in which the interactions are carried
out. Choreography tasks have an order dependency that is modeled via sequence
flows. The sequence flows, events and gateways are used in a similar fashion as
in regular BPMN business process models. However, only a subset of events and
gateways can be used in the choreography diagram.

2.2 RESTful Choreography Diagram

The REST architectural style [2] is increasingly used for the development of
RESTful web services. Its architectural constrains contribute to among others,
better scalability and portability. In virtually all cases, REST uses the HTTP
protocol as a means of interactions between different participants. The interac-
tion is achieved by using standard HTTP verbs (GET, POST, PUT, DELETE)
on resources. The resources resting on the server are globally and uniquely iden-
tified via URL. Their state can be changed by the client through these REST
verbs. Due to the stateless constraint, the server does not need to remember
previous interactions with the client in order to understand the client’s request.

Business processes can be used to model the internal behaviour of the par-
ticipants involved in RESTful conversation as proposed in [4]. However, when it
comes to interactions between multiple participants, it is important to focus on
a global perspective in order to reason about the state of common resources and
the allowed interactions with these resources.

Fig. 2. The annotation of the
choreograph task in RESTful
choreography [3]

To this end, Nikaj et al. [3] introduce RESTful
Choreography Diagrams - a lightweight enhance-
ment of BPMN choreography diagram with REST
details. These details include annotations for
the choreography tasks that represent a REST-
ful interaction, called a RESTful task, like
the Submit review choreography task in Fig. 1.
This is realized by refining the two messages
of choreography task respectively into a REST
request and a REST response like depicted in
Fig. 2. Figure 1 depicts the RESTful choreography
that can be manually derived by the same business
process choreography (the choreography without
the REST notation) as an input. However, the
person responsible for the enhancement of the
choreograph task with REST notations has to
understand both the business aspect of the chore-
ography and the implementation aspect of the
RESTful interaction. This problem is addressed in

our paper by proposing a semi-automatic approach for deriving RESTful chore-
ographies from business process choreographies.
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3 Semi-Automatic Generation of RESTful Choreography

This section presents our semi-automatic approach to generate RESTful chore-
ographies. Section 3.1 discusses the relevant concepts of the approach. Section 3.2
then explains how the concepts are employed to identify the type of REST
request that is expressed in a choreography task label. Section 3.3 shows how
choreography tasks are finally enriched with RESTful information.

3.1 Foundations

This subsection starts with a formal specification of a choreography diagram as
our core artifact of our approach. We consider a choreography diagram to be a
tuple C = (N,S, P, L, label), such that:

– N = T ∪ E ∪ G is a set of nodes;
– T is a set of choreography tasks;
– E is a set of events;
– G is a set of gateways;
– S is a set of sequence flows;
– P is a set of participants;
– L is a set of natural language text labels;
– label : T �→ L is a function which assigns a text label to a choreography task.

In order to process the textual information of the labels, it is necessary to
access this information in a structured way. As a starting point we observe that
choreography tasks are similarly labeled as activities, often referring to the cor-
responding send task in a business process model [1]. Thus, we assume that each
label of a choreography task contains the following components: an action and a
business object on which the action is applied [5]. As an example, consider the
label Submit paper review from Fig. 1. It contains the action to submit and the
business object paper review. It is important to note that these components can
be communicated in different grammatical variations. For instance, the labels
Paper submission or Conference registration communicate the action in a differ-
ent grammatical structure by using nouns, which express the actions to submit
or to register, respectively.

In order to be independent of grammatical labeling structures, we rely on
the label annotation approach of Leopold et al. [6] which identifies actions and
business objects with a decent degree of accuracy (Avg. precision: 91 %, avg.
recall: 90.6 %). Considering l = label(t) ∈ L to be the label of an arbitrary
choreography task and considering WV and WN to describe the set of all verbs
and nouns respectively, we refer to the action and the business object of l as
follows:

– α : L �→ WV is a function that assigns an action to a choreography task label;
– β : L �→ WN is a function that assigns a business object to a choreography

task label.
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As an example, consider the choreography task labeled with Submit paper
review from Fig. 1. According to the prior conceptualization, the action is given
by α(Submit paper review) = to submit and the business object is given by
β(Submit paper review) = paper review. We will use these label components
in the following to derive the respective REST requests and to generate the
RESTful annotations from the text labels of choreography tasks.

3.2 REST Verb Derivation via Natural Language Analysis

The general idea of deriving REST requests via natural language analysis is
based on the assumption that the choreography task label provides all relevant
information. Specifically, we focus on the actions of the labels since they describe
which specific activities have to be carried out and how these activities affect the
system. The REST verb derivation applies two steps. The first step compares the
action of the respective choreography task label with synonym words that reflect
the meaning of the different REST verbs. The second step involves a linguistic
similarity analysis of the action of the choreography task label and the synonym
words, in case the action of the label does not exactly match with any of the
synonym words. In the following, we discuss these two steps in further detail.

First, we require a set of synonym words before we can conduct the derivation.
A challenge is that the REST verbs are associated with a specific technical
meaning that does not necessarily correspond with the linguistic meaning of a
word. For example, the REST verb POST instructs the server to create a new
distinguishable resource, while the verb to post typically describes the act of
publicizing news on bulletin boards. Therefore, it is necessary to define a set of
synonym words that reflect the meaning of POST in a technical sense. For this
purpose, we asked REST experts for natural language verbs that best resemble
the meaning of the REST verbs. The result of this process is shown in Table 1.
For example, the experts agreed that the meaning of POST is best reflected
by the verbs to create or to request. As the identified verbs might not capture
all the variation in language, we further consider additional synonyms that may
be extracted from computational lexicons, such as WordNet [7]. For example,
a POST verb might also be related to the verbs to produce or to make. Other
examples may be retrieved from the previous table in edged brackets.

The synonym analysis step investigates whether or not the action of a chore-
ography task label equals one of the synonym words of the REST verbs. If this
condition evaluates to true, we map the respective REST verb to the choreog-
raphy task. Otherwise, no REST verb is mapped to this task. As an example,
consider the choreography tasks Create CFP and Accept Short Paper. The first
task would map to POST because its action to create is a member of the syn-
onym words of the set SynPOST . The second task would map to PUT since its
action to accept is a member of the set SynPUT . This logic is expressed by the
following function, assuming REST to be the set of REST verbs:
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syn(l) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

POST , if α(l) ∈ SynPOST

PUT , if α(l) ∈ SynPUT

GET , if α(l) ∈ SynGET

DELETE , if α(l) ∈ SynDELETE

∅ , otherwise

(1)

The similarity analysis step serves as a fallback strategy in case the synonym
analysis step fails to assign a REST verb to a choreography task. In this case,
it is necessary to find a REST verb that is most closely related to the action.
Therefore, it is necessary to determine the relatedness of an action with the
synonym words. In our approach, we use the notion of semantic similarity (see
e.g. [8–10]) to quantify this relatedness. We utilize the distributional similarity
of the DISCO word similarity tool [11], denoted with simDISCO, because it out-
performs existing similarity measures [12]. Given a choreography task label l, its
action α(l), and the set of synonym words of an arbitrary REST verb SynREST ,
the relatedness of an action of a choreography task label and a synonym REST
set is given as follows:

rel(α(l), SynREST ) = max
w∈SynREST

simDISCO(α(l), w) (2)

As an example, we consider the choreography task Enter paper review from
Fig. 1. Since the action to enter is not member of the synonym sets of the REST
verbs, we determine its relatedness to each synonym set. Using the 2nd order
distributional similarity, we receive the following relatedness values: rel(enter,
SynPOST ) = 0.48, rel(enter, SynPUT ) = 0.92, rel(enter, SynGET ) = 0.92,
rel(enter, SynDELETE) = 0.55.

Finally, we consider all of the relatedness scores to derive the most suitable
REST verb for a given choreography task label. In this case, we assume that the
highest relatedness score reflects the most suitable REST verb for a given chore-
ography task. Accordingly, we assign this REST verb to the highest relatedness
score. However, it might be the case that several relatedness scores are equal
which consequently leads to more than assignment of a REST verb emphasizing
the necessity of a user to choose the correct REST verb. Formally, we describe
the similarity analysis step as follows:

Table 1. Synonym word sets of the REST verbs

REST verb Description Synonym word sets

POST creation of a new resource on
the server

SynPOST = {create, request, [produce,
make, ...] }

PUT editing an existing resource SynPUT = {confirm, edit, accept,
[support, redact, ...] }

GET retrieving an existing
resource from the server

SynGET = {retrieve, read, [get, find,
recover, ...] }

DELETE deleting an existing resource SynDELETE = {cancel, delete, [erase,
postpone, ...] }
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sim(l) = {r ∈ REST |max rel(α(l), Synr)} (3)

As an example, consider again the choreography task Enter paper review and
its relatedness scores. Since the scores of PUT and GET are equal, the similarity
analysis strategy assigns both REST verbs PUT and GET to the choreography
task. The following section will explain how RESTful requests are generated for
the choreography tasks using the respective REST verb.

3.3 REST Request Generation

The task of generating REST requests involves the generation of a URI explain-
ing how the resource is addressed via the HTTP. In order to generate a URI,
we consider its generation as a language generation problem that uses the avail-
able information of the choreography task and the REST verb derivation from
the previous step. Many language generation systems take a three-step pipeline
approach that first determines the required information of a sentence, second
plans the expression of this information, and third transforms them into correct
sentences [13]. In contrast to these systems, we do not require a fully flexible
approach, since the final links follow regular structures [3]. Therefore, we use
a template-based approach [14–16] to generate REST URIs. In particular, we
use the choreography task together with the REST verb from the previous step
and select the respective link template. Afterwards, we fill the template with
the necessary information, i.e. action and business object of a choreography task
label. It has to be noted that there are cases in which a choreography is not
associated with another REST link when the request derivation reveals more
than one or no REST verbs requiring the user to correct the links.

Table 2 shows link templates for the different REST verbs and gives examples
created from the choreography tasks of Fig. 1. The templates emphasize that the
business object of a choreography task label (β(l)) plays an important role for
the REST links since it resembles the server resource that needs to be addressed
by a REST verb. We therefore associate the business object together with a
unique identifier. In case the state of a specific resource has to be changed, the
link also explains how its state changes with the REST verb. This change is
expressed by the past participle of the action of a choreography task label.

Table 2. Link templates for REST requests based on [3]

Link template Example

POST /<β(l)> <HTTP Version> POST /CFP HTTP/1.1

PUT /<β(l)>/id/<Past Participle of
α> <HTTP Version>

PUT /paperReview/id/entered HTTP/1.1

GET /<β(l)>/id <HTTP Version> GET /paperReview/id HTTP/1.1

DELETE /<β(l)>/id <HTTP Version>s DELETE /shortPaper/id HTTP/1.1
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4 Evaluation

This section describes our evaluation. First, we explain the architecture of our
prototypical implementation. Then, we present results on the accuracy of the
derivation steps for a set of 172 choreography diagrams form practice.

Fig. 3. REST Annotator software architecture

4.1 Evaluation Setup

For evaluating our approach, we developed a tool, called REST Annotator. The
architecture of the REST Annotator is depicted in Fig. 3 as an FMC diagram
[17]. The REST Annotator takes a set of choreography diagrams as an input and
it outputs a set of REST-enriched choreography diagrams. The tool makes use of
three external components: the Label Annotator by Leopold et al. [6], WordNet
[7], and the distributional similarity component of the DISCO tool [11]. The
main component constituting the tool is composed of three sub-components:
Label Analyzer, REST Verb Identifier and REST URI identifier.

The Label Analyzer is responsible for extracting all the labels from the model
and analysing them with the help of Label Annotator. The latter is used to
notate the action and the business object of a choreography task label. The
Label Analyzer maps the action and the business object for each label to the
REST Verb Identifier and the REST URI Identifier components. The REST
Verb Identifier component requires the action provided by the Label Extractor
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and the synonyms of WordNet resembling the respective REST verb. If no syn-
onym is found, the component requires the semantic similarity score between
the action and the synonym sets of the REST verbs from the Disco Semantic
Similarity component. Once the semantic relation of the action with each of the
REST verbs is identified, the REST verb and its respective score is passed to
the REST URI Identifier component. This component generates as outputs the
set of choreography diagrams enriched with REST annotation.

As evaluation data, we use choreography diagrams from the BPM Acad-
emic Initiative. The initiative offers a rich set of process models from different
domains. Overall, we retrieve 424 BPMN choreography diagrams. Since these
diagrams have not been used for REST purposes, it is necessary to clean the
data. In particular, we apply the following criteria:

1. English-only Diagrams. We include only diagrams with English text labels.
This criteria is necessary because most of the natural language analysis com-
ponents only support English.

2. Non-trivial Diagrams. We select those diagrams that describe a meaningful
interaction between actors. In particular, we exclude diagrams with only one
or two choreography tasks since they do not give sufficient context to judge
their relevance for REST.

3. Syntactically correct Diagrams. Diagrams which have syntax errors with
respect to the BPMN 2.0 choreography diagram specification are excluded.

After the cleaning, we ended up with a set of 172 choreography diagrams
that satisfied all the criteria.

With regard to the evaluation procedure, we chose three human evaluators,
who have extensive knowledge regarding REST APIs. The evaluators had to
perform a three-step evaluation for each choreography task: (a) the REST rel-
evance of a choreography task, (b) the correctness of the REST verb, and (c)
the suitability of the generated REST URI. Their judgment on (a) is based on
the contextual information they can obtain from the choreography diagram con-
taining the task under assessment, e.g., the involved participants, the exchanged
messages, the description of events, the entirety of all choreography tasks. This
evaluation step is necessary because our test data contains task labels that do
not describe an interaction at all. In case (a) holds true, the evaluator further
has to rate if the identified REST verb is correct (b) and if the generated URI
is suitable (c).

4.2 Evaluation Results

This section discusses the results which are summarized in Table 3. The 172 mod-
els contain 1213 choreography task labels in total. From these labels, 698 labels
(57.54 %) actually describe a RESTful interaction and have been considered for
the human assessment. In the following discussion, we only focus on those labels
that are relevant for the REST context and discuss how the verb identification
and the link generation performs in these cases.
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Table 3. Quantitative results of the user evaluation

Total No. of Labels 1213

No. of REST-relevant Labels 698 (57.54 %)

No. of REST-irrelevant Labels 515

Total No. of Correctly Identified REST Verbs 523 (74.93 %)

.. with the Synonym Identification Strategy 265

.. with the Similarity Identification Strategy 258

Total No. of Incorrectly Identified REST Verbs 175 (25.07 %)

.. requiring a human decision among alternatives 55

.. requiring full human correction 120

Total No. of Correct Links 424 (60.74 %)

.. POST Links 56

.. PUT Links 182

.. GET Links 170

.. DELETE Links 16

Total No. of Incorrect Links 274 (39.26 %)

.. POST Links 26

.. PUT Links 76

.. GET Links 143

.. DELETE Links 29

The verb identification strategies have identified the correct REST verb in 523
labels which amounts to almost 75 % of all REST-relevant labels. Among these
labels, we further distinguish between the verbs that have been identified with
the synonym strategy and the similarity strategy. The synonym strategy is capa-
ble to derive the correct REST verb in 265 labels, while the similarity strategy
derives the correct REST verb for 258 choreography labels. The results emphasize
the need for the similarity identification strategy of the REST verb. In total, 175
choreography labels (25.07 %) have been annotated with the wrong REST verb.
We identify two classes of errors that lead to the wrong annotation. The first class
subsumes choreography labels for which the similarity strategy revealed two or
more equal similarity scores. This has been the case for 55 choreography labels.
Here, our approach does not make a decision for one particular alternative, but
it presents all alternatives to the user for selection. The second class covers such
cases in which our approach identified the wrong REST verb. The evaluation has
revealed 120 choreography labels for which our approach did not find the correct
REST verb. These cases have also to be corrected by the user.

The approach to generate RESTful links has created 424 correct and 274
incorrect links. The results for the POST and PUT links are satisfactory because
the amount of correct cases is clearly outnumbering the amount of incorrect one.
For example, 56 POST links have been generated correctly, while 26 links are
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incorrect. In case of the GET links, the ratio of correct and incorrect links is
balanced. However, the evaluation showed that the DELETE links have issues
in terms of correctness. We identified the labeling quality as a main cause for the
incorrect links. For example, we found choreography tasks that have not been
specified correctly by referring to a particular state, e.g. payment confirmed or
invoice sent, or by not recognizing the business object correctly, e.g. payment
report or customer invoice. Nevertheless, we conclude that the link generation
works satisfactory and produces a large number of correct REST links.

We also exemplify the results by applying our approach to the example
brought in Sect. 2. Figure 1 shows the derived RESTful choreography after the
human correction is applied to the generated choreography from our tool. The
REST Annotator generates correct REST URIs for 7 out of 9 REST-relevant
choreography tasks.

4.3 Discussion

Three main observations emerge from the quantitative evaluation results. The first
observation relates to the correct annotation of choreography tasks with REST
URIs. For example, it identifies PUT to be the correct REST verb for the task
accept short paper and generates the URI PUT /shortPaper/id/accepted. How-
ever, we also encounter problems for cases, in which the approach retrieves several
possibilities for REST verbs and fails to make a decision for one particular REST
verb. In consequence, we require human interaction to choose among the possi-
bilities. In the example, the choreography task enter paper review falls into this
group. The approach identifies the REST verbsPUT andGET because the action
to enter is not a member of any REST verb synonym list and the semantic simi-
larity score is equal for both REST verbs. Based on this result, the link generator
component creates two possible links, among which the user has to choose. Nev-
ertheless, the links themselves have been created correctly. The third observation
covers such links that are incorrect and that need to be manually corrected by the
user. As an example, consider the choreography task conference registration, for
which the our approach creates a GET link. However, we would expect a POST
or a PUT request. Incorrect links of this type may have several error sources. On
the one hand, the label annotation component might have misclassified the chore-
ography task and erroneously changed action and business object. On the other
hand, the verb identification component might have caused the error because the
action is either a direct member of the synonym word lists or its similarity score
with the synonym words is highest for one of the other REST verbs. In our exam-
ple, the former applies. The REST verb GET has been identified, since the action
to register is a WordNet synonym of to read and thus a member of the synonym
word set SynGET . Hence, the other alternatives are not considered so far, which
finally requires the user to correct this REST URI.

At last, Fig. 4 depicts a concrete instance of the RMS RESTful interaction.
The part in bold and the order of REST interactions are generated by the REST
Annotator tool and provided to the developer as a skeleton to follow for developing
the RESTful API. In the RSM context, the two rectangles represent respectively
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Fig. 4. A concrete skeleton instance of RMS implementation

the concrete instances of the Create CFP and Paper Submission choreography
tasks from Fig. 1. The dashed arrow expresses that the second instance can only
be executed only after the first one is executed. For a given RESTful choreogra-
phy, a skeleton diagram can be derived for each participant who offer a RESTful
API. Hence, we jump from a global choreography view, to at least one orches-
tration view that focuses only on the REST behavioral interface i.e. the order in
which the REST requests and responses are performed within a single participant
application. The benefit of applying our approach is in that the same URI genera-
tion logic is used across all participants contributing to a better understandability,
maintenance and evolution of REST APIs [18]. The automation of deriving skele-
tons from a RESTful choreography is left as a future work.

5 Related Work

We identify two major groups of research related to our approach. First, our app-
roach is related to model-driven approaches that focus on the process of designing
and engineering REST APIs or RESTful services. Examples include the work from
Valverde and Pastor [19] or Schreier [20], who support this process by providing
metamodels. While the former metamodel focuses on the specification of REST
services and the generation of machine-readable specifications, the latter approach
addresses formal aspects of a REST application, such as application structure and
behavior. Laikorpi et al. [21] consider the design of a RESTful API as a model
transformation problem and describe necessary transformations and intermedi-
ate models for developing RESTful services. Our approach contributes to model-
driven approaches by deriving REST information from choreography diagrams in
a semi-automatic way. In contrast to these approaches, our approach is based on
the BPMN choreography standard, which specifies business interactions from a
global perspective to derive REST skeletons with implementation details.

Second, our approach relates to the idea of bridging the gap between the busi-
ness process model with its underlying orchestration system. With this regard,
Decker et al. [22] propose an extension of BPEL web service composition stan-
dard [23] for closing the gap between composition and choreographies. The aim of
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the BPEL4Chor extension is to orchestrate process choreographies by integrat-
ing existing BPEL service orchestrations. BPEL4Chor is a bottom-up approach
and it is based on web services standards like SOAP and WSDL [24]. Opposite to
that, we take a top-down approach for deriving RESTful interactions. Another
approach establishes the relation between BPMN and REST [4]. The author
suggests that a part of a business process, per se, can be published as a REST
resource. While this approach focuses on the internal behavior of the participant
involved in a RESTful interaction, we focus on the global perspective, which
allows reasoning about the allowed interactions at the implementation level.
Moreover, the added value of this work consists in providing a semi-automatic
methodical approach to derive RESTful choreographies from original business
process choreographies.

6 Conclusions and Future Work

The paper defines a semi-automatic approach for deriving RESTful interactions
from BPMN Choreography Diagram. The proposed approach is based on nat-
ural language analysis techniques to derive the most suitable REST verb for
the interaction and to generate a REST URI for the derived REST verb. Our
approach was evaluated by developing the REST Annotator tool and applying
it to choreography diagrams from different domains. The output of the tool was
assessed by three REST experts. They agreed that the verb identification is
correct in 74.93 % of cases, while the URI is correct in 60.74 % of cases. This
work contributes an additional step towards the research gap between business
process choreographies and their implementation.

Our approach also has limitations in terms of the imprecise nature of natural
language and the capabilities of the employed language processing tools. These
issues mainly lead to wrongly identified REST verbs and incorrectly generated
REST URIs that have to be corrected by users. In future work, we plan to make
use of word sense disambiguation technology and of behavioral aspects of the
choreography diagram. The former explicitly considers the semantics of words
in a given context and improves the quality of the synonyms and the accuracy
of semantic similarity. The latter relates to the sequential order of choreography
tasks and might be helpful to resolve conflicts with several alternatives. For
example, if a POST and a GET request have been identified and the respective
choreography task is at the beginning of the interaction, then it is more likely to
be a POST request. In this way, we aim to improve the accuracy of the proposed
method.
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Abstract. The proper handling of temporal process constraints is cru-
cial in many application domains. A sophisticated support of time-aware
processes, however, is still missing in contemporary information systems.
As a particular challenge, temporal constraints must be also handled for
modularized processes (i.e., processes comprising subprocesses), enabling
the reuse of process knowledge as well as the modular design of complex
processes. This paper focuses on the representation and support of such
time-aware modularized processes.

Keywords: Process-aware information system · Temporal constraints ·
Subprocess · Process modularity · Controllability

1 Introduction

The proper support of temporal process constraints is indispensable in many
application domains. Although it has received increasing attention in the
research community [1,6,8], a sophisticated support of time-aware processes is
still missing in contemporary process-aware information systems (PAIS). It is
further widely acknowledged that the capability to modularly design process
schemata constitutes a fundamental requirement for obtaining comprehensible
and re-usable process schemas [14].

At first glance, temporal process constraints and process modularity seem to
be orthogonal features that may be managed in an independent way. When tak-
ing a closer view on them, however, it turns out that modularity in combination
with the reuse of time-aware processes requires the ability to represent the over-
all temporal behavior of a process. This way, temporal constraints of a process
containing time-aware subprocesses can be evaluated in a true modular way, i.e.,
without replacing the subprocess tasks with their (temporal) components.

To the best of our knowledge, the issue of representing the overall tempo-
ral properties of a process has not been considered in literature so far. This
paper, therefore, focuses on the representation and support of time-aware mod-
ularized processes. In particular, we introduce a sound and complete method
to derive the duration restrictions of a time-aware process in such a way that
c© Springer International Publishing Switzerland 2016
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Fig. 1. Motivating example: The process for managing osteoarthritis.

its temporal properties are completely described. Then, we show how this char-
acterization of a process can be merged with other temporal constraints when
re-using it as a subprocess of a modularized process. In accordance with recent
research contributions, we focus on the dynamic controllability (DC) of time-
aware processes [10]. In general, DC corresponds to the capability of a process
engine to execute a process schema for all allowed durations of all tasks, while
still satisfying all temporal constraints; i.e., DC ensures that it is possible to
execute a process schema without any need to restrict the allowed durations of
a task for satisfying all temporal constraints. In this context, task durations are
called contingent as they are not under the control of the process engine.

As a motivating scenario, consider a high-level specification of an excerpt of a
clinical guideline related to the management of osteoarthritis of the hand, hip and
knee [7]. A possible schema for this process is depicted in Fig. 1. After complet-
ing the initial Patient Evaluation (task T0: PatEv) two parallel branches become
activated. The first one is composed of process Non-Pharmacologic Recommen-
dation (P0: NonPharmR) followed by process Specification of Physical Exercises
(P1: PhysEx). The second one consists of process Pharmacologic Recommenda-
tion (P2: PharmR) followed by a Treatment Explanation to the patient (task
T8: TrExp). As depicted in Fig. 1, P0, P1, and P2 constitute subprocesses from
a process repository which, in turn, are composed of other tasks and are re-
usable in other clinical processes (e.g., related to other pathologies). In detail,
Non-Pharmacologic Recommendation P0 consists of two parallel branches: The
first one evaluates the patient’s ability to perform activities of daily live (task
T1: ADLsEv) followed by the identification of needed assistive devices (task T2:
DevId). The second branch consists of giving instructions to the patient related
to the use of thermal modalities (task T3: ThermMod). In turn, the Specification
of Physical Exercises (i.e., P1) consists of the specification of aquatic exercises
(task T4: AqEx) followed by the specification of land exercises (task T5: LndEx).
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Finally, Pharmacologic Recommendation (i.e., P2) consists of the evaluation of
contraindications (task T6: CntrEval) followed by a drug specification (task T7:
DrgSp).

We enrich these process schemas with temporal constraints that need to be
obeyed to guarantee the successful completion of each step of the therapy. They
allow for the temporal characterization of tasks, edges and gateways, according
to the concepts introduced in [10]. Note that the durations of tasks are not
completely under the control of the process engines as these tasks are carried out
by human users (e.g., doctors, nurses). Therefore, task durations are represented
as guarded ranges. Such a duration range may be partially restricted by the
system during process execution to ensure successful completion of the processes.
For example, task T6 has temporal constraint

[
[1, 2][4, 5]

]
meaning that prior to

the execution of the task its duration may be restricted, but in any case the
minimum required duration must not exceed 2 time units and the maximum
duration cannot be constrained below 4 (e.g., a duration of [3, 5] or [1, 2] would
not be allowed). As another example consider task T7 with temporal constraint[
[1, 1][7, 7]

]
. The latter means that this task may last 1 to 7 time units and

all possible durations shall be allowed during process execution. This ensures
that the user executing the task has enough flexibility to successfully complete
the task. Constraints on gateways and edges are standard temporal constraints,
specifying the possible durations (within a range), which are under the control of
the process engine. The two main research questions addressed in this paper are:

1. How can the overall temporal behavior of a process be represented
(cf. Sect. 3)? Addressing this question is a fundamental prerequisite for being
able to provide some kind of modularity from the temporal perspective as
well. Note that without such characterization, it would be necessary to re-
compute the temporal features of a subprocess each time it is used in a mod-
ularized process. As will be shown, a subprocess can be represented as a kind
of extended guarded range. On one hand the duration of the subprocess can
be controlled to some extent due to the nature of the contained temporal con-
straints; on the other, it cannot be completely controlled since the contingent
durations of the contained tasks must be guaranteed.

2. How to apply such knowledge when using a process as a subprocess inside
a modularized process, in order to avoid having to re-analyze the internal
constraints of the subprocess (cf. Sect. 4)? This will, for example, enable us to
store time-aware processes including their overall temporal properties inside
a process repository and to reuse them in a truly modular fashion.

2 Background and Related Work

In literature, there exists considerable work on managing temporal constraints
for business processes [1,3,8]. These approaches focus on issues like the model-
ing and verification of time-aware processes. In [5], an extended version of the
Critical Path Method known from project planning is used. Simple Temporal Net-
works with Uncertainty (STNU) [13] are used as basic formalism in [3], whereas
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authors in [2,8] use Conditional Simple Temporal Networks with Uncertainty for
checking the DC of process schemas. This paper relies on Simple Temporal Net-
work with Partially Shrinkable Uncertainty (STNPSU), an extension of STNU
where contingent links are extended for a more flexible management of temporal
constraints [10].

An STNPSU [10] is a directed weighted graph (cf. Fig. 2) where nodes rep-
resent time-point variables (timepoints), usually corresponding to the start or
end of activities, and edges , called requirement links, represent a lower
and an upper bound constraint on the distance between the two timepoints it
connects; e.g., represents the constraint that timepoint B has to occur
between x and y time units after the occurrence of A (i.e., x ≤ B −A ≤ y).
In an STNPSU, it is possible to characterize certain timepoints as contingent
timepoints, meaning that their value cannot be decided by the system executing
the STNPSU, but is decided by the environment at run time. Each contingent
timepoint has one incoming edge, called guarded link, drawn with a double line,
e.g., . A guarded link consists of a pseudo-contingent
duration range [x, y] augmented with two guards, the lower guard x′ and the
upper guard y′ [10]. A is called the activation timepoint. Before executing a
guarded link, its duration range [x, y] can be modified. However, any modifi-
cation must be done in a way respecting the corresponding guards, i.e., x ≤ x′

and y≥y′. When activating a guarded link (i.e., when executing
timepoint A), the current value [x∗, y∗] of the duration range becomes a fully
contingent range, which is then made available to the environment for execut-
ing timepoint C. That is, once A is executed, C is guaranteed to be executed
such that C − A ∈ [x∗, y∗] holds. However, the particular time at which C is
executed is uncontrollable since it is decided by the environment; i.e., it can be
only observed when it happens.

More formally, an STNPSU is a triple (T , C,G), where T is a set of timepoints,
C is a set of requirement links , and G is a set of guarded links each hav-
ing the form with A and C being timepoints and 0 < x ≤ y < ∞,
x ≤ x′, and 0 < y′ ≤ y. It is noteworthy that guarded links may be used to
represent two different types of constraints: If x′ < y′ holds, a guarded link rep-
resents a temporal constraint with a partially contingent range. Particularly, the
guarded link represents a constraint with a contingent (i.e., unshrinkable) core
[x′, y′] ⊆ [x, y]. In turn, if x′ ≥ y′ holds, a guarded link represents a temporal
constraint with a partially shrinkable range with a guarded core [y′, x′].

Furthermore, each STNPSU is associated with a distance graph D = (T , E),
derived from the upper and lower bound constraints [10,13]. In the distance
graph, each link between a pair of timepoints A and B is represented as two
ordinary edges in E : , representing the constraint B ≤ A+y, and ,
for the constraint B ≥ A+x, x, y ∈ R. Moreover, for each guarded link between
a pair of timepoints A and C, E contains two other labeled edges, called lower
and upper case labeled values. A lower case labeled value, , represents
the fact that C cannot be forced to be executed at a time greater than x′ after
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Algorithm 1. STNPSU-DC-Check(G)
Input: G = (T , C,G): STNPSU graph instance to analyze.
Output: the dynamic controllability of G.

1 D:= distance graph of G;
2 for 1 to CutOffBound do // CutOffBound=O(|T |)
3 D′:= D without lower case labels and with upper ones as normal labels ;
4 if (D′ has a negative cycle) then return false;
5 Generate new edges in D using edge-generation rules
6 if (no edges generated) then return true;

7 return false;

A, i.e., it is not possible to add a constraint to the network. In
turn, an upper case labeled value, , represents the fact that C cannot
be forced to be executed at a time less than y′ after A, i.e., it is not possible to
add a constraint to the network.

These two kinds of labels are fundamental for determining the dynamic con-
trollability of the network as explained in the following. Note that these two
representations of an STNPSU can be used interchangeably.

An STNPSU is denoted as dynamically controllable (DC), if there exists a
strategy for executing its timepoints in such a way that: (i) all constraints in the
network can be satisfied, no matter how the execution of any guarded link turns
out, and (ii) for any other guarded link the lower bound x never
must be increased beyond its lower guard x′ and the upper bound y never must
be decreased below its upper guard y′ [10]. Note that in [10], we showed that it
is possible to adapt Morris et al.’s edge-generation rules and algorithm MM5 for
STNU [13] to check the DC of a STNPSU in polynomial time. Due to lack of
space, we do not report the adapted edge-generation rules (cf. [10] for details),
but only the new version of the algorithm (cf. Algorithm1).

For each process exhibiting temporal constraints, a time-aware process
schema needs to be defined [8]. In the context of this work, a process schema cor-
responds to a directed graph that comprises a set of nodes—representing tasks
and gateways (e.g., AND-Split/Join)—as well as a set of control edges linking
these nodes and specifying precedence relations between them. Each process
schema contains a unique start and end node, and may be composed of control
flow patterns like sequence, parallel split, and synchronization. Moreover, [12]
elaborated the need for a proper run-time support of time-aware processes. In
this work, we focus on the most fundamental category of time patterns, i.e.,
durations and time lags.

3 Characterization of Time-Aware Processes

This section shows how to determine a proper representation for the duration of
a process. For this purpose, we consider a process schema P with a single start
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Table 1. STNPSU transformation rules.

and a single end node. Note that in this paper we do not consider the choices
pattern, but we are currently extending STNPSU to support choices as well.
Moreover, preliminary analysis shows that the results presented in this paper
will be applicable to this extended kind of STNPSU. First, we show how to
verify the dynamic controllability (DC) of process schema P and, if P is DC,
how to derive its minimal constraints. This can be done by transforming P into
an STNPSU S using the transformation rules depicted in Table 1. The resulting
STNPSU is characterized by having a single initial timepoint that occurs before
any other one—called Z—and a single ending timepoint—called E—that occurs
after any other timepoint. This STNPSU is then checked for DC by applying
the standard algorithm for DC checking [10]. In particular, using a constructive
proof analogous to the one presented in [8], one can easily show that the process
will be DC if and only if the corresponding STNPSU is DC.

Note that the DC checking algorithm also derives the minimum and maxi-
mum duration between timepoints Z and E, i.e., the minimum and maximum
durations of the process. However, these bounds are not sufficient for character-
izing the temporal behavior of the process as they do not represent its possible
non-restrictable duration ranges. As an example consider the STNPSU depicted
in Fig. 2c, which corresponds to process P2 of Fig. 1. One can easily show that
the duration range between Z and E corresponds to [5, 19]. However, this range
cannot be reduced to [5, 10], for example, since the internal task T7 has a con-
tingent duration of 1 to 7, which cannot be controlled (i.e., restricted) by the
process engine. In particular, if T7 lasts exactly 7, process P2 lasts at least 11
time units. On the other hand, representing a subprocess by considering the
duration range between Z and E to be a contingent one would make the overall
process over-constrained, and thus limit the overall temporal flexibility of the
modularized process.
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Fig. 2. STNPSUs corresponding to subprocesses P0, P1 and P2 depicted in Fig. 1.

We, therefore, suggest representing the duration of a process by a guarded
range with proper guards in order to prevent unacceptable restrictions of the
duration range of the process. In the following, we propose a method to deter-
mine the lower and upper guard of such guarded range based on the STNPSU
representation of the process schema. In this context, the upper guard for the
duration range of a process P represents the lowest value the maximum duration
of the process may be decreased to. In other words, considering the correspond-
ing STNPSU S of P , the upper guard corresponds to the lowest value the upper
bound of the requirement link, which is derived between Z and E by the DC
checking algorithm, may be decreased to. It can be determined considering the
maximum guards of any guarded link and the lower bounds of any requirement
link in S as outlined in Example 1.

Example 1 (Upper Guard). Consider the STNPSU depicted in Fig. 2c. While the
upper bounds of the internal requirement links may be restricted to their lower
bounds (i.e., 1) by the process engine, the upper bounds of the two guarded
links cannot be restricted below their upper guards (i.e., 4 and 7, respectively).
Therefore, the value we obtain when summing the lower bound values of the
requirement links and the upper guards of the guarded links, i.e., 1+4+1+7+1 =
14, represents the minimal value the upper bound of the link between Z and E
may be restricted to.

In turn, the lower guard for the duration range of a process P represents
the greatest value the minimum duration of the process may be increased to. In
the STNPSU S, therefore, the lower guard corresponds to the greatest value the
lower bound of the requirement link between Z and E may be increased to.

If there are several paths leading from Z to E, it is necessary to consider the
maximum/minimum such value considering all paths. Therefore, Definitions 1
and 2 specify the concept of lower/upper guard for any timepoint of an STNPSU.

Definition 1 (Upper Guard). Given a dynamically controllable STNPSU S
with distance graph D = (T , E) and a timepoint C. Then: The minimum value
that may be set for the upper bound v of a requirement link is called
the upper guard of C:
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Definition 2 (Lower Guard). Given a dynamically controllable STNPSU S
with distance graph D = (T , E) and a timepoint C. Then: The maximum value
that may be set for the lower bound u of a requirement link is called the
lower guard of C:

Definitions 1 and 2 allow determining to which extent the upper/lower bound
of the derived requirement link between Z and a timepoint C in an STNPSU S
may be reduced/increased, without affecting the DC of S (cf. Lemmas 1 and 2).

Lemma 1 (Upper Guard). Let S be a dynamically controllable STNPSU, Z
be the initial timepoint and C be a timepoint in S. Then: The upper bound v of the
distance between Z and C may be reduced to at most upperGuardS(C),
preserving the DC of S.

Lemma 2 (Lower Guard). Let S be a dynamically controllable STNPSU, Z
be the initial timepoint and C be a timepoint in S. Then: The lower bound u of
distance between Z and C may be increased to at most lowerGuardS(S),
preserving the DC of S.

Sketch of Proof (see a technical report [9] for the full proof). By considering the
AllMax-Projection D′ used by Algorithm 1, one can show that if y is restricted
beyond its guard upperGuardS(C), S can no longer be DC. On the other hand,
assuming that y is restricted to upperGuardS(C) and the network is not DC,
one can show that in this case the value of upperGuardS(C) must have been
greater than assumed, which contradicts the assumption. The proof of Lemma2
is analogous considering the AllMin-Projection. The AllMin-Projection is similar
to the AllMax-Projection D′, but considers only ordinary and lower-case edges. ��

Using Definitions 1 and 2, it now becomes possible to determine to which
extent the lower/upper bound of the duration range of a process can be
restricted, while preserving its DC as illustrated by Example 2.

Example 2. The minimum and maximum durations of the processes depicted in
Fig. 1 are determined by the DC checking algorithm as P0: [11, 20], P1: [5, 19],
and P2: [5, 19]. Using Definitions 1 and 2, it now becomes possible to determine
to which extent these duration ranges may be restricted: the minimum duration
of P0 may be restricted to lowerGuardP0(E) = 15 at most, while its maximum
duration may be restricted to upperGuardP0

(E) = 15; the duration of P1 may be
restricted to lowerGuardP1(E) = 13 and upperGuardP1

(E) = 11, respectively;
and the duration of P2 to lowerGuardP2(E) = 10 and upperGuardP2

(E) = 14.
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Based on the definitions of lowerGuard and upperGuard, one can easily ver-
ify that their value is always non-negative. Moreover, it is easy to verify that
the upperGuard(C) value is given by value u of edge in the AllMax-
Projection graph of the network, while lowerGuard(C) value is given by value
v of edge in the AllMin-Projection graph. Using standard STN algo-
rithms [4], therefore, the computational cost of determining lowerGuard(C) and
upperGuard(C) is at most O(n3), with n being the number of timepoints in the
considered STNPSU.

Given a range [u, v] that represents the overall duration of a DC process, Def-
initions 1 and 2 assure that it is always possible to reduce one of the two bounds
of the respective duration range to the corresponding guard (i.e., upperGuard(E)
or lowerGuard(E)) without affecting the DC of the process. However, it is not
possible to restrict both bounds simultaneously since the restriction of one bound
may change the guard of the other bound as shown by Example 3.

Example 3. Let us consider the STNPSU from Fig. 2c that corresponds to
subprocess P2. One can easily determine that lowerGuardP2(E) = 10 and
upperGuardP2

(E) = 14 hold. Moreover, the duration range of the process is
[5, 19] as determined by the DC checking algorithm. Considering Lemmas 1
and 2, it then can be easily shown that the minimum duration of the process may
be increased to 10 or its maximum duration may be restricted to 14. However,
for process P2 it is not possible to increase the minimum duration to 10, while
at the same time restricting the maximum duration to 14. In particular, if the
minimum duration is increased to 10, due to the partially contingent guarded link
between timepoints T7S and T7E (representing task T7), the maximum duration
must not be decreased below 16 to further guarantee the DC of the process. On
the other hand, the maximum duration may be decreased to 14, but then the
minimum duration must not be increased beyond 8. In detail, a span of at least
6 must be ensured for the final duration range of the process.

To fully represent the overall temporal properties of a process we suggest consid-
ering an additional value that represents the minimal span to be guaranteed for
the duration range. We denote this value as the contingency span of the process.
It can be defined using the link contingency span and path contingency span of
the corresponding STNPSU.

Definition 3 (Link Contingency Span). A positive link contingency span Δ
corresponds to the span that needs to be guaranteed for a link in order to ensure
the DC of an STNPSU. In turn, a negative link contingency span corresponds to
the maximum span provided by a link that can be used to reduce the contingency
span of previous guarded link.

(a) For a guarded link , the link contingency span ΔAB is defined
as ΔAB = b′ − a′.

(b) For a requirement link , the link contingency span ΔAB is defined
as ΔAB = a − b.
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Next, we need to find a way to determine the contingency span of a path based
on the link contingency span of its links. First, let us consider a guarded link

followed by a requirement link . In this case, the contingency
span required by the guarded link can be partially or fully compensated by the
subsequent requirement link, as the duration of the latter can be decided based
on the actual duration of the former. Thus, the contingency of the path from A
to C is given by ΔAB+ΔBC . In turn, for a requirement link followed by
a guarded link we must differentiate two subcases: If the guarded
link is partially contingent (i.e., c′ < d′) the previous requirement link cannot be
used to compensate its contingency span as the duration of the requirement link
must be decided before executing the guarded link. Therefore, the contingency
span of the path from A to C is given by ΔBC . However, if the guarded link is
partially shrinkable (i.e., d′ ≤ c′), its link contingency ΔBC is negative. In this
case, the contingency span of the path from A to C is again given by ΔAB+ΔBC

as both links could be used to reduce the contingency of a previous guarded link.
Finally, the combination of two requirement links (guarded links) is similar to
the above cases. When considering a path that consists of more than two links,
the link contingency spans need to be combined in an incremental way starting
from the inital timepoint Z. When considering two or more parallel paths, in
turn, it becomes necessary to consider the most demanding case, i.e., the path
with the largest contingency span. This leads to the following recursive approach
for calculating the contingency span of a path.

Definition 4 (Path Contingency Span). Let S be a dynamically controllable
STNPSU and Z be its initial timepoint. By definition the path contingency span
of Z is contS(Z) = 0. Then: The path contingency span contS(C) of any other
timepoint C is given by

contS(C) = max
{

0,max
B∈T

{contS(B) + ΔBC}
}

It is noteworthy that the path contingency span of any timepoint is always
greater or equal to zero, i.e., contS(C) ≥ 0. Moreover, the problem of determining
the value of contS(C) can be reduced to the problem of finding the minimal
distance between Z and C in a weighted graph considering the negative link
contingency spans as edge values [9]. Using the Bellman–Ford algorithm, the
computational cost of determining contS(C) is at most O(n3), with n being the
number of timepoints in the STNPSU.

Example 4. Regarding the STNPSUs from Fig. 2, the path contingency span of
timepoints E are as follows: contP0(E) = 2, contP1(E) = 2, and contP2(E) = 6.

Based on Definition 4, it becomes possible to describe the admissible duration
ranges between two timepoints in an STNPSU.

Lemma 3. Let S be a dynamically controllable STNPSU, Z be its initial time-
point, and C be any other timepoint. Then: In order to preserve the DC of S, any
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restriction (u ≤ u∗ ≤ lowerGuardS(C), upperGuardS(C) ≤ v∗ ≤ v) of
the distance between Z and C must be done in such a way that v∗−u∗ ≥ contS(C)
holds.

Sketch of Proof (see [9] for the full proof). By induction it can be shown that
when restricting [u, v] to [u∗, v∗] (with v∗−u∗ < contS(C)), S is no longer DC. ��

From the previous observations, we can derive important relationships
between lowerGuard(C), upperGuard(C) and cont(C) values:

Lemma 4. Let S be a dynamically controllable STNPSU, Z be its initial time-
point and C be any other timepoint. If T is the network derived from S by
restricting upper bound v of the distance between Z and C to v∗, with
upperGuardS(C) ≤ v∗ ≤ v, in T it holds

lowerGuardT (C) = min {lowerGuardS(C); v∗ − contS(C)}
Lemma 5. Let S be a dynamically controllable STNPSU, Z be its initial time-
point and C be any other timepoint. If T is the network derived from S by
restricting the lower bound u of the distance between Z and C to u∗,
with u ≤ u∗ ≤ lowerGuardS(C), in T it holds

upperGuardT (C) = max {upperGuardS(C);u∗ + contS(C)}
Sketch of Proof (see [9] for the full proof). The proofs of Lemmas 4 and 5
are similar. In particular, assuming that u/v is restricted to lowerGuardT (C)/
upperGuardT (C) and the resulting network is not DC, one can show that in this
case contS(C) < 0 holds.

The previous results give rise to the following theorem that enables a com-
plete description of the overall temporal properties of a process.

Theorem 1 (Overall Temporal Properties of a Process). Considering a
process P and the corresponding STNPSU S, let Z and E be the single start
and single end timepoints of S. Then: The overall temporal properties of P can
be described by a guarded range with contingency

[
[x, x′][y′, y]

]	c, where

– x and y are the bounds of the requirement link between initial time-
point Z and ending timepoint E in S, as derived by the DC checking algorithm,

– x′ = lowerGuardS(E) and y′ = upperGuardS(E), and
– c = contS(E).

Proof. Definitions 1 and 2 show how to use the values of lowerGuardS(E) = x′

and upperGuardS(E) = y′ to specify the possible restrictions regarding the lower
and upper bounds of the duration range [x, y] of a process (i.e., its minimum
and maximum duration). This way, we can fully represent the possible duration
ranges of the process as a guarded range

[
[x, x′][y′, y]

]
. Moreover, Lemmas 3–5

show how to use the path contingency span contS(E) = c in order to ensure
that any possible restriction of the duration range

[
[x, x′][y′, y]

]	c of the process
preserves its DC. ��
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Based on Theorem 1, it becomes possible to represent the overall temporal
properties of a process using a single guarded range with contingency, as illus-
trated by Example 5.

Example 5. First, consider process P1 as depicted in Fig. 1 together with the
corresponding STNPSU shown in Fig. 2. The overall temporal properties of this
process may be described by guarded range with contingency

[
[5, 13][11, 19]

]	2.
Since the contingency span of this process corresponds to 2, it is possible to
restrict the overall duration range of the process to [13, 15] or [9, 11], while
still preserving its DC. In turn, the overall temporal properties of process
P2 (cf. Figs. 1 and 2) can be described by a guarded range with contingency[
[5, 10][14, 19]

]	6. For example, the duration range of the process, therefore, can
be restricted to [6, 14], [10, 17], or [8, 14]. However, due to the required contin-
gency span of 6, for example, it must not be restricted to [10, 14], or [10, 15].

Such kind of compact representation of the overall temporal properties of
a process schema is crucial for being able to reuse it as part of a modularized
process. In particular, when adding a subprocess task to a process schema, a
duration range must be specified. Based on the guarded range with contingency
determined for the subprocess it is now possible to determine a proper duration
range for it when it is insert in the main process. This duration range ensures
that, without having to reanalyze the subprocess schema, any restriction of the
duration of the subprocess task in the main process will be made in such a way
that the subprocess remains dynamically controllable.

4 DC-Checking of Modularized Time-Aware Processes

As shown in the previous section, for each time-aware process, it is possible to
derive a guarded range with contingency that fully describes the overall temporal
properties of the process. In this section we show how this knowledge may be
utilized for enabling a sophisticated support of modularized time-aware processes
in a PAIS.

In a PAIS, the available process schemas are generally stored in a cen-
tral process model repository. Based on the results presented in Sect. 3, it now
becomes possible to enhance the information about the process schemas in such a
repository with the overall temporal properties of the process schema represented
as a guarded range with contingency. Such information can then be utilized when
re-using a process schema as part of a modularized time-aware process. In par-
ticular, during design time a process designer may select a process schema from
the repository to be used as a subprocess task. Similar to an atomic task, the
designer then has to configure the subprocess task within the process schema;
i.e., he must specify the duration range of the particular subprocess task. In
order to ensure the executability of the modularized process the designer must
guarantee that the duration range set for the subprocess task is compliant with
the overall temporal properties of the (sub-)process schema. In this context, the
repository information about the overall temporal properties of the (sub-)process
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schema may be used to support the process designer in choosing a proper dura-
tion range for the respective subprocess task. In other words, the designer must
select a guarded range as duration range of the subprocess task, which satisfies
the guards as well as the contingency of the guarded range with contingency rep-
resenting the overall temporal properties of the (sub-)process schema as stored
in the repository.

In general, the duration range
[
[x, x′][y′, y]

]
of a subprocess task needs to be

selected with respect to the overall temporal properties of the respective (sub-)
process schema

[
[u, u′][v′, v]

]	 c such that u ≤ x ≤ x′ ≤ u′ and v ≥ y ≥ y′ ≥ v′

hold. Moreover, if c > 0 holds, y′ − x′ ≥ c must hold as well. When observing
these constraints, it is guaranteed that, during the execution of a subprocess task
of a modularized process, the respective subprocess instance may be completed
without violating any of its temporal constraints (i.e., the subprocess is DC).

Example 6. Figure 3 depicts the modularized process from Fig. 1 where proper
duration ranges have been selected for the three subprocess tasks P0, P1 and P2,
which are related to (sub-)process schemas NonPharmR, PhysEx and PharmR.
For example, for subprocess task P0, duration range

[
[10, 14][16, 20]

]
is used.

This range has the same outer bounds as the overall temporal properties of the
respective process schema, i.e.,

[
[10, 15][15, 20]

]	2. Moreover, the lower and upper
guard of the duration range ensure that the guards as well as contingency value
determined for the process schema are observed. In turn, for subprocess task P1

the designer decides to further restrict the upper bound of the duration range
to 9 (thus also decreasing the lower guard to 9). Note that this still guarantees
the DC of subprocess schema PhysEx as it complies with the respective guards
and contingency. Finally, for subprocess P2, the designer increased the lower
bound to 8 and the upper guard to 17, thus providing a possible contingency of
7 instead of the required contingency of 6.

Fig. 3. Modularized process.

After completing the design of the modularized process schema, the dynamic
controllability of the parent process schema itself needs to be verified. Then, the
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overall temporal properties of the modularized process schema may be deter-
mined based of the approach presented in Sect. 3.

Finally, the modularized process itself may be added to the process reposi-
tory. It may then be reused as a subprocess in the context of another modular-
ized process. This enables the definition of hierarchically structured modularized
time-aware process schemas comprising multiple levels.

5 Proof of Concept

The presented approach was implemented as a proof-of-concept prototype in the
ATAPIS Toolset [11]. This prototype enables users to create time-aware process
schemas and to automatically transform them to a corresponding STNPSU. The
STNPSU can then be checked for dynamic controllability. Moreover, the overall
temporal properties of the process can be determined.

The screenshot from Fig. 4 shows the ATAPIS Toolset1: at the top, the
process schema from Fig. 1b is shown. At the bottom, the automatically gen-
erated STNPSU and its minimal network are depicted. Finally, the dialog in the
middle shows the overall temporal properties of the process schema which have
been determined based on the STNPSU.

Fig. 4. Determining Process Overall Temporal Properties in ATAPIS Toolset.

Moreover, using the ATAPIS prototype it becomes possible to create mod-
ularized time-aware processes and to assign a proper duration range to each
subprocess task based on the overall temporal properties of the respective (sub-)
process schema. The resulting modularized time-aware process schema can then
1 A screencast demonstrating the toolset is available at http://dbis.info/atapis.

http://dbis.info/atapis
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be checked for dynamic controllability and its overall temporal properties be
determined. It is then possible to reuse this modularized time-aware process
schema for a subprocess task in another modularized process.

First simulations based on the ATAPIS prototype show a significantly
improved performance of our modularization-based approach compared to the
“classical approach” where each subprocess task has to be replaced by it respec-
tive (temporal) components. Overall, the prototype demonstrates the applica-
bility of our approach.

6 Conclusions

Time and modular design constitute two fundamental aspects for properly sup-
porting business processes by PAIS. So far, these aspects have only been con-
sidered in isolation, although the overall temporal behaviour of a (sub-)process
significantly differs from the one of simple tasks. This paper closes this gap by
considering modularization and time-awareness of processes in conjunction with
each other. In particular, we propose a novel approach for determining and rep-
resenting the overall temporal behavior of a process, called guarded range with
contingency. Using this representation, we can specify the possible durations of
a (sub-)process as well as any permissible restriction that may be applied to
it, while still ensuring the executability of the process. Moreover, we show how
this may be used in the context of process repositories and multilayered process
hierarchies.

We are currently extending STNPSU to consider conditional aspects as well.
In future work, we want to study the integration of (modularized) time-aware
processes in PAISs, specifically focusing on aspects like scalability and usability.
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Abstract. The field of business process modeling has been beset by
inter-model consistency problems which are mainly due to the existence of
multiple variants of the same business process, for instance when models have
been produced by different actors, or through the time by a same (or different)
actor(s), as well as the possibility of its modeling from discrete and comple-
mentary perspectives (using different lenses). The aim of our research is man-
ifold. First we aim to develop a framework (i) enabling situating new research
activities as well as the existing approaches and (ii) targeting to master the
inter-model consistency issue. Second, this framework shall offer the capability
of handling business process models coherence issue (i) having in mind various
modeling goals and targets/products and (ii) having in hand a wide range of
problem statements and project situations requiring the use of a large catalogue
of business process meta-models. Third, we have the ambition of determining
gaps in current research with the aim of suggesting areas for further investi-
gations in the area of inter-models consistency. In order to do so, this paper
presents a systematic literature review (SLR) of consistency among business
process models, where a total of 982 published papers extracted from the most
relevant scientific sources, were considered, of which 41 papers, were ultimately
included.

Keywords: Business process models � Modeling perspectives � Inter-model
consistency � Systematic literature review

1 Introduction

Business process modeling is chiefly a convergence of two connected modeling dis-
ciplines: process modeling [1–3], which aims at providing “an abstract representation
of a process architecture, design or definition” [4] and enterprise modeling, which seeks
to provide a full and holistic understanding of the enterprise [5, 70]. Reasons for this
convergence might be (i) the key role played by business process (BP) models in both
enterprise information systems development [6], and organizational management [7, 8],
(ii) the similarity between these disciplines in that both may focus on business pro-
cesses as subject of investigation by capturing the relevant ones [5], and (iii) both have
been beset by inter-model consistency problems.

In the field of process modeling, these problems are mainly due to (a) the existence
of multiple models or views, which take part in the information systems engineering
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[69] and (b) the existence of many variants of BP models, which capture the occur-
rences of the same BP. The inconsistencies caused by (a) are the root causes of many
errors in the resulting software applications [9], while those caused by (b) constitute a
serious obstacle “to dynamically switch process execution from one variant to another
if required” [10]. The importance of the first family (a) of inter-model consistency
problems is reported in a systematic review of UML model consistency management
[11], and a survey on inconsistency management in software engineering [12]. The
necessity of dealing with the second family (b) of consistency problems is proved by a
large amount of work within this scope.

Similarly, in the field of enterprise modeling, consistency problems are of a great
interest to both practitioners and researchers. This interest has emerged from the advent
of multi-perspective or multi-view modeling methods where a complex system (e.g.,
the enterprise architecture, a BP) is captured from different perspectives (views) in
order to master its complexity.

Although a SLR [11] and a survey [12] on the inconsistency management of
software process models were already carried out and even though software processes
are considered as business processes [13, 14], the existing work is mostly related to a
particular kind of modeling approaches [15] (mainly object-oriented approaches). This
is not the case in BP modeling for which none of the modeling notations is predom-
inant [16] until 2006. This broader extent of the notion of inter-model consistency
requires the capability of positioning the great amount of research works in this scope
with respect to a reference framework that facilitates identifying the emerging/
unresolved problems in the area of inter-model consistency in BP modeling.

Carrying out a Systematic Literature Review (SLR) in this area seems to be
appropriate to set up such a framework. In fact a SLR is defined as a means of
identifying, evaluating and interpreting all available research relevant to a particular
research question or topic area with the aim, amongst others, of providing a framework
(background in order to properly position new research activities [17]).

In this paper, we undertake the first SLR for inter-model consistency in the field of
BP modeling. We aim at providing a generic framework enabling positioning existing
approaches and determining gaps in the current research. The remainder of the paper is
structured as follows. Section 2 outlines the key terms and concepts with regard to the
topic of inter-model consistency. We describe our methodology in Sect. 3 and present
the results and answer our research questions in Sect. 4. We present the framework in
Sect. 5. Section 6 concludes the paper.

2 Inter Model Consistency: Key Terms and Concepts

Consistency issues have been raised in various domains such as databases, information
systems development, enterprise modeling and software engineering. Thereby, mani-
fold are the approaches proposing definitions for concepts in this area. Hence, in order
to establish a common understanding of the terminology used in this paper, we start by
defining key concepts on which this SLR is grounded.
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– Diagram: a graphical representation of real world using a particular modeling
language.

– Perspective: refers to the notion of view defined as a representation of a system (e.g.
a BP) from the angle of a related set of concerns or aspects [18]. For instance
informational, functional, behavioral, organizational, operational and intentional in
[71].

– Consistency among models: refers to the fact that the information covered in each
model should not contradict each other [19]. For instance, if the concept actor
appears in more than one model, its instances in all corresponding models have to
be syntactically and semantically equivalent.

– Multi-perspective modeling: refers to the notion of multi-view modeling defined as
the construction of distinct and separate models of the same system in order to
model different aspects of it [20]. For instance, in the domain of business processes,
multi-perspective modeling allows us to depict the same BP using distinct and
complementary representations adopting distinct modeling languages.

– Projective multi-perspective modeling (commonly referred to as projective
multi-view modeling): one comprehensive overarching meta-model is given. All
perspectives captured by all concerned modeling languages are defined as projec-
tions onto this central meta-model [21]. One example of this approach is the UML,
which has, in its current version the Meta Object Facility (MOF) as a common
meta-model. All UML diagram types (e.g. activity diagrams, sequence diagrams)
are specified by projections onto that MOF meta-model.

– Selective multi-perspective modeling (commonly referred to as selective multi-view
modeling): no central meta-model is given. Each perspective is captured by a
distinct meta-model and the overall system is obtained as synthesis of the infor-
mation carried out by the different meta-models [21]. Hence, if one concept (e.g.
activity) is used in multiple perspectives, the dependencies between them need to be
specified manually.

– Horizontal consistency: refers to the consistency between models at the same phase
or abstraction level [22]. For instance, the consistency between two BPMN models
produced during the analysis phase.

– Vertical consistency: refers to the consistency between models at different devel-
opment phases or abstraction levels [22]. For example, the consistency between a
BPMN analysis model and the associated BPMN implementation model.

– Syntactic consistency: refers to ensure that a model conforms to its abstract syntax
specified by its meta-model [23]. For instance, the roles in the actor-role model
should appear in the corresponding role-activity model.

– Semantic consistency: refers to the fact that models behavior should be semantically
compatible [23]. For example, actors in the actor-role model have to be defined as
business objects in the corresponding business objects model.

A Systematic Literature Review 177



3 Method Applied for the SLR

In order to conduct this study as a SLR, we have relied on the review protocol used in
[24], since it was based on the original guidelines as proposed by Kitchenham [25].
Two key concepts are mainly associated with the notion of SLR namely (i) the primary
study which refers to an empirical study investigating a specific research question and
(ii) the secondary study referring to the study that reviews all the primary studies
relating to a specific research issue with the aim of integrating/synthetizing evidence
related to that issue [25]. The present study is then categorized as a secondary study and
involves the steps cited below.

3.1 Research Questions and Search Process

This SLR raises the research questions listed below resulting from our understanding of
the key points after the study of the literature.

RQ1. What can be a source of inconsistency among BP models?
RQ2/RQ3. What type(s) of diagram(s) are being tackled? (i) activity-driven diagrams

describing a BP as a sequence of activities, (ii) role-driven ones specifying
the roles and the organization related issues involved in the BP and/or
(iii) product-driven ones that represent a BP through its products/results (or
resources) and their evolution. And how many diagrams have been used?

RQ4/RQ5. On which type of inter-model consistency problem focuses the study?
Horizontal or vertical and what is the nature of the targeted consistency?
Syntactic, semantic or both.

RQ6. What is the main methodological activity [11] on which the consistency
management process relies?

RQ7/RQ8. What is the scope of business process models under study? Intra-enterprise
or inter-enterprise models and what kinds of multi-perspective modeling
are being addressed? Selective or projective multi-perspective modeling.

To perform the manual search process for primary studies, we based on a set of sources
that were recommended in [26] as relevant within the research community and that
were appropriate for the present study. These sources along with the search fields are
presented in Table 1. In the aforementioned sources, we tested with different search
string criteria. That which ultimately allowed obtaining the highest number of relevant
results was:

(“business process model” AND (“consistency” OR “inconsistency”))

In the search process, we also took into account the synonyms and terms related to
each of the three concepts, as shown in Table 2.
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3.2 Inclusion/Exclusion Criteria and Quality Assessment

In this study, peer reviewed papers with the following concerns were included:

• Papers proposing approaches that favor or evaluate consistency between BP
models; each included paper raise one of the following questions: how to check
consistency between BP models or how to maintain consistency between BP
models.

• Papers where the proposed approach was based on the comparison of two or more
BP models depicting the same BP, since such comparison is the cornerstone of each
inconsistency management activity. For instance, papers dealing with the verifica-
tion of similarity between BP models are included.

• Papers dealing with the issue of consistency in the context of multi-perspective
modeling with a particular focus on the consistency among BP models or with a
wider focus towards enterprise modeling.

Articles with the following concerns were excluded:

• Papers focusing on the issue of compliance defined as “a relationship between two
sets of specifications: the specifications for executing a BP and the specifications
regulating a business” [27]. Thus only papers where the models in question depict
the same BP as subject of modeling have been considered.

• Papers dealing with the topic of inter-model consistency, where the subject under
study is the software process. This means that our study is not concerned with the
inter-model consistency in the field of software engineering.

We also excluded books, doctoral dissertations and non-English papers focusing on
the topic of inter-model consistency.

Table 1. Selected sources along with research fields

Source Search field

Google Scholar Title, abstract and full text
ACM Digital Library Title, abstract and full text
Science Direct Title, abstract and full text
SCOPUS Database Title, abstract and keywords
IEEE Computer Society Title, abstract and full text

Table 2. Other synonyms and terms used in the search process

Concept Synonym and/or related term

Business process
model

Process model; process variant; enterprise modeling or enterprise
modeling; multi-perspective modeling or multi-perspective modeling;
multi-view modeling or multi-view modeling

Inconsistency Inconsistencies: incoherence: incohesion
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The activity of assessing the “quality” of primary studies is generally viewed as
important mainly in guiding the interpretation of findings and determining the strength
of inferences as well as in guiding recommendations for further research [25]. The main
criteria on which we based the quality assessment of the primary study were (QA1) “is
the inter-model consistency the main purpose of the paper in such a way that the issue
is studied in a thorough manner, contextualized and validated?”, and (QA2) “is the
proposed approach generalizable and to which extent is it applicable in another con-
text?” The questions were scored as follows:

QA1. Y (yes), the inter-model consistency problem was contextualized, a well-defined
approach was proposed in order to solve it, and a validation of the approach was
provided and supported with a tool; P (Partly), the problem was contextualized, a
well-defined approach was proposed, a first manual validation was given, but no
support tool was offered; N (No), the approach was defined in a general and a
succinct way and no validation was given.

QA2. Y (yes), the proposed solution is likely to be applicable outside of the primary
study; P (Partly), the proposed solution needs to be slightly altered to meet other
requirement outside of the study; N (No), the proposed solution is not likely to
be applicable outside of the study (i.e. it is limited to a narrow context).

The scoring procedure was Y = 1; P = 0.5; N = 0. In the coordination between the
two authors with regard to the stages of the data collection as well as the quality
assessment, each author played a particular role. The one applied inclusion and
exclusion criteria during data collection, assessed the quality of primary studies and
checked manually the excluded papers based on the abstracts and introduction sections.
The other checked all included papers and their score. In case of doubt of the former
and lack of availability of the latter to perform a deeper verification, we contacted the
authors of the paper.

Data collection and data analysis: The data we extracted from each primary study are:
(i) the source, where the paper was found; (i) the data related to the research questions
we have raised in Sect. 3.1; (iii) quality evaluation. The data was tabulated in order to
put emphasis on the research questions listed in Sect. 3.1.

4 Results

In this section, we summarize and analyze the results of our SLR. We discuss the
answers to our research questions and provide recommendations.

4.1 Search Results

Table 3 shows the results of the search procedure respectively before and after
applying inclusion and exclusion criteria, along with the selected papers. Before
applying the exclusion criterion for eliminating papers that deal with inter-model
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consistency in the field of software engineering, the number of studies in the first round
was very large (982). Applying the aforementioned criterion has considerably
decreased this number. This implies that the inter-model consistency is a
widely-tackled topic in the field of software engineering. In order to avoid biasing the
results of the data analysis, it was essential to ensure that papers appeared in multiple
sources were taken into account only once (leading to 982). Also, among the 41
resulting papers the ones describing the same approach were grouped together (leading
to 36 as shown in Table 4).

Thereby, the total number of approaches considered during the data analysis and
evinced in Table 4 is 36. The aforesaid Table 4 puts emphasis on the first part of data
extracted from each primary study. It includes data related to the source of inconsis-
tency (RQ1), the type (RQ4) and nature (RQ5) of consistency, the type of multi-view
modeling (RQ8), the type of diagrams (RQ2), the number of modeling techniques used
(RQ3), the scope of BP models (RQ7), and the main activity (purpose) on which the
consistency management relies (RQ6). Regarding the latter we identified six funda-
mental activities in consistency management:

(i) Detect common concepts refers to determining the concepts shared between
several models;
(ii) Establish correspondences between elements of models refers to making cor-
respondence between pairs of elements (mainly activities) between two models;
(iii) Evaluate consistency between models refers to checking whether two models
are consistent (they do not contradict each other);
(iv) Generate views dependency model refers to generating an intermediate model,
which captures the common concepts between multi-perspective models;
(v) Evaluate views dependency model with regard to consistency rules refers to
verifying whether the view dependency model complies with the defined consis-
tency rules;
(vi) Generate model from another refers to transforming one model to another.

Table 3. Summary of results before and after applying inclusion and exclusion criteria.

Science
direct

IEEE Scopus Google scholar ACM Science
direct

Total

Results
before

192 12 678 24 76 982

Results
after

9 0 24 2 6 41

Selected
papers

[3, 28, 34, 38,
47–49, 59,
68]

– [29–32, 35–37, 41–46, 51,
52, 55–58, 60, 61, 65–67]

[50,
53]

[39, 40,
54, 62–
64]
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4.2 Quality Evaluation of Primary Studies

We assessed the studies for quality based on the two quality assessment questions
defined in the Sect. 3.2. The score for each study is shown in Table 5.

4.3 Analysis of Results and Discussion

The column named “Inconsistency source” in the above Table 4, along with Fig. 1
reveal that mainly three sources (the multi-perspective modeling, the existence of many
BP models variants depicting the same BP, and the merging of BP models) prompted
researchers to deal with the issue of inter-model consistency.

Figure 1 shows that the BP models variants as
source of inconsistency is tackled by 64 % of the
studies (23 of 36), whereas the other sources are
somehow overlooked. When focusing on this
source in relation with the columns named
respectively “Consistency type” and “Number of
modeling techniques”, a strong dependency can be
deduced between them as shown in Table 6.

Table 6 reveals on one side that consistency
problems caused by the existence of many variants
of BP models are mainly vertical consistency
problems (95.7 %), whereas those arising from the

Table 5. Summary: quality evaluation of studies.

Study QA1 QA2 Total score Study QA1 QA2 Total score

S1 Y Y 2 S19 P N 0.5
S2 P Y 1.5 S20 Y P 1.5
S3 P P 1 S21 P N 0.5
S4 P P 1 S22 P N 0.5
S5 P P 1 S23 P N 0.5
S6 P P 1 S24 P N 0.5
S7 P P 1 S25 P Y 1.5
S8 P Y 1.5 S26 Y P 1.5
S9 P P 1 S27 P N 0.5
S10 Y P 1.5 S28 Y P 1.5
S11 Y Y 2 S29 Y P 1.5
S12 P P 1 S30 P Y 1.5
S13 P P 1 S31 Y P 1.5
S14 P Y 1.5 S32 P Y 1.5
S15 Y P 1.5 S33 P P 1
S16 P P 1 S34 P P 1
S17 P N 0.5 S35 P Y 1.5
S18 Y P 1.5 S36 Y P 1.5

Fig. 1. Sources of inconsistencies
addressed in literature (Color figure
online)
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multi-perspective modeling as inconsistency source refer usually to horizontal con-
sistency problems (100 %). On the other side, all primary studies dealing with con-
sistency across BP models variants rely on one single modeling technique, whereas
often more than one technique are (90 % of studies) used when the cause of incon-
sistency between models is the multi-perspective modeling.

Similarly, the nature of consistency can be strongly linked to the inconsistency
source. Table 7 puts forward this link.

Furthermore, the three approaches (S5, S7 and S8) seeking to tackle the consistency
when merging two fragments of BP models chiefly target consistency of a semantic
nature as depicted in Table 7. This refers to consistency problems related to behavioral
aspects of a BP like the exclusiveness of a pair of activity (i.e. the execution logic such
as AND, OR, XOR) or their order of potential occurrence. Figures 2 and 3 summarize
the relation between the six fundamental activities in inconsistency management, and
the three sources of inconsistency.

Table 6. Consistency type and number of techniques in relation with inconsistency source.

Inconsistency source Consistency type Number of modeling
techniques

Horizontal Vertical =1 >1

BP models variants 4.3 % (1 of 23) 95.7 % (22 of
23)

100 % (23 of
23)

0 %

BP models merging 0 % (0 of 3) 100 % (3 of 3) 100 % (3 of 3) 0 %
Multi-perspective
modeling

100 % (10 of
10)

0 % (0 of 10) 10 % (1 of 10) 90 % (9 of
10)

Table 7. Consistency nature in relation with the inconsistency source.

Inconsistency source Consistency nature
Syntactic Semantic Both

BP models merging 0 % 100 % (3 of 3) 0 %
BP models variants 0 % 95.7 % (22 of 23) 4.3 % (1 of 23)
Multi-perspective modeling 0 % 10 % (1 of 10) 90 % (9 of 10)

Fig. 2. Activities in inconsistency man-
agement when inconsistency source is BP
models variants

Fig. 3. Activities in inconsistency
management when inconsistency
source is Multi-perspective modeling
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Figure 2 highlights that the most common activity (48 %) in the literature with
respect to the inter-model consistency is its evaluation, known as consistency checking
between two or more BP models variants. Figure 3 shows that managing inconsistency
in case of multi-perspective modeling consists mainly in detecting common concepts
among multiple views (60 %). Evaluating an intermediate model with regard to con-
sistency rules (30 %) is also referred as consistency checking in the literature. We also
observed that only few concepts are shared between the models when they depict the
same system from complementary perspectives. Hence, a partial dependency exists
between the BP models. An inter-model consistency problem occurs when a partial or a
total (strong) dependency exists between BP models. The former happens in case of
multi-perspective modeling, whereas the latter appears when many variants of the same
BP exist. The source of inconsistency among BP models seems to be the cornerstone of
each attempt for categorizing research works dealing with the inter-model consistency
issue.

In the following, we attempt to answer the research questions set in Sect. 3.1.

RQ1: We identified three sources of inconsistency among BP models (see Fig. 1). The
majority of approaches focus on the variants of the same BP model (64 %). During our
analysis of multi-perspective modeling approaches (28 %), we noted that among the 10
primary studies, only one, S27, has focused on the BP as a subject of modeling, i.e.
according to multiple perspectives. Unfortunately, the proposed solution is not appli-
cable outside of this primary study (QA2 = N, see Table 5). Four others (S1, S2, S3,
S6) analyze the enterprise as a whole, offering the BP models among the multiple
perspectives. Finally, the five latters (S18, S22, S23, S24, S25) offer multiple per-
spectives in enterprise modeling, excluding BP models. Hence, it will be promising to
overcome the lack of approaches dealing with the consistency among multi-perspective
BP models.

RQ2/RQ3: The majority of approaches presented (75 %) focused in the
activity-driven diagrams, where a BP is modeled as a sequence of activities by using a
single modeling technique. This does not allow capturing all facets of a BP in a
comprehensive manner. The need to resorting to different types of diagrams emerges,
especially for modeling knowledge intensive BPs. Thereby, mastering the consistency
between BP models produced using a variety of modeling techniques becomes
essential to guarantee a complete and coherent picture of a BP.

RQ4/RQ5: Only 30.6 % of the studied approaches handle the horizontal consistency.
The percentage of approaches seeking for both syntactic and semantic consistency
among BP models is limited to 27, 8 % (10 of 36). These results reveal the need for
enhancing the other approaches by similar capabilities, when the causes of the
inconsistencies call for such capabilities.

RQ6: The most recurrent activity in consistency management applied to BP models
variants (Fig. 2) is the evaluation of consistency between models (48 %), also called
consistency checking. Hence, it will be beneficial if the inconsistencies between models
can be prevented (i.e. managing inconsistencies in early steps of modeling) rather than
corrected (i.e. managing inconsistencies at late steps of exploitation).
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RQ7/RQ8: 97.2 % of approaches focus on BP models within the same enterprise.
80 % of approaches dealing with the consistency issues in the context of
multi-perspective modeling are concerned with a projective type, and hence with a
particular enterprise modeling method. It may seem obvious that approaches aiming to
master the consistency between inter-enterprise BP models, which often implies
heterogonous modeling techniques, are still lacking.

5 Towards Categorizing Approaches Related to Inter-model
Consistency: A Reference Framework

In the light of the results of the SLR and their analysis summarized in the above
Sect. 4, the inconsistency source is considered as the basic factor on which we can rely
in order to categorize the approaches dealing with the consistency among BP models.
For each class of approaches, related to a particular source of inconsistency amongst
the three sources (the variants of BP models, the multi-perspective modeling and the
merging of BP models), we consider in turn other factors which may characterize
approaches placed in the same class.

Figure 4 shows the proposed framework in the form of a tree. We aim that each
research work dealing with the issue of consistency among BP models takes place in

Fig. 4. A Framework towards categorizing approaches focusing on inter-model consistency
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this framework (which is a first attempt and is candidate to evolution). Values in bold
are the most common ones in the literature regarding the corresponding characteristics.
The less common values among the studied approaches are shown in gray; together
with the values in simple black, they suggest us research challenges. In Fig. 4, we also
illustrated the use of this framework, by requesting the approaches offering the indi-
cated values for the search parameters (shown with the gray lines).

6 Conclusion

A problem of inter-model consistency can occur when a partial or strong dependency
exists between BP models. A partial dependency arises when few concepts are shared
between models; this is the case for multi-perspective modeling. A total dependency
occurs when it is possible to establish correspondences between all elements involved
in the models. Therefore, challenges related to the decomposition (vertical coherence)
or the similarity issues between BP models might be also considered as consistency
issues.

In this paper, we presented the results gained from undertaking a SLR on consis-
tency among BP models with the aim of proposing a framework that facilitates
(i) categorizing the plethora of existing approaches and (ii) providing directions for
promising new research activities with regard to this topic. We considered a total of
982 papers and extracted from the most relevant scientific sources, of which 41 papers
were ultimately analyzed in depth by referring to the Kitchenham’s guidelines. The
results mainly showed that a special attention must be given to the consistency between
multi-perspective BP models, where a lack of approaches has been noticed. The results
also revealed that the majority of the existing approaches tackle the consistency
checking and thus handle the detected inconsistencies between models (i.e.
late/corrective consistency management) rather than preventing them (i.e.
early/preventive consistency management). The latter seems to be a promising line of
research.
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Abstract. Implementing and automating business processes often
means to connect and integrate a diverse set of potentially flawed services
and applications. This makes them an attractive target for attackers.
Here anomaly detection is one of the last defense lines against unknown
vulnerabilities. Whereas anomaly detection for process behavior has been
researched, anomalies in process instance data have been neglected so
far, even though the data is exchanged with external services and hence
might be a major sources for attacks. Deriving the required anomaly
detection signatures can be a complex, work intensive, and error-prone
task, specifically at the presence of a multitude of process versions and
instances. Hence, this paper proposes a novel automatic signature genera-
tion approach for textual business process instance data while respecting
its contextual attributes. Its efficiency is shown by an comprehensive eval-
uation that applies the approach on thousands of realistic data entries
and 240, 000 anomalous data entries.

Keywords: Anomaly detection · Process instance · Regex · Textual
data

1 Introduction

Business processes have risen to important and deeply integrated solutions which
spawn over various organizations and interconnect a multitude of different ser-
vices and applications [4]. Hence, ensuring business process security is a crucial
challenge [8]. To address this challenge, process models can be interpreted as
networks. They connect, for example, legacy applications [13] that were origi-
nally not intended to be globally linked or services that are not controlled by the
process owner and, therefore, should not be trusted. Although the vulnerability
of IT supported business process models is generally accepted [8], we found that
the business process security monitoring area is still underdeveloped compared
to “classic” IT network security [9].

This surprises because the importance and widespread automated execution
of processes makes them an attractive target for attackers [10]. Two different sce-
narios can occur: In the first, a targeted attack is executed whereby the attacker
has in-depth knowledge of the attacked process model. Such attacks are difficult
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Table 1. Generate signatures automatically from recorded data.

No Data Type Analyzed Process Instance Data Matches Signature

1 Normal ‘a=mapred:8 set PCMA/8000 ’ — (Signature not yet generated)

2 Normal ‘a=mapred:3 startFAPCM GSM/8000 ’ — (Signature not yet generated)

3 Normal ‘a=mapred:0 test PCMU/8000 ’ — (Signature not yet generated)

4 Normal ‘a=mapred:3 hello GSM/8000 ’ — (Signature not yet generated)

5 Normal ‘a=mapred:5 stop GSM/8000 ’ — (Signature not yet generated)

6 Generated

Signature

‘^(a=mapred:)(\d\s\w\w\w)(.){0,7}
( PCMA\/8000| GSM\/8000| \/8000)$′

Generated by the presented approach.

7 Normal ‘a=mapred:4 reject PCMA/8000 ’ Yes

8 Attacker ‘a=attack:0 8D 14 03 PCMU/8000 ’ No → Anomaly detected

to prevent. However, to prepare a targeted attack, the attacker must probe the
process to identify vulnerabilities—which is the second scenario.

We assume that probing and attacks deviate from normal use. For example,
under normal use data values that trigger potential buffer overflow vulnerabil-
ities, remain, likely, unobserved. Hence, such data values can be detected as
anomalies, which are, events with relatively small probabilities of occurrence [1].
If an anomaly, indicating probing or attacks, can be detected in advance, then
the affected process instances could, for example, be halted or migrated to a
honey pot and the attack, thereby, be prevented.

A common approach to detect anomalies is to define signatures which repre-
sent the expected typical behavior [16]. Hence, if the signatures do not match the
observed behavior then an anomaly was detected. Compare with Table 1—which
is also employed as a running example. Multiple normal (i.e., expected structure/
type/content) variable values1 (No. 1–5, i.e., Analyzed Process Instance Data)
are used to create a signature (No. 6). This signature identifies a probing message
from the attacker (No. 8) as an anomaly and, therefore, as a potential attack.

However, creating such signatures manually is time-consuming and error-
prone because an enormous amount of frequently changing complex business
processes [4] is currently in use in large scale systems [12]. Hence, an automatic
signature generation approach is proposed in the following.

Additionally, we found that existing process anomaly detection work, cf. [1–
3,11,16], is not capable of analyzing arbitrary textual process instance data values
(i.e., string variables holding, e.g., XML, JSON, or EDIFACT data formats along
with dates, booleans, or exchanged messages). This limitation is critical when
considering that today’s business processes frequently utilize textual variables
to flexibly store and process various kinds of information. Moreover, existing
work, considers contextual attributes, such as time, only partly and the generated
signatures can hardly be read or manually adapted.

Hence, existing work isn’t suitable to answer the following research questions:

RQ1 How can anomalies in textual process instance data be detected?
1 Note, those can be extracted from recorded process execution logs which are fre-

quently automatically generated by process execution engines.
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RQ2 How can contextual attributes be used to improve anomaly detection?
RQ3 How can signatures be automatically generated and described in a human

readable and adaptable way?

Therefore, we propose a novel automatic signature generation approach which
enables to exploit contextual attributes to improve anomaly detection. The signa-
tures are defined as human readable regular expressions (regex). The applicability
of the proposed approach is shown based on a proof-of-concept implementation
which analyzes 240, 000 anomalous data entries.

This paper is organized as follows. The process instance data signature syn-
tax and the integration of contextual attributes are discussed in Sect. 2. The
proposed signature generation approach is defined in Sect. 3. Evaluation, corre-
sponding results and their discussion are presented in Sect. 4. Section 5 discusses
related work. Conclusions and future work is given in Sect. 6.

2 Signatures on Textual Process Instance Data

To protect process instances from unknown attacks we propose an automatic
signature generation approach which enables anomaly detection during process
execution. The signatures are generated from recorded process execution logs
that are created automatically by process execution engines during runtime [14].
Such logs hold, for example, all variables—including their values—which are used
by a process model during its execution [5,14]. Hence, a signature can be created
that matches the recorded variable data (e.g., variable values exchanged between
process activities or received from external partners, such as, other processes/
web services) and therefore allows to distinguish between the recorded—expected
and typical—behavior and anomalous behavior that would be observable, e.g.,
during attack preparations. Detecting such anomalies allows to apply various
counter measures, such as stopping the execution of affected process instances.

We assume that especially processes and process execution engines are a
worthwhile application area for anomaly detection, because, today’s processes
integrate and share the data of a wide range of services and applications. Hence,
integrating signature generation and anomaly detection directly into process
execution engines enables to secure a huge amount of potential attack areas at
once and provides a direct access to all the required data.

We propose that the signatures should be created automatically to meet the
complexity and flexibility of today’s business processes [4]. Process repositories
frequently contain hundreds of individual process models, which are executed in
a versatile service landscape [12]. Hence, a large amount of signatures must be
created and constantly updated. Additionally, we assume that the documenta-
tion of each service/application that is integrated in the processes is frequently
outdated or missing because changes are often implemented in a rapid pace
leaving less time to update a constantly increasing amount of documentation.
This leads to high signature generation costs or incorrect signatures. To address
this challenge we propose to extract signatures (i.e., expected behavior) from
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real process executions described in recorded process execution logs. Doing so
ensures that the signatures match the real behavior and not, e.g., some incor-
rect behavior based on an outdated manual. Additionally, the log data contains
all the information that is required to create context specific signatures, which
simplifies the generated signatures and increases their anomaly detection.

Contextual Process Instance Data. Behavior that is anomalous only in
a specific context, but not otherwise, is termed contextual anomaly [3]. Taking
contextual attributes into account enables the creation of more focused signatures
and hereby increases the anomaly detection rate. So far, contextual attributes
were neglected for anomaly detection in the business process domain.

Imagine that signatures should be created for data that is received by two
process activities. The first activity is always receiving characters while the sec-
ond one is always receiving digits. Without contextual attributes only a single
signature would be created to check if only characters or digits are received. How-
ever, when the second activity surprisingly starts to receive characters, then this
could not be detected because the signature only checks for characters or digits.
But when taking contextual attributes into account—here the context is defined
as the activity which receives the data, e.g., from an external service—two inde-
pendent signatures are created for each activity and the behavioral change is
detected as an anomaly. Hence, taking the context into account increases the
performance (i.e., anomaly detection rate) of the generated signatures and also
simplifies the signatures itself. Moreover, two specialized separate signatures—
one to match digits and one to match characters—are shorter and easier to read
and to maintain than a single signature that has to fulfill multiple tasks at once.

Two kinds of contextual attributes are exploited in the following:

General attributes such as time (by creating unique signatures for specific
time periods, such as individual months), because, we assume that process
instance data values can be time dependent.

Process instance specific attributes for example, which process or activ-
ity has created the analyzed instance data values because we assume that
the data can greatly differ between different activities/processes and even
between multiple activity data fields/variables.

Further kinds of contextual attributes, for example, which user has defined the
observed variable values, are left for future work.

The signature generation starts with a pre-processing step that groups the
analyzed data based on the discussed contexts to create an unique signature for
each contextual attribute combination. In the following, an anomaly detection
system can select the appropriate signature based on the observed context.

Signature Definition. The signatures are defined as regular expressions, for the
following reasons: Regular expressions are well-suited to analyze textual data, are
supported by many programming languages, human readable and adaptable, and
used by existing intrusion detection systems (such as Snort or I7-filter). Further
on, high speed matching algorithms are available [15]. We assume that these
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Table 2. Simple regular expression signature syntax.

Character Description

‘^ ’ Matches the start of the compared data.

‘$’ Matches the end of the compared data.

‘.’ Matches any possible character (including digits and control characters).

‘{n}’ Matches the preceding expression, exactly n times.

‘{a,b}’ Matches the preceding expression, between a and b times.

‘|’ Matches either the expression before or after the vertical bar

‘() ’ Capturing group which concatenates expressions or groups of expressions.
Note, a capturing group can be defined in combination with ‘{n}’,
‘{a,b}’, or ‘|’. For example, ‘(ab|cd)’ matches ‘ab ’ or ‘bc ’ while
‘(.){5}’ matches any possible character exactly five times

advantages ease the integration of the presented anomaly detection approach
into existing process execution engines and anomaly detection systems.

The signatures (i.e., regular expressions), defined in the following, consist of a
choice operator, groups, and multiple metacharacters which are listed in Table 2.
Note, that the ‘^ ’ and ‘$ ’ character get added to the start (‘^ ’)/end (‘$ ’) of each
signature to enforce that the whole observed content matches the signature.

The regular expression syntax presented in Table 2 enables the definition of
simple signatures which match the structural components of the observed data
(e.g., for XML data this would be the XML tags). Additionally, we propose a
novel approach to increase the anomaly detection performance by taking the
content of the observed data into account (e.g., for XML this would be the data
which is placed between the XML tags, i.e., a XML node value). Accordingly,
the presented syntax (cf. Table 2) is extended with character classes (cf. Table 3)
to define complex signatures.

Character classes allow to differentiate if an observed character is, e.g., a
number or a letter. Hence, it becomes possible, for example, to define a signature
which checks if the observed bank account number always starts with two letters
and ends with at least four numbers. This enables the generated signatures to
ensure that structural and content-related properties comply with the expected
behavior. An example for a signature that was defined using the described syntax
can be found in the running example in Table 1.

3 Generating Signatures

This section presents a novel automatic process instance data signature gener-
ation approach. From a given set of training data (e.g., recorded process model
instance executions) it generates signatures that allow to detect if the currently
observed behavior (i.e., values of textual variables that are exchanged/used dur-
ing ongoing process instance executions) are anomalous (i.e., do not match the
expected common behavior specified at the signature) or not.
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Table 3. Extensions for the simple regular expression signature syntax.

Character Description

‘\w ’ A character class that matches any word character.

‘\s ’ A character class that matches any formating character such as tabs
or spaces.

‘\d ’ A character class that matches any digit.

‘[^\s\d\w] ’ A negated combination of multiple characters which matches any
character that is not matched by ‘\w ’,‘\s ’, or ‘\d ’, e.g., a minus
sign (‘- ’).

Fig. 1. Abstract signature generation approach overview.

Each signature is generated by four main components (cf. Fig. 1). (1) the
pre-processing module extracts the relevant data from process execution logs.
Subsequently, the textual variables—strings—are grouped based on various con-
textual attributes and each group is individually forwarded to the tokenization
module. (2) the tokenization module identifies tokens (i.e., substrings) which
commonly occur in the recorded variables. Next, the position and order of the
tokens in the analyzed data is extracted and used to group and combine the
tokens. (3) is a module that analyzes the text that is placed between tokens. The
simple signatures only utilize the length of the text that is placed between the
tokens. Alternatively, complex signatures are constructed by converting the text
between the tokens into character classes and injecting the result into module
(2) to check if the converted text reveals previously hidden structures. (4) the
post-processing module takes all the extracted and prepared information and con-
structs a valid regular expression which can be stored in a signature database and
used to detect anomalous behavior during process model instance executions.

Pre-Processing. The purpose of the pre-processing step is twofold: First,
recorded process execution logs are prepared so that their content can be processed
by the following steps. For this, the logs are analyzed and all variables with textual
information and their metadata (i.e., important contextual attributes, e.g., which
activity a variable belongs to or when it was created) are extracted.

Secondly, the prepared data is grouped based on the identified contextual
attributes (e.g., time, activity, or process model, hence, the same variable value
can be contained in multiple groups). For example, all textual data that belongs
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Fig. 2. Exemplary contextual group construction.

to one specific variable in one activity/process model is added to the same group
and processed at once. Hereby, individual signatures for each contextual attribute
(e.g., time or activity) and their combinations are created. Hence, contextual dif-
ferences are respected during signature generation to ensure that a variable’s con-
tent behaves as expected in specific situations, for example, in a specific month,
process, or activity. For example, we found—while evaluating this paper—that
processes contain activities which always assign the same values to their vari-
ables depending on the month when the activity is executed (e.g., each January),
while the same activity variables contain a diverse set of values when compar-
ing different months (e.g., January vs. June). Hence, creating an independent
signature for each contextual attribute (e.g., time of the year) increases the sig-
nature anomaly detection performance, because more fine granular signatures
are generated which focus on specific situations and contexts. Additionally, the
signatures become simpler (e.g., because only a subset of the available data must
be covered by a single signature) and therefore easier to read and maintain.

An example for creating contextual groups is depicted in Fig. 2. For the
sake of brevity the execution log data only contains a single process with two
activities. Two contextual groups are constructed—based on activity only and
the combination of activity and time.

The following steps, starting with identifying significant tokens, are then
applied on the textual variable data stored in each generated contextual group.

Identifying Significant Tokens. Significant tokens are substrings which com-
monly occur in the recorded and analyzed process instance textual (string) vari-
able values. Those tokens are used to construct signatures that detect anomalies
(i.e., detect that a significant token that is present at all the analyzed data is
surprisingly missing). The problem of finding the significant tokens is defined as:

INPUT: A list of strings to analyze S, a minimum token length of tlmin ∈ N

characters, and a minimum occurrence of tomin ∈ (0, 1], e.g., the token must
occur in at least 10 percent of the analyzed strings in S to be significant.

OUTPUT: A list of distinct substrings D and therefore significant tokens
which fulfill the minimum length (tlmin) and occurrence requirement (tomin).

The k-common substring algorithm [6] is applied to this problem to identify
the longest substrings which occur in at least k (i.e., tomin) strings. For this,
a generalized suffix tree [6] is generated from S. We have extended the suffix
tree data structure so that each tree node contains the list of strings in S that
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are represented by this node (cf. tomin) and the respective length of each sub
path (cf. tlmin). This enables to ensure the compliance with tomin and tlmin

when extracting significant tokens. The extraction itself starts from terminator
nodes (i.e., tree nodes that hold the last character/substring of a string in S).
For each terminator node that fulfills tlmin the algorithm traverses towards the
root of the tree until it finds a node that fulfills tomin. Then it starts recording
the data that is stored in each node until it reaches the root node and therefore
has identified a potentially significant token which is then stored in D. This is
repeated for each terminator node to extract all potentially significant tokens.

Finally, all the potentially significant tokens are cleaned up. First, duplicates
are removed so that each potentially significant token only appears once in D.
Secondly, each remaining potentially significant token in D is analyzed to iden-
tify if it can be completely replaced by one of the longer2 tokens in D. Why?
Because a longer token provides a more strict representation of the analyzed
data because it enforces more characters. Imagine that S, inter alia, contains
the words ‘performance ’ and ‘performed ’ and that, among others, ‘perform ’
and ‘for ’ are commonly occurring tokens hold by D. S and D are now evaluated
by checking, for each token and analyzed string, if a shorter token could be com-
pletely replaced by a longer token. Hence, for the analyzed words ‘performance ’
and ‘performed ’ it is checked if for all positions were the token ‘for ’ occurs also
the token ‘perform ’ occurs. This is the case and so ‘for ’ will be removed from
D to replace it with the longer token ‘perform ’.

Applying the described token identification approach to the running example
(cf. Table 1) results in following significant tokens (when defining tlmin as 5 and
tomin as 0.2): ‘a=mapred: ’,‘ PCMA/8000 ’,‘ GSM/8000 ’, and ‘/8000 ’

Extract Token Positions. The position, order, and occurrence of each signif-
icant token is determined for each string in S. Hereby, tokens that are placed
on related positions are identified. Subsequently, these tokens are used to form
regex groups. The problem of finding token positions/order is defined as:

INPUT: A list of strings S and a list of cleaned up significant tokens D.
OUTPUT: A list P were each p ∈ P is a list of significant tokens which occur

in the respective s ∈ S ordered based on their position in s.
For each s ∈ S the left most positioned token3 d ∈ D is identified. If such a

token was found then it is stored in p, and s is trimmed to remove all characters
left from the position where d ends. Subsequently, the search for the left most
significant token restarts on the trimmed version of s. This repeats until no
more significant tokens can be found in the trimmed s. Note, for each s ∈ S an
respective p ∈ P is created and utilized/filled.

The following P is generated for the running example’s tokens and strings
(cf. Table 1) (the list entries are separated using semicolons for P and commas
for p). This allows to deduce, for example, that ‘a=mapred: ’ is present in all
s ∈ S (i.e., all analyzed strings) and that it is always the left most significant

2 Measured based on the number of characters.
3 If two tokens start on the same position then the longer one is chosen because it

enforces more characters during signature checking than a shorter one.
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token: ‘a=mapred:, PCMA/8000 ’; ‘a=mapred:, GSM/8000 ’; ‘a=mapred:,/8000 ’;
‘a=mapred:, GSM/8000 ’; ‘a=mapred:, GSM/8000 ’

The ordered tokens and their positions are used during the next step to start
with the creation of regular expressions (i.e., signatures).

Grouping Tokens Based on their Order. We propose that the generated
signatures should represent the structural components (represented by significant
tokens) of the analyzed data (e.g., for XML data this would, likely, be the XML
tags). However, we assume that most likely not each analyzed string will contain
the exact same significant tokens. Hence, regex groups are created to enable the
signature to choose from multiple token alternatives, for example to specify that
token A or B should occur. Additionally, we expect that the analyzed textual
data is of variable length so that the structural components are most likely not
overlapping (i.e., use the same absolute positions) for each string in S. Hence,
it is not possible to decide which tokens should be grouped solely based on the
absolute position of the tokens. Accordingly, we propose to group the identified
significant tokens based on the order of their occurrences rather than on their
absolute positions. The problem of grouping the tokens is therefore defined as:

INPUT: P , as defined in the previous step.
OUTPUT: A list G were each g ∈ G—for each p ∈ P an associated g ∈ G is

generated—holds a list of significant tokens that are combined into regex groups.
To combine the tokens the algorithm identifies the shortest entry p ∈ P (i.e.,

it is containing the least amount of significant tokens) and extracts its length
as y ∈ N. y is then used as the amount of tokens which should be grouped. To
group the tokens a list of indexes ranging from—if y is even—0 to (�y/2� − 1) is
created. Subsequently, from each token list p ∈ P the tokens with the respective
indexes are taken and stored in a new list g ∈ G (first to last, an independent list
g is generated for each p). A similar approach is applied on the second half of the
indexes (i.e., (|p|−�y/2�) · · · (|p|−1)). However, this time the algorithm iterates
from the last token in each p ∈ P towards the first token (last to first) and adds
the tokens (in reversed order) to the already existing g ∈ G that belongs to the
respective p. If y is uneven then an additional iteration is executed to cover the
token index which would else be ignored (i.e., 0 · · · �y/2� is used at first to last).

The approach described above ensures that the generated signatures cover a
wide area of the analyzed data. Imagine, that the approach would only incor-
porate a single direction (e.g., first to last) then an attacker could attach the
vulnerable information to the end of the data—especially if the amount of tokens
in each p fluctuates. Secondly, we found a positive impact of this two direction
approach during the preliminary evaluation, especially, when analyzing XML
data because the two direction approach more frequently preserved matching
XML start/end tags and therefore more likely recognized missing XML nodes.

Finally from each g ∈ G the tokens with equal indexes (e.g., all first tokens,
all second tokens, and so on) are combined into distinct regex groups using the or
operator (‘|’). For the running example (cf. Table 1) the following regex groups
are generated: ‘(a=mapred:) ’; ‘( PCMA/8000| GSM/8000|/8000) ’
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The significant tokens likely do not represent all the analyzed data, for exam-
ple, data which is not occurring frequently enough to become a significant token
(e.g., varying content that is placed between XML tags). Hence, a novel approach
to integrate the remaining data into the generated signatures is presented.

Analyze Textual Data Between Tokens. Until now the textual data which is
placed between the identified significant tokens was not yet addressed. This data
mainly consists of application data, such as addresses or names, which frequently
do not contain stable structural components. However, this data is processed by
the process activities and should, therefore, also be checked for anomalies to pre-
vent attackers from injecting vulnerable—anomalous—data. Hence we propose
two novel approaches called simple and complex.

INPUT: A list S and a list G, as defined in the previous step.
OUTPUT: Regex artifacts that represent the textual data between the

tokens. Hence, the simple approach utilizes the length of the respective strings
between the tokens to represent them. For the complex approach the representa-
tions are generated from a mixture of length information and character classes.

Both, the complex and the simple approach, analyze the textual data that
is positioned between the identified significant tokens (e.g., this is, for XML
data, likely, the data between XML tags). So, this data must first be extracted.
Therefore, for each string s ∈ S the respective list of significant grouped tokens
g ∈ G that occur in s is exploited. Hence, g is used to identify the position of each
significant grouped token in s. Further on, the text between each identified token
position and its predecessor token is extracted and stored for future analysis. A
similar approach is used to extract the text between the first/last token and the
start/end of s. Hence, all text that is placed, for example, between the second
and the third token (for each g ∈ G) is, in the following, processed at once.

For the running example (cf. Table 1) the following strings are iden-
tified as text that is placed between the two generated groups of sig-
nificant tokens: ‘8 set ’; ‘3 startFAPCM ’; ‘0 test PCMU ’; ‘3 hello ’; ‘5 stop ’.
Subsequently these strings are processed by a complex or a simple approach.

Complex : The complex approach converts the textual data into a format
that makes it more likely to identify structural information. Imagine, that some
bank account numbers should be analyzed (e.g., ‘AB12345 ’, ‘GH56521 ’, and
‘UJ56122 ’). Initially the token based analysis is not able to detect significant
tokens and therefore structure, because, each bank account number is unique
and substrings which occur at multiple account numbers can, therefore, not be
identified. However, a close analysis reveals that each account number starts with
two letters, continued by five digits. To enable the presented complex approach
to recognize this pattern the data is converted in an abstract representation.

Therefore, each letter is converted into a ‘w ’, each formating character (e.g., a
space) into a ‘s ’, each digit into a ‘d ’, and any other character is converted into an
‘r ’. Hence, each account number is then represented as ‘wwddddd ’. Subsequently,
the presented signature generation approach is applied on the prepared data
(three times ‘wwddddd ’, one for each abstracted account number), starting from
the “Identifying Significant Tokens” step. Hereby the regex group ‘(wwddddd) ’
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is generated to represent the fact that each analyzed string contains two letters
and five digits. Finally, the characters (‘w ’,‘s ’,‘d ’, and ‘r ’) are replaced with
regular expression character classes (‘w ’ → ‘\w ’, ‘d ’ → ‘\d ’, ‘s ’ → ‘\s ’, ‘r ’ →
‘[^\s\d\w] ’), cf. Table 3, which enforce, during signature checking, the specified
order and occurrence of digits, letters, formating characters, and so on. Hence,
‘(wwddddd) ’ becomes ‘(\w\w\d\d\d\d\d) ’. Note, that the complex approach
falls back to the simple approach for parts of data where no structure (even
when applying the discussed abstraction approach) could be identified.

Simple: The simple approach deals with the textual data in a more abstract
way than the complex one. Hence, it analyzes the respective data and identi-
fies the shortest and the longest string. Subsequently, the length of these two
strings is used to add minimum/maximum length limits to the signatures. Hence,
when applying it on the running example (cf. Table 1) the following signature
artifacts are generated: The shortest identified textual information is ‘8 set ’
and the longest is ‘3 startFAPCM ’. So the content is described as ‘(.){4,13}’
which indicates that any possible text is valid, but, it must be between 4 to 13
characters long. A shorter definition is used if each string is of equal length, for
example, ‘(.){4}’ if each analyzed string is exactly 4 characters long.

For the running example (cf. Table 1) the complex approach generates the
following regex artifact: First, the substrings which are placed between the two
identified token groups are abstracted: ‘8 set ’ → ‘dswww ’, ‘3 startFAPCM ’ →
‘dswwwwwwwwww ’, ‘0 test PCMU ’ → ‘dswwwwswwww ’, ‘3 hello ’ → ‘dswwwww ’, ‘5
stop’ → ‘dswwww ’. Then, the complex approach identifies ‘dswww ’ as a structural
component (i.e., significant token). Why not use ‘dswwwwwww ’? Because ‘dswww ’
is the only substring that fulfills the minimum length requirement and occurs fre-
quently enough in S (when using tlmin = 5 and tomin = 0.2). However, ‘dswww ’
is not able to represent all the strings (e.g., ‘dswwwwwww ’ contains more char-
acters than ‘dswww ’). Hence, also the simple approach is applied as a fall back.
Altogether, the following result is generated to represent the data which is placed
between the two identified significant token groups: ‘(\d\s\w\w\w)(.){0,7}’

Post-Processing. All the components (e.g., token groups) are now combined to
create a signature that is a valid regular expression. Subsequently, the signature
can be stored in a signature database and used by process execution engines to
detect anomalies and, therefore, potential attacks or attack preparations.

During post-processing three objectives are fulfilled. First, all generated com-
ponents (e.g., the token groups) are combined to generate a raw signature. It is
called raw signature because it is not yet ready to be stored in a signature data-
base. Secondly, the characters which have a special meaning in regular expres-
sions are, if necessary, escaped. For example, the plus sign (‘+ ’) typically indi-
cates that some character should be matched at least once. However, if a plus
sign should be treated as a normal character (e.g., because it is a part of a
significant token) it must be escaped by placing a backslash (‘\’) in front of it.
Thirdly, a circumflex (‘^ ’) is placed at the start of the signature and a dollar
sign (‘$ ’) is placed at the end. Why? Because this enforces that the signature
must match the whole observed data from the start to the end and not only a
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part of it. Hence, it increases the anomaly detection performance of the gener-
ated signatures because an attacker can no longer send some valid data and then
attach the vulnerable data to the end of it, which would otherwise be possible.

For the running example (cf. Table 1) the finalized signature is defined as:
‘^(a=mapred:)(\d\s\w\w\w)(.){0,7}( PCMA\/8000| GSM\/8000|\/8000)$ ’

4 Evaluation

The evaluation combines realistic artificial data and real life process instance
execution data to assess the impact of contextual attributes on signature gener-
ation and the anomaly detection performance of the presented approach.

Test Problems. The test data which was used for the evaluation consists of
(a) artificially generated test data4 (using three different formats, namely, XML,
JSON, and EDIFACT) and (b) real life process execution logs from the Business
Processing Intelligence Challenge 20155 (provided by five Dutch municipalities).

For (a) the artificially generated data consists of three different data for-
mats (XML, JSON, and EDIFACT—wide spread data exchange formats, used
in various disciples, such as banking or manufacturing) that we found are fre-
quently used in business processes. For each of the three formats a thousand test
data entries were generated and randomly separated into signature generation
data and test data. Three hundred (100 for each data format) randomly selected
entries from the test data were also used to construct anomalous data to eval-
uate the anomaly detection performance of the presented approach. Moreover,
the generated XML, JSON, and EDIFACT data entries contain realistic data
as payload (e.g., realistic e-mail addresses, phone numbers, or company names)
along with the required structural components (e.g., XML tags). Each gener-
ated XML and JSON data entry holds 4 payload values (e.g., names), while
each generated EDIFACT data entry represents a purchase order message with
14 payload values.

For (b) the realistic log data consists of 262, 628 independent events from 27
process models and 356 activities—recorded over a period of six years.

Real life and artificial data were combined because the identified real life
data only contains simple textual variable values (i.e., textual variables typed as
strings [5] that hold dates, booleans, or numbers) which can easily be addressed
by the presented approach. Hence, we opted to include complex artificially gener-
ated data to assess the performance of the presented anomaly detection approach
in situations where the data is complex and, therefore, more challenging. Note,
despite the prototypical implementation, the signature generation could be con-
ducted quickly (5 min to generate signatures for all test data items, fractions of
a section to decide if a value is anomalous or not – on a 2.6 Ghz Intel Q6700).

Metrics and Evaluation. Quantitative and qualitative metrics were combined.

4 http://cs.univie.ac.at/wst/research/projects/project/infproj/1057/.
5 http://www.win.tue.nl/bpi/2015/challenge.

http://cs.univie.ac.at/wst/research/projects/project/infproj/1057/
http://www.win.tue.nl/bpi/2015/challenge


208 K. Böhmer and S. Rinderle-Ma

Quantitative: Realistic artificially generated data (i.e., signature generation
data) was used to generate signatures, one for each data format. Subsequently,
each signature had to match the respective test data to ensure that the signature
was not over-fitted [7]. An over-fitted signature can lead to many false positives
which would reduce the applicability of the presented approach. Note, each gen-
erated signature successfully evaluated the test data as non-anomalous. So, no
over-fitting occurred. Finally, each signature was applied to anomalies that were
generated from the test data to assess its anomaly detection performance.

Qualitative: Real life process execution logs were analyzed to check if contex-
tual attributes, such as time, have an effect on the variables and data fields, used
by the process, that would allow to improve anomaly detection. For example, it
was evaluated if the variable values of an activity show similarities for specific
times of the year (e.g., each April, for multiple years). If this is the case, then
respecting contextual attributes (e.g., time) and therefore creating an indepen-
dent signature for each month is beneficial because less data must be represented
by each single signature which improves the anomaly detection performance.

Results. The results were generated by applying the signatures on randomly
selected test data entries which were altered to represent 8 anomaly classes.

The following anomaly classes were evaluated: (a) The length of the data
entry was extended by 4–10 random characters, (b) The data entry was com-
pletely replaced by random characters, (c) Content (e.g., for XML data this is
the value of a XML node) was replaced by random characters, (d) Content was
duplicated and attached to the original value, (e) Between 4–10 characters of the
content were randomly selected and flipped (e.g., a letter was replaced with a
random digit), (f) An element (e.g., a complete XML node) of the data entry was
completely removed, (g) An element (e.g., a complete XML node) of the data
entry was duplicated, (h) A structural element (e.g., a XML tag) was replaced
with random data. Note, that the anomaly classes (b), (c), and (h) replaced
data with a randomly generated equivalent that has the exact same length as
the replaced data.

We assume that the generated anomalous data entries realistically repre-
sent data that can be observed during attacks. For example, the anomaly class
(d) can be used to check for potential buffer overflows or the anomaly (c) repre-
sents the attempt to inject machine code into a process model instance. Overall
240,000 anomalous data entries were generated and evaluated. The evaluation
was executed a hundred times to even out the random behavior of the anomaly
class adaptation approach. During each execution a hundred test data entries
were individually adapted by 8 anomaly classes, for three different data formats.

Primary tests were executed to identify appropriate configuration values for
the discussed signature generation approach, resulting in tlmin = 4 and tomin =
0.75. The average results of the evaluation are shown in Fig. 3.

The results show that the presented approach is capable of detecting a wide
range of anomalies. Already the simple approach generates reasonable results
for most anomaly classes. However, the simple approach is not able to detect
anomalies that only affect the content (e.g., XML node values) of the analyzed
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Fig. 3. Anomaly detection performance of simple and complex signatures.

data without changing its length (e.g., only specific characters are replaced,
cf. anomaly (c) and (e)). This is not surprising because the simple approach
only enforces length restrictions on the content. Here, the complex approach
comes into play. By analyzing the content and its internal structure it can,
for example detect flipped characters (e.g., anomaly (e)). Hence, we conclude
that the presented novel complex signature generation approach is capable of
providing remarkable strict signatures while the simple signatures are easier to
read. They are shorter, and are already able to detect important length based
vulnerabilities (e.g., buffer overflows). Why are anomalies (d) and (e) not always
detected? This can occur, for (d), if the duplicated value is still shorter then other
representations of this value in the signature generation data or, for (e), if the
flipped character value is also present at the same place at data entries in the
signature generation data.

Table 4. Influence assessment of respecting contextual attributes.

No Context. Attribute Beneficial No Context. Attribute Beneficial

1 Process activity Yes 3 Time Yes

2 Process model Yes 4 Combination Yes

The importance of contextual attributes for process signature generation
was evaluated using process execution logs provided by the Business Process-
ing Intelligence Challenge 2015. It was checked, for three different contextual
attributes (activity, process, time, along with their combinations), if the gener-
ated signatures benefit from respecting these contextual attributes during signa-
ture generation (e.g., by generating an independent signature for each activity
and month). We found clear indications that the recorded data is influenced by
the described attributes, cf. Table 4. For example, some activities always used
the same variable values during specific times of the year or when integrated
into specific process models. Moreover, we found that activities, despite equal
variable names, store vastly different data formats. We conclude that respecting
contextual attributes during the signature generation allows to generate simpler
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signatures and increases the signature anomaly detection performance (because
less diverse data must be covered by a single signature, so the signature becomes
easier to read/maintain and it can be more strictly represent the analyzed data).

5 Related Work

Related work, in the business process anomaly detection domain, can be clas-
sified into two categories: process instance data and process model control flow
anomaly detection. The existing data anomaly detection approaches concentrate
on integer variables and apply statistical regression analysis to identify outliers
and, therefore, anomalies [11]. Control flow anomaly detection approaches mine
process logs to extract control flows which are then, for example, compared with
a reference process model. Alternative approaches check how frequently each
control flow is found, infrequent flows are then marked as anomalies, cf. [1,2].

We conclude that textual business process instance data is currently not
addressed by existing process anomaly detection approaches. Moreover, we found
that contextual attributes are currently not exploited in the business process
domain. In general, in the security domain, anomaly detection in textual data
is currently mainly applied to detect novel topics in a collection of documents
[3] or on highly standardized network protocols [16], such as SIP, neglecting the
security critical aspects of arbitrary textual data. This circumstances reduce the
protection gained from today’s, process, anomaly detection solutions.

6 Conclusion

This paper provides process instance anomaly detection and signature generation
approaches (�→ RQ1 to RQ3) which will be integrated in our “ProTest” project
which focuses on creating automatic process behavior verification. Future work
will exploit the generated signatures as a foundation to construct realistic test
data to improve process model testing. In addition, we are confident that the
described approach can also be applied to related domains (e.g., web services)
that process textual data and, even, other data types (e.g., binary data).

The evaluation results show the flexibility and applicability of the presented
approach for complex data formats (�→ RQ1). Additionally, we found that
contextual attributes affect the analyzed business process instance data and con-
clude that contextual attributes can be exploited to improve the signature quality
(i.e., anomaly detection performance; �→ RQ2). Overall, this work provides the
first process instance anomaly detection approach that addresses textual data
and enables to replace error prone manual signature generation (�→ RQ3).

Future work will strive to enhance the performance of the generated signa-
tures, and to identify ways which enable to measure how much the observed
behavior deviates from the expected one. Hereby multiple anomalies and their
effects can be aggregated to decrease the risk of improperly assessing small, prob-
ably harmless, anomalies, as large, probably harmful, anomalies (i.e., attacks).
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Abstract. Business Process compliance is an important issue in control-
flow and data-flow perspectives. Control-flow correctness can be analysed
at design time, whereas data-flow accuracy should be verified at run-
time, since data is accessed and modified during execution. Compliance
validation should consider the conformance of data to business rules.
Business compliance rules are policies or statements that govern corpo-
rate behaviour. Since business compliance rules and data change during
process execution, faults can appear due to the erroneous inclusion of
rules and/or data in the process. A hybrid diagnosis therefore needs to
be performed regarding the likelihood of faults in data vs. business rules.
In order to achieve the correct diagnosis, it is fundamental to attain the
best assumption concerning the degree of likelihood. In this paper, we
present an automatic process to diagnose possible faults that simulta-
neously combines business rules and data of multiple process instances.
This process is based on Constraint Programming paradigm to efficiently
ascertain a minimal diagnosis. Furthermore, a methodology for calcula-
tion of the most appropriate degree of likelihood of faults in data vs.
business rules is proposed.

Keywords: Business process analysis · Diagnosis · Business rules ·
Business data constraints · Constraint programming · Databases

1 Introduction

Business processes (BPs) permit the description of the activities necessary to
achieve an objective in a company. This description includes, among other things:
a workflow model, a set of business rules or policies, and the data interchanged
during the execution. The correctness of an execution implies the correctness
of these three aspects. Frequently, BPs are supported by Process Aware Infor-
mation Systems (PAISs) [23]. A PAIS is a software system that manages and
executes operational processes involving people, applications, and/or informa-
tion sources on the basis of process models. This type of system provides a way
to manage data stored in a repository layer that is read and written by a BP.
The diagnosis of the workflow tends to be performed at design time to prevent
errors after process deployment. However, the updating of business rules, such as
c© Springer International Publishing Switzerland 2016
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compliance rules, and the management of data at runtime is common practice.
Since data and compliance rules may be modified at runtime, their diagnosis
cannot be included in only the design phase.

The development an efficient diagnosis of possible faults is essential, since
these faults appear at runtime and a great quantity of data and business com-
pliance rules are probably involved. The special problem faced in BP diagnosis
is that the data is not involved in only one instance, and it is not isolated from
other instances executed in the past or in the future. The data written or read
in an instance can be shared with other instances, or even with another process,
such as when the data involved is stored in a repository, typically in a rela-
tional database. These relations must be used in the diagnosis process, since the
isolation of a fault that explains a failure of an instance cannot contradict the
diagnoses found for other instances.

In previous work [8], the importance of data correctness in BPs is studied,
including relational databases as the main source of data. This previous work,
however, only includes the possibility of faults in data, but fails to consider
defects in business compliance rules. Derived from the modification of business
compliance rules and data, certain faults can be produced due to the erroneous
inclusion of the rules and/or data in the process. The importance of verifying
the correctness of data in PAISs is known [12], although how to combine faults
in business compliance rules and data at the same time remains a challenge.
In this paper, we propose an automatic model-based diagnosis methodology
to verify the compliance to the business rules by data in multiple instances,
and to isolate the origin of the faults. Since data is more numerous and even
more frequently updated, it is more likely a fault appearing due to incorrect
data than due to an erroneous business compliance rule. In order to obtain the
best assumption about this degree of likelihood, we propose a methodology for
calculating the most appropriate degree of likelihood of faults between data vs.
business compliance rules.

The paper is organised as follows. Section 2 presents a motivating example
to illustrate the concepts. Section 3 introduces the adaptation of model-based
diagnosis methodology. Section 4 presents the Constraints Programming para-
digm used to perform the diagnosis. In Sect. 5, the diagnosis of the motivating
example is performed. Section 6 presents an overview of related work found in
the literature. And finally, conclusions are drawn and future work is proposed.

2 Using Business Data Constraints.
A Motivating Example

In this paper, a real example of a financial economic application is used to illus-
trate the hybrid diagnosis. The activities of the company are oriented towards
negotiating collaborative projects developed over a number of years. The process
consists of the management of costs of projects, during their execution, as
detailed in [8], and is represented in Fig. 1. All these tasks are carried out
by a total of 25 employees, who modify the stored information for more than
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Fig. 1. Business Process example

300 projects. Each employee is responsible for certain activities of the process.
The persistence layer that supports this business process is formed of a database
with 86 tables. Each employee can introduce an average of 200 items of data per
project, during the 4 years that a project can last.

BPs with a high level of human interaction demand a more frequent data
validation and diagnosis, since humans are more likely to introduce intermittent
faults. The intermittence of faults complicates the detection and diagnosis of
model violations, since an inconsistency detected during the execution of an
activity does not necessarily imply a failure in the activity, neither does it imply
that this fault may appear again in the future. Our paper focuses on the concept
of Business Data Constraints (BDCs), which was introduced in [8].

Definition 1. Business Data Constraints are a subset of business compliance
rules that represent the compliance relation between the values of data during a
business process instance.

In this paper, we assume that the BDCs specification can be incorrect, and
therefore inconsistent with the introduced data, where the data is correct. The
use of BDCs hugely facilitates the data consistency analysis, and the diagnosis
of the origin of an inconsistency. The diagnosis methodology must consider the
following characteristics:

– Data involved in the diagnosis is not strictly flowing through the process, some
of them may also be stored in databases. This implies that the quantity of data
involved in the diagnosis of each instance can be very large.

– The data managed in an instance is not independent from the data of other
instances, since data can be shared between instances.
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Fig. 2. Subset of relational model of the example

Fig. 3. Subset of tables of the example

– The BDCs tend to be updated in order to represent new conditions. Therefore,
it is necessary to include these modified rules as possible faults.

The activities of a BP can modify certain data from a relational database,
thereby making it necessary to evaluate certain BDCs. For the example, the
BDCs must be satisfied with the various values of the project data. In order
to express the BDCs, we use the grammar proposed in [8], which is based on
numerical constraints over natural, integer, and float variables. A subset of BDCs
for the activities is presented below:

1. Execute final application:
(a) humanCost + subsidisedCost = totalCost (BDC1)
(b) 3 · humanCost ≤ totalCost (BDC6)

2. Accept contract:
(a) subsidisedCost ≥ 2 · subsidisedPerYear (BDC2)
(b) humanCost ≥ 4 · humanCostPerYear (BDC3)

3. Recovery and payment:
(a) subsidisedPerYear ≤ maximumSubsidised (BDC4)
(b) humanCostPerYear ≤ maximumHuman (BDC5)

The variables in the previous BDCs are stored in a database whose relational
model is shown in Fig. 2. The three tables represent the information about the
project (Project), the details for each project in each year ProjectPerYear, and
the maximum spending limit allowed in each year and for each cost item (Max-
imumCostPerYear). Examples of the stored data are shown in Fig. 3.

In order to show our diagnosis methodology, in this example, we introduce 3
defects: 2 erroneous items of data, and 1 incorrect BDC. The following section
shows how to adapt model-based diagnosis to the hybrid problem.
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3 Applying Model-Based Diagnosis to Business Processes

3.1 Fundamentals of Model-Based Diagnosis

Model-based diagnosis enables the identification of the parts that fail in a sys-
tem. It is performed by comparing the expected behaviour of the system with
real behaviour. The expected behaviour is modelled using the knowledge of the
system to diagnose, whereas real behaviour is known by analysing the events pro-
duced. This implies that model-based diagnosis is considered by the pair {SD,
OM}, where SD is the System Description and OM is the Observational Model.
The SD is a set of constraints, and the OM is a set of values of the observable
data. A fault is visible when a discrepancy between the expected behaviour (SD)
and the observed behaviour (OM) is found.

Model-based diagnosis is based on the parsimony principle [17], in order
to attain a minimal diagnosis that explains the conflicts in an efficient way.
This principle states that among competing hypotheses, the one with the fewest
assumptions should be selected. For example, a conflict is detected in the follo-
wing SD and OM : {a + b = c, a + 2·b = d}, {a = 7, b = 5, c = 9, d = 14}. If
the assumption {a = 7} is false (i.e. it is modified, a = 4), then the remaining
assumptions are satisfied between them. Model-based diagnosis identifies the
smallest assumption that causes conflicts. In this example, there are other possi-
ble hypotheses, but these imply the modification of more than one assumption.

The following subsections analyse: (1) how to design the model to be diag-
nosed (SD); and (2) how to obtain the observational model (OM).

3.2 System Description: Relational Database Model and Business
Data Constraints

Since the stored data participates in the BDCs, it is necessary to include the
BDCs and the relational database scheme into the model to be diagnosed. Busi-
ness Data Constraints describe the semantic relation between the data values
that are introduced, read and modified during the BP instances. It should be
borne in mind that the variables participating in the constraints can come from
the database or from the data-flow.

A Relational Database is a collection of predicates over a finite set of variables
described by means of a set of relations. A relation R is a data structure which
consists of a heading and an unordered set of tuples which share the same type,
where A1, A2, . . ., An are attributes of the domains D1, D2, . . ., Dn. A number
of the attributes of a relation can be described as Primary Key Attributes. The
relation between two tables is described by a referential integrity. Two tables
can be related by means of their Primary and Foreign Key Attributes, described
in the literature as the relational model.

3.3 Observational Model: Tuples of the Database

In a PAIS, the information is typically stored in a relational database, and there-
fore the tuples of the tables compose the OM. Since the variables involved in
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Fig. 4. Denormalized tuples

a BDC have different origins, it is possible that attributes from various tables
are related in a single BDC. The location of the data in various tables is due
to the necessity to follow the Normal Forms defined in relational database the-
ory. The normalization rules are designed to prevent update anomalies and data
inconsistencies. Since data is stored in various tables, to ascertain the full tuple
of values for an OM, a denormalization process needs to be carried out. This
denormalization process is only used for the purpose of diagnosing; the rela-
tional database undergoes no changes at all, only a new join relation is obtained
with all related attributes together used for the diagnosis in a temporal way.
Although normalization methods are applied at schema level, it is possible to
apply the opposite methods to ascertain the denormalized relations between the
data. The related attributes are those that appear in the same BDC together
with the primary-foreign key attributes necessary to join the related attributes
that belong to various tables. For the example in Fig. 2, the obtained join-table
is shown in Fig. 4. In the figure, the related BDCs are shown at the top of each
column. Although the details of how the join-table is created are described in
[8], the general idea can be understood by analysing the relational model in
Fig. 2, and by observing the specific values for the example introduced in Fig. 3.
Since the attribute idProject of the table ProjectPerYear is a foreign key of table
Project, then each tuple of ProjectPerYear is related to the tuple of Project whose
foreign and primary keys are equal. In a similar way, these are relation between
the variables MaximumPerYear and ProjectPerYear.

In the denormalization process, a column is included for each attribute to
distinguish between the provenance of the values. Distinction is made due to
the fact that it is necessary to know whether two values correspond to the same
attribute after the denormalization, since two equal values in a column do not
imply they represent the same variable. In the denormalization process, the same
value can appear in various tuples, derived from the 1..n relation between the
tables, such as the value associated to the human cost of project 223 (Variable
humanCost1) that appears in the two first tuples of Fig. 4, since this project was
developed over two years.
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4 Constraint Programming for Hybrid Business Process
Diagnosis Models

4.1 Fundamentals of Constraint Programming

In order to find the minimal incorrect part of the SD and OM in an automatic
and efficient way, we propose using Constraint Programming, since the definition
of BDCs is very close to the definition of the logic and arithmetic constraint
modelled in a Constraint Satisfaction Problem (CSP). A CSP [18] represents a
reasoning framework consisting of variables, domains and constraints 〈V,D,C〉,
where V is a set of n variables v1, v2, ..., vn whose values are taken from finite
domains Dv1,Dv2, ...,Dvn respectively, and C is a set of constraints on their
values. The constraint ck (xk1, . . . , xkn) is a predicate that is defined on the
Cartesian product Dk1× . . .×Dkj . This predicate is true iff the value assignment
of these variables satisfies the constraint ck.

If the model represented by {SD, OM} is satisfiable, then the OM conforms
to the BDCs that describe the SD. However, if no solution is found, the minimal
non-conformance parts of the model should be determined. In order to ascertain
the minimal explanation regarding faults, it is necessary to find a minimal subset
ss ⊂ {OM ∪ BDCs} that satisfies {SD ∪ OM} − ss. Since BDCs are applied by
various tuples with different values, all instances of BDCi must be included in
the search. This search is performed using a Constraint Optimization Problem
(COP), which is solved as a Min-CSP. A Min-CSP is a COP, where the goal is to
minimize an optimization function. The application of a Min-COP to a model-
based diagnosis problem implies defining an optimization function in order to
minimize the subset ss.

4.2 Compliance Verification by Means of the Observational Model

In order to verify the compliance of the BDCs, we have applied the obtained
tuples to instantiate the BDCs. For the tuples shown in Fig. 4, the BDCs of the
example have been instantiated, and the results are shown in Table 1. Analysing
each BDC according to the tuples:

Table 1. Results of the compliance verification of the BDCs

BDC Tuple

1 2 3 4 5

1 BDC1
1 ✓ BDC2

1 ✗

2 BDC1
2 ✓ BDC2

2 ✓ BDC3
2 ✓ BDC4

2 ✓ BDC5
2 ✓

3 BDC1
3 ✗ BDC2

3 ✗ BDC3
3 ✗ BDC4

3 ✓ BDC5
3 ✗

4 BDC1
4 ✓ BDC2

4 ✗ BDC3
4 ✓ BDC4

4 ✗ BDC5
4 ✓

5 BDC1
5 ✓ BDC2

5 ✓ BDC3
5 ✓ BDC4

5 ✓ BDC5
5 ✓

6 BDC1
6 ✓ BDC2

6 ✓
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– BDC1: two different instances of this BDC can be obtained (BDC1
1 and BDC2

1)
for the five tuples ({1, 2, 3} and {4, 5}). BDC1

1 is satisfiable (tuples 1, 2
and 3), but BDC2

1 is non-compliant (tuples 4 and 5). An error in one single
input: humanCost2, subsidisedCost2 or totalCost2, can explain this abnormal
behaviour. It is less likely that there is a fault in a BDC (usually written by
a business expert), than in an input (usually typed in by an user).

– BDC2, BDC5 and BDC6 are consistent for all tuples.
– BDC3: Only BDC4

3 is satisfiable. There are several explanations for this behav-
iour: (a) related to the data values, and (b) related to the BDC. An error
committed on writing BDC3 could provide a single explanation. As mentioned
earlier, it is less likely that a BDC is erroneous than data. The question is,
in what percentage should this likelihood be described? The analysis of this
percentage of likelihood is part of our methodology and is detailed in the
following subsection.

– BDC4: BDC2
4 and BDC4

4 are not satisfied. The failure can be explained with
a single variable,{maximumSubsidised2}, whose value is 10000 and is shared
by these two instances.

Although the possible diagnosis has been explained separately for each BDCi,
it is necessary to ascertain the minimal diagnosis that explains all discrepancies
for the whole problem. Our methodology is able to obtain the minimal diagnosis
that explains all this non-compliant behaviour.

Fig. 5. Min-CSP example
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4.3 Min-CSP Applied to Model-Based Diagnosis

The execution of the diagnosis entails the translation of the problem into a CSP,
including BDCs and tuples for each execution instance. Figure 5 shows the Min-
CSP created to diagnose the example. Below, the modelling of the parts of the
CSP are detailed (variables, domains, constraints and objective function).

In order to declare the Variables of the problem, a new variable is added
to the Min-CSP for each variable obtained in BDCi

j as explained in Subsect. 3.3
following the syntax: type var1k,...,varmk .

Furthermore, in order to provide the Min-CSP with the ability to distinguish
between different sources of faults (i.e. data and/or BDCs), we use reified cons-
traints. A reified constraint relies on a variable that denotes its truth value. It is
therefore necessary to add new variables to the CSP, whose domain is reduced
to values 0 (false value) and 1 (true value). These variables are associated to
each BDCi, BDCj

i (Constraints to represent the instantiation of BDCs)
and assignments of value to an input (Constraints to represent the instan-
tiation of Variables), in order to denote whether they are satisfiable. Both
rBDCi and rBDCj

i are included to differentiate the BDC from its application for
each tuple. The proposed syntax is:

//Reified variables to ascertain the satisfiability of the BDCs

integer[0,1] rVar1k,...,rVarmk
integer[0,1] rBDCi, rBDC1

i ,...,rBDCn
i

//Constraints to represent the reified variables assignment

rVarjk = ¬(varjk = valuejk)

//Constraints to represent the reified BDCs

rBDC1
i = ¬(BusinessRulei instantiated by tuple 1)

...

rBDCn
i = ¬(BusinessRulei instantiated by tuple n)

The reified variables are equalized to the negated constraints since the objec-
tive function is to minimize the number of elements with abnormal behaviour
(non-compliant). In order to ascertain when a defect in a BDC is less likely than
in data errors, the following constraint is added for each BDC:

rBDCi = rBDC1
i + ... + rBDCn

i =
∑n

j rBDCj
i ≥ minLiki

These constraints incorporate the likelihood concept into the CSP, by using
the parameter minLiki.

Definition 2. The parameter minLiki is the minimum number of faults (non-
compliant instances of a BDCi) that is set as the threshold to indicate that there
is a defect in a BDCi.

For example, if there are 5 tuples where BDCi is involved, minLik i can take a
value between 1 and 5. If at least the minLik i threshold number of instances are
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not satisfiable, then BDCi is considered as a part of the minimal diagnosis. How
the values of each minLik i is determined is detailed in the following subsection.

The Objective function is defined as:

minimize(rVar1k + ... + rVarmk + ... + rBDC1·minLik1 + ... + rBDCq·minLikq)

Each rBDCi has a weighting that is proportional to each parameter minLik i.
This objetive implies finding the minimal hybrid diagnosis.

Finally, it is important to add this constraint for each BDCi:
(rBDC1

i + ... + rBDCn
i = 0) ∨ (rBDC1

i + ... + rBDCn
i ≥ minLiki)

This constraint permits two options: (1)
∑n

j rBDCj
i is equal to 0, and there-

fore the BDCi is correct; or (2)
∑n

j rBDCj
i is equal to or greater than minLiki,

and therefore the BDCi has a defect. Intermediate values between 0 and minLiki

are not allowed, and therefore, if there are inconsistencies in a BDCj
i , it can only

be avoided by relaxing the variables rVarq related to BDCj
i . In other words, the

defects are only in input data and the BDCi is correct.

4.4 Calculation of the MinLik Parameter

The appropriate value of the minLik parameter for each BDCi depends on several
factors. It is necessary to take into account the number of tuples and variables
affected by each BDC, therefore minLik should be calculated at runtime, when
the diagnosis process is performed. The calculations for the example are shown
in Table 2. The meaning of each column is as follows:

Table 2. minLik parameter calculation

BDC nVar nInst %errors nErrors domain media rep? cover reduced minLik

1 3 2 20% 1.2 ≈ 1 [1] 1 No 2

2 2 5 20% 2 [1, 2] 2 Yes 2 1 1

3 2 5 20% 2 [1, 2] 2 Yes 2 1 1

4 2 5 20% 2 [1, 2] 2 Yes 3 2 2

5 2 5 20% 2 [1, 2] 2 Yes 3 2 2

6 2 2 20% 0.8 ≈ 1 [1] 1 No 2

– BDC: number that identifies a BDCi.
– nV ar: number of variables involved in a BDCi.
– nInst: number of instances (BDCi

j) of the BDCi.
– %errors: average percentage of data errors estimated by the expert.
– nErrors: probable number of data errors that can appear in all instances of a

BDCi. This is obtained as the product of: nErrors = nVar · nInst · %errors,
and it is rounded to the nearest integer.
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– domain: interval between the minimum and maximum number of instances
that can be influenced by a number of data errors equal to nErrors.

– media: most likely case within the range obtained in the previous domain
column. It is calculated as the weighted average of all possible cases (integers
of the domain column) and probability, rounded to the nearest integer.

– rep?: column set to Yes if there is at least one variable that appears in different
instances of the same BDCi. For example, humanCost2 appears in BDC3

3,
BDC4

3, BDC5
3.

– cover: minimum number of items of erroneous data such that all BDCi
j of

a BDCi are incorrect. This depends on the existence of variables that par-
ticipate in different instances of the same BDCi (previous column rep?). For
example, for BDC3, the minimal number is two: variables humanCost1 and
humanCost2.

– reduced: the diagnosis process tries to explain the anomalous behaviour with
the minimum number of errors, but the variables that are repeated in diffe-
rent instances can explain errors in several instances at the same time. To
counteract this effect, this column is calculated as 1+(media · cover)/nInst,
and is rounded to the nearest integer.

– minLik: calculation performed as the minimum between the values media+1
and reduced.

4.5 Diagnosing the Example

The minimal diagnosis is obtained solving the Min-CSP presented in Fig. 5. The
minimal diagnosis is a set of three elements: maximumSubsidised2, BDC3, and
{humanCost2, subsidisedCost2, or totalCost2}. In order to satisfy all BDCs and
the compliance verification presented in Table 1, three modifications could be
made:

– The input data associated to the maximumSubsidised2 variable must be
changed. This change solves the compliance problems in BDC4.

– The BDC3 must be changed. This change solves the compliance problems in
BDC3.

– Finally, the input data associated to, humanCost2 or subsidisedCost2 or
totalCost2, must be changed. Only one of three variables. This change solves
the compliance problems in BDC1.

The minimal diagnosis found with our methodology includes the three intro-
duced faults.

5 Evaluation

In order to evaluate our proposal, we have designed a set of tests where the
possible single and double faults in data and BDCs are simulated. With these
tests, we can confirm the validity of our methodology to achieve the minimal
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diagnosis for various cases. To cover the most relevant cases, variables and BDCs
of the example have been divided into different sets according to the number of
tuples and BDCs that are affected by each of them. Regarding the 22 variables
in Fig. 4, we have divided them into 7 different sets, where each set is formed
of the variables that appear in the same number of tuples and involved in the
same BDCs. Regarding BDCs, the 6 BDCs of the example are divided into 4
sets according to the number of variables affected by them. In greater detail, the
two sets of variables and BDCs are:

– Set of Variables: {subsidisedCost1, 2, 3, 4, 5, maximumHuman3, maximum-

Subsidised3} are in one tuple and affected by one BDC; {humanPerYear1, 2, 3,
4, 5} are in one tuple and affected by three BDCs; {maximumSubsidised1, 2,
maximumHuman1, 2} are in two tuples and affected by one BDC; {subsidised-

Cost1, totalCost1} in two tuples and affected by two BDCs; {HumanCost1} is
in two tuples and affected by three BDCs; {subsidisedCost2, totalCost2} are in
three tuples and affected by two BDCs; {humanCost2} is in three tuples and
affected by three BDCs.

– Set of BDCs: {BDC6} involves four variables, {BDC1} involves six varia-
bles, {BDC2, BDC3} involve seven variables, {BDC4, BDC5} involve eight
variables.

Figure 6 depicts the execution time (ms) for the proposed hybrid diagnosis.
Each possible fault is simulated for an example of each set of variables and
BDCs, since the study for the elements within the same set is equivalent. In
the figure, different symbols are used to represent the results of the attained
diagnosis: (1) green diamonds, the introduced fault is the minimal and single
fault found with our methodology; (2) blue squares, the introduced fault is one
of the minimal faults found by our methodology; and (3) red triangles, the
introduced fault is not minimal, and hence our approach found another minimal
explanation.

Fig. 6. Execution time of hybrid diagnosis test cases
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In these forty-five tests, only in two cases did our approach find another
minimal explanation. In these two cases, the correct diagnosis is not the minimal
diagnosis, but is proposed as the second minimal diagnosis.

6 Related Works

Papers where data is involved in model-based diagnosis in BPs are divided into
two types: model analysis at design time, and analysis of instances at runtime.

Regarding the analysis of the data model at design time, one of the main
focuses is on the detection of possible faults in the data flow, such as missing,
redundant, and conflicting data [21]. This research has been extended to deal
with the analysis of process models that contain both control flow and data flow,
and with artifact-centric orientation instead of activity-centric models [7,10,20].
Although a variety of mechanisms have been developed to prevent errors at the
structural level (deadlocks, livelocks, ...) [22], they also have to comply with
business level rules and policies. In [5,6], the activities are attributed with pre-
conditions and post-conditions that describe the data behaviour to verify the
correctness of the model at design time. Artifact-centric orientation has also
been used to support consistent specifications [26].

Regarding the importance of data for the runtime conformity of BPs, both
stored data and data flow are objects of this study. In relation to the persistence
layer and data-flow, relational databases have been used in BPs, for example
in [2], which presents a solution where data is audited and stored in a rela-
tional database. However, no validation of the semantics is performed for this
persistence layer and the business rules.

The analysis of the correctness of BPs is typically related to the activity exe-
cuted according to the value of a data variable in each case, by verifying whether
the model and the log conform to each other [1]. Although some authors have
noticed that relational databases are the typical repository where the changed
data is stored instead of log events [3], the stored data itself does not repre-
sent the objective of the diagnosis. In [15,16], business constraint monitoring
is presented based on Event Calculus. In [12], the importance of validating the
correctness of data in PAISs is highlighted, although the challenge remains of
how to find a fault in data instead of in a decision related to data. Therefore,
conformance-checking analysis on log events is insufficient [19] to claim correct-
ness in a BP.

In this paper, we present the necessity to study the correctness of rules and
data themselves, and define data-aware compliance rules (BDCs). Related to
how to model data-aware compliance rules, studies such as [4,11,12,14,24] define
graphical notations to represent the relationship between data and compliance
rules by means of data conditions. In [25], a method for monitoring control-flow
deviations during process execution is proposed. In [13], “semantic constraints”
and the SeaFlows framework for enabling integrated compliance support are
proposed. An approach for semantically annotating activities with preconditions
and effects that may refer to data objects is introduced in [9], and an efficient
algorithm for compliance verification using propagation is also discussed.
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Summarizing, to the best of our knowledge, this is the first contribution that
addresses a hybrid approximation, where faults in rules and data are considered
at the same time. Previous studies can be found in the literature about the Pos-
sible Minimal Set of Incorrect Data or Possible Minimal Set of Incorrect BDCs,
but this work is centred on both types of errors at the same time. A preliminary
study [8] diagnoses data stored according to the model, but not combined with
possible faults in business rules.

7 Conclusions and Future Work

A diagnosis methodology that considers both business data constraints and data
(either flowing or stored) as possibly being responsible for incorrect behaviour
is presented. The combination of types of faults (i.e. in BDCs and/or data)
necessitates a hybrid diagnosis, which is performed regarding the likelihood of
faults in data vs. those in BDCs. To this end, Constraint Programming is used by
modelling the problem as a CSP. Moreover, this proposal takes into account that
data may be shared by various instances of the BP, and deals with it accordingly,
for example by diagnosing faults in an instance that were caused by the updating
of data by another running instance.

As future work, we plan to offer an easier and customized way to determine
the likelihood between data and BDC malfunction. In order to improve our
approach, we would like to consider roles or the organization view. Moreover, we
intend to perform the diagnosis even when certain data still remains unknown,
in order to allow the detection of potential errors in advance.

Furthermore, we would like to extend the idea to include those BPs that man-
age aggregate data. Another interesting line would be to manage a log of diag-
noses, whereby the cause of a malfunction is ascertained by analysing previous
diagnoses.
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13. Ly, L.T., Rinderle-Ma, S., Göser, K., Dadam, P.: On enabling integrated process
compliance with semantic constraints in process management systems. Inf. Syst.
Front., 1–25 (2009)

14. Ly, L.T., Rinderle-Ma, S., Knuplesch, D., Dadam, P.: Monitoring business process
compliance using compliance rule graphs. In: Meersman, R., et al. (eds.) OTM
2011, Part I. LNCS, vol. 7044, pp. 82–99. Springer, Heidelberg (2011)

15. Maggi, F.M., Montali, M., van der Aalst, W.M.P.: An operational decision support
framework for monitoring business constraints. In: de Lara, J., Zisman, A. (eds.)
FASE 2012. LNCS, vol. 7212, pp. 146–162. Springer, Heidelberg (2012)

16. Montali, M., Maggi, F.M., Chesani, F., Mello, P., van der Aalst, W.M.P.: Moni-
toring business constraints with the event calculus. ACM TIST 5(1), 17 (2013)

17. Peng, Y., Reggia, J.: Abductive Inference Models for Diagnostic Problem-Solving.
Symbolic Computation. Springer, New York (1990)

18. Rossi, F., van Beek, P., Walsh, T.: Handbook of Constraint Programming. Elsevier,
Amsterdam (2006)

19. Rozinat, A., van der Aalst, W.: Conformance checking of processes based on mon-
itoring real behavior. Inf. Syst. 33(1), 64–95 (2008)

20. Sidorova, N., Stahl, C., Trcka, N.: Soundness verification for conceptual workflow
nets with data: Early detection of errors with the most precision possible. Inf. Syst.
36(7), 1026–1043 (2011)

21. Sun, S.X., Zhao, J.L., Nunamaker, J.F., Sheng, O.R.L.: Formulating the data-flow
perspective for business process management. Inf. Syst. Res. 17(4), 374–391 (2006)
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Abstract. Process Mining techniques require event logs which, in many
cases, are obtained from databases. Obtaining these event logs is not a
trivial task and requires substantial domain knowledge. In addition, the
result is a single view on the database in the form of a specific event
log. If we desire to change our view, e.g. to focus on another business
process, and generate another event log, it is necessary to go back to
the source of data. This paper proposes a meta model to integrate both
process and data perspectives, relating one to the other and allowing
to generate different views from it at any moment in a highly flexible
way. This approach decouples the data extraction from the application
of analysis techniques, enabling its use in different contexts.

Keywords: Process mining · Database · Data schema · Meta model ·
Event extraction

1 Introduction

The field of process mining offers a wide variety of techniques to analyze event
data. Process discovery, conformance and compliance checking, performance
analysis, process monitoring and prediction, and operational support are some
of the techniques that process mining provides in order to better understand
and improve business processes. However, most of these techniques rely on the
existence of an event log.

Anyone who has dealt with obtaining event logs in real-life scenarios knows
that this is not a trivial task. It is not common to find logs exactly in the right
form. In many occasions, they simply do not exist and need to be extracted
from some sort of storage, like databases. In these situations, when a database
exists, several approaches are available to extract events. The most general is
the classical extraction in which events are manually obtained from the tables
in the database. To do so, a lot of domain knowledge is required in order to
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232 E. González López de Murillas et al.

select the right data. Some work has been done in this field to assist in the
extraction and log generation task [2]. Also, studies have been performed on
how to extract events in very specific environments like SAP [5,6,13] or other
ERP systems [8]. A more general solution to extract events from databases,
regardless of the application under study, is presented in [10], which describes
how to automatically obtain events from database systems that generate redo logs
as a way to recover from failure. The mentioned approaches aim at, eventually,
generating an event log, i.e. a set of traces, each of them containing a set of
events. These events represent operations or actions performed in the system
under study, and are grouped in traces following some kind of criteria. However,
there are multiple ways in which events can be selected and grouped into traces.
Depending on the perspective we want to have on the data, we need to extract
event logs differently. Also, a database contains a lot more information than
just events. The extraction of events and its representation as a plain event log
can be seen as a “lossy” process during which valuable information can get lost.
Considering the prevalence of databases as a source for event logs, it makes sense
to gather as much information as possible, combining the process view with the
actual data.

We see that process mining techniques grow more and more sophisticated.
Yet, the most time-consuming activity, event log extraction, is hardly supported.
This paper provides mature support to tackle the problem of obtaining, trans-
forming, organizing and deriving data and process information from databases.
This makes easier to connect the registration system of enterprises with analysis
tools, generating different views on the data in a flexible way. Also, this work
presents a comprehensive integration of process and data information in a con-
sistent and unified format. All of this is formally supported with automated
techniques. Moreover, the provided solution has the benefit of being universal,
being applicable regardless of the specific system in use. Figure 1 depicts an
environment in which the information is scattered over several systems from a
different nature, like ERPs, CRMs, BPM managers, database systems, redo logs,
etc. In such a heterogeneous environment, the goal is to extract, transform and
derive data from all sources to a common representation that is able to connect
all the pieces together such that analysis techniques like process mining can be
readily applied.

The remainder of this paper is structured as follows: Sect. 2 presents a running
example used through the paper. Section 3 explains the proposed meta model and

Fig. 1. Data gathering from several systems to a meta model
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the formalization. Implementation details are presented in Sect. 4. The approach
is evaluated in Sects. 5 and 6 shows the related work. Finally, Sect. 7 presents
the conclusions and future work.

2 Running Example

In this section we propose a running example to explain and illustrate our app-
roach. Assume we want to analyze a setting where concerts are organized and
concert tickets are sold. To do so, a database is used to store all the informa-
tion related to concerts, concert halls (hall), seats, tickets, bands, performance
of bands in concerts (band playing), customers and bookings. Figure 2 shows
the data schema of the database. In it we see many different elements of the
involved process represented. Let us consider now a complex question that can
be of interest from a business point of view: What is the interaction with the
process of customers between 18 and 25 years old who bought tickets for concerts
of band X? This question represents a challenge starting from the given database
for several reasons:

Fig. 2. Data schema of the example database

1. The database does not provide an integrated view of process and data. There-
fore, questions related to the execution of the underlying process cannot be
answered with a query.

2. The current database schema fits the purpose of storing the information in
this specific setting, but it does not have enough flexibility to extend its func-
tionality allocating new kinds of data such as events or objects of a different
nature.

3. The setting lacks execution information in an accessible way (events, traces
and logs are missing so one cannot apply process mining without a lot of extra
work), and there is no assistance on how to extract or derive this information
from the given data.
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4. If we plan to use the data as it is, it requires to adapt to the way it is stored
for every question we want to answer.

All these reasons make the analysis complex, if not impossible, in many
settings. At best, such an analysis can only be carried out by either the extraction
of a highly specialized event log or the creation of a complex ad hoc query.

3 Meta Model

As has been shown before, a need exists for a way to store execution information
in a structured way, something that accepts data from different sources and
allows to build further analysis techniques independently from the origin of this
data. Efforts in this field have already been made as can be observed in [14]
with the OpenXES standard. This standard defines structure to manage and
manipulate logs, containing events and traces and the corresponding attributes.
Therefore, XES is a good target format to represent behavior. However, a XES
file is just one view on the data and, despite being an extensible format, it does
not provide a predefined structure to store all the linked information we want
to consider.

Because of this, it seems necessary to define a structured way to store addi-
tional information that can be linked to the classical event log. This new way
to generalize and store information must provide sufficient details about the
process, the data types and the relations between all the elements, making it
possible to answer questions at the business level, while looking at two different
perspectives: data and process.

3.1 Requirements

To be able to combine the data and process perspectives in a single structure,
it is important to define a set of requirements that a meta model must fulfill. It
seems reasonable to define requirements that consider backwards-compatibility
with well established standards, support of additional information, its structure
and the correlation between process and data views:

1. The meta model must be compatible with the current meta model of XES,
i.e. any XES log can be transformed to the new meta model and back without
loss of information,

2. It must be possible to store several logs in the new meta model, avoiding
event duplication,

3. Logs stored in the same meta model can share events and belong to different
processes,

4. It must be possible to store some notion of process in the meta model,
5. The meta model must allow to store additional information, like database

objects, together with the events, traces and processes, and the correlation
between all these elements,
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6. The structure of additional data must be precisely modeled,
7. All information mentioned must be self contained in a single storage format,

easy to share and exchange, similarly to the way that XES logs are handled.

The following section describes the proposed meta model which complies
with these requirements, providing a formalization of the concepts along with
explanations.

3.2 Formalization

Considering the typical environments subject to study in the process mining
field, we can say that it is common to find systems backed up by some sort
of database storage system. Regardless of the specific technology behind these
databases, all of them have in common some kind of structure for data. We can
describe our meta model as a way to integrate process and data perspectives,
providing flexibility on its inspection and assistance to reconstruct the missing
parts. Figure 3 shows a high level representation of the meta model. On the right
hand side, the data perspective is considered, while the left models the process
view. Assuming that the starting point of our approach is data, we see that
the less abstract elements of the meta model, events and versions, are related,
providing the connection between the process and data view. These are the basic
blocks of the whole structure and, usually, the rest can be derived from them.
However, in Sect. 5 we will see that, given enough information, we can also derive
any of these two basic blocks from the other.

The data side considers three elements: data model, objects and versions.
The data model provides a schema describing the objects of the database. The
objects represent the unique entities of data that ever existed or will exist in
our database, while the versions represent the specific values of the attributes
of an object during a period of time. Versions represent the evolution of objects
through time. The process side considers events, instances and processes.
Processes describe the behavior of the system. Instances are traces of execution
for a given process, being sets of events ordered through time. These events

Fig. 3. Diagram of the meta model at a high level
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represent the most granular kind of execution data, denoting the occurrence of
an activity or action at a certain point in time.

The remainder of this section proposes a formalization of the elements in this
meta model, starting from the data and continuing with the process side. As has
been mentioned before, we can assume a way to classify elements in types or
Classes exists. Looking at our running example, we can distinguish between a
ticket class and a customer class. This leads to the definition of data model as
a way to describe the schema of our data.

Definition 1 (Data Model). A data model is a tuple DM = (CL,AT ,
classOfAttribute,RS , sourceClass, targetClass) such that

– CL is a set of class names,
– AT is a set of attribute names,
– classOfAttribute ∈ AT → CL is a function that maps each attribute to a class,
– RS is a set of relationship names,
– sourceClass ∈ RS → CL is a function that maps each relationship to its

source class,
– targetClass ∈ RS → CL is a function that maps each relationship to its target

class

Each of these elements belonging to a Class represents a unique entity, some-
thing that can be differentiated from the other elements of the same class, e.g.
Customer A and Customer B. We will call them Objects, being unique entities
according to our meta model.

Definition 2 (Object Collection). Assume OBJ to be the set of all possible
objects. An object collection OC is a set of objects such that OC ⊆ OBJ .

Something we know as well is that, during the execution of a process, the
nature of these elements can change over time. Modifications can be made on
the attributes of these objects. Each of these represents mutations of an object,
modifying the values of some of its attributes, e.g. modifying the address of a
customer. As a result, despite being the same object, we will be looking at a
different version of it. The notion of Object Version is therefore introduced to
show the different stages in the life-cycle of an Object.

During the execution of a process, operations will be performed and, many
times, links between elements are established. These links allow to relate Tickets
to Concerts, or Customers to Bookings, for example. These relationships are of
a structured nature and usually exist at the data model level, being defined
between Classes. Therefore, we know upfront that elements of the class Ticket
can be related somehow to elements of the class Concert. Relationships is the
name we use to call the definition of these links at the data model level. However,
the actual instances of these Relationships appear at the Object Version level,
connecting specific versions of objects during a specific period of time. These
specific connections are called Relations.
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Definition 3 (Version Collection). Assume V to be some universe of val-
ues, TS a universe of timestamps and DM = (CL,AT , classOfAttribute,RS ,
sourceClass, targetClass) a data model. A version collection is a tuple OVC =
(OV , attValue, startTimestamp, endTimestamp,REL) such that

– OV is a set of object versions,
– attValue ∈ (AT × OV ) �→ V is a function that maps a pair of object version

and attribute to a value,
– startTimestamp ∈ OV → TS is a function that maps each object version to a

start timestamp,
– endTimestamp ∈ OV → TS is a function that maps each object ver-

sion to an end timestamp such that ∀ov ∈ OV C : endTimestamp(ov) ≥
startTimestamp(ov),

– REL ⊆ RS × OV × OV is a set of triples relating pairs of object versions
through a specific relationship.

At this point, it is time to consider the process side of the meta model. The
most basic piece of information we can find in a process event log is an event.
These are defined by some attributes, among which we find a few typical ones
like timestamp, resource or lifecycle.

Definition 4 (Event Collection). Assume V to be some universe of values
and TS a universe of timestamps. An event collection is a tuple EC = (EV ,
EVAT , eventAttributeValue, eventTimestamp, eventLifecycle, eventResource)
such that

– EV is a set of events,
– EVAT is a set of event attribute names,
– eventAttributeValue ∈ EV × EVAT �→ V is a function that maps a pair of an

event and event attribute name to a value,
– eventTimestamp ∈ EV → TS is a function that maps each event to a

timestamp,
– eventLifecycle ∈ EV → {start , complete, . . . } is a function that maps each

event to a value for its life-cycle attribute,
– eventResource ∈ EV → V is a function that maps each event to a value for

its resource attribute.

When we consider events of the same activity but relating to a different
lifecycle, we gather them under the same activity instance. For example, two
events that belong to the activity make booking could have different lifecycle
values, being start the one denoting the beginning of the operation (first event)
and complete the one denoting the finalization of the operation (second event).
Therefore, both events belong to the same activity instance. Each of these activ-
ity instances can belong to different cases or traces. At the same time, cases can
belong to different logs, that represent a whole set of traces on the behavior of
a process.

Definition 5 (Instance Collection). An instance collection is a tuple IC =
(AI ,CS ,LG , aisOfCase, casesOfLog) such that
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– AI is a set of activity instances,
– CS is a set of cases,
– LG is a set of logs,
– aisOfCase ∈ CS → P (AI) is a function that maps each case to a set of

activity instances,
– casesOfLog ∈ LG → P (CS) is a function that maps each log to a set of cases.

The last piece of the our meta model is the process model collection. This part
stores process models on an abstract level, i.e. as sets of activities. An activity
can belong to different processes at the same time.

Definition 6 (Process Model Collection). A process model collection is a
tuple PMC = (PM ,AC , actOfProc) such that

– PM is a set of processes,
– AC is a set of activities,
– actOfProc ∈ PM → P (AC) is a function that maps each process to a set of

activities.

Now we have all the pieces of our meta model, but it is still necessary to
wire them together. A connected meta model defines the connections between
these blocks. Therefore, we see that versions belong to objects (objectOfVer-
sion) and objects belong to a class (classOfObject). In the same way, events
belong to activity instances (eventAI ), activity instances belong to activities
(activityOfAI ) and can belong to different cases (aisOfCase), cases to different
logs (casesOfLog) and logs to process (processOfLog). Connecting both data and
process views, we find events and versions. They are related (eventToOVLabel)
in a way that can be interpreted as a causal relation between events and versions,
i.e. when events happen they trigger the creation of versions as a result of mod-
ifications on data (the update of an attribute for instance). Another possibility
is that the event represents a read access or query of the values of a version.

Definition 7 (Connected Meta Model). Assume V to be some universe
of values, DM = (CL,AT , classOfAttribute,RS , sourceClass, targetClass) a
data model, OC an object collection, OVC = (OV , attValue, startTimestamp,
endTimestamp,REL) a version collection, EC = (EV ,EVAT , event
AttributeValue, eventTimestamp, eventLifecycle, eventResource) an event collec-
tion, IC = (AI ,CS ,LG , aisOfCase, casesOfLog) an instance collection and
PMC = (PM ,AC , actOfProc) a process model collection. A connected meta
model is a tuple CMM = (DM ,OC , classOfObject , objectOfVersion,OVC ,EC ,
eventToOVLabel , IC , eventAI ,PMC , activityOfAI , processOfLog) such that

– classOfObject ∈ OC → CL is a function that maps each object to a class,
– objectOfVersion ∈ OV → OC is a function that maps each object version to

an object,
– eventToOVLabel ∈ EV ×OV �→ V is a function mapping pairs of an event and

an object version to a label. If a pair (ev, ov) ∈ domain(eventToOV Label),
this means that both event and object version are linked. The label itself defines
the nature of such link, e.g. “insert”, “update”, “read”, “delete”, etc.,
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Fig. 4. ER diagram of the meta model

– eventAI ∈ EV → AI is a function that maps each event to an activity
instance,

– activityOfAI ∈ AI → AC is a function that maps each activity instance to an
activity,

– processOfLog ∈ LG → PM is a function that maps each log to a process.

An instantiation of this meta model fulfills the requirements set in Sect. 3.1
in terms of storage of data and process view. Some characteristics of this meta
model that enable full compatibility with the XES standard have been omitted
in this formalization for the sake of brevity. In addition to this formalization, an
implementation has been made. This was required in order to provide tools that
assist in the exploration of the information contained within the meta model.
More details on this implementation are explained in the following section.

4 Implementation

The library OpenSLEX, based on the meta model proposed in this work, has
been implemented in Java1. This library provides an interface to insert data
in the meta model, and to access it in a similar way to how XES Logs are
managed by OpenXES [14]. However, under the hood it relies on SQL technology.
Specifically, the meta model is stored in an SQLite2 file. This provides some
advantages like an SQL query engine, a standardized format as well as storage in
self contained single data files that benefits its exchange and portability. Figure 4
shows an ER diagram of the internal structure of the meta model. However,
it represents a simplified version to make it more understandable and easy to
visualize. The complete class diagram of the meta model can be accessed in the

1 http://www.win.tue.nl/∼egonzale/projects/openslex/.
2 http://www.sqlite.org/.

http://www.win.tue.nl/~egonzale/projects/openslex/
http://www.sqlite.org/
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Fig. 5. Input scenarios to complete meta model elements

tool’s website3. In addition to the library mentioned earlier, an inspection tool
has been developed. This tool allows to explore the content of OpenSLEX files by
means of a GUI in an exploratory fashion, which lets the user dig into the data
and apply some basic filters on each element of the structure. The tool presents
a series of blocks that contain the activities, cases, activity instances, events,
event attribute values, data model, objects, object versions, object version attribute
values and relations in the meta model. Some of the lists in the inspector (cases,
activity instances, events and objects) have tabs that allow to filter the content
they show. For instance, if the tab “Per Activity” in the cases list is clicked, only
cases that contain events of such activity will be shown. In the same way, if the
tab “Per Case” in the events list is clicked, only events contained in the selected
case will be displayed. An additional block in the tool displays the attributes of
the selected event.

5 Evaluation

The development of the meta model presented in this paper has been partly
motivated by the need of a general way to capture the information contained in
different systems combining the data and process view. These systems, usually
backed by a database, use very different ways to internally store their data.
Therefore, in order to extract this data, it is necessary to define a translation
mechanism tailored to the wide variety of such environments. Because of this,
the evaluation aims at demonstrating the possibility of transforming information
from different environments to the proposed meta model. Specifically, three source
environments are analyzed:

1. Database Redo Logs: files generated by the DBMS in order to maintain the
consistency of the database in case of failure or rollback operations.

2. In-table version storage: Application-specific schema to store new versions of
objects as a new row in each table.

3. SAP-style change table: changes on tables are recorded in a “redo log” style
as a separate table, the way it is done in SAP systems.

3 http://www.win.tue.nl/∼egonzale/projects/meta-model/.

http://www.win.tue.nl/~egonzale/projects/meta-model/
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Fig. 6. Meta model completion in the three evaluated environments

The benefit of transforming the data to a common representation is that
it allows for decoupling the application of techniques for the analysis from the
sources of data. In addition, a centralized representation allows to link data from
different sources. However, the source of data may be incomplete. In this case,
when transforming the data to fit in our meta model is not enough, we need to
apply some inference techniques. This allows to derive the missing information
and create a complete and fully integrated view.

The first part of this evaluation (Sect. 5.1) presents the different scenarios
that we can find when transforming data. Each of these scenarios start from
data that corresponds to different parts of the meta model. Then, it shows
how to derive the missing elements from the given starting point. Sections 5.2,
5.3 and 5.4 analyze the three realistic environments mentioned before. We will
demonstrate that data extraction is possible and that the meta model can be
used to apply process mining instantly. Section 5.5 shows an example of the
corresponding output meta model for the three environments.

5.1 Meta Model Completion Scenarios

It is rare to find an environment that explicitly provides the information to fill
every cell of our meta model. This means that additional steps need to be taken
to evolve from an incomplete meta model to a complete one. To do so, Fig. 5
presents several scenarios in which, starting from a certain input, it is possible
to infer other elements. Applying these steps consecutively will lead us, in the
end, to a completely filled meta model:

a) One of the most basic elements we require in our meta model to be able
to infer other elements is the event collection. Starting from this input and
applying schema, primary key and foreign key discovery techniques [12,15],
it is possible to obtain a data model describing the structure of the original
data.
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b) The events, when combined with a data model, constitute one of the basic
components and allows to infer objects. To do so, it is necessary to know the
attributes of each class that identify the objects (primary keys). Finding the
unique values for such attributes in the events corresponding to each class
results in the list of unique objects of the meta model.

c) Also, we can derive cases from the combination of events and a data model.
The event splitting technique described in [10], which uses the transitive rela-
tions between events defined by the data model, allows to generate different
sets of cases, or event logs.

d) The events of each object can be processed to infer the object versions as
results of the execution of each event. To do so, events must contain the
values of the attributes of the object they relate to at a certain point in
time or, at least, the values of the attributes that were affected (modified)
by the event. Then, ordering the events by (ascending) timestamp allows to
reconstruct the versions of each object.

e) The inverse of scenario d is the one in which events are inferred from object
versions. Looking at the attributes that differ between consecutive versions it
is possible to create the corresponding event for the modification.

f) Finally, a set of cases is required to discover a process model using any of the
multiple miners available in the process mining field.

The following three sections analyze realistic environments and relate them
to these scenarios to demonstrate that the complete meta model structure can
be derived in each of them. The goal is to create an integrated view of data and
process, specially when event logs are not directly available.

5.2 Database Redo Logs

The first environment focuses on database redo logs, a mechanism present in
many DBMSs to guarantee consistency, as well as providing additional features
such as rollback, point-in-time recovery, etc. Redo logs have already been con-
sidered in previous works [1,10] as a source of event data for process mining.
Table 1 shows an example of a redo log obtained from an Oracle DBMS. After
its processing, explained in [10], these records are transformed into events.

Table 1. Fragment of a redo log: each line corresponds to the occurrence of an event
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Figure 6 shows a general overview of how the meta model elements are com-
pleted according to the starting input data and the steps taken to derive the
missing ones. In this case, the analysis of database redo logs allows to obtain a
set of events, together with the objects they belong to and the data model of the
database. These elements alone are not sufficient to do process mining without
the existence of an event log (a set of traces). In addition, the versions of the
objects of the database need to be inferred from the events as well.

Fortunately, a technique to build logs using different perspectives (Trace
ID Patterns) is presented in [10]. The existence or definition of a data model
is required for this technique to work. Figure 6 shows a diagram of the data
transformation performed by the technique, and how it fits in the proposed meta
model structure. The data model is automatically extracted from the database
schema and is the one included in the meta model. This data model, together
with the extracted events, allows to generate both cases (c) and object versions
(d). Then, process discovery completes the meta model with a process (f). Once
the meta model structure is filled with data, we can make queries on it taking
advantage of the established connections between all the elements and apply
process mining to do the analysis.

5.3 In-Table Versioning

It is not always possible to get redo logs from databases. Sometimes they are
disabled or not supported by the DBMS. Also, we simply may not be able to
obtain credentials to access them. Whatever the reason, we often face a situation
in which events are not explicitly stored. This enormously limits the analysis that
can be performed on the data. The challenge in this environment is to obtain,
somehow, an event log to complete our data.

It can be the case that we encounter an environment such that, despite of
lacking events, versioning of objects is kept in the database, i.e. it is possible to
retrieve the old value for any attribute of an object at a certain point in time.
This is achieved by means of duplication of the modified versions of rows. The
table at the bottom left corner of Fig. 7 shows an example of an in-table ver-
sioning of objects. We see that the primary key is formed by the fields id and
load timestamp. Each row represents a version of an object and every new refer-
ence to the same id at a later load timestamp represents an update. Therefore, if
we order rows (ascending) by id and load timestamp, we get sets of versions for
each object. The first one (with older load timestamp) represents an insertion,
and the rest updates on the values.

Looking at Fig. 7 it is clear that, ordering by timestamp the versions in the
original set (bottom left), we can reconstruct the different states of the database
(right). Each new row in the original table represents a change in the state of
the database. Performing this process for all the tables, allows to infer the events
in a setting where they were not explicitly stored. Figure 6 shows that, thanks
to the meta model proposed it is possible to derive events starting from a data
model, a set of objects, and their versions as input (Fig. 5.e). The next step is to
obtain cases from the events and data model applying the technique from [10]
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Fig. 7. Example of in-table versioning and its transformation into objects and versions

to split event collections into cases selecting an appropriate Trace ID Pattern
(scenario c). Finally, process discovery will allow us to obtain a process model
to complete the meta model structure (scenario f ).

As a result of the whole procedure, we have a meta model completely filled
with data (original and derived) that enables any kind of analysis available
nowadays in the process mining field. Moreover, it allows for extended analysis
combining data and process perspectives.

5.4 SAP-style Change Table

The last environment we will consider is related to very widespread ERP sys-
tems such as SAP. These systems provide a huge amount of functionalities to
companies by means of configurable modules. They can run on various platforms
and rely on databases to store all their information. However, in order to make
them as flexible as possible, the implementation tries to be independent of the
specific storage technology running underneath. We see SAP systems running on
MSSQL, Oracle or other technologies but they do not make intensive use of the
features that the database vendor provides. Therefore, data relations are often
not defined in the database schema, but managed at the application level. This
makes the life of the analyst who would be interested in obtaining event logs a bit
more complicated. Fortunately, SAP implements its own redo log like mechanism
to store changes in data, and it represents a valid source of data for our pur-
poses. In this setting we lack event logs, object versions, a complete data model
and processes. Without some of these elements, performing any kind of process
mining analysis becomes very complicated, if not impossible. For instance, the
lack of an event log does not allow for the discovery of a process and, without it,
performance or conformance analysis are not possible. To overcome this prob-
lem, we need to infer the lacking elements from the available information in the
SAP database.

First, it must be noted that, despite the absence of an explicitly defined data
model, SAP uses a consistent naming system for their tables and columns, and
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Fig. 8. Example of SAP change tables CDHDR and CDPOS

there is lots of documentation available that describes the data model of the
whole SAP table landscape. On the other hand, to extract the events we need to
process the change log. This SAP-style change log, as can be observed in Fig. 8,
is based on two change tables: CDHDR and CDPOS. The first table (CDHDR)
stores one entry per change performed on the data with a unique change id
(CHANGENR) and other additional details. The second table (CDPOS ) stores
one entry per field changed. Several fields in a data object can be changed at
the same time and will share the same CHANGENR. For each field changed, the
table name is recorded (TABNAME ) together with the field name (FNAME ),
the key of the row affected by the change (TABKEY ) and the old and new
values of the field (VALUE OLD, VALUE NEW ).

As can be seen in Fig. 6, after processing the change log and providing an SAP
data model, we are in a situation in which the events, objects and data model
are known. Then, we can infer the versions of each object (d), split the events
in cases (c) and finally, discover a process model (f). With all these ingredients
it becomes possible to perform any process mining analysis and answer complex
questions combining process and data perspectives.

5.5 Resulting Meta Model

In the three previous sections we have explored different environments in which,
from a given starting input, we can derive the missing blocks to completely fill
our meta model. The three environments are different, but based on the running
example presented in Sect. 2. Therefore, we assume that the same information
can be accessed in all three of them. As a result, the resulting meta model will
contain the same information, but different parts have been derived through
a different procedure depending on the starting input data. Figure 9 provides
a simplified view on the final content of the meta model for any of the three
environments. However, a full meta model considering all the tables presented
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Fig. 9. Sumarized example of resulting meta model

in the running example is available online4 and can be explored using our tool
shown in Sect. 4. Now we have all the information we need in a centralized
storage. However, it cannot be used yet to do process mining analysis. Most of
these techniques require an event log in XES format. Fortunately, our meta model
allows full compatibility with this target format. In addition, our meta model
has the advantage of allowing to generate many different event logs depending on
the view we want to obtain of our data. Let us reconsider the question proposed
in Sect. 2: What is the interaction with the process of customers between 18 and
25 years old who bought tickets for concerts of band X?

In order to answer this question, we need to make a proper selection on
the data and transform it to a XES event log. The OpenSLEX library provides
the functionality required to programmatically select the desired view of the
data in our meta model and instantly export it to XES. The great advantage is
that, regardless of the source environment from which we obtained the data, the
structure in which to make this selection is always the same. Figure 10 shows the
result of mining the selected event log. We see that customers make two kind
of operations: ticket booking and customer updates. In order to buy a ticket,
customers make a booking (BOOKING+INSERT ) and, afterward, the corre-
sponding ticket is updated (TICKET+UPDATE ). This means that the ticket
is assigned to the booking to avoid it from being sold twice. The other oper-
ation, customer updates (CUSTOMER+UPDATE ), is performed quite often
and it corresponds with changes in the details of the customer, e.g. a change of
address. The dashed lines denote deviations of the log respect to the discovered
model. In this image we see that, in 5 cases, the TICKET+UPDATE opera-
tion was skipped after executing BOOKING+INSERT. This could mean that
the booking process does not finish or it is empty. Therefore, no ticket is ever
booked. Also, we see some deviations represented by a dashed loop line on top of

4 http://www.win.tue.nl/∼egonzale/projects/meta-model/mm-01.zip.

http://www.win.tue.nl/~egonzale/projects/meta-model/mm-01.zip
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Fig. 10. Process model of the selected events

an activity or place, for example the one in activity BOOKING+INSERT that
reads a counter with the value 14. This means that a certain amount of “move
on log” operations took place, i.e. an event happened in the log that cannot be
aligned with the model.

At this point we have shown that, from the proposed meta model, it is pos-
sible to generate views on the data. Then, exporting them to the target XES
format allows to perform process mining analysis to get more insights on the
behavior of the system under study.

6 Related Work

Several efforts have been made trying to provide structure to the representa-
tion of execution data in the information systems field. Workflow management
systems are an example of environment in which the community has focused
on providing models to describe their functioning and allow for the analysis of
their behavior. Papers like [9,11] provide meta models to give structure to audit
trails on workflows. However, they focus mainly on the workflow or process per-
spective. Process mining has different needs and the desire to store event data
in a unified way is obvious. In [3], the authors provide a meta model to define
event logs, which would evolve later in the OpenXES format [14]. This format
represents a great achievement from the point of view of standardization, and
allows to exchange logs and develop mining techniques assuming a common rep-
resentation of the data. The XES format is, in fact, a target format from our
perspective and not a source of information, i.e. we aim at, from a richer source,
generate different views on data in XES format to enable process mining.

The main flaw of these approaches resides in the way they force the repre-
sentation of complex systems by means of a flat event log. The data perspective
is missing, only allowing to add attributes at the event, trace or log level. More
recent works try to improve the situation, analyzing data dependencies [7] in
business models with the purpose of improving them, or even observing changes
on object states to improve their analysis [4]. However, none of the existing
approaches provides a generic and standard way of gathering, classifying, storing
and connecting process and data perspectives on information systems, specially
when dealing with databases where the concept of structured process can be
fuzzy or nonexistent.
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7 Conclusion

In this paper, a meta model has been proposed that provides a bigger picture
of the reality of business information systems. This meta model aligns the data
and process perspectives and enables the application of existing process min-
ing techniques (at the same time that unleashes a new way to query data and
historical information). This is possible thanks to the combination of data and
process perspectives on the analysis of information systems. The applicability of
the technique has been demonstrated by means of the analysis of several real-
life environments. Also, an implementation of the proposed solution has been
developed and tested. However, from the authors’ point of view, the main con-
tribution of this work is not only on what new features it enables, but on the
universality of the proposed solution. Its applicability to so many different envi-
ronments provides a common ground to separate data extraction and analysis as
different problems, creating an interface that is much richer and powerful than
the current existing standards. Several challenges remain open. For instance, a
system that enhances the query building experience, allowing for a more natural
and user friendly way is desirable. Also, mechanisms to exploit the benefits of
the process part of the structure when combined to the data will make the solu-
tion really beneficial in comparison to the regular queries that can be performed
in the source database systems. In addition, the development of techniques to
incorporate data from more varied sources and systems will certainly make the
proposed meta model a real candidate for extended use and standardization.
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Abstract. In today’s ever changing world, business processes need to be
dynamic. Data accumulated as the processes operate capture the mean-
ing of transactions in the past, which opens a door for the dynamics of the
business processes in question. Mining the operational data to explicitly
represent this meaning could lead to process re-design to make the busi-
ness processes more efficient. In this paper, we propose a formal frame-
work for redesigning business processes taking data mining rules and
business rules as the driver. We formally represent business processes
using the artifact-centric approach put forward by the IBM Research.
We devise redesigning algorithms that take classification rules extracted
from data mining together with business rules and transform the business
process in question by eliminating redundant tasks and/or re-ordering
inefficiently placed tasks. We illustrate our algorithms and report exper-
iments that were conducted using a proof-of-concept case-study.

Keywords: Artifact-centric processes · Process redesign · Process
modeling · Data mining · Formal methods

1 Introduction

In today’s ever changing world, business processes need to be dynamic, e.g. flex-
ible process structure, dynamic resource allocation, tasks assigned alternatively
to business actors. Data collected as the processes operate might capture the
meaning of the dynamics of the business processes in question. Mining the oper-
ational data to explicitly represent this meaning could lead to process re-design
to make the processes more efficient. For example, in insurance processing, data
mining techniques could suggest changes made to the business process in order to
improve its fraud detection, i.e. better chance to spot frauds from claimants [1].
Data mining may also help speed up insurance-claiming processes. In finance,
reviewing and approving loan applications is a time-consuming, risk-prone activ-
ity in which multiple roles could participate. Classification in data mining might
suggest changes to be made, e.g. re-positioning it, breaking it into sub tasks
some of which could be moved/suppressed in order to speed up the process as
a whole [2]. In hospitals, data mining might lead to a business process being
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redesigned to change the order in which patients are admitted, queued and later
on treated [3].

Business process redesign [2,4,5] has been researched on from different dis-
ciplines including Management Information Systems, Process Management and
Information Technology. Technically, redesign could be performed based on pat-
terns [6], based on Petri Net [7], by means of formalization [8]. While it is not
a new topic of research, redesigning processes based on data mining techniques
had not received much attention from the community (of business processes).
Conceptually, redesign performed based on data mining is considered changes to
be made to business processes at the design-time1.

The remaining of this paper is structured as follows. Section 2 gives the back-
ground of our work. Section 3 formulates our research questions by means of a
running example. Section 4 is dedicated to the main contribution of our work
including algorithms and implementation. We survey related work in Sect. 5.
Section 6 concludes the paper and outlines our further work.

2 Background

2.1 Data Mining

“We are living in the information age” is a popular saying nowadays [9]. This
saying goes around within reasons. Over time, data are getting bigger and play an
increasingly important role in our daily “information age” life. In the context of
enterprise computing, enterprises usually have data warehouse and transactional
data of their business processes both of which have hidden values and are crucial
to their competitiveness. The data in question typically fall into activities, habits,
tendencies, characteristics and the like of individuals or organizations who took
part in the business processes. Mining the data in this case is a powerful tool for
predicting the outcome of up-coming transactions.

Data mining started to gain momentum in late 1980s. In the context of
our work, the primary concern is to leverage data mining in order to change
business processes of the enterprise in ways that it becomes more competitive.
Several pieces of work have put fort the concept of data mining in business
process management. For instance, Wegener proposed integrating data mining
into business process based on CRISP-DM [1]. Wegener also considered reusing
data mining in business process [6]. Rupnik outlined the deployment of data
mining into operational business processes [10].

2.2 Artifact-Centric Business Process Modeling

Business process modeling traditionally put a lot of effort on the behavioral
aspect. The so-called activity-centric modeling community became very crowded,
resulting in a plenty of initiatives on both imperative and declarative modeling
1 As opposed to changes made at runtime that are commonly referred to as process

adaptation or process reconfiguration.
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of the control-flow of business processes. Making an exhaustive list of them is
not the goal of this paper. To name just a few, we have BPEL, YAWL, UML
activity diagram, Petri net, etc.

Artifact-centric modeling takes a different approach to modeling business
processes [11,12]. Conceptually, both business objects and the process control
are taken into account in models, resulting in explicit representation of the trans-
formation of business artifact in contract-like description2 of business tasks [13].
This approach has been further researched in connection to the UML [14] and
BPMN [15].

2.3 Semantically Annotated Business Processes

We based our work on a technique called ProcessSEER, involves doing two stages
of computation [16]. In the first stage, we derive a set of possible scenario label(s)
for the given point in the process view. Each scenario label is a precise list of steps
that define a path leading from the start point to a the point being considered.
In the second stage, the contiguous sequence of steps in each scenario label is
taken into account to accumulate effects annotated to steps along this scenario
in a pair-wise fashion.

A functionality annotation states the effect of having functionality delivered
at a specified task. The effect can be textual. Alternatively, it could be writ-
ten in first-order logic (FOL) or some computer-interpretable form. The total
functionality delivered up to a certain task is the accumulation of all effects of
the precedent tasks. The cumulative effect of tasks can inductively be defined
as follows. The cumulative effect of the very first task is equal to its delivery
annotation. Let 〈Tki, Tkj〉 be an ordered pair of consecutive tasks such that
Tki precedes Tkj ; let ei be an effect scenario associated with Tki and ej be the
delivery annotation associated with Tkj . Without loss of generality, we assume
that ei and ej are sets of clauses. The resulting cumulative effect, denoted by
acc(ei, ej) is defined as follows.

• acc(ei, ej) = ei ∪ ej if ei ∪ ej is logically consistent
• Otherwise acc(ei, ej) = e′

i ∪ ej whereby e′
i ⊆ ei such that e′

i ∪ ej is consistent
and we do not have any e′′

i ⊆ e′
i ⊆ ei such that e′′

i ∪ ej is consistent.”

We may extend the notion of accumulation as defined above to the post-
condition (of business tasks) and an additional set of clauses. For instance, if we
have two consecutive tasks t1 and t2 and a domain constraint dom, we combine
them as acc(dom, acc(t1.β, t2.β)), where the reduction of clauses in case we have
inconsistent ones might be applied to the domain constraint. Alternatively, the
accumulation could be in the form acc(acc(t1.β, t2.β), dom).

2 Each business task is described in terms of pre-conditions (i.e., conditions that must
be held for the task to be invoked) and post-conditions (i.e., conditions that will be
help upon the completion of the task).
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3 Motivation

3.1 Running Example

Let us consider the business process3 of reserving, procuring, picking up and
returning rental cars at a car rental company. Initially, a customer books a car for
rent. The receptionist then receives customer’s requirements, checks the inven-
tory to ensure the requested car is available (task "Reserve"). The receptionist
opens a contract filling customer’s information (task "Procure booking"). Next,
as the contract is created, the customer is requested to register her profile using
her credit card for deposit (task "Registration"). On one hand, the mechanics
of the rental company take care of the rental cars and record it to the contract
before the customers pick them up (task "Service booked vehicles"). On the
other hand, the receptionist also makes sure that the rental cars are cosmetically
ready for the new renters and record it to the contract (task "Pre-rent check").
Next, the contract is considered by the manager (task "Rental approval") in
order to approve her contract, followed by the customer’s rental pick-up (task
"Pick-up vehicles"). Otherwise, the customer’s contract will be denied, fol-
lowed by the customer being notified of a cancellation (task "Cancel rent").
The customer is expected to return her rental cars on time. Returned cars are
handled (task "Return vehicles") and checked for any damages done by the cus-
tomer. Late return fees and liability may apply to the customer’s contract (task
"Post-rent check"). The rental contract should be closed at this point of time.

We use the Business Process Model and Notation (BPMN)4 to represent this
business process (Fig. 2(a)).

3.2 Research Problems

Based on the analysis in Subsect. 3.1, we come down to the following research
problems about changes that could be made to a business process for the sake
of improvement.

• Multiple tasks doing the same work that might be redundant . If multiple tasks
share a common outcome that explicitly stated in the rules extracted by data
mining, can we downgrade (or get rid of) one or more of these tasks without
changing the overall effect of the business process in question? Relationship
between candidate tasks will decide on the removal/reduction.

• A single task could be split into sub tasks some of which could be reordered
to make the process as a whole function more efficiently.

Our goal is to devise algorithms for spotting the all tasks that fall into the
categories described above, which will lead to a redesigning procedure.

3 The running example will be walked through again in Subsect. 4.4 when we make a
redesign for the business process in question.

4 BPMN Specification http://www.bpmn.org/.

http://www.bpmn.org/


254 T.-M. Truong and L.-S. Lê

Fig. 1. Overview Framework for Business Process Re-design

4 Framework

4.1 Overview

Figure 1 presents the overall picture of our approach. The operational data is
exploited using rule-based classification (i.e., extracting IF-THEN rules from
a decision tree) where every non-key attribute of all tables in the operational
data will be used as a class label [9]. The resulting classification rules will be
assessed and chosen jointly by business analysts and data mining experts, with
which they will associate a business rule, e.g., dr2 associated with br2. Next,
the classification rules (associated with the business rules) and the as-is process
(represented in ACP) are fed to the elimination step (Algorithm 1), which yields
a partially redesigned process (in ACP again) where redundant tasks are either
reduced (i.e., their functionality get lessened) or got rid of. Rules that did not
take effect in the elimination step will be the input of the next step – Algorithm 2.
The output of this step is a final version in ACP that will be converted back
to BPMN. In the end, we may have some classification rules and business rules
that did not take effect in any step of our framework.

4.2 Definitions

An artifact schema is defined as M = {C1, C2, ..., Cn} [11], where Ci ∈ M(1 ≤
i ≤ n) is an artifact class. We define an artifact class as C = (A,S) where
A = {a1, a2, ..., ax}, each ai ∈ A(1 ≤ i ≤ x) is an attribute of a scalar-typed
value (string and real number) or an undefined value. S = {s1, s2, ..., sy}∪{sinit}
where si ∈ S(1 ≤ i ≤ y) is a state and sinit denotes the initial state.

We adopt the concept of pre- and post-condition [11] in formally representing
business tasks. Let’s formally define a business task t = (λ, β, β′, ν, σ), where λ
and β are pre-condition and post-condition of the task in question, respectively.
β′ stands for the post-condition excludes all instate expressions. ν ∈ V is a
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service to be performed. σ is a set of artifact classes are involved in task t:
σ = {C1, C2, ..., Cy} where Ci ∈ M(1 ≤ i ≤ y).

Definitions 1 and 2 formally captures the pre- and post-condition of a
business task and a classification rule / associated business rule, respectively.
defined(Ci.ak) denotes that attribute ak of artifact class Ci has some value.
instate(Ci, Ci.sm) denotes that artifact class Ci is in state sm.

Definition 1. λ or β =
|M |∧

i=1

|Ci.S|∧

m=1
instate(Ci, Ci.sm)

|M |∧

j=1

|Cj .A|∧

k=1

defined(Cj .ak)

|M |∧

h=1

|Ch.A|∧

l=1

¬defined(Ch.al)
|M |∧

q=1

|Cq.A|∧

p=1

|Cq.ap.X|∧

r=1
Cq.ap = xr

where: Ci, Cj , Ch, Cq ∈ M is an artifact class; Ci.sm ∈ Ci.S is a state of class
Ci; Cj .ak ∈ Cj .A is an attribute of class Cj; Ch.al ∈ Ch.A is an attribute of
class Ch; Cq.ap ∈ Cq.A is an attribute of class Cq; xr ∈ Cq.ap.X is an attribute
value of attribute ap in class Cq; and Cj .ak �= Ch.al �= Cq.ap.

Definition 2. Let’s consider a set of classification rules DR = {dr1, dr2, ...,
drn}. Each classification rule drl is optionally associated with a business rule
brl. Both classification rules and business rules are given in the form of IF Cond
THEN Consqnt, where Cond and Consqnt are the condition and the consequent
of the rule being represented, respectively. Formally, we have

Cond ≡
|M |∧

i=1

|Ci.S|∧

m=1
instate(Ci, Ci.sm)

|M |∧

j=1

|Cj .A|∧

k=1

|Cj .ak.X|∧

r=1
Cj .ak = xr

Consqnt ≡ Cq.ap = xh where: q ∈ {1, ..., |M |}; p ∈ {1, ..., |Cq.A|}; h ∈
{1, ..., |Cq.ap.X|}; drl ∈ DR(1 ≤ l ≤ n) is a classification rule; brl is a business
rule associated with the classification rule drl; Ci, Cj , Cq ∈ M is a class; Ci.sm ∈
Ci.S is a state of class Ci; Cj .ak ∈ Cj .A is an attribute of class Cj; Cq.ap ∈ Cq.A
is an attribute of class Cq; xr ∈ Cj .ak.X is an attribute value of attribute ak in
class Cj; xh ∈ Cq.ap.X is an attribute value of attribute ap in class Cq.

4.3 Algorithms for Business Process Re-Design

In this paper, we suppose the algorithms to eliminate or reorder a task in business
process based on the classification rule in data mining. We assume that business
tasks represented in BPMN diagram are the same as business rules formally
defined in ACP, formally as a tuple t(λ, β, β′, ν, σ) as presented in Subsect. 4.2.

To navigate back and forth in a scenario label, we define the following deno-
tations.

• next(L, ti): returns the immediately succeeding task of ti in scenario label L.
• next∗(L, ti): denotes the transitive closure of the succeeding tasks of ti in

scenario label L.
• prev(L, ti): yields the immediately preceding task of ti in scenario label L.
• prev∗(L, ti): denotes the transitive closure of the precedent tasks of ti in sce-

nario label L.
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Tasks Elimination. We address the first research problem in Subsect. 3.2. We
devise Algorithm 1 to eleminate redundant tasks in a business process with
respect to a data mining rule. We first identify a set of candidate tasks for elim-
ination. Out of these tasks, if we can find out a pair of tasks one of which entails
the other, the latter should be eliminated. We then figure out the common part
of the post-conditions of the remaining tasks. Finally, we keep the common part
of the specific remaining task while getting rid of these of the other remaining
tasks. In Algorithm 1, we assume the following.

• instance = Cond(pi.σ): is a logic clause which is specified by reflecting con-
dition of classification rule (Cond) into a specific set of artifact classes of task
(pi.σ).

• νcomm has been identified by the user. When we show βcomm and request the
user specifies the corresponding service that will be reduced.

• Eliminate(qk): gets rid of task qk from the original process.
• Literals(pi.β): returns the set of literals of the post-condition of task pi.
• qy: is a remaining task which is chosen by a business user.
• ReduceTask(qk, νcomm, βcomm): reduces a part of task qk which has the service

likes νcomm and the post-condition likes βcomm (i.e., the service and the post-
condition of this task is reduced).

Tasks Reordering. We devise Algorithm 2 using the notion of cumulative
effect given in Subsect. 2.3. It comes with the following assumption.

• dom = Cond(
i⋃

l=1

pl.σ): is a logic clause which is specified by reflecting condi-

tion of classification rule (Cond) into a specific set of artifact classes of these
tasks (from p1 until pi).

• tnew = Decompose(ttarget): task tnew is a specific case of task ttarget which is
recommended by the classification rule.

• ReorderAfter(L, tnew, pi): task tnew is re-ordered to the immediately succeed-
ing task of pi in scenario label L.

4.4 Implementation

This subsection is dedicated to the implementation of our re-design framework.
We illustrate it using the running example presented in Subsect. 3.1. Let us begin
by giving a primary set of artifact classes in the following.

• Contract = ({contractID, customerID, carID, depositedType, depositedBudget, insuranceType,

preRentCondition, carAge, carMileage, expectedPickedupTime, realPickedupTime,

expectedReturnedTime, realReturnedTime, approval, preRentCondition, postRentCondition,

totalCost, postRentAssessment}, {initial, opened, deposited, pickedup, returned, canceled,

closed})
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Algorithm 1. Algorithm for tasks elimination
Input: dr < Cond, Consqnt >; associated business rule br; scenario label L
Data: business process P

1 Let Tlist ← getTasks(L); /* gets all tasks of L from P */

2 Let Ttarget ← ∅; /* is a set of target tasks */

3 foreach task pi ∈ Tlist do
4 if (acc(instance, pi.λ) ∪ {br}) � Cond and ({Consqnt} ∪ {br}) � pi.β

′ then
5 Ttarget ← Ttarget + pi;
6 end

7 end
8 if ttarget �= ∅ then
9 Let Trem ← Ttarget ;

10 foreach target task pi ∈ Ttarget do
11 foreach target task qk ∈ Ttarget \ {pi} do
12 if pi.β � qk.β and qk has not been eliminated then
13 Eliminate(qk) ;
14 Trem ← Trem − qk ;

15 end

16 end

17 end
18 if |Trem| > 1 then
19 Let lcomm =

⋂

pi∈Trem

Literals(pi.β);

20 if lcomm �= ∅ then
21 Let βcomm =

∧

i=1...|lcomm|
lcommi ;

22 foreach target task qk ∈ Trem \ {qy} do
23 ReduceTask(qk, νcomm, βcomm) ;
24 end

25 end

26 end

27 end

• Customer = ({customerID, name, age, gender, address, nationality, job, licenseNumber,

driverLicensePeriod, expiredDate}, ∅)
• Car = ({carID, level, manufacturer, model, serialNumber, color}, {nonBooked, booked,

booked &Serviced, nonBooked &Serviced, readyForRent, pickedup, returned})

After having performed the rule-based classification step (see Fig. 1), we
obtain certain classification rules. The business analysts and data mining experts
of the car rental company pick up classification rules dr1 and dr2 by analyzing
their coverage and accuracy.

• dr1 = IF Contract.carAge <= 2∧Car.level = ”luxury”∧Contract.carMileage < 30000 THEN

Contract.preRentCondition = ”soundCondition”
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Algorithm 2. Tasks re-ordering
Input: dr < Cond, Consqnt >; associated business rule br; scenario label L
Data: business process P

1 Let Tlist ← getTasks(L); /* gets all tasks of L from P */

2 Let ttarget ← ∅ ; /* is a target task */

3 foreach task pi ∈ Tlist do
4 if ({Consqnt} ∪ {br}) � pi.β

′ then
5 ttarget ← pi;
6 break;

7 end

8 end
9 if ttarget �= ∅ then

10 foreach task pi ∈ prev∗(L, ttarget) do
11 if (acc(dom, acc(pi−1.β, pi.β)) ∪ {br}) � Cond then
12 tnew = Decompose(ttarget);
13 ReorderAfter(L, tnew, pi);
14 break;

15 end

16 end

17 end

• dr2 = IF Customer.age = [18...30] ∧ Customer.gender = ”male” ∧ Customer.job =

”unidentified” ∧ Customer.driverLicensePeriod = [0...2] ∧ Contract.insuranceType =

”breakdown” ∧ Car.level = ”luxury” ∧ Car.model = ”X6” THEN Contract.postRent

Assessment = ”avoided”

They then associate dr2 to business rule br2 defined in the following. Note
that classification rule dr1 is associated to no business rule.

br2 = IF Contract.postRentAssessment = ”avoided” THEN Contract.approval = ”denied”

Now, both dr1 and dr2 are given to the elimination step. Only dr1 takes
effect in this step (detailed in Tables 1 and 2) and marked as exploited. Rule
dr2 is then fed to the re-ordering step. This classification rule and its associated
business rule br2 take effect in this step (detailed in Tables 3 and 4). Finally,
our framework transforms the original business process depicted in Fig. 2(a) into
what is presented in Fig. 2(b). The redesigned process differs from the original
one primarily on (i) task Service booked vehicles is reduced; (ii) task Rental

approval is split into two pieces of work one of which becomes a new task named
Check rent request – this new task is placed right next to task Procure booking

to be able to reject rent requests from “bad” drivers with the aid of a data
mining rule textually depicted in the figure. We provide the execution details of
our algorithms for this scenario as below.

Tasks Elimination. We consider a scenario label that runs as: "Reserve",
⊕, "Service booked vehicles", ⊕, "Pre-rent check", "Rent approval", ⊗,
"Cancel rent", end event – where: ⊗ stands for an exclusive gateway, ⊕ stands
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Table 1. Description of tasks along the scenario label considered for a redesign of the
car rental business process using tasks elimination

t1 Reserve

Artifact classes Car, Contract

Pre-condition instate(Car, nonBooked) ∧ instate(Contract, initial) ∧ ¬defined(Contract.carID) ∧
¬defined(Contract.contractID)

Service reserveACar(Car, Contract)

Post-condition instate(Car, booked) ∧ instate(Contract, opened) ∧ defined(Contract.carID) ∧
defined(Contract.contractID) ∧ Contract.carID =

Car.carID ∧ defined(Car.level) ∧ defined(Car.manufacturer) ∧
defined(Car.model) ∧ defined(Car.serialNumber) ∧ defined(Car.color)

t2 Service Booked Vehicles

Artifact classes Car, Contract

Pre-condition instate(Car, booked) ∧ instate(Contract, opened) ∧
¬defined(Contract.preRentCondition) ∧ Contract.carID = Car.carID

Service serviceBookedV ehicles(Car, Contract)

Post-condition defined(Contract.preRentCondition) ∧ instate(Car, booked

&Serviced)

t3 Pre-rent Check

Artifact classes Car, Contract

Pre-condition instate(Car, booked&Serviced) ∧ instate(Contract, deposited) ∧ Contract.carID =

Car.carID

Service pre − rentCheck(Car, Contract)

Post-condition defined(Contract.preRentCondition) ∧ instate(Car, readyForRent)

t4 Rental Approval

Artifact classes Contract

Pre-condition instate(Contract, opened) ∧ defined(Contract.customerID) ∧
defined(Contract.carID)

Service approveRent(Contract)

Post-condition defined(Contract.approval)

t5 Cancel Rent

Artifact classes Contract, Car

Pre-condition instate(Contract, opened) ∧ instate(Car, booked) ∧
Contract.approval = ”denied” ∧ Contract.carID = Car.carID

Service cancelRent(Contract, Car)

Post-condition instate(Contract, canceled)∧instate(Car, nonBooked)∧Contract.approval = ”denied”

for a parallel gateway. Tables 1 and 2 describe the business tasks involved and
how Algorithm 1 works for the running example, respectively.

Tasks Decomposition & Reordering. We consider the scenario label
includes these tasks: "Reserve", ⊕, "Procure booking", "Registration", ⊕,
"Pre-rent check", "Rent approval", ⊗, "Cancel rent", end event – where:
⊗ stands for an exclusive gateway, ⊕ stands for a parallel gateway. Tables 3 and 4
describes the business tasks involved and how Algorithm 2 works for the running
example, respectively.

We implemented Algorithms 1 and 2 using the Orbital5 library – a Java
library supporting logic inference. Our implementation6 has 662 Java lines of

5 Homepage of Orbital symbolaris.com/orbital.
6 Source code can be downloaded at www.esp-lab.net/images/src.zip.

http://symbolaris.com/orbital
www.esp-lab.net/images/src.zip
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Table 2. Execution of Algorithm 1 for the running example

Lines Variables Values

1 Tlist {t1, t2, t3, t4}
2 Ttarget ∅

3-8

dr < Cond > Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000
dr < Consqnt > Contract.preRentCondition = ”soundCondition”

br ∅
t1

instance Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000
acc(instance, t1.λ) instate(Car, nonBooked) ∧ instate(Contract, initial) ∧ ¬defined(Contract.carID)
β′ defined(Contract.carID) ∧ defined(Contract.contractID) ∧ Contract.carID =

Car.carID ∧ defined(Car.level) ∧ defined(Car.manufacturer) ∧
defined(Car.model) ∧ defined(Car.serialNumber) ∧ defined(Car.color)

t2
instance Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000
acc(instance, t2.λ) instate(Car, booked) ∧ instate(Contract, opened) ∧

¬defined(Contract.preRentCondition) ∧ Contract.carID = Car.carID ∧
Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000

β′ defined(Contract.preRentCondition)
Ttarget {t2}

t3
instance Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000
acc(instance, t3.λ) instate(Car, booked&Serviced) ∧ instate(Contract, deposited) ∧ Contract.carID =

Car.carID∧Contract.carAge <= 2∧Car.level = ”luxury”∧Contract.carMileage <
30000

β′ defined(Contract.preRentCondition)
Ttarget {t2, t3}

t4
instance Contract.carMileage < 30000
acc(instance, t4.λ) instate(Contract, opened) ∧ defined(Contract.customerID) ∧

defined(Contract.carID) ∧ Contract.carMileage < 30000
β′ defined(Contract.approval)

Ttarget {t2, t3}
t5

instance Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧ Contract.carMileage < 30000
acc(instance, t5.λ) instate(Contract, opened) ∧ instate(Car, booked) ∧ Contract.approval = ”denied” ∧

Contract.carID = Car.carID ∧ Contract.carAge <= 2 ∧ Car.level = ”luxury” ∧
Contract.carMileage < 30000

β′ Contract.approval = ”denied”
Ttarget {t2, t3}

9 Trem {t2, t3}

10-
17

t2.β defined(Contract.preRentCondition) ∧ instate(Car, booked&Serviced)
t3.β defined(Contract.preRentCondition) ∧ instate(Car, readyForRent)

No tasks are eliminated, as t2.β does not entail t3.β and t3.β does not entail t2.β
Trem {t2, t3}

18-
26

lcomm defined(Contract.preRentCondition)
βcomm defined(Contract.preRentCondition)

qy t3 (notation: this task is chosen by a business user)

R
ed

u
ce

T
a
sk

qk t2
νcomm note the pre-rent conditon of a car on the contract
βcomm defined(Contract.preRentCondition)

code. It was done in the Eclipse7 platform that ran on a 64-bit Windows (Core
i5, 6 GB of RAM). Taking the car rental example as the input, Algorithm 1
and 2 came out with the re-designed process as depicted in Fig. 2(b) within 1129
milliseconds. Time breakdown is as follows.

• dr1 takes effect in Algorithm 1 – 387 miliseconds.
• dr2 does not take effect in Algorithm 1 – 126 miliseconds.
• dr2 takes effect in Algorithm 2 – 616 miliseconds.

7 Homepage of Eclipse eclipse.org.

http://eclipse.org
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Table 3. Description of tasks along the scenario label considered for a redesign of the
car rental business process using tasks re-ordering

t1 Reserve

Artifact classes Car, Contract

Pre-condition instate(Car, nonBooked) ∧ instate(Contract, initial) ∧ ¬defined(Contract.carID) ∧
¬defined(Contract.contractID)

Service Reserveacar(Car, Contract)

Post-condition instate(Car, booked) ∧ instate(Contract, opened) ∧ defined(Contract.carID) ∧
defined(Contract.contractID) ∧ Contract.carID =

Car.carID ∧ defined(Car.level) ∧ defined(Car.manufacturer) ∧
defined(Car.model) ∧ defined(Car.serialNumber) ∧ defined(Car.color)

t2 Procure Booking

Artifact classes Contract, Customer

Pre-condition instate(Contract, opened) ∧ ¬defined(Contract.customerID) ∧
defined(Contract.carID)

Service procureBooking(Contract, Customer)

Post-condition defined(Contract.customerID) ∧ defined(Contract.insuranceType) ∧
defined(Contract.expectedPickedupTime) ∧
defined(Contract.expectedReturnedTime) ∧
defined(Customer.customerID) ∧ defined(Customer.name) ∧
defined(Customer.age) ∧ defined(Customer.gender) ∧
defined(Customer.address) ∧ defined(Customer.licenseNumber) ∧
defined(Customer.driverLicensePeriod) ∧
defined(Customer.expiredDate) ∧ Contract.customerID =

Customer.customerID

t3 Registration

Artifact classes Contract

Pre-condition instate(Contract, opened) ∧ ¬defined(Contract.depositedType) ∧
¬defined(Contract.depositedBudget)

Service Registration(Contract)

Post-condition instate(Contract, deposited) ∧ defined(Contract.depositedType) ∧
defined(Contract.depositedBudget)

t4 Pre-rent Check

Artifact classes Car, Contract

Pre-condition instate(Car, booked&Serviced) ∧ instate(Contract, deposited) ∧
Contract.carID = Car.carID

Service pre − renCheck(Car, Contract)

Post-condition defined(Contract.preRentCondition) ∧ instate(Car, readyForRent)

t5 Rental Approval

Artifact classes Contract

Pre-condition instate(Contract, opened) ∧ defined(Contract.customerID) ∧
defined(Contract.carID)

Service approveRent(Contract)

Post-condition defined(Contract.approval)

t6 Cancel Rent

Artifact classes Contract, Car

Pre-condition instate(Contract, opened) ∧ instate(Car, booked) ∧ Contract.approval =

”denied” ∧ Contract.carID = Car.carID

Service cancelRent(Contract, Car)

Post-condition instate(Contract, canceled) ∧ instate(Car, nonBooked) ∧ Contract.approval =

”denied”
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Table 4. Execution of Algorithm 2 for the running example

Lines Variables Values

1 Tlist {t1, t2, t3, t4, t5, t6}
2 Ttarget ∅

3-8

dr < Consqnt > Contract.postRentAssessment = ”avoided”
br IF Contract.postRentAssessment = ”avoided” THEN Contract.approval = ”denied”

t1
t1 task ”Reserve”
t1.β

′ defined(Contract.carID) ∧ defined(Contract.contractID) ∧ Contract.carID =
Car.carID ∧ defined(Car.manufacturer) ∧ defined(Car.level) ∧ defined(Car.model) ∧
defined(Car.serialNumber) ∧ defined(Car.color)

t2
t2 task ”Procure Booking”
t2.β

′ defined(Contract.customerID) ∧ defined(Contract.insuranceType) ∧
defined(Contract.expectedP ickedupT ime) ∧ defined(Contract.expectedReturnedT ime) ∧
defined(Customer.customerID) ∧ defined(Customer.name) ∧
defined(Customer.age) ∧ defined(Customer.gender) ∧ defined(Customer.address) ∧
defined(Customer.licenseNumber) ∧ defined(Customer.driverLicensePeriod) ∧
defined(Customer.expiredDate) ∧ Contract.customerID = Customer.customerID

t3
t3 task ”Registration”
t3.β

′ defined(Contract.depositedType) ∧ defined(Contract.depositedBudget)

t4
t4 task ”Pre-rent Check”
t4.β

′ defined(Contract.preRentCondition)

t5
t5 task ”Rental Approval”
t5.β

′ defined(Contract.approval)
Ttarget t5

9-17

prev∗(L, t5) {t1, t2, t3, t4}
dr < Cond > Customer.age = [18...30] ∧ Customer.gender = ”male” ∧ Customer.job = ”unidentified” ∧

Customer.driverLicensePeriod = [0...2] ∧ Contract.insuranceType = ”breakdown” ∧
Car.level = ”luxury” ∧ Car.model = ”X6”

dom Customer.age = [18...30] ∧ Customer.gender = ”male” ∧ Customer.job = ”unidentified” ∧
Customer.driverLicensePeriod = [0...2] ∧ Contract.insuranceType = ”breakdown” ∧
Car.level = ”luxury” ∧ Car.model = ”X6”

a
cc(d

om
,a

cc (t
1 .β

,t
2 .β

))

defined(Contract.customerID) ∧ defined(Contract.insuranceType) ∧
defined(Contract.expectedP ickedupT ime) ∧ defined(Contract.expectedReturnedT ime) ∧
defined(Customer.customerID) ∧ defined(Customer.name) ∧
defined(Customer.age) ∧ defined(Customer.gender) ∧ defined(Customer.address) ∧
defined(Customer.licenseNumber) ∧ defined(Customer.driverLicensePeriod) ∧
defined(Customer.expiredDate) ∧ Contract.customerID = Customer.customerID ∧
instate(Car, booked) ∧ instate(Contract, opened) ∧ defined(Contract.carID) ∧
defined(Contract.contractID) ∧ Contract.carID = Car.carID ∧
defined(Car.manufacturer) ∧ defined(Car.level) ∧ defined(Car.model) ∧
defined(Car.serialNumber) ∧ defined(Car.color) ∧ Customer.age =
[18...30] ∧ Customer.gender = ”male” ∧ Customer.job = ”unidentified” ∧
Customer.driverLicensePeriod = [0...2] ∧ Contract.insuranceType = ”breakdown” ∧
Car.level = ”luxury” ∧ Car.model = ”X6”

tnew Decompose(t5)
ReorderAfter(L, t5, t2)

5 Related Work

Bernhard Mitschang’s group [2] proposed a (semi-)automated business process
optimization platform based on actual execution data of the car loan process by
using “best-practice” optimization patterns.

Furthermore, Dennis Wegener and Stefan Rüping [1] discussed the integrat-
ing data mining into business processes and its evaluation in BPR (Business
Process Re-engineering) context based on BPMN and CRISP-DM (CRoss-
Industry Standard Process for Data Mining). Rok Rupnik and Jurij Jaklič [10]
proposed a deployment of data mining into operational business processes using
JDM API (Java Data Mining Application Interface) and CRISP-DM version
1.0 [17]. They went further with this research line by proposing the reuse of
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Fig. 2. Car rental business process represented in BPMN

successful data mining solutions in order to minimize manual coordination and
adjustment [6].

In the context of our work, redesign of business processes is considered design-
time changes or process re-engineering, which could be grouped as the process
flexibility according to van der Aalst [4]. We devised algorithms for the elimina-
tion of redundant tasks and re-ordering tasks. We implemented our algorithms
and partially validated them on the car rental example.

6 Conclusions

In this paper, we present a formal framework for redesigning business processes.
In our work, the driver for process redesign comes from data mining that is per-
formed on the operational data collected. We proposed algorithms for task elim-
ination and task re-ordering, respectively. Pre- and post-conditions of business
tasks are coupled with instantiation predicates, which will be checked for entail-
ment against the consequent declared in the data mining rules. We illustrate our
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algorithms using a running example about the business of car rental companies.
To reason about entailment, we rely on the notion of accumulative effect that
was made popular in a technique called ProcessSEER [16]. We implemented
our algorithms in Java using an research programming library that supports
logic inference. Work is currently underway to further validate our work using
real-life data. Further work also includes extending the proposed algorithms for
additional redesigning mechanisms, e.g. tasks decomposition.

Discussions. The following two questions remain open in our research. How
to methodologically shorten the list of classification rules generated by the data
mining “engine”? How to precisely define business rules and semantically asso-
ciate them to the list of classification rules shortened by the business analysts?
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Abstract. Process Mining is concerned with the analysis, understand-
ing and improvement of business processes. One of the most important
branches of process mining is conformance checking, i.e. assessing to
what extent a business process model conforms to observed business
process execution data. Alignments are the de facto standard instru-
ment to compute conformance statistics. Alignments map elements of an
event log onto activities present in a business process model. However,
computing them is a combinatorial problem and hence, extremely costly.
In this paper we show how to compute an alignment for a given process
model, using an existing alignment and an existing process model as a
basis. We show that we are able to effectively repair the existing align-
ment by updating those parts that no longer fit the given process model.
Thus, computation time decreases significantly. Moreover, we show that
the potential loss of optimality is limited and stays within acceptable
bounds.

Keywords: Process mining · Conformance checking · Alignments

1 Introduction

Today’s information systems store an overwhelming amount of data related to
the execution of business processes. Process mining [1] is concerned with the
analysis, understanding and improvement of business processes based upon such
data in the form of event logs. Three main branches form the basis of process
mining: process discovery, conformance checking and process enhancement.
Within process discovery the main goal is to discover a business process model
based on an event log. Within conformance checking the main goal is to check
whether a given process model conforms to the behavior recorded in an event
log. Within process enhancement the main goal is to improve business processes,
primarily (though not exhaustively) using the two aforementioned fields.

Alignments [2] have proven to be very effective for the purpose of conformance
checking. In essence, an alignment aligns an event log to a process model. Based on
c© Springer International Publishing Switzerland 2016
R. Schmidt et al. (Eds.): BPMDS/EMMSAD 2016, LNBIP 248, pp. 266–281, 2016.
DOI: 10.1007/978-3-319-39429-9 17
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such alignment, a variety of analysis techniques can be applied resulting in differ-
ent statistics describing the relation between the event log and the process model.
A plethora of process mining techniques use alignments internally [3–7]. Replay-
fitness and precision, two essential process mining quality dimensions [8], are com-
puted on the basis of alignments [3,4]. In evolutionary process discovery [5,6],
replay-fitness and precision are used to judge the quality of a newly generated
process model. The Inductive Visual Miner [7] uses replay-fitness measures to visu-
alize the flow of cases through a given process model.

The sheer complexity of computing alignments has its effects on the tech-
niques that internally use them. Using alignments in combination with realisti-
cally sized event logs and process models, typically results in poor run time per-
formance. However, some of the aforementioned techniques share an interesting
common property, i.e. the potential use of similar process models. For exam-
ple, within evolutionary process discovery a new generation of process models is
created based on slight manipulations of the current generation of process mod-
els [9]. The Inductive Visual Miner allows the user to apply filtering techniques,
resulting in a new, rather similar, process model for which we need to recompute
alignments. Hence, the question arises whether we can use previously computed
alignments as a basis for computing of new alignments.

In this paper we propose an alignment repair method that, given a process
model and an existing alignment on a different process model, computes a new
alignment for the given process model. The technique identifies fragments of
the existing alignment that do not correspond to the given process model and
replaces them with new alignment fragments that do correspond. Because the
method only focuses on those alignment fragments that do not fit, i.e. the method
strikes the right nerve, computation time decreases significantly. Moreover, we
show that the loss of optimality is limited and stays within acceptable bounds.

The remainder of this paper is structured as follows. Section 2 explains event
logs, process trees and alignments. Section 3 describes the alignment repair
method in detail. In Sect. 4 we present an evaluation of the approach. Section 5
discusses related work and Sect. 6 concludes the paper.

2 Preliminaries

In this section we introduce the notion of event logs, process trees and align-
ments.

2.1 Sequences, Bags and Event Logs

We write a bag as [en1
1 , en2

2 , ..., enk

k ] where element e1 occurs n1 times, with n1 > 0.
As an example, B1 = [a3, b5] denotes a bag consisting of 3 a’s, 5 b’s and 0 c’s.
Sequences are written as 〈e1, e2, ..., en〉. Sequence concatenation of sequences σ1

and σ2 is written as σ1 ·σ2. As an example consider the concatenation of sequences
〈a, b〉 and 〈c, d〉: 〈a, b〉 · 〈c, d〉 = 〈a, b, c, d〉. The set of all possible sequences over
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some set of elements X is denoted as X∗, e.g. 〈a, b〉 ∈ {a, b, c}∗. Given a set X and
an element e /∈ X, we write Xe as a shorthand for X ∪ {e}.

Event logs often act as a primary input for process mining techniques and
describe the actual execution of activities within a business process. In essence,
an event log is a bag of sequences that consist of business process events. Consider
Table 1 depicting a snapshot of an event log of a fictional loan application han-
dling process. Let us consider all activities related to the case 3554. First, John
Checks the application form, after which Harold checks the applicant’s credit
history. Pete appraises the property after which Harold performs a loan risk
assessment. Finally, Harry assesses the eligibility of the client for the loan and
in the end he decides to reject the application. A sequence of events, e.g. the
execution of the activities related to case 3554, is referred to as a trace. Thus,
from the control-flow perspective, i.e. the sequential ordering of activities w.r.t.
cases, case 3554 can be written as 〈Check application form, Check credit history,
Appraise property, Assess loan risk, Assess eligibility, Reject application〉.

Table 1. A fragment of an event log loosely based on a fictional loan application
process [10], where each individual line corresponds to an event.

Case-id Activity Resource Time-stamp

...
...

...
...

3554 Check application form John 2015-10-08T09:45:37+00:00

3555 Check application form Lucy 2015-10-08T10:12:37+00:00

3554 Check credit history Harold 2015-10-08T10:14:25+00:00

3555 Check credit history Harold 2015-10-08T10:31:02+00:00

3554 Appraise property Pete 2015-10-08T10:45:22+00:00

3554 Assess loan risk Harold 2015-10-08T10:49:52+00:00

3555 Assess loan risk Harold 2015-10-08T11:01:51+00:00

3553 Return application to client John 2015-10-08T11:03:18+00:00

3556 Check application form Lucy 2015-10-08T11:05:10+00:00

3555 Assess eligibility Harry 2015-10-08T11:06:22+00:00

3554 Assess eligibility Harry 2015-10-08T11:33:42+00:00

3554 Reject application Harry 2015-10-08T11:45:42+00:00

3557 Check application form Lucy 2015-10-08T13:48:12+00:00

3555 Prepare acceptance pack Sue 2015-10-08T14:02:22+00:00

...
...

...
...

2.2 Process Trees

A process tree [5,11] is an abstract hierarchical representation of a block-
structured workflow net [12]. The leafs of a process tree are labeled with activi-
ties. The internal nodes are labeled with operators, used to specify the relation



Repairing Alignments: Striking the Right Nerve 269

between their children. Formally, every node within a process tree describes a
language, i.e., a set of sequences of activities. The language of the process tree
itself is equal to the language of the root node of the process tree. Thus, the
labels of the leafs of the process tree form the alphabet of a process tree’s lan-
guage. The operators describe how the languages of their children have to be
combined.

There are five standard operator types [5] defined for process trees: the
sequential operator (→), the parallel execution operator (∧), the exclusive choice
operator (×), the non-exclusive choice operator (∨), and the repeated execution
(loop) operator (�). Operators can have an arbitrary number of children in any
arbitrary order, except for the sequence and loop operators. For the sequence
operator (→), the number of children can be arbitrary, though the order of the
children specifies the order in which they must be evaluated, i.e. from left to
right. Loop nodes (�) always have three children: the left child is the do part of
the loop, the middle child is the redo part, and the right child is the exit part.
We refer to [5,11] for an exact, formal, language definition of process trees.

Figure 1 shows an example process tree P1 with all five possible operators.
The root node n1 is labeled with a sequence operator (→), hence we first evaluate
its left-most child, n2, which is a leaf labeled with activity a. Thereby, every
sequence present in the language of P1 starts with an a-activity. The second child
of the root, n3, is a sub-tree describing the parallel execution (∧) of activity b,
with a non-exclusive choice (∨) between activities c and d. The third child again
refers to a single activity, labeled e. Finally a loop (�) will be executed. The
do part of the loop consists of an exclusive choice (×) between f and g. If we
decide to re-do the loop, we execute activity h. Executing activity h enforces us
to re-execute the exclusive choice between f and g. The exit part of the loop is
labeled with activity τ . This activity is unobservable, i.e., it is not part of any
sequence in the language of P1.

Fig. 1. Process Tree P1.

Instead of recording the activity
labels directly, we first record the
sequence of leaf-nodes described by the
process tree. As a second step, this
sequence is projected on the activi-
ties associated with the leaf nodes.
As an example consider the sequence
of leaf nodes 〈n2, n4, n6, n8, n12, n14〉.
Projected on the activity labels yields
〈a, b, c, e, g, τ〉. The final label τ is
an unobservable label and hence the
sequence becomes 〈a, b, c, e, g〉. Due to
the loop operator n9, the language
of P1 is infinite. Some other exam-

ple sequences present in P1’s language are: 〈n2, n7, n4, n8, n11, n14〉 ≡
〈a, d, b, e, f〉, 〈n2, n6, n4, n7, n8, n11, n13, n12, n14〉 ≡ 〈a, c, b, d, e, f, h, g〉, etc.
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2.3 Alignments

Alignments map events present in a trace to activities in a process model, i.e., the
leaf nodes of a process tree. Alignments allow us to decide to what degree a given
trace fits the language of a process tree. Given a trace σL and a sequence of leaf
nodes σP , an alignment is a partial injective function mapping the elements of
σL to the elements of σP . If the function is total and every non-mapped element
in the range has a τ label, the trace σL perfectly aligns σP .

Throughout the paper we will use A to represent the activities of a trace and
N to represent the set of leafs of some process tree P . Additionally, we use 

(i.e. 
/∈ A, 
/∈ N) to represent the skip move. The skip move represents an
element from the domain (range) that is not part of the alignment, i.e. not part of
the partial injective function. We represent an alignment as a sequence of pairs,
combining the events in a trace with leaf nodes of a process tree, i.e., an alignment
is represented as an element of (A� × N�)∗. A pair (a, n) ∈ (A� × N�) is
referred to as a move. The premise of an alignment is that: (i) the elements of
the A�-part respect the ordering of the events within the trace; and (ii) the
elements of the N�-part, projected onto their activity labels, form an element
of the language of the process tree. We distinguish the following moves (a, n):
(i) a synchronous move, if a ∈ A and n ∈ N s.t. n’s label equals a or a =
 and
n ∈ N s.t. n’s label is τ ; (ii) a model move, if a =
 and n ∈ N ; and (iii) a log
move, if a ∈ A and n =
. Other combinations are considered illegal. Given a
trace σ and a process tree P , we write γ(σ,P ) to denote an alignment of σ and P .
We refer to [2] for a formal, Petri-net based definition of alignments.

Consider the trace σ1 = 〈a, b, c, e, f〉 and the leaf sequence 〈n2, n4, n6, n8, n11,
n14〉 of process tree P1 of Fig. 1. Clearly 〈n2, n4, n6, n8, n11, n14〉 ≡ 〈a, b, c, e, f〉
and thus if we (trivially) map σ1(1) onto n2, σ1(2) onto n4, ..., σ1(5) onto n11

we find a perfect alignment of σ1 on the process tree.1

γ1
(σ1,P1)

= A� a b c e f 

N� n2 n4 n6 n8 n11 n14

Alignment γ1
(σ1,P1)

is not the only possible alignment between σ1 and P1. It is
also possible to map σ1 to the leaf sequence 〈n2, n4, n6, n8, n11, n13, n12, n14〉:

γ2
(σ1,P1)

= A� a b c e f 
 
 

N� n2 n4 n6 n8 n11 n13 n12 n14

However, we favor γ1
(σ1,P1)

over γ2
(σ1,P1)

as it contains less (
, n)-typed moves.
In the previous example, the trace is an element of the language of P1. If we

consider the trace σ2 = 〈a, b, c, d, e, f, g〉, this is not the case. Activity f and g
can never co-occur in any sequence present in the language of P1, unless activity
h is in between them (due to the loop operator). For σ2, we are able to construct
(amongst others) these alignments:

1 Note that n14 is a leaf with a τ label and maps to synchronous move (�, n14).
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γ1
(σ2,P1)

= A� a b c d e f g 

N� n2 n4 n6 n7 n8 n11 
 n14

γ2
(σ2,P1)

= A� a b c d e f g 

N� n2 n4 n6 n7 n8 
 n12 n14

For alignments γ1
(σ2,P1)

and γ2
(σ2,P1)

, it is less obvious which one is favored over
the other one, or, if both alignments are equally favorable. In general, given
a trace and a process model, a multitude of alignments exist. We are however
interested in an optimal alignment. In essence, an optimal alignment is an align-
ment that minimizes some cost function κ : (A� × N�)∗ → R

+. For a given
alignment γ, κ(γ) often is computed deterministically as each type of move gets
a cost assigned. A synchronous move typically has cost 0, whereas any illegal
move has cost ∞. Costs of model/log moves are usually problem specific though
usually greater than 0. Optimal alignments are computed for ordinary Petri nets
with an initial marking and a (collection of) final marking(s), e.g. by using the
A∗ algorithm [2]. Trivially this applies to workflow nets and, as a consequence,
process trees as well. Hence, for the purpose of this paper, we assume the avail-
ability of an oracle function o that, given a trace σ and a model P , produces an
(optimal) alignment.

3 Repairing Alignments

As indicated, some process mining techniques share an interesting property, i.e.,
alignments need to be computed for multiple relatively similar process models.
Henceforth, the main research question addressed in this paper is formulated as
follows. Given a trace σL, a process tree P , a process tree P ′, and an alignment
γ(σL,P ), are we able to compute an alignment γ(σL,P ′) by reusing and repairing
γ(σL,P )?

3.1 Repairing Alignments: A Concrete Example

We illustrate alignment repair by providing an algorithmic sketch based on a
running example. We use process trees P1 and P2 (Fig. 2) as a running example.
Consider trace σ3 = 〈a, c, d, e, f, g, h, g, f〉 and alignment γ(σ3,P1) of σ3 on P1:

γ(σ3,P1)=
A� a 
 c d e f g h g f 

N� n2 n4 n6 n7 n8 n11 
 n13 n12 
 n14

Trace σ3 is missing a b activity enforced by n3 (∧). Moreover, n10(×), does not
allow for executing both the f - and g-activity without an h-activity in between.
We are interested in changing the operator type of n10 as it yields two moves that
include a 
 symbol: (g,
) and (f,
). This is fixed by changing the operator type
of n10 to either ∧ or ∨. Consider process tree P2 depicted on the right-hand side of
Fig. 2, in which the operator type of n10 is changed to ∧. For convenience, n10 and
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Fig. 2. Modification of node n10 in process tree P1 (left), resulting in process tree P2

(right). Scope of change S1 is highlighted in P1 (light gray), scope S2 is highlighted in
P2 (dark gray).

its children n11 and n12 are relabeled to n′
10, n

′
11 and n′

12, respectively. The process
to compute γ(σ3,P2) by reusing γ(σ3,P1) consists of three steps: (i) scope of change
detection, (ii) sub-alignment computation, and (iii) alignment reassembly.

Step 1; Scope of Change Detection. The first step in reusing γ(σ3,P1) involves
detecting the scope of change of P1 w.r.t P2 and vise versa. The scope of change
itself is a process tree and is defined by the modified node and its children. For
process trees P1 and P2 we highlighted scopes of change S1 and S2 in light and
dark gray in Fig. 2. S1 consists of nodes n10, n11 and n12 of P1. S2 consists of
nodes n′

10, n′
11 and n′

12 of P2. Using this information, we need to detect what
elements of γ(σ3,P1) belong to the scope of change of P1, i.e. to leaf nodes of
S1. In this step, we linearly walk through all moves of γ(σ3,P1) checking for each
(a, n) ∈ γ(σ3,P1), whether or not it belongs to scope S1. We take the following
(a, n) moves in consideration for scope S1:

1. If n is a leaf of scope S1, (a, n) belongs to S1.
2. If n =
, and the previous move (a′, n′) ∈ γ(σ3,P1) belongs to S1, then also

(a, n) belongs to S1.

Using the aforementioned rules, we start constructing the new alignment
γ(σ3,P2). Every pair (a, n) ∈ γ(σ3,P1) not belonging to S1 remains untouched and
is copied in the exact same position into the new alignment γ(σ3,P2). On the other

Table 2. Schematic overview of the first step of the alignment repair algorithm.
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hand, we skip every move (a, n) belonging to S1, yet for each of such move we
remember the exact position in γ(σ3,P1). Moreover, whenever we encounter the
first move (a, n) inside scope S1, we create an intermediary sequence σ1

3 = 〈a〉
(or σ1

3 = ε if a =
). For every subsequent move (a′, n′) belonging to scope S1

we update σ1
3 to σ1

3 · 〈a′〉 (or σ1
3 ·ε = σ1

3 if a′ =
). However, if during this process
we detect a move (a′′, n′′) belonging to S1, which indicates a new execution of
the process tree described by S1, we create a new trace σ2

3 = 〈a′′〉 (or σ2
3 = ε if

a′′ =
). Note that this type of behavior might be present in the alignment due
to loop structures in P1. Let us consider Table 2. The first five elements of γ(σ3,P1)

are outside of scope S1, hence they will be copied directly into γ(σ3,P2). The sixth
and seventh element, i.e. (f, n11) and (g,
), belong to scope S1 and thus we
remember their positions and create σ1

3 based on them. The eight element is
again outside of scope S1 and will be directly copied into γ(σ3,P2). The ninth
and tenth element, i.e. (g, n12) and (f,
), again belong to scope S1. These two
moves indicate a new execution of the process tree described by S1 and hence,
we create a new sequence σ2

3 out of the two elements. Finally the last element
of the alignment is again outside of scope S1.

Step 2; Alignment Calculation. We now constructed a part of the new alignment
γ(σ3,P2) together with a set of sequences, i.e. the lower part of Table 2. For each of
these sequences, we additionally have a set of pointers referring to the elements
of γ(σ3,P1) that generated the sequence. The next step of the repair consists
of creating new chunks of alignments for the sub-sequences generated from the
elements belonging to S1. The core idea is that sequences σ1

3 and σ2
3 are both

referring to behavior related to S1. However, in P2, S2 is the replacement of S1.
Thus in the new alignment, this behavior can no longer be present and needs to
be updated in context of S2. As S2 itself defines a process tree we use the oracle
function o to compute two new alignments γ(σ1

3 ,S2) and γ(σ1
3 ,S2). The result of

computing these alignments, together with S2, are depicted in Fig. 3.

Fig. 3. Process tree S2 and the two alignments γ(σ1
3 ,S2)

and γ(σ2
3 ,S2)

.

Step 3; Alignment Reassembly. The final step of the approach concerns placing
back the newly created alignment fragments into the partially finished alignment,
i.e. the bottom part of Table 2. Recall that we stored the position of every move in
γ(σ3,P1) that belonged to S1. For each such move (a, n) inside the scope in γ(σ3,P1)

with a �=
, we know that there is a move (a, n′) in either γ(σ1
3 ,S2) or γ(σ2

3 ,S2).
In our example consider (f, n11) vs. (f, n′

11) in γ(σ1
3 ,S2), (g,
) vs. (g, n′

12) in
γ(σ1

3 ,S2), (g, n12) vs. (g, n′
12) in γ(σ2

3 ,S2) and (f,
) vs. (f, n′
11) in γ(σ2

3 ,S2). These
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type of moves serve as anchor points for placing the new alignment fragments
into the partially finished alignment. If an alignment fragment does not contain
any anchor point, i.e. caused by replay on an empty sequence, we are still able to
place the new alignment back due to the fact that we have a one-to-one mapping
between the old alignment moves and the (empty) sequence used in step 2. Once
the third step is performed, we obtain an alignment of σ3 on P2, constructed
by only calculating alignments on S1 rather than P1 as a whole. The final step
resulting in γ(σ3,P2) is depicted in Table 3.

Table 3. Schematic overview of the third step of the alignment repair algorithm.

In the example, intermediary sequences σ1
3 and σ2

3 directly correspond to a
consecutive block of elements of γ(σ3,P1). Due to parallelism, either by nodes
labeled with an ∧ or an ∨ operator, this is not necessarily the case, i.e. the
subsequences can be related to a set of alignment moves scattered around the
original alignment. Note that due to the use of the anchor moves, we are still
able to put the elements of the newly created alignments into a correct position.

Fig. 4. Process Trees P3 (left), P4 (right), scope of change S3 (light gray), scope of
change S4 (dark gray) and alignment γ(σ1

4 ,S4)
.

3.2 Optimality of Repaired Alignments

In the previous example, the repaired alignment is optimal. In general, we are
not able to guarantee that the resulting repaired alignment is optimal. Con-
sider the change between process trees P3 and P4 depicted in Fig. 4, trace
σ4 = 〈a, b, c, d, a, b, c, a, b〉 and optimal alignment γ(σ4,P3):
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γ(σ4,P3) = A� a b c d a b c a b
N� 
 
 
 n5 n3 n4 
 
 


Scope S3 is defined by the sub-tree of P3 starting from node n2 whereas scope
S4 is the subtree of P4 starting at node n′

2. Note that if we apply the algorithm
as described in Sect. 3.1, the light gray colored moves belong to scope S3. The
algorithm will subsequently create the intermediary sequence σ1

4 = 〈a, b, c, a, b〉
and let oracle function o compute the alignment γ(σ1

4 ,S4) as depicted in Fig. 4.
Eventually, γ(σ1

4 ,S4) is combined with the first four moves of γ(σ4,P3), yielding
γ(σ4,P4):

γ(σ4,P4) = A� a b c d a b c a b 

N� 
 
 
 n5 n′

4 n′
5 n′

6 n′
4 n′

5 n′
7

Clearly γ(σ4,P4) is not optimal, i.e. consider γ∗
(σ4,P4)

, which in fact is an optimal
alignment of σ4 on P4.

γ∗
(σ4,P4)

= A� a b c d a b c a b 

N� n′

4 n′
5 n′

6 n5 n′
4 n′

5 n′
6 n′

4 n′
5 n′

7

Unfortunately, we are not able to assign the three log moves at the start of
alignment γ(σ4,P3), i.e. (a,
), (b,
) and (c,
) to scope S3. Hence these moves
remain untouched whereas they in fact should be mapped onto elements of the
leafs of S4. Therefore, this leads to a repaired alignment that is not optimal.
Nevertheless, in Sect. 4 we show that the potential loss of optimality is limited
and stays within acceptable bounds.

3.3 Feasibility of Repaired Alignments

One of the basic requirements of the presented approach is that, after reusing an
existing (optimal) alignment, the repaired alignment itself is an alignment. Due
to the rather informal nature of this paper, we provide an intuition on the fact
that the repaired alignment is indeed an alignment, rather than a formal proof.
Recall that the premise of an alignment is that: (i) the elements of the A�-part
respect the ordering of the events within the trace and (ii) the elements of the
N�-part, projected onto their activity labels, form an element of the language
of the process tree. Let P and P ′ denote two process trees and let S and S′

denote the scopes of change of P and P ′ respectively. Moreover let σ ∈ A∗ be a
trace and let γ(σ,P ) denote an (optimal) alignment of σ on P . Let γ(σ,P ′) denote
the sequence of (A� ×N ′�) moves resulting from a repair of γ(σ,P ) based on P ′.

Observe that by using moves (a, n) with a �=
 as anchor points, we effectively
keep all elements of the A�-part in place w.r.t. each other. The oracle function
o by definition respects the order of the elements of the A�-part w.r.t. the
generated intermediary subsequences. Thus we enforce that the elements of the
A�-part of γ(σ,P ′) respect the ordering of trace σ. Hence γ(σ,P ′) fulfills part (i)
of the premise.

The intuition of part (ii) of the premise is a bit more involved. Let us consider
the case in which there is no ∧ or ∨ operator on the path from the root of P to
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the root of S. In this case any valid execution of S always results in a consecutive
block of leaf nodes of S in γ(σ,P ). For each of these consecutive blocks we know
that at that point in time sub-tree S must have been active. In step two, for
each of these consecutive blocks we create a new alignment fragment based on
S′. The oracle function o guarantees that (ii) holds for these fragments. We then
place the newly created chunks, corresponding to behavior of S′, exactly at the
points where S was active. If we assume that in this case (ii) does not hold, this
contradicts either the oracle function or the fact that γ(σ,P ) was an alignment
in the first place, hence (ii) must hold. In case there is an ∧ or ∨ operator
on the path from the root of P to the root of S, we know that there might
be interference of other parts of the tree w.r.t. S. The intermediate sequences
can be potentially build up out of multiple chunks of alignment moves scattered
around γ(σ,P ). In this case, S was active throughout the whole span of the first
chunk mapping to an intermediate subsequence up until the last chunk mapping
to the same intermediate subsequence. Moreover, we know that within the span
of S, we can reorder any leaf node of S with any other leaf node not in S, as
long as we do not reorder any two leafs of S. The oracle function o provides us
with the guarantee that (ii) holds for the new alignment fragments based on S′.
Since we use the anchor points we know that we might only reposition leafs of
S′ w.r.t. leafs of P ′ that are not an element of S′. Leaf nodes of S′ are however
never shuffled. We know that at any position where we place the new (chunks
of) fragments based on S′ back, S′ has to be active. Thus, also in this case, if we
assume that in this (ii) does not hold, this contradicts either the oracle function
or the fact that γ(σ,P ) was an alignment.

4 Evaluation

To validate the usefulness of the presented technique, we answer two main ques-
tions: (i) What is the time needed to align a model and a log with the presented
technique? and (ii) How close/far is the repaired alignment from the optimal
alignment? In this section we answer these questions by (i) comparing the time
needed for alignment repair with the time expended to compute a new, optimal
alignment and (ii) by measuring the quality of the repaired alignments w.r.t.
the new, optimal alignment.

Fig. 5. Process followed during the experimentation.
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4.1 Experimental Set-Up

Figure 5 shows a schematic overview of the experimental set-up. We generate an
initial random process tree with a random size. Based on this model, we simulate
a non-fitting event log, i.e. the event log contains noise, consisting of 2000 traces.
We then calculate the optimal alignments of all traces in the event log w.r.t. the
initial model. As a second step, we perform a set of random changes on the base
model (step a in Fig. 5), generating a total of 150 different mutated process trees.
We enforce that every mutated model is unique. The possible changes applied
over the base model are: randomly adding a new node, randomly removing a
node and randomly changing a node of the tree. Then, we calculate two different
types of alignments for each mutated tree: the optimal alignments based on the
simulated log (step b in Fig. 5) and the repaired alignments reusing the optimal
alignments previously calculated on the base model (step c in Fig. 5). Finally,
we compare both outputs (step d in Fig. 5).

Following this process, we created a set of 50 initial random trees with arbi-
trary sizes between 21 and 47 nodes. Thus, we applied the presented technique
over 50 × 150 × 2000 ≈ 1.5 · 106 alignments. We additionally checked whether
the repaired alignment is indeed an alignment, which was true in all cases.2

4.2 Running Time

As the time needed to compute alignments varies significantly between runs, we
grouped the results of the experiments based on the size of the initial random
process trees. We created a bucket with initial trees of sizes between 21 and 28
nodes (12 trees in total), a bucket with sizes between 29 and 31 nodes (12 trees
in total), a bucket with sizes between 32 and 34 nodes (13 trees in total) and a
bucket with sizes greater than 35 nodes (13 trees in total).

Figure 6 shows the time comparison, using box plots, for each bucket of exper-
iments. Due to the high dispersion of the data, on the right-hand side of Fig. 6
we also show the box plots zoomed into the domain 0–100 s.

In general we observe there is no overlap in the second and third quartiles of
computing alignments based on the repair method versus computing an optimal
alignment from scratch. This implies that in nearly all cases, the time needed
to align a model and an event log by applying alignment repair outperforms
computing a new optimal alignment. In this case, the time needed for alignment
repair is directly related to the size of the scope of change which explains the
rather high range of the right whiskers in the box plots for alignment repair.
Clearly, if the change is performed in the root node of a process tree, the scope
of change is the process tree as a whole. The time needed to apply the presented
approach will be roughly equal to the time needed to compute the optimal
alignment as there is no room to repair the old alignment. Thus, we conclude
that using the presented technique, guarantees a lower, or, in worst case equal,
running time compared with computing the optimal alignments between an event
log and a process tree from scratch.
2 All results can be found at https://svn.win.tue.nl/repos/prom/Packages/Evolution-

aryTreeMiner/Branches/BorjaImp/experiments/bpmds2016/.

https://svn.win.tue.nl/repos/prom/Packages/EvolutionaryTreeMiner/Branches/BorjaImp/experiments/bpmds2016/
https://svn.win.tue.nl/repos/prom/Packages/EvolutionaryTreeMiner/Branches/BorjaImp/experiments/bpmds2016/
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Fig. 6. Box plots showing the time needed to repair an alignment versus computing
the optimal alignments for each bucket of experiments. The right-hand side shows the
results zoomed into the domain 0–100 s.

4.3 Alignment Quality

As explained in Sect. 3.2, alignment repair does not guarantee optimality. It is
not straightforward to assess how well the repaired alignment scores in terms of
optimality. To judge the “rank” of the repaired alignment, i.e. how many other
alignments are closer to the optimal alignment, we need to traverse all possible
alignments of a trace and a process tree. This is rather involved from a run-time
complexity point and hence hard to incorporate within the experiments.

We propose a grade measure, that grades the repaired alignment, based on
the relative distance of the alignment w.r.t. the optimal alignment. To compute
the distance, we first compute the cost of the optimal alignment γ∗. Additionally,
we create an alignment γw, consisting of only (a,
)-moves and (
, n)-moves,
such that the a-moves form the trace and the n-moves form a shortest possible
valid sequence of leaf nodes. The γw alignment represents “the best of the worst”
alignment. Finally, we calculate the cost of the repaired alignment γr. Based on
the difference between the cost of γ∗ and γw we compute the relative cost of
γr. Let c∗, cw and cr denote the costs for γ∗, γw and γr. We grade the cost of
γr as follows: grade(γr) = 1 − cr−c∗

cw−c∗ . Clearly, 0 ≤ grade(γr) ≤ 1. We used the
following cost function κ : (A� × N�) → R

+: κ(a, n) = +∞ if a and n’s label
do not match, κ(a, n) = 5 if a ∈ A and n =
, κ(a, n) = 2 if a =
 and n ∈ N ,
and finally κ(a, n) = 0 if either a ∈ A a and n’s label match, or, a =
 and n’s
label is τ .
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Figure 7 shows the box plots for the computed average grades of the repaired
alignments. As the figure shows, we always have a grade above 0.84, and in the
top 75 % of all experiments is above 0.98. Thus, when the repaired alignments
are not optimal, the difference with the optimal alignments is minimal. Hence,
the loss of optimality is limited and stays within acceptable bounds.

Fig. 7. Normalized grade of the repaired alignments.

Again, there is a close relation between the size of the scope of change and
the potential loss of optimality. If the change is performed close to the root
node, more moves of the previous alignment will belong to the scope of change.
Consequently, the probability of retrieving an optimal alignment is higher. If the
root of the point of change is the root node, we do have optimality.

5 Related Work

Alignments were introduced in [3]. In [2] an alignment computation approach is
presented based on the A∗ algorithm. The concept presented in this paper, i.e.
solving a sub-problem rather than the whole problem, is similar to methods that
aim at decomposition of process mining techniques [13–15]. In [15] the authors
present a decomposition technique that partitions process models and event
logs into smaller parts that can be analyzed independently. A similar approach
for data-aware conformance checking problems is presented in [14]. The main
difference compared to these works is the fact that the presented technique
results in an alignment for the whole trace and the whole process model, whereas
decomposition techniques typically provide solutions for sub-problems, which in
aggregated form provide lower bounds rather than a full solution.

6 Conclusion

We presented a novel approach to compute alignments based on an existing
alignment, instead of (re)computing the alignment from scratch. The approach
has been validated with a set of random trees and event logs. The evaluation
shows that our approach always retrieves an alignment in a significantly lower,
or equal, time than computing optimal alignments. Furthermore, we show that
the potential loss of optimality is limited and stays within acceptable bounds.
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We plan to improve and/or extend the approach as follows. Depending on
the type of operators in the tree, it might be possible to extend or shrink the
scope of change, allowing to reduce the loss of optimality. Moreover, we plan to
develop means to predict optimality, allowing us to decide at which point it would
be necessary to compute the optimal alignment instead of reusing and existing
one. Based on the achieved results, we plan to apply the presented technique,
if applicable, in different process mining domains, e.g. within handling concept
drift in stream-based process discovery [16].
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Abstract. Various process variant modeling methods have been introduced in
the literature to manage process diversity in a business context. In industrial
settings, it is difficult to select a method suitable for the needs and limitations of
the organization due to the limited number of examples and guidelines. In this
paper, we report our experiences on variant modeling in a process management
consultancy company. The company experienced difficulties in maintaining and
reusing process definitions of their customers and decided to evaluate variant
modeling methods as a solution. We selected two methods, the Decomposition
Driven and the Provop, to develop variant models of seven software project
management processes from five customers. We evaluated the results together
with company experts. This study contributes to the field by providing real-life
examples of two variant modeling methods, a comparison of the results with
these methods and a guideline for choosing a method under comparable
conditions.

Keywords: Business process modeling � Process variant modeling �
Decomposition driven method � Provop

1 Introduction

In enterprises, business process modeling (or process modeling for short) is of great
importance to reveal processes and develop business process management systems
(BPMS). In process modeling, one of the problems that analysts encounter is the need to
deal with process variability. Due to the diversity in business contexts, variants of the
same process may be modelled and used in multiple cases in the same organization [1].
This diversity may be caused by various factors such as differences in delivered prod-
ucts, customer types, and divergent business requirements in countries. When such
factors are present, consideration of process variants during process modeling is
inevitable [2]. However, in the design of a process model, it is a challenging task to
either maintain variants of the same process separately while managing the relations
between them or integrate the process variants into a single model while preventing
complexity and redundancy [2].
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To overcome such difficulties, various methods have been proposed to incorporate
variant management into the phases of the business process management (BPM) life
cycle [3]. These methods provide solutions for different cases. However, in real-life
settings, it is difficult for an organization to make the proper choice between variant
modeling methods. It is hard to find studies from the literature on the evaluation and
comparison of methods in practice as well as any guidelines to make a method
selection [3]. The study presented in this paper stems from the difficulties observed
within 4S Information Technologies (4S for short), a company that provides consul-
tancy services to its customers to analyze and improve their processes and develop
BPMSs using HP PPM tools [4]. For each customer, 4S defines a new variant of a
process, such as software project management, demand management, software change
request management, risk and issue management, etc. 4S maintains separate process
definitions and artefacts for each variant, yet the interrelations between the variants are
not tracked. As a result, 4S cannot systematically reuse its process knowledge for
creating a new variant for a new customer. The same problem applies for maintenance,
as they need to update each variant independently without the opportunity to reuse the
effort. For these reasons, 4S was motivated to implement a variant management method
to more efficiently apply its knowledge in process analysis, design and improvement
activities.

In accordance with the needs of 4S, the aim of this study is to implement and
compare process variant modeling methods in a real-life setting. For this purpose, we
selected two different, well-accepted process variant modeling methods focusing on the
analysis and design of process variants: the Decomposition Driven method [5] and the
Provop Method [1]. We applied these methods to 7 software project management
processes of 5 4S customers. A team of 6 employees from the company participated in
the study that was led by one of the authors. The team evaluated the application of the
two methods in terms of effort spent, structure and flexibility of the outputs for
maintenance and utilization in new projects. On the basis of this evaluation, we present
a guideline that companies may follow when they face a similar situation.

The rest of the paper is structured as follows. Section 2 presents the design of this
study describing the organization, the need, method selection, the purpose and the plan.
In Sect. 3, we explain how we applied the Decomposition Driven method and in
Sect. 4, the Provop method. Section 5 includes an evaluation of the results together
with guidelines for method selection. Section 6 concludes the study.

2 The Design of the Process Variant Modeling Study

2.1 The Organization and the Need for Variant Modeling

4S is a consultancy company that provides process analysis, improvement and
automation services to its customers using HP PPM product [4]. HP PPM provides a
flexible workflow development environment specializing in project and demand man-
agement processes. 4S has customers from various countries and industries focusing on
different process areas. Usually, 4S analysts need to rely on their own expertise to
discover other activities and improve the existing process. They cannot systematically
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exploit process knowledge obtained from previous similar companies for new cus-
tomers. Based on the problem, the need for using a process variant modeling method for
4S can be summarized as follows:

• When they start to work with a new customer, 4S analysts need to combine their
knowledge on previous customers as a baseline for understanding the new as-is
process and suggesting improvements. Analysts would be better off if they would
have an integrated model, which they can practically use as a jump start in the
project initiation phase.

• Through the steps of process analysis, improvement and design, 4S analysts design
various processes for customers. Even when they start developing a process based
on a previously encountered process, the knowledge of such related processes and
the connections hereto are soon lost. Analysts cannot benefit from one another’s
experiences as it is hard for them to go over each process to find out if it is relevant
for a new case. The same problem persists through process enactment phase; as
developers cannot easily find out similar automated processes and activities for
example, to reuse their form design and flow logic.

• When an improvement or update is needed, 4S needs to go over each customer’s
processes to find out which ones are affected and where updates are needed. This
requires a lot of effort and can introduce errors due to manual review process.

2.2 Process Variant Modeling Method Selection

4S needs a process variant modeling method to manage customer models in an inte-
grated way, utilize the knowledge in the following projects and enhance maintainability
of multiple process models. Process variant modelling approaches have been proposed
in the literature over a spectrum of single to multi model solutions [5]. On the one end
of the spectrum, multi-model approaches capture every possible variant of a process as
a separate model. Using such an approach, redundancy and maintainability problems
are introduced, which is basically the problem that comes with not managing process
variants at all [6]. On the other end of the spectrum, methods that model all variants in
an integrated single model produce integrated models for multiple variants. The
resulting decrease in the total number of process elements and the improvement of
maintainability is balanced against increased complexity and comprehension problems.
As a result of benefits, single model approaches are more popular in the industry.
Considering the situation at hand, we focused on single-model approaches as well.

Single model approaches apply different techniques to integrate multiple process
variants into a single source and use the single source to configure a specific process
variant. Such techniques include questionnaire-based models, feature models, goal
models, and decision tables [3]. Some single model approaches decrease complexity
via providing only delete and condition selection operations based on a comprehensive
base model. In 4S case, best practice model developed based on PMBOK guide was
used as the starting point as it is common for various domains [3]. PMBOK is a book
that provides a set of guidelines to define and implement project management processes
such as scope, time and quality management. However, the best practice model of 4S is
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not inclusive of all activities – it is rather a brief process model including must-have
activities. For this reason, we needed a method that has more flexibility to define
process variants. Another criteria for method selection was on the need of a variant
modeling tool. For some approaches, a tool that has specific process variant modeling
features are required to properly benefit from the approach [7]. Due to the concern of
increase in effort by adding a new tool to company repository and training needs, 4S
eliminated the methods that need a specific tool.

Considering these needs and limitations, we identified an initial list of process
variant modeling methods based on existing literature reviews [3] and our review of the
related work. We discussed potential pros and cons of these methods with the 4S team
and made a joint selection. As stated, we selected the Decomposition Driven method
and the Provop method.

The Decomposition Driven method was selected because it provides flexibility for
certain parts of the model. By means of step-wise decomposition, users can choose to
model some of the sub-processes together and some others separately [5]. Moreover,
the team specifically appreciated how the method does not only approach identification
of variants mechanically but it considers the wider business environment via business
drivers and syntactic drivers inherent to the processes. In turn, the Provop method was
selected due to its robust mechanism to treat all variants equally and create a big model.
The usage of the list of options to mechanically end up in new variants in a plug and
play logo-like feeling was seen as another advantage. The team focused on selecting
methods that have a different approach for variant modeling. In this way, a comparison
of the benefits of different process variant modeling approaches for future use would be
feasible.

2.3 Purpose of the Study

Based on the identified problems and the needs of 4S, we formulated the following
questions:

• How can we develop process variant models for a process where different process
models are developed for diverse companies although they share the same best
practices?

• How does the application of two variant modeling methods, the Decomposition
Driven and the Provop methods, compare for flexibility in terms of reusing the
knowledge to define processes for new customers and maintain all variants in case
of a change in one process?

• What factors are to be considered for an organization to select a proper variant
modeling method based on its setting, needs and constraints?

2.4 Process Variant Modeling Plan

4S decided to use software project management processes of five customers for this
study. Four of the companies are from Turkey and other is a Turkish branch of an
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international company. For all of them, their software project management processes
are defined based on PMI’s PMBOK guide [8]. One of the authors of this paper who is
affiliated with 4S, worked as a leader of the team in the company that implements the
methods and evaluates the results.

Although 4S uses the PMBOK guide as the baseline, the best practices provided
just the essential steps of a project management process. The processes were defined as
workflow definitions on HP PPM, but process models were not developed for analysis
purposes. We converted the low level workflow models to process models in BPMN
notation through discussion sessions with the experts. We aggregated workflow tasks to
higher level activities in BPMN. The experts found it easier to observe and define
relations between process variants using the BPMN models. For this reason, we
decided to use these models in variant modeling activities. For each variant, we
developed a high level software project management process. We created a relation
table for the corresponding workflow tasks for each BPMN activity. In this way, we
achieved more comprehensible process definitions where the experts could better
observe the relations between the variants. Still, we are able to map process model
activities to workflow tasks via the relation table. This enabled the experts to analyze
workflow definitions together with variant models after the study is completed.
A summary of the companies and their process metrics can be found in Table 1.
Process models for all process variants can be seen in [9].

The described research project was initiated based on the need in 4S as defined in
previous sections. After the analysis of related work, elimination took place of multi-
model approaches and approaches that require usage of a specific variant modeling tool
and that conduct automated process discovery. Subsequently, the approaches men-
tioned earlier were selected. Upon the selection of the methods, the following steps
were planned:

Table 1. Metrics for software project management processes of 4S customers

Process Field Number of
workflow
tasks

Number of
workflow
gateways

Number of
BPMN
activities

Number of
BPMN
gateways

Company 1 Annuity
Insurance

15 7 10 4

Company 2 Insurance 40 9 12 6
Company 3 Banking 21 14 9 0
Company 4-1 Banking 48 7 14 6
Company 4-2 Banking 8 2 9 2
Company 5-1 Telecom 46 11 11 2
Company 5-2 Telecom 44 8 11 2
Average 31.7 8.3 10.9 3
PMBOK best
practice

13 0
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• Identify the process to apply selected process variant modeling methods: The team
selected the software project management process, which is the most frequent
process that they provide consultancy for their customers.

• Identify the context for application: Five customers were identified that are repre-
sentative for different industries. Two of the customers implement two variants of
software project management process.

• Define process models for each variant: We developed process models in BPMN
notation for each customer as described at the beginning of this section.

• Apply the Decomposition Driven and the Provop methods to develop process
variant models: The team conducted the relevant steps for applying the two methods
as described in the following sections. Two methods were applied in parallel to
prevent the effect of the learning curve.

• Evaluate the process of method application and outputs: The team collected data on
the effort spent on each method and compared the outputs. In addition to comparing
the outputs and facts, we conducted interviews to understand how the experts
interpret the usability, complexity and efficiency.

• List the guidelines to choose proper method: The team identified the benefits and
disadvantages brought by the two methods and how can one select the proper
method with respect to priorities and benefits expected.

3 Applying the Decomposition Driven Method

The method starts with the definition of a main top-level process [5]. Then, each
activity in the main process is defined in detail in a sub-process. Later, the
sub-processes is further decomposed into sub-processes until there is no meaningful
decomposition possible. At every level, the so-called variation map is created which
contains activities and relations necessary to configure every variant. In the following
sections, we describe the conduct of each step as prescribed by the method [5].

3.1 Step 1 – Model the Main Process

We started to apply the method by developing a main software project management
process that acts as a process map applicable for all variants. The high level process can
be seen in Fig. 1. Only one activity, “Plan Resources” was added and the remaining
activities were directly used from the best practice. While modeling the main process,
we also investigated and summarized each company’s existing processes in order to
point out how they add value to the process.

3.2 Step 2 – Identify Variation Drivers

An outstanding feature of the Decomposition Driven method is the consideration of
business and syntactic drivers to understand the emergence of variations and using
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them to flexibly develop the models [5]. Business drivers are determined based on
factors such as: resources used, products and services produced, customers, countries.
In our case, we focused on how the high level activities in the main process are
performed and possible causes of variation. We observed that the main cause of
variation is the variety of customers. Another driver is identified as location of the
services. This driver is used to differentiate the processes of Company 4, leading to
variations of national and international services.

Syntactic drivers are the second type of drivers which diversify the way multiple
variants produce their outcomes. They are defined based on the similarity of the process
models of the variants. The method allows consolidation or separation of variant
models due to syntactic drivers. In 4S, we manually assessed the similarity of process
variant models with respect to the main process modeled in Fig. 1 [9]. We conclude
that there is no explicit syntactic driver, as the main process can be used to reach the
variant models by mostly adding nodes and alternative paths to the main process.

3.3 Step 3 – Assess the Relative Strength of Variation Drivers

In this step, variation drivers are analyzed to specify their priority as well as their effect
on defining variants. The business driver with high priority is the variety of customers
in our case. Additionally, we have the driver for location of services. This driver is used
to define variations for Customer 4: International vs. national services. Although
Company 5 had two processes, only one variant is specified as there is no applicable,
distinguishing driver.

3.4 Step 4 – Identify the Variations in Each Subprocess

In this step, we populated a variation matrix for each subprocess of the main process, as
seen in Table 2. To generate this matrix for every activity in the high level process, we
identified subprocesses for each driver. We then named each different subprocess and
marked the subprocesses used by every driver in the matrix. For example in Table 2,
Simple Initiation variant of Initiate Project subprocess is used by Company 3 and
Company 4-2. This subprocess includes simple project definition activities on the
system. Complex Initiation subprocess used by Company 1 includes a wider extent of
activities such as approval of scope, project manager assignment and quality control
initiation. The activities in subprocesses and all similarity decisions can be seen in [9].

Fig. 1. Software project management high level process
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3.5 Step 5 – Perform Similarity Assessment of Variants for Each
Subprocess

In this step, we performed a similarity assessment by analyzing each subprocess of the
variation matrix in Table 2. We asked the experts to identify the similarity of activities
in the subprocesses for each driver. To evaluate the similarity, the experts focused on
how those activities are performed. For this, they investigated the information on data
used and produced while performing activities, the number of workflow steps, and the
role of performer to investigate the similarities between subprocesses. As a result,
activities in different subprocesses that have high similarity were marked. For example,
initiation approval activity in Moderate Initiation variant was indicated to have high
similarity with initiation announcement of Detailed Initiation variant.

3.6 Step 6 – Construct the Variation Map

As outputs from Step 4 and Step 5, we have the variants of subprocesses for each
activity in the high level process and a list of similar activities in the subprocesses. We
mapped these variants in the variation map as seen in Fig. 2. We used the decision
framework of the Decomposition Driven method to decide merging of activities in the

Table 2. Variation matrix showing varying activities of first level subprocesses

Initiate
project

Plan
resources

Analyze &
design

Implement Test Close
project

Create
asset

Company
1

Complex
Initiation

Moderate
Planning

Basic
Analyze
and
Design

Basic
Implementation

Basic
Test

Detailed
Closure

Company
2

Moderate
Initiation

Complex
Planning

Detailed
Analyze
and
Design

Detailed
Implementation

Detailed
Test

Complex
Closure

Asset
Creation

Company
3

Simple
Initiation

Basic
Planning

Basic
Analyze
and
Design

Basic
Implementation

Basic
Test

Basic
Closure

Asset
Creation

Company
4-1

Detailed
Initiation

Simple
Planning

Detailed
Analyze
and
Design

Detailed
Implementation

Detailed
Test

Fast
Closure

Company
4-2

Simple
Initiation

Fast
Planning

Basic
Analyze
and
Design

Basic
Implementation

Basic
Test

Simple
Closure

Asset
Creation

Company
5

Basic
Initiation

Detailed
Planning

Detailed
Analyze
and
Design

Detailed
Implementation

Detailed
UAT

Moderate
Closure
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variant map [5]. For example, Moderate Initiation and Detailed Initiation variants were
merged as they were assessed to be similar. For both Plan Resources and Close Project
activities, a different subprocess was defined for each variant. Only two variants among
six were assessed to be similar for both activities. Rest of the subprocesses had very
strong drivers and were assessed to be not similar. Thus, there were five variations of
these activities as seen on the variation map. The details on activities in the subpro-
cesses, the similarity decisions for activities and the merging of subprocesses can be
seen in [9].

3.7 Step 7 – Configure a Specific Process Variant

The generated variation map acts as a reference model to observe both the process map
and help the experts to arrive at possible variations by means of the flow defined by
gateways. This model does not include knowledge of a specific variant. Thus, if one
wants to configure a process variant, she needs to understand that specific variant and
go through the variation map to select relevant activities. This selection is done for
Company 4 as shown with darker colored activities in Fig. 2. We manually verified that
we can generate all our variants as syntactically correct and sound.

After this step, the Decomposition Driven method suggests the iteration of all steps
for the subprocesses of the main process. We applied the Decomposition Driven
method completely in the first level of decomposition in 4S. Moreover, we identified
the activities to be placed in each subprocess and discussed a sketch of the variation
maps with the experts. In this way, the experts were able to observe how the
Decomposition Driven method provided a flexible way of variant modeling in different
granularity levels. For example. For “Implement” process, variation in the high level is
not found necessary. However, it is observed that variants of this subprocess need to be
handled considering other business drivers such as project type.

Fig. 2. Variation map for software project management process
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4 Applying the Provop Method

The Provop method focuses on creating a single base process model which includes
adjustment points and their related sets of options [6]. The options include a set of
atomic operations such as insert, delete, move and modify; which are used to configure
the base model to reach a certain variant. Defining the set of operations options pro-
vides a reusable mechanism to define common operations for multiple variants. This
mechanism decreases the complexity and increases controllability to configure a
variant. Moreover, the Provop method can support automated variant configuration by
defining context-aware configuration options.

4.1 Step 1 – Design a Base Process

The Provop method offers different policies to identify the base process on which the
process variants are configured. One can either use the standard reference process used
within the particular industry, use the most frequent process variant, design a version
that has minimal average distance to all variants, or create a superset or intersection of
all process variants. In our case, we applied a combination of these policies. First, the
standard PMBOK reference model is taken as the starting point. Next, we extended this
model by consideration of the policy 2, that is the variant of Company 1 which is the
most frequent process worked on in 4S. We utilized policy 3 to identify process
elements so that it will require the least number of operations in total to reach process
variants while we also included activities at the intersection of all variants as suggested
by policy 5. As a result, the base model evolved from the initial best practice model in
Fig. 3 to final version in Fig. 4. Here we can indicate that it was relatively easy for us
to design the base process, as we already know variant processes beforehand and we
had a relatively simple and linear high level process.

Fig. 3. Best practice process model

Fig. 4. Final base process model
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4.2 Step 2 – Define Adjustment Points

The next action is to determine the explicit positions of the adjustment points that
specify where the options can be applied on the base model. In this step, we analyzed
the base process model and identified the adjustment points necessary to be able to
generate all process variants provided in [9]. The final model with adjustment points
can be seen in Fig. 5.

4.3 Step 3 – Design and Model the Options

In this step, options of the process should be designed and modelled. To this end, the
possible change operations for generating the variants based on the base process are
investigated. Then, the conditional branches in the model are examined in order to
determine that they are only variant-specific or included in all variant models. Gran-
ularity of options, the number of operations combined to define options, is important to
enhance reusability and maintainability of options while keeping the number of options
minimal [1]. As an example we can consider Option 1 (that contains the operation of
“Delete Approve Scope”) and Option 7 (that contains the operation of “Insert Control
Plan Quality”) seen in Fig. 6. To configure company 3 variant, we could create an
integrated option including the operations in Option 1 and 7. However, in that case, we
would need to define another option for the operation of “Delete Approve Scope” for
company 5 variant. This would increase the number of operations and decrease
reusability and understandability. Therefore, we divided this option into two as Option
1 and Option 7. 14 options are identified in total, which include 17 operations. An
example set of operations are shown in Fig. 6.

4.4 Step 4 – Configure Variants

For variant configuration, the Provop suggests the usage of three substeps. First, rel-
evant options need to be selected to configure the relevant process variant. This can be

Fig. 5. Base process model with adjustment points (Color figure online)
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done by asking users to manually choose specific variants, which is hard if there are a
lot of options and specialized knowledge is required. To overcome the problem, the
Provop suggests the definition of context rules by identifying, for each option, the
context in which the options are applicable. In our case, the available knowledge on
business drivers became useful to define the context. For each option, we identified the
set of variants that are to be configured via this option. This can be seen in Fig. 6 as
context rules.

Another point to be considered while applying the options is the possible con-
straints with the options. For example, there may be implication relation between
options, an option implying the usage of another one [1]. We had an order constraint
for options 5 and 6, as option 5 always needs to be applied before 6. We observed that
the modelers need to pay special attention for constraints especially for options
effective on the same adjustment point pairs.

In conformance with the constraints, we manually apply the set of options shown in
Fig. 6 to the base process as indicated with red markers on Fig. 5 to achieve the variant
process of company 2 as in Fig. 7. In the following section, we evaluate the results of
applying the two methods and provide a guideline for selection.

Fig. 6. Example set of options for company 2 variant

Fig. 7. Company 2 process model after configuration
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After the definition of the base process model with adjustment points for the
software project management process, we needed to analyze variants for subprocesses
of the activities in the base process model. We were not able to identify specific
guidelines for applying the Provop method in a hierarchical process structure. We plan
to define subprocesses for each variant and conduct the same set of steps to develop
base process models of each subprocess. However, we need to consider that new
activities may be added to the high level process via options. In this case, we plan to
define base process maps for the subprocesses under those activities as well. This will
introduce problems in reading, as the user is not able to see and associate such a
subprocess in the base process model. We also observed that special attention is needed
to prevent conflicts among options for different levels of granularity.

5 Evaluating the Results

As 4S is evaluating two variant modeling methods to implement in all its projects in the
future, it is important to identify the method that is practical to apply and meets the
needs for reusing process knowledge and maintaining multiple variants. For practical
reasons, we evaluated the effort spent on applying the two methods, structure of the
outputs and flexibility of using the outputs in new projects and maintaining them when
there is an update in one of the variants.

22 h were spent in 5 sessions for the Decomposition Driven method, whereas 15 h
were spent in 4 sessions with the Provop method. The experts appreciated the idea of
incorporating the business context to identify sources of variation. However, the variety
of customers was already an explicit business driver for 4S from the start of the study.
The experts think that their extra effort for the Decomposition Driven method will pay
off when they implement the method for low level subprocesses and other process
types with potentially more varied business drivers.

Comparing the structure of the resultant models, variation map of the Decomposi-
tion Driven method has 25 activities, 10 gateways and 50 edges. The Provop method
produced a simpler model with only 9 activities, 2 gateways, 13 edges and 11 adjust-
ment points as customized elements. The Decomposition Driven method seems to
produce a bigger and more complex model (due to edges/activities ratio). However there
is an extra artefact, list of options, required to read and customize the Provop base
process model. The experts indicated that it was easier for them to read the Provop’s
base process model and “picturize” how the adjustments may be conducted even
without seeing the option list. They found it non-intuitive to interpret the variation map
of the Decomposition Driven method, e.g. in particular with respect to finding out where
to start reading the process and how to configure a specific variant. This point reduces
the flexibility to maintain existing variants. On the other hand, the experts found it more
flexible to use the variation map for defining a new process, as they can see all options
together with constraints on the map.

The experts appreciated the flexibility of the Decomposition Driven method for
modeling variants in different granularity levels. It is conventional to develop separate
models when there are variants of subprocesses which are very different from each
other although the higher level process is similar. In this way, it is possible to balance
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complexity and comprehensibility on multiple process models. For example, no vari-
ation was needed at this level for “Initiate Project” and “Close Project” activities. The
variations in lower level activities are to be evaluated in variant modeling of their
subprocesses.

The 4S experts found it easier to use the Provop base model for configuration of
process variants. Similar change operations grouped in the Provop decreased the
complexity to generate a variant and made it easier to configure a variant without much
knowledge of the customer. Variation map of the Decomposition Driven method does
not provide any information on variants, one needs to have specialized knowledge.
Lastly, in case organizations need automated configuration of variants, the Provop
method provides functionality to integrate variant management with some modeling
tools [10]. In the following section, we provide a list of guidelines to help organizations
to choose the relevant method for their setting, needs and constraints.

5.1 Guidelines for Process Variant Modeling Method Selection

Based on our evaluation described in the previous sections and the feedback from the
4S experts, we identified the guidelines in Table 3 to make a selection between the two
methods.

We observe that the experts can benefit from the merits of the two methods even
when they use another method specifically in the following ways:

• The guidelines of the Decomposition Driven method may be used to extensively
evaluate why process variants emerge in your business context.

• The approach of the Decomposition Driven method for modeling variants of
hierarchical process models may be implemented in other methods as well.

Table 3. Variant modeling method selection guidelines

Needs and constraints of the organization Suggested method

You want all information to be embedded in your models and your
main purpose for using variant models is to reuse knowledge
when you need to create a new variant

Decomposition
Driven Method

You need a stepwise description of the operations to configure all
your existing variants

Provop Method

You cannot use extra constructs in your modeling tool Decomposition
Driven Method

You plan to use automated process variant configuration Provop Method
You need a hierarchical approach to analyze your process variants
and you have different levels of variability in your subprocesses

Decomposition
Driven Method

You prefer a lean model where your domain experts can easily
understand the base model and your analysts can go deeper in
configuring variants using extra information

Provop Method
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• The policies of the Provop method to define a base model, such as usage of
reference models, most frequent variant or minimal distance, may be used while
defining a main process in any single-model variant modeling approach.

• When the generated single-model does not include the steps of configuring a
specific process variant, option list approach can be used.

6 Conclusion

In this study, we implemented two different single-model approach process variant
modeling methods in a real-life setting. The involved company has various process
definitions of the same process as they provide BPM services in similar areas to their
customers. The company experienced problems in reusing their existing knowledge to
define a new process for a customer, and finding out the related process variants and
maintaining them properly when there is an update in an existing process. To explore
the solutions to their problems, they wanted to employ process variant modeling
methods to evaluate their benefits and compare with each other. For this purpose, we
selected the Decomposition Driven and the Provop methods. We observed that both of
these methods can be applied with a reasonable effort and will bring benefits by
providing a single integrated model to configure models. We observed benefits of both
methods in 4S from different aspects.

As is the case for many things in life, there is not a single answer for the question
which method to select. Both methods we analyzed here have their merits while they
still introduce complexity due to new analysis techniques and notations to be applied.
Even when professionals decide to use another variant modeling method or no method
at all, learning about variant analysis through these methods will bring benefits. For
example, when organizations explore business drivers causing variations, they can use
this information to evaluate root-causes and deal with this variation on a strategical
level. Another point is that every organization can adopt the idea of using policies to
define its base models. Considering this fact, we prepared a list of guidelines to help
organizations to select a proper method and to utilize the insights provided by these
methods when they have process variation in their organization.

In future work, we will completely apply the methods for low level processes of
software project management as already initiated in current work. This will enable a
thorough evaluation of the methods for hierarchical processes. Also, we plan to apply
the methods to the demand request process, which even shows more variation with
respect to customers and other factors. In parallel, 4S plans to start a gradual usage of
variant modeling in its company. For this, new experts will be trained. Then, prototypes
will be identified from the projects where the experts will use the outputs of this study
to define processes of the new customers.
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Union’s Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie
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Abstract. Conceptual models often capture the invariant aspects of the
phenomena we perceive. These invariants may be considered static when they
refer to structures we perceive in phenomena at a particular point in time or
dynamic/temporal when they refer to regularities across different points in time.
While static invariants have received significant attention, dynamics enjoy
marginal support in widely-employed techniques such as UML and OCL. This
paper aims at addressing this gap by proposing a technique for the representation
of dynamic invariants of subject domains in UML-based conceptual models. For
that purpose, a temporal extension of OCL is proposed. It enriches the ontologi‐
cally well-founded OntoUML profile and enables the expression of a variety of
(arbitrary) temporal constraints. The extension is fully implemented in the tool
for specification, verification and simulation of enriched OntoUML models.

Keywords: Conceptual modeling · OntoUML · Temporal OCL

1 Introduction

In a broad perspective, conceptual modeling has been characterized as “the activity of
formally describing some aspects of the physical and social world around us for purposes
of understanding and communication” [20]. Many of the efforts in conceptual modeling
attempt to represent a conceptualization about a given subject domain [15], which is
often accomplished by capturing in a model the invariant aspects of the phenomena we
perceive. These invariants may be considered static when they refer to structures we
perceive in phenomena at a particular point in time or dynamic when they refer to regu‐
larities across different points in time.

Take for instance a domain about persons, their stages in life and their marriages. At
a particular point in time, a number of persons will exist, each of which may be male or
female, may be a child, a teenager or an adult, and may be related to someone else by
marriage. The static invariants that may be represented in a conceptual model of this
domain include the various categories of entities in a domain (in our example, “person”,
“man”, “woman”, “child”, “teenager”, “adult”, “elder”, “marriage”) as well as their
relations (a “child” is a “person”, “marriage” may be established between two “persons”,
etc.). The dynamic invariants in turn reflect the fact that across different points in time
entities of the domain undergo change. In our example, persons are born and die, become
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teenagers and adults, marry, divorce, etc. Dynamic invariants represent what may
change and what must remain constant in time. For example, children cannot suddenly
become adults, adults cannot later in life become teenagers and elders cannot become
children, teenagers or adults.

Much attention has been given to the representation of static invariants in a number
of modeling notations including ER diagrams, ORM diagrams [16], and UML Class
Diagrams [23]. The UML for example has been enriched with the Object Constraint
Language (OCL) to capture invariant expressions [22]. With respect to the dynamic
invariants, these have been mostly confined to the representation of pre- and post-condi‐
tions for operations or simple meta-attributes for features such as “read only” [23, pp.
125, 129]. Further, due to the strict correspondence that is often established between
modeling languages and programming languages, many UML-based approaches lack
support for dynamic classification (e.g. USE [13], HOL-OCL [5], UML2Alloy [1, 8]).
While this facilitates the mapping to specific programming languages or formalisms,
this renders these approaches less suitable to enable the expression of important concep‐
tual structures that rely on dynamic classification (e.g., the classification of persons into
life phases: child, teenager, and adult, the classification of persons into roles they play
contingently such as husband and wife)1.

In order to address the shortcomings of the UML and OCL specifications, many
approaches have been proposed to extend UML and OCL with dynamic aspects. Some
of these approaches address dynamic aspects as part of an overall approach to handle
temporal/time aspects [3, 4, 6, 7, 9, 12, 15, 18, 19, 27]. The OntoUML [15], for example,
introduces various dynamic aspects through stereotypes referring to meta-attributes of
classes and properties such as rigidity and immutability. Similarly, [6] extends UML
with stereotypes, augmenting it with dynamic notions of durability and frequency.
Others have aimed at enriching OCL with extensions in order to cope with dynamic/
temporal properties of systems. For example, some have extended OCL with Linear-
Temporal Logic and Computational-Tree logic (LTL/CTL) operators [3, 7, 19, 27],
created new logic formalisms [4, 9], extended OCL with temporal patterns [18], defined
a Real-Time extension for OCL with a temporalized CTL [12], etc.

Despite these recent advances, a comprehensive approach to the representation of
dynamic aspects in UML-based conceptual models is still lacking. This gap is addressed
in this paper, in which we extend OCL with the capability to express rich dynamic
invariants in OntoUML. Our approach is based on a reification of world states, with no
specialized knowledge in tense logic required to use the approach.

This paper is structured as follows. Section 2 presents our running example, illus‐
trating the various requirements for the representation of dynamics aspects. Section 3
introduces the proposed OCL extension. Section 4 revisits our running example to show
how the approach meets the requirements. Section 5 discusses related work while
Sect. 6 discusses the implementation and concluding remarks.

1 Note that while dynamic classification is supported in principle by UML diagrams, this is not
reflected in tool support and language usage, with little mention in the UML specification.
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2 Requirements for the Representation of Dynamic Aspects

According to [6], the UML is a non-temporal conceptual modeling language. Thus, a
UML class diagram represents the actual state of a system assuming that the “informa‐
tion base” contains only the current instances of classes and relationships. Figure 1
depicts a conceptual model in UML about a domain involving persons, their stages in
life and marriages. UML multiplicities in the model define the allowable number of
individuals to which a particular individual may be linked in any given state of the
system. For example, a partner (husband or wife) can only be married to one other partner
at a time. The model is silent with respect to the number of persons a person can marry
in time, i.e., whether they may or may not divorce and remarry.

Fig. 1. UML structural conceptual model example

The model of Fig. 2 revisits the model of Fig. 1 employing the OntoUML profile.
The profile uses class stereotypes to determine which ontological category from the UFO
applies to each class [15]. This means that OntoUML can address some of dynamic
aspects of this domain that are not addressed in plain UML. For example, the class Person
is stereotyped as ≪kind≫, meaning that it applies necessarily to its instances. Thus, a
person cannot cease to be a person without ceasing to exist. This modal notion corre‐
sponds to what is called Rigidity in UFO. The consequence of rigidity in terms of
dynamic aspects is that an individual of a rigid class instantiates this class throughout
its life. A kind can be used in a taxonomic structure with rigid subtypes known as
subkinds (e.g., Man and Woman).

Fig. 2. OntoUML structural conceptual model example

Representing Dynamic Invariants 305



Other examples of dynamic aspects expressed in Fig. 2 include the stereotypes of
≪roles≫ and ≪phase≫. Husband and Wife are stereotyped as ≪role≫ and Child,
Teenager, Adult and Elder as ≪phase≫. Roles and phases are both anti-rigid concepts
(e.g. a wife can cease to be a wife without ceasing to exist). Anti-Rigidity states that a
class C is anti-rigid iff for all its individuals, there will be a point in time w in which
they exist but do not instantiate C, at w. The difference between the two is that the former
defines contingent properties of an individual exhibited in a relational context (e.g. a
person is a wife contingently and only in the context of a marriage) while the later
through an intrinsic change of an individual’s property (e.g. a child has the intrinsic
property of being a child).

The class Marriage is stereotyped as ≪relator≫. Relators can be viewed as objec‐
tified properties, as entities that “connect” other entities. They are the truthmakers of the
so-called ≪material≫ relationships. For example, it is the existence of a particular
marriage connecting man X and wife Y that makes true the relation is-married-with(X,
Y). A derivation relationship on the other hand holds between a relator and a material
relationship and exemplifies the truth-maker relation. Relators are rigid concepts and
existentially dependent on the instances they connect through ≪mediation≫ relation‐
ships. A mediation is a dependency relationship that defines existential dependence from
their source entity, e.g. Marriage, to their target entities, e.g., a Wife and a Husband.
This means that a marriage only exists at some point in time, if wife and husband also
exist at that point in time. A particular marriage then depends specifically on two “fixed”
persons, i.e., the marriage between Bob and Alice cannot ever become the marriage
between Bob and Anna. Mediations are thus always defined as readOnly at their target-
side by default. From a logical point of view, this dynamic aspect of existential depend‐
ence can be viewed as a type of immutability (a marriage never changes their partici‐
pating wife and husband). Immutability states that if an individual (e.g. marriage) exists
at a point in time w, then at every subsequent time w’ from w that the individual exists,
that individual will have in w’ the same property (e.g. same wife and husband) as it had
in w. Finally, the classes Husband and Wife are related through exactly 1 Marriage,
meaning that we represent monogamous heterosexual marriage, i.e., a partner can only
be married to one partner at a time.

While some distinctions in OntoUML enable the representation of dynamic aspects
of the domain, a number of other dynamic invariants cannot be expressed:

1. A person is created in the child phase.
2. An adult cannot become a child or teenager (a teenager cannot became a child).
3. An elder is the last phase of a person (it cannot become adult, teenager or child).
4. A person should eventually cease to exist at some point.

Constraints 1–3 can be viewed as more general behaviors about classifications or
transitions of individuals. We named these as Initial, General and Final Transition
dynamic aspects, respectively. Constraint 4 in turn can be viewed as more general
behavior about the existence of individuals. Transient means lasting only for a deter‐
mined time. We named this as a Transient Existence dynamic aspect.

In addition to the constraints specified above, the OntoUML model still does not
represent how many times a person can marry throughout his/her life, and the model is
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silent about this aspect of the conceptualization. In this model, a marriage could still be
transient (when it ceases to exist eventually) or permanent (when it never ceases to exist
once created). The permanence view of marriages could refer, for example, to a religious
conceptualization, where marriages are divine “contracts” between two people and
cannot be undone. If committed to this view, a desired dynamic invariant would be:

5. If a marriage is established then it can no longer be destroyed.

We named this as a Permanent Existence dynamic aspect. On the other hand, if a
marriage is transient and ceases to exist, it may be desirable in a given conceptualization
to refer to ex-spouses, i.e., people who participated in a past marriage, which no longer
exists in the present:

6. A person will only be an ex-husband or ex-wife if he/she was a husband/wife in a
marriage in the past which no longer exists.

This is a common dynamic invariant that has been called Derivation by Past Special‐
ization in [21].

The kinds of limitations in the expressiveness of diagrammatic languages (e.g.
OntoUML, UML) we identify here are often an explicit language design decision, in
order to manage the complexity of graphical representation. In order to complement the
graphical representation and address the expressiveness needs, textual representations
such as OCL have been proposed to enrich the model as captured in a diagrammatic
language. We also take that approach and employ OCL in order to enrich OntoUML in
other to support the representation of dynamic aspects of the domain.

The modeling approach is required to:

– support dynamic classification (i.e., allow for individuals to change types throughout
their existence);

– enable the expression of modal constraints on types (e.g., rigidity, anti-rigidity);
– enable the expression of transition rules (constraining the order in which individuals

instantiate types), transient/permanent existence and past specializations; and
– finally, enable the expression of arbitrary dynamic invariants, i.e., invariants whose

satisfaction is determined by examining the world at more than one point in time.

Transition rules include: (i) initial type rules (determining the type that is instantiated
necessarily upon creation); (ii) final type rules (determining the types that once instan‐
tiated, classify the individual); (iii) other general transition rules (constraining arbitrary
order of instantiation). Transition rules may be expressed by behavior models such as
with UML state chart diagrams. However, we are aiming here for a general approach to
define arbitrary types of dynamic constraints. Further, the modeling approach must not
rely on operations of classes, as these are not employed by OntoUML [15], and also not
employ specialized tense/temporal logic-based operators as [3, 7, 19, 27], in order to
retain its ease of use for UML/OCL modelers.
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3 A Standard OCL Temporal Extension

A standard OCL invariant is a static condition that should hold for each single state of
the model’s instances. As a consequence, the so-called “context” of a standard invariant
is a single state, and no notion of “state” is manipulated in standard OCL invariants. In
order to enable the manipulation of states and consequently the representation of
dynamic aspects, we reify the notion of “world states” (or simply “worlds”) (Sect. 3.2).
Reification gives the ability of referencing, quantifying and qualifying over an objecti‐
fied entity (in this case, the domain’s states). We use the “world” as an index to refer to
the properties at a particular point in time (Sect. 3.3). We propose a branching world
structure, which can be used to enable arbitrary reference to worlds and world paths in
invariants (Sect. 3.4). We adjust a few standard OCL pre-defined operations in order to
support world indexing (Sect. 3.5). The use of the resulting temporal extension of OCL
described in this section is shown in Sect. 4.

3.1 Temporal Extension Approach

Our approach for extending OCL with dynamic invariants consists of using a tempo‐
ralized UML/OCL model in the background with the notion of world states reified, such
as illustrated by Fig. 3. The OntoUML model is translated into a world-reified model in
plain UML. This model is enriched with constraints in standard OCL to ensure the former
OntoUML model semantics. Arbitrary standard OCL constraints can then be bound to
this temporalized enriched model. With this binding, only few adjustments in standard
OCL are required in order for standard OCL to behave as a temporal language. Our
extension employs these adjustments: (i) defining built-in operations for world-indexed
navigations (Sect. 3.3) and (ii) creating support for world states in some pre-defined
OCL object and classifier operations (Sect. 3.5). Using the binding with a world-reified
model in background we are able to use standard OCL as if it was a temporal language.

Fig. 3. Temporal extension approach

Temporal OCL constraints are then treated as standard OCL (with only few adjust‐
ments), and verified syntactically in order to be transformed to other languages such as
Alloy [17]. The modeler expresses a conceptual model in OntoUML and Temporal OCL
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and is shielded completely from this underlying support, which ultimately generates an
Alloy model for simulation and validation of constraints.

3.2 Underlying the World-Reified Model of Background

The idea behind world states reification is to treat the world states (or “worlds”) as
entities. Thus we introduce the class “World” in this reification step. The OntoUML
model example about people, their stages in life and marriages, previously depicted in
Fig. 1, is translated into a world-reified UML model. Figure 4 depicts only a fragment
of that resulting UML model. In this model, UML is employed as a temporal model and
therefore UML classes represent individuals existing at all possible states of the world.
Every former OntoUML class (e.g. the kind Person, the relator universal Marriage) now
specializes UML class Individual, in order to support the existsIn relation, which holds
for the worlds in which an individual exists. In this manner, all OntoUML classes can
be indexed in time through this relation of existence. Note that all UML relationships
in this model are readOnly by default since time was reified and each property change
is now characterized by a change in the world states.

Fig. 4. A fragment of the world-reified UML model of background

In order to capture the dynamics of OntoUML relationships in this reified UML
model, all former relationships are reified (translated) to a UML class, with three UML
binary relationships and OCL constraints to maintain the semantics of the original
OntoUML relationship. The class representing that relationship defines the worlds in
which the relationship exists. For instance, the UML class mediates_Marriage_Wife
represents the former OntoUML mediation relation between Marriage and Wife. Since
all wives must be related to a marriage, it existsIn a non-empty set of Worlds. In each
world, there may be a set of relationships of this type.

Finally, OntoUML multiplicities define actual multiplicity constraints (i.e. they
restrict how many individuals an individual may be linked to at a single world state).
We chose not to represent OntoUML’s actual multiplicity constraints in this reified
model using UML because only the lower actual cardinality can be represented using a
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UML lifetime multiplicity (e.g. a wife has exactly one marriage at a time, which means
that she has also at least one marriage in her lifetime). For this reason, we represented
all OntoUML’s actual multiplicity in this reified model of Fig. 4 as additional OCL
constraints. Thus, the multiplicities from Wife and Marriage to the reified mediation in
the reified model are defined as simply 0..*. Figure 5 exemplifies these additional
constraints specifying OntoUML’s actual multiplicity of the mediation between
Marriage and Wife (they are embedded in the world-reified model and transparent to
the modeler). The first constraint states that a marriage mediates exactly one wife at a
world i.e. for every world (self), for all marriages at self, the number of medi‐
ates_Marriage_Wife linked (at self) to that marriage is equal to 1. Conversely, the second
constraint states that a wife is mediated by exactly one marriage at a world.

Fig. 5. World-Reified UML Model: Reflecting OntoUML Multiplicities using OCL

In order to maintain the actual semantics of OntoUML, additional constraints are
required in our world-reified UML model (e.g., to capture the fact that relationships,
relators and relata co-exist in all worlds in which they exist, to reflect the immutability
of relata on which a relator depends, etc.). They are all represented in plain OCL in the
world-reified model. We omit them here due to space constraints.

3.3 Temporal OCL Navigations

Usually, OCL navigations on ternary relationships can proceed in three stages: (i) navi‐
gating from a ternary relationship to each class it relates, (ii) from each related class to
the ternary relationship itself, and (iii) navigating from a first related class to a second
related class, filtering the result to a third related class. In our previous world-reified
UML model, only (iii) is allowable filtering the result of navigation with respect to world
states. (i) and (ii) are not supported because the reified ternary relationship (i.e. the UML
class acting as the relationship in our reified model) is hidden from the modeler (they
are an implicit construct generated only in the background), and secondly because we
want to refer to properties at a specific point in time, making explicit the world state.

Figure 6 specifies the definition of the allowable temporal OCL navigations, as (iii).
The first navigation Wife::marriage(w) is defined from Wife to Marriage filtered by a
specific world state. It returns all marriages of a wife at world w. The second navigation
is defined from Marriage to Wife Marriage::wife(w), returning the wife related to a
specific marriage at w. These world-indexed navigations are available to the modeler in
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order to refer to the relation in a particular state. Furthermore, we also enabled a temporal
OCL navigation without a world parameter which returns all individuals of a property,
at all possible worlds. For example, if self is a wife, then self.marriage returns all
marriages of a wife in her entire life.

Fig. 6. World-reified UML model: definition of temporal OCL navigations

3.4 World Structures

An ordered structure of world states models how the subject domain behaves in time.
We adopt a structure of possible worlds inspired in Kripke structures of modal logic
semantics; more specifically, we assume the branching structure previously defined in
[2]. Each world has a set of immediate next worlds and at most one previous world (it
is a tree with branches towards the future, capturing the notion that the future may unfold
in different ways). For each world state, there is only one sequence of worlds to a future
state of the world (meaning that branches do not join again). A history, i.e., a path, is
comprised by a non-empty set of worlds while a world must be included in at least one
history, such as depicted by Fig. 7 using UML. This structure of worlds is a built-in part
of every world-reified UML model, dictating how worlds are accessible from each other
and specifying a number of pre-defined temporal operations for Worlds and Paths.

Fig. 7. World-reified UML model: world structure and temporal operations

Differently from [2], we have reified the notion of “paths”. These are useful to express
constraints which are usually expressed in the CTL tense logic, quantifying not only
over states but also over paths of states, both universally and existentially. Quantifying
universally and existentially over paths is an important feature to some dynamic
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properties of systems. Since Path is also an entity as World, several additional constraints
are defined in standard OCL to complement this world-reified UML model in order to
enforce properly the semantics of histories (paths). A history must contain exactly one
initial and one terminal world, no two histories should have the same terminal world
and every terminal world must be in exactly one history. Additionally, the worlds
contained in a history should be derived from all previous worlds of that history’s
terminal world. We validated our branching world structure using the lightweight formal
method of validation based on Alloy simulation and analysis [17], as a means to check
the correct semantics of the reified histories (paths) that we introduced in the world
structure. The following set of temporal operations are pre-defined: next() and
previous(), which return a world’s immediate next and immediate previous world;
hasNext() and hasPrevious(), which checks whether a world has an immediate previous
or immediate next world; allIndividuals(), which returns all existing individuals at a
specific world; existsIn(), which checks the existence of an individual at a specific world;
and allNext(), which returns all subsequent worlds of a particular world. This operation
has two variants, allNext(w), which returns all subsequent worlds until a particular world
w is reached (not including w) and allNext(p), which returns all subsequent worlds from
a world, contained in a given path p. Analogously, allPrevious() returns all precedent
worlds of a particular world. Finally, p.worlds() returns all worlds of a path p, and
w.paths() returns all paths in which the world w is contained. These pre-defined temporal
operations were all implemented using standard OCL (body conditions) over the world-
reified UML model. For the sake of brevity, we omit here the Alloy code of our branching
world structure and the implementation of these pre-defined temporal operations.

3.5 Standard OCL Operations Revisited

oclIsNew() is only used in post-conditions [22, p. 154]. As our subset of OCL does not
consider pre- and post- conditions (OntoUML disallows operations) oclIsNew() is not
supported. Instead, we defined two temporal operations to check an individual’s creation
and deletion at a world w. oclIsCreated(w) checks if an individual exists in world w but
does not exist in its immediate previous world. oclIsDeleted(w) checks if and individual
does not exist in w but does exist in its immediate previous world. These are Individual’s
operations because existence is a characteristic of domain objects that persist in time.
We also defined two additional operations for the classification of an individual at w.
oclBecomes(C, w) checks whether an individual is classified as C at w but is not clas‐
sified as C in w’s immediate previous world. oclCeasesToBe(C, w) in turn checks
whether an individual ceases to be classified as C at w. That is, the individual does not
instantiate C in w’s immediate previous world, but instantiate C at w.

There are only few adjustments to some built-in OCL object and classifier operations
that need to be established due to our world reification approach. Type conformance
operations must explicit the point in time in which the types are checked. Since standard
OCL does not natively support world states, we include a world state parameter at
oclIsKindOf(T, w), oclIsTypeOf(T, w), oclAsType(T, w) and oclType(w). The allIn‐
stances() operation is still allowed and it returns the extension of a class at all possible
worlds i.e. the set of all instances of a class independent of their actual existence in a
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particular point in time. Expressions such as (i) World.allInstances(), (ii) Path.allIn‐
stances(), or (iii) Individual.allInstances() are then all valid. They return respectively,
the set of all possible worlds, all histories and all individuals at all worlds. Additionally,
we assume a temporal operation allInstances(w) for every UML domain class. allIn‐
stances(w) returns all instances of a class at a world w (expressions such as World.allIn‐
stances(w) or Path.allInstances(w) are not valid constructions since worlds were reified
and neither worlds nor paths exist within worlds).

4 Representing Dynamic Invariants (the Modeler’s View)

In this section, we represent the dynamic aspects which were required to model as accu‐
rately as possible the conceptualization presented initially in Sect. 2, thereby showing
how the approach satisfies the requirements. These dynamic aspects include transition
rules, existence of individuals and past specializations.

Transition rules constrain the change from one (antecedent) state to another (subse‐
quent) state. The Initial Transition rule is a peculiar type of transition rule that mentions
to antecedent state. The condition holds at the first world of an individual’s existence.
Figure 8 exemplifies this rule in Temporal OCL, stating that every time a person is
created, he/she is a child at that moment.

Fig. 8. Temporal OCL: initial transition rule

The keyword temp defines a temporal invariant. The “context” defines a class exten‐
sion at all worlds e.g. all individuals that at some point will instantiate Person. The
condition then must hold for each of these individuals. Figure 9 exemplifies the Final
Transition in Temporal OCL. It states that for every individual that will eventually be
an Elder, for every world, if that individual is an Elder at that world, then for every world
after that, if the individual exists, then it instantiates Elder (i.e. there is no other possible
and allowed transition for that individual before ceasing to exist).

Fig. 9. Temporal OCL: final transition rule

Differently from initial transitions, final transition can be viewed as a more specific
case of a general rule for arbitrary transitions. This general transition rule states that an
antecedent type A1 is transitioned to one or more types S1 +  … + SN. This means that
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there is no allowed transition for the instance of A1, before ceasing to exist, if not being
A1 itself, or being one of the subsequent types S1, S2…SN. The final transition is just
a special case of this general rule where there is no subsequent type only the antecedent
type A1. Figure 10 exemplifies the general transition in temporal OCL stating that a
teenager can only transit to teenager (i.e. A1) or to adult (i.e. S1) phases.

Fig. 10. Temporal OCL: general transition rule

Figure 11 exemplifies the Transient and Permanent Existence in Temporal OCL.
The first invariant states that for every person that comes into existence, there will be at
least one world after that in which that person will cease to exist. The second invariant
states that every marriage, once created, will exist at all possible worlds after that. Since
a marriage is existentially dependent on a husband and a wife, by implication, the roles
Husband and Wife are final transitions of a person and married persons are permanent.
While the individual constraints are meaningful, they are inconsistent with each other,
which can be checked using our support for Alloy. The analyzer would show that there
is no valid instantiation of the model with these two constraints.

Fig. 11. Temporal OCL: transient and permanent existence

Finally, Fig. 12 exemplifies a case where ex-husbands and ex-wives are required as
cases of a Derivation by Past Specialization. The invariant states that for every eventual
ex-wife, for every world, if an ex-wife exists at a world then there exists a set of previous
worlds from w in which she was a wife and her related past marriage does not exist in w.

Fig. 12. Temporal OCL: derivations by past specializations
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5 Related Work

There have been many proposals in literature that aimed at extending OCL in order to
cope with dynamics/temporal aspects of systems [3, 4, 7, 9, 12, 18, 19, 27]. Gogolla and
Ziemman’s extension of OCL [27] is based on a set of Linear Temporal Logic (LTL)
operators. They introduced an environment’s index to characterize the temporal evolu‐
tion of the system and its current state. Conrad and Turowski [7] extended OCL with
LTL operators to specify software contracts for business components, where contracts
are represented as pre- and post-conditions. Bill et al. [3] presented an OCL extension
named cOCL, based on Computational Tree Logic (CTL). Their verification framework
consists of cOCL specifications and a model checker called MocOCL that can verify
cOCL constraints. Flake and Mueller [12] defined a state-oriented Real-Time extension
of OCL whose semantics is given through a mapping to clocked CTL logics (CCTL).
They focus on the specification of real-time systems. Differently from these approaches,
we do not use tense logic operators explicitly, choosing to use reification of world states
to obtain the expressiveness that would be obtained with tense operators. Extensions
based on modal/tense logic operators require a level of logic expertise that most modelers
are not expected to have. Distefano et al. [9] defined an object-based extension of CTL
called BOTL (Object-Based Temporal Logics), a logic formalism inspired by OCL to
define specifications of static and dynamic properties in object-oriented systems. BOTL
looks syntactically very similar to CTL and although BOTL’s concepts are defined
clearly and precisely, no tool support is actually provided. Mullins and Oarga [19]
extended OCL with CTL operators and some first-order features. Their extension termed
EOCL is largely inspired by BOTL [9] and based on the framework of Bradfield et al.
[4]. Their SOCLe tool translates exactly one UML class diagram, one state-chart and
one object diagram into an Abstract State Model (ASM) specification, which in turn is
translated into an execution graph that can verify on-the-fly EOCL constraints. Bradfield
et al. [4] proposed a formalism, termed Oμ(OCL) which requires such understanding of
temporal logics (as stated by the authors) that is unrealistic to expect most developers
to acquire it [4, p. 2]. Kanso and Taha extended OCL [18] according to the set of Dwyer’s
temporal property patterns [10] with the explicit inclusion of events. They have fully
implemented the OCL extension in an Eclipse/MDT OCL Plugin, which allows OCL
temporal constraints to be defined with Ecore/UML models. However, the set of
temporal patterns are not suitable to OntoUML’s set of requirements, such as the initial
transition dynamic aspect, usually, due to the pattern’s closed/open edges of intervals.
Finally, Cabot et al. [6] extended OCL with instant reification but solely to retrieve
immediate past values of UML model properties.

6 Concluding Remarks

In this paper, we have defined a temporal extension for standard OCL to cope with
dynamics in ontologically well-founded conceptual models with OntoUML. The
temporal OCL extension developed requires only few adjustments to standard OCL; in
particular, to four OCL type conformance operations and the allInstances() operation.
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Our temporal OCL is expressive not only to represent the implicit dynamics of
OntoUML (e.g. rigidity, anti-rigidity, immutability), but also to incorporate user-defined
dynamics aspects into conceptual models, such as transitions, transience, permanence,
past derivations, etc.

The extension is fully incorporated into the OLED2 tool, which is an editor for the
creation, development and validation of OntoUML structural conceptual models. We
have thus extended the previous work of [14] with the support for a temporal OCL
extension, which includes: (i) a temporal OCL editor with syntax highlighting and code-
completion, (ii) a parser for temporal OCL constraints using Eclipse’s OCL support [11]
and (iii) a transformation from temporal-enriched OntoUML models into the Alloy
logic-based language, enabling simulation and verification of dynamic constraints
written in our temporal extension.

In the future, we plan to compare our approach with other approaches such as Kanso
and Taha’s temporal OCL extension and their set of temporal patterns [18] and the
ontology-based behavioral specification language (OBSL) [26]. These approaches trade
expressiveness for ease of use, so we expect that all of the constraints that can be
expressed in these approaches can be expressed with our OCL extension. We also plan
to represent Sales’ simulations scenarios for semantic anti-patterns detection [24] as a
means to further demonstrate the expressivity of our extension of OCL.

Finally, we should investigate whether some of the dynamic aspects discussed here
(e.g., transience and permanence) can be introduced in the graphical notation (e.g., as
additional stereotypes) to improve the language’s usability. We should also investigate
a combination of the approach with other notations such as state diagrams which could
support the specification of some of the rules (e.g., transition rules). These diagrams
would ultimately be transformed into temporal OCL constraints.

Acknowledgements. This research is funded by the Brazilian Research Funding Agencies
FAPES (grant number 59971509/12) and CNPq (grants number 310634/2011-3, 485368/2013-7
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Abstract. The activity of linking requirements and software engineering, as
described by the Twin Peaks model, has set the standard for the transformation
between business requirements and system architectures. Still, much is left to do
regarding model-based activities in this topic where numerous proposals occur.
Although counting on a set of common issues vital for their success, analysing or
comparing any of these approaches remains a challenging task. Following
previous work on their systematic review and comparison, and supported in a set
of selected proposals focused in model-based approaches, we present a frame‐
work covering their involved key issues which allows classifying and assessing
the different approaches. Accordingly, besides proposing the conceptual design
of the framework we demonstrate its use by applying it to the selected transfor‐
mation approaches, in order to validate this solution. Furthermore, the pros and
cons of each approach are further discussed, and future steps on this work
analysed.

Keywords: Requirements elicitation · System architecture · Transformation ·
Model-based · Alignment and traceability

1 Introduction

Software Engineering (SE) is inherently a modelling activity, in which abstract models
of information systems are derived from Requirements Engineering (RE) and then
systematically developed from problem to solution space [1]. The proficient use of
models has been helping traditional engineering in achieving success and boosting
product quality, nevertheless, in RE and SE that is not so perceptible. This is due to
technical issues but also to a number of complex social and economical ones [2]. Even
though, the use of standards and models in RE and SE is noticeable, as researchers try
to communicate clearly and contribute on common grounds, while practitioners struggle
to adopt existing proposals [3].

Model-driven development research aims to play a role in establishing and spreading
the use of model-based approaches in RE and SE. In this context, the early step of
transforming requirements into an analysis model is a crucial and challenging one. The

© Springer International Publishing Switzerland 2016
R. Schmidt et al. (Eds.): BPMDS/EMMSAD 2016, LNBIP 248, pp. 321–332, 2016.
DOI: 10.1007/978-3-319-39429-9_20



Twin Peaks model [4], with its spiral life-cycle archetypal, stands as a reference in
linking the RE and SE fields, setting the track for the transformation, traceability and
alignment between the elicited business requirements and the candidate system archi‐
tectures. Also, issues as quality characteristics, architecture evaluation and development
of supporting tools have become essential elements for any proposed approach in this
domain [5].

Inspired by the transformation process between these two worlds, numerous model-
based proposals have been presented and evolved along the years, raising several issues
in this subject [6]. Among them, a well-grounded choice of an elicitation technique [7],
accompanied by a clear description of the transformation, alignment and traceability
mechanisms between requirements and its associated analysis model elements are seen
as vital. Moreover, questions about representational models for both requirements and
architectures, evolution of the relations between business and system requirements,
detailed process specifications and design, case study evaluations and support tool
design and development, have been explored. The continued evolution and evaluation
of all these issues, namely through empirical studies, is ever necessary in order to
advance research and influence practitioners adoption [8].

Grounded on the foundations of these previous works of comparisons [6] and
systematic reviews [8] for existing transformation approaches, while supported on a set
of recent, research relevant, model-based proposals, we now aim to present a framework
covering all their involved key issues. This framework will allow classifying and cate‐
gorizing the individual details of each approach, further facilitating the assessment and
comparison of methods, and the respective artefacts involved in the different approaches.
It also details and updates previous proposals results, again according to the latest
research evolutions in this topic, with a focus on structural transformation approaches
and in line with the influence of the Twin Peaks model.

In order to assess our proposal and validate the proposed framework, we demonstrate
its use by applying it to the selected transformation approaches. Accordingly, they are
framed and compared by performing a review on their transformation issues from
requirements to architectures. The selected approaches to take part on this study, a choice
based on their associated research relevance and alignment with the Twin Peaks model,
are the CBSP technique [5], the ATRIUM methodology [9], the STREAM process [10],
and our method for the derivation of a logical architecture from process, goals and rules
requirements, the 4SRS-SoaML [11]. These last two count on some associated research
variants included, adaptations aimed at covering recent research trends either in the
requirements and in the architectural side.

In this paper we first contextualize the background problems and trends faced by the
requirements to architecture model-based transformations, in Sect. 2. Then, throughout
Sect. 3, we go over a set of selected approaches representing them and reviewing all
contemporary issues to involve in the study. Next, Sect. 4 presents the proposed frame‐
work with the coverage for each relevant issue analysed, while applying it to the referred
approaches in each of its parts. Section 5 discusses the current status and future steps of
this work and finally some conclusions are drawn on this paper.
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2 Background

The presentation of the Twin Peaks model [4] allowed for a better understanding and
articulation of the conceptual differences between requirements and design, and inspired
much research in both domains. Nevertheless, although its spiral life-cycle model stands
as a reference in the requirements engineering and information systems architecture
fields, the process of moving between the problem and solution worlds is not as well
recognized.

On one hand, the approaches inspired in the Twin Peaks model are better prepared
to avoid the danger of merely focusing on functionality while ignoring quality concerns,
and also to fulfil the need for early prototypes and architecture evaluation in order to
meet their goals. Also, although this guidance can influence and constrain development
independently of the method adopted, it allows for a better comparison of the different
approaches and the assessment of all the steps and artefacts involved. On the other hand,
many ongoing challenges still remain, whether related to its iterative nature, or to the
validation and measurability of its current practices, among others [12].

To begin with, the relation between architecturally significant requirements and
architectural design decisions is not always free of controversial. In fact, there seems to
be no fundamental distinction between them, as they can be perceived as being observed
from different perspectives [13]. A certain amount of creativity is always involved and
there are different levels of perspective from diverse stakeholders, leading to ambiguity
and whether to call something a requirement or a design decision. Nevertheless, as
complementary and aligned approaches, one cannot do without the other.

Regarding the transformation process between the two worlds, traditional solutions
as the CBSP approach [5] try to solve this issue in diverse ways. As requirements and
architectures use different terms and concepts to capture the model elements relevant to
each other, one solution is to relate and reconcile those using intermediate models. The
process of reconciling is always a difficult task, much based on intuition and experience,
where some automation through tool support is desirable, but not a full one, as human
intervention is ever decisive.

Also, gradually, quality issues have been the target of increased attention, with
system architecture as a major determinant of system quality [14]. While functional
properties determine what the software is able to do, the non-functional (quality) prop‐
erties determine how well the software performs, where explicit architectural decisions
can facilitate optimization among quality attributes. Standards like ISO/IEC 25010 [9]
help define quality attributes from both an internal and an in use perspective, addressing
architectural design and system realization, respectively.

Moreover, architectural evaluation is becoming a familiar practice for developing
quality software, as it reduces development efforts and costs. By verifying the address‐
ability of quality requirements and identifying potential risks, it provides assurance to
developers that their chosen architecture will meet both functional and non-functional
quality requirements [15]. Standing as a reference in the field, the Architecture Tradeoff
Analysis Method (ATAM) technique [16] supports the evaluation of architectures and
architectural decision alternatives in light of quality attribute requirements. It takes
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proposed architectural approaches, analyses them, and identifies sensitivity and trade-
off points, describing stakeholders’ interaction with the system.

Alongside quality, the realities and necessities of modern software development
acknowledge the need to develop architectures that are stable, yet adaptable, in the
presence of changing requirements. The question of software evolvability, which
describes a software system’s ability to easily accommodate future changes, makes
evolvability a strong quality requirement in an ever-changing world. As business and
technology progress and software becomes more complex, development teams face the
challenge on how to evolve the systems in their operationally changing contexts [17].
Concurrently, there is also the implicit occurrence of traceability in formalisms,
elements and structures through the transformation steps of model-based development
approaches. Although seamlessly easy to produce and follow, there is still a lack of
support regarding the research and practical use of traceability links [18].

3 Model-Based Transformation Approaches

Within the domain of the transformation from business requirements to system archi‐
tectures, a number of diverse approaches have been proposed, becoming the target of
comparisons [6] and systematic reviews [8]. Among them, the CBSP technique [5]
stands as one early, well-cited reference, directly following the Twin Peaks model.
Following those studies and in line with this influence, we identified three other recent
and research relevant, model-based approaches. The early ATRIUM methodology [9]
and the more recent STREAM process [10] present heavy-modelled solutions, counting
on diverse views, which have sparked interesting discussions in this research domain.
Also, our latest proposal derived from the original 4SRS method, the 4SRS-SoaML
method [11], continues to improve on the V-Model solution by adding coverage on
services and quality characteristics concerns. Next, these four approaches are presented
in more detail.

3.1 The CBSP Technique

Directly following the Twin Peaks model, the CBSP technique [5] stood as an early
reference for the transformation from requirements to architecture. Its taxonomies for
both requirements and architecture representational models, counts additionally with an
intermediate model to iteratively evolve them. Also, its clearly defined transformation
process supports the iterative, concurrent development of requirements, architectures
and the intermediate CBSP model. With the associated case study and tool definition
presented in the paper, it represented a fairly complete solution at that time for a scalable
and human intensive problem.

The work on refining requirements complements its process with a structured trans‐
formation technique and tool support, emphasizing a multi-perspective of requirements
engineering and also on conflict detection and resolution. Nevertheless, it lacked a more
formal treatment of requirements. Its support for traceability eases capturing and tracing
links, by narrowing the gap between informal or semi-formal requirements and archi‐
tecture models, as the intermediate CBSP model also helps to relate architectural issues
and requirements.
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More recently, its use was reported in an App project, where the method was tailored
according to the projects needs and even an extension was developed, although the tool
support was considered inadequate [19]. With regards to recent trends, it lacks a deeper
integration with standards reference models and evaluation of the resulting architecture.
Although presenting itself as a simple approach, it already bridges different levels of
formality, models non-functional requirements, maintains evolutionary consistency,
incomplete models and iterative development, and also handles scale and complexity.

3.2 The ATRIUM Methodology

ATRIUM [9] is a methodology for developing interactive systems, considering both
functional and non-functional requirements in different levels of abstraction, and using
ISO/IEC 25010 as one of the inputs for its process. It counts on a supporting tool
(MORPHEUS [20]) to aid with each proposed model and activity, with a strong focus
on goals and scenarios definition, followed by the generation of a proto-architecture
within a synthetizing and transformation procedure. Also, it can be iterated over in order
to define and refine the different models.

It is an entirely model-based methodology, guiding the concurrent development from
system requirements and software architecture, and deals with quality issues, as they
are considered from the very beginning of its application. Also it is defined as standard
quality compliance, especially with SQuaRE, providing the advantage of a proper sepa‐
ration of the concerns of the system-to-be. It bridges the gap between requirements and
software solutions, using jointly interaction and design patterns, exploiting these last as
solutions for their implementation.

Overall, it allows understanding flaws in the application architecture, before code is
even written. By using the associated tool, each of its models can be easily described
and the traceability throughout its elements maintained, allowing for a continued eval‐
uation of its application. Its recent work continues, more directed to the architectural
side on design decisions and anti-patterns.

3.3 The STREAM Process

The STREAM process originated from an initial approach, based on model transfor‐
mations [21], to generate architectural models from requirements models, where the
source and target languages are respectively the i* modelling language and the Acme
architectural description language (ADL). It counted on activities as the analysis of
internal elements, and the application of horizontal and vertical rules.

Later, this approach to derive architectural structural specifications from system
goals, had the added development of an activity for selection of an architectural design
solution to better achieve non-functional criteria, and the possibility to refine an archi‐
tecture, inspired by architectural patterns [10]. It presents important work on heuristics
which always require experience and know-how from the analysts involved. It has no
current tool support, but integration with the iStarTool is planned.

Associated to this base approach there were a number of proposed extensions, namely
the STREAM-ADD, supporting the documentation of architectural design decisions, the
F-STREAM, presenting a more flexible and systematic process to derive architectural
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models from requirements, and the STREAM-AP, devoted to improve the choice of archi‐
tectural patterns from non-functional requirements. Besides these, there is a wealth of other
studies surrounding the research community associated to this approach.

3.4 The 4SRS-SoaML Method

Our own 4SRS-SoaML method [11], an evolution on the initial 4SRS method [22] inte‐
grated in a V-Model approach, supports and guides the design of information systems
architectures. By successive models derivation based on domain specific needs, it
promotes the alignment and traceability between the solution logical architecture and
the requirements supporting models. It begins in a domain-specific perspective, at a very
high level in the chosen domain, and ends with a technological view of the system, with
a context for product design. The generated models and the alignment between both
problem and solution specific domains, as well as the inherent traceability, are repre‐
sented by a V-Model.

The heart of the V-Model comprises a complete business trio of processes, goals and
rules (PGR), with functional and non-functional requirements handling, serving as input
for the 4SRS-SoaML method, to iterate and derive a logical architecture, built on SoaML
participants of the future system to-be. As previously referred, since all transformations
are model-based, each elicited trio aligns directly with one or more elements in the
derived logical architecture. These, in turn, can be traced back to their originating
requirements. The use of the SoaML notation is believed to be more adequate for relating
business and system information, by leveraging the business requirements and trans‐
porting them to implementation phase.

The added non-functional alignment between the problem side PGR requirements
and the solution side service architecture participants stands as the latest extension to
our work [23]. It aims to generate the quality information associated to architectural
services, from business requirements, where the quality information attributes choice
and representation are in line with the CISQ Software Quality Characteristics. Besides
the natural, model-based, connection between the PGR requirements and the architec‐
ture participants, the need for a tighter non-functional information integration led to a
detailed proposal of a quality-oriented alignment, by further specifying each participant
service with CISQ quality characteristics, and linking them to PGR goals and rules.

4 The MATRA Framework

The number of proposed solutions for the transformation between requirements and
architecture is wide and diverse, either in the way they try to answer the different chal‐
lenges involved as in the different contexts where they are developed and applied. The
need to assess and compare the different approaches, justifying each decision and the
origin of the proposed issues, led to a couple of noticeable studies. These focused either
in the comparison of different perspectives with a criteria checklist [6], mainly composed
of a boolean classification of their identified features, and in the systematic review of
transformation approaches [8], presenting a taxonomy on its constituents in order to
present a conceptual framework for their analysis and comparison.
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These previously published results already considered the central issues of require‐
ments elicitation techniques, artefacts on requirements variability and candidate archi‐
tectures, heuristics and human intervention, iterations and traceability, abstraction and
views, and research maturity and quality. Also, in what regards the problem of assessing
or comparing approaches in this domain, we too opt for analysing and evaluating each
aspect of the reviewed approaches, in opposite to trying to analysing the final results of
the different methods [8], as this later is particularly challenging to realize in practice.
Following on these studies and also on the earlier analysed solutions from our four
selected approaches, which focus on model-based proposals inspired in the Twin Peaks
model, we then propose MATRA, a framework for assessing Model-based Approaches
on the Transformation between Requirements and Architecture (MATRA).

In order to assess and compare the different approaches, our proposed twofold frame‐
work covers the diverse issues within the transformation from requirements to architec‐
tures, as needed. First, it centres on the issues that represent the core of a model-based
transformation approach from requirements to architecture, counting with the representa‐
tion models of both the requirement and architecture elements, as well as the transforma‐
tion process itself (Table 1). In a second view, the issues around traceability, heuristics use
and evaluation of each proposed solution are presented (Table 2). Accordingly, the frame‐
work is alongside demonstrated by applying it to the four earlier selected approaches.

Table 1. Comparison framework for representation models and transformation process.

RE model (F + NF) Transformation method/
notation

Architectural model

CBSP CBSP metamodel Architectural styles/
CBSP

CBSP metamodel

ATRIUM UML scenarios, KAOS
and NFR

Architectural style and
patterns/QVT

Architectural elements
(UML)

STREAM i* Horiz./vert. rules and
archit. patterns/ATL

Acme

4SRS-SoaML Processes (use cases),
goals and rules (PGR)

4-step rules set/UML SoaML participants

Table 2. Comparison framework for transformation and evaluation issues.

Iterative trace‐
able

Heuristics Tool Case study Architecture
evaluation

CBSP Yes/yes Architectural
styles

Rational rose Cargo router No

ATRIUM Yes/yes PRISMA
models

MORPHEUS Teach mover No

STREAM No/yes Software engi‐
neer

iStarTool
(dev.)

BTW-UFPE Suite of
metrics

4SRS-SoaML Yes/yes BP-analyst/
architect

OutSystems
studio
(dev.)

AAL4ALL ATAM (dev.)
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4.1 Representation Models and Transformation Method

As a high-level view on the transformation method, we first envision it in a black-box
style, focusing on what goes in and what comes out. The first issue to analyse is the
elicited requirements representation model, where the handling of functional and non-
functional requirements is transversal to all studies and proposals. While STREAM is
based on the widely used i* language and the 4SRS-SoaML in UML based standards,
both handling together functional and non-functional requirements, ATRIUM uses a
mixture of both UML standards regarding the functional side, and KAOS and NFR for
the non-functional aspects. The CBSP technique defines its own metamodel for the
representation of the base requirements, allowing to identify and isolate non-functional
requirements at the system level (SP, system properties) and architectural-element level
(CP and BP, component and bus properties respectively).

Considering the representation model of the architectural side, the common deliv‐
erable is the presentation of an architecture model. Correspondingly in CBSP, the same
own-defined metamodel is used to represent the obtained architectural building blocks
required to architect a given system, as this method only identifies architecturally rele‐
vant information. ATRIUM uses architectural elements based on UML, with the possi‐
bility to further generate a proto-architecture, and the 4SRS-SoaML uses SoaML partic‐
ipants, both OMG-related specifications, while STREAM uses the also well-known
Acme language. All these three present different proposals, but all highly-modelled and
standard-oriented solutions.

In what regards to the transformation method itself, it is usually classified as rule,
ontological or pattern-based, or even as an identity transformation [8]. In the four
selected approaches, mostly rely on architectural styles or patterns, but there is also a
combination of rule and pattern-based, one pure rule-based, and none recurring to onto‐
logical-based or identity transformations. Additionally, all of these three more recent
proposals work with standard model-based notations, counting with QVT (ATRIUM),
ATL (STREAM, this one still in development) and UML (4SRS-SoaML) supported
transformations. The CBSP solution stands a little aside with its close-defined, propri‐
etary process, although it is well defined and modelled. All this information is summar‐
ized below in Table 1.

4.2 Transformation and Evaluation

Looking inside the transformation ‘black-box’, the approaches are normally organized
in a series of steps depicted in a workflow-style graph and then described in a step-by-
step fashion. Hopefully, they also depict the work products involved, as in the case of
ATRUM and STREAM, and preferably the method is specified and tailor-ready in a
standard model-based language like SPEM [24], as in the future plans of the 4SRS-
SoaML. Although not in a so standard fashion, CBSP uses ETVX (Entry, Task, Veri‐
fication, and eXit) to document all its steps in a detailed and clear way.

Regarding other issues related to the transformation method and the evaluation of the
obtained architecture, according to the issues raised in past research and in the four selected
approaches, we summarize the results in Table 2. These issues are around the desired
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iterative and traceability support that any proposal following the Twin Peaks model should
support, and also the definition of heuristics and a supporting tool to aid practitioners in
applying the transformation process, due to their human-intensive nature. Lastly, evalua‐
tion issues as the execution of a case study or a similar demonstration, and the existence
of a final review on the resulting architecture are also checked for.

All approaches support traceability between the requirements and architectures
elements, accordingly to the Twin Peaks vision, nevertheless, regarding iteration (as in
the example depicted in Fig. 1 for the 4SRS-SoaML associated V-Model), the STREAM
process does not seem to be adequate for it. The other approaches support increasingly
detailed iterations to further refine the requirements and architecture elements. This also
means that STREAM could not initiate from the architectural side, being a purely trans‐
formation from requirements to architecture [12].

Heuristics are also an essential part of any transformation process, as human partic‐
ipation is always required (although tool support can accompany its application). While
CBSP and ATRIUM impose stricter rules, the STREAM and 4SRS-SoaML approaches
allow for more human intervention, namely from the software engineer and the business-
process analyst/architect, respectively.

All the analysed approaches involve a Case Study in the evaluation of their proposals,
although the one for the 4SRS-SoaML is still in an early phase of the project involved. Also
regarding the tool usage, all adhere to it, counting with open-access development platforms,
but the STREAM and 4SRS-SoaML solutions are still in an initial development phase.

As referred previously, the plain evaluation of a transformation proposal is no longer
enough, an added evaluation of the quality of the resulting architecture is also important
nowadays. The STREAM approach already performed an evaluation based on a previ‐
ously defined suite of metrics, but plans to advance for deeper evaluations. Similarly, the
4SRS-SoaML intends to realize an ATAM evaluation over their resulting architecture.

Fig. 1. V-Model integration with the Twin Peaks model.
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5 Discussion

Diverse approaches are currently available, using different strategies to handle the
connection between requirements and architecture, according to each intervention
setting. Although structurally alike, each approach has its proper insights. Our 4SRS-
SoaML tries to follow on the same structure of the other similar approaches, but also
presenting its added values. The complete alignment between the business requirements
and quality characteristics of logical architectures is our latest proposal, with a complete
ATAM evaluation being prepared [23].

Although there are several other similar approaches in the research universe, these
four we selected were the ones that comply with most of the issues being analysed and
that can set the trends for future research in this area. The usage of model-based
languages and tools as well as standard-based reference models is increasing, being
almost omnipresent in recent research proposals.

Questions as the inclusion of non-functional requirements, added to the traditional
functional requirements, and increased balance between hard transformation rules and
loose user heuristics are also ubiquitous. Although several heuristics have been proposed
for each existing process, some are more creativity and knowledgeability-dependable,
and sometimes much is left to the responsibility and decision of the analysts. Even so,
the need to further refine existing heuristics and develop new heuristics is ever-present.

Case studies remain the preferred way to evaluate and validate any proposal, but archi‐
tecture evaluation is on the mind of researchers already. Even so, further evaluation is
always recommended, especially when dealing with quality issues and complex scenarios.

Relative to alignment and traceability consistency, all proposals seem full-proof as
all its steps and elements are modelled. Nevertheless, there is still some work to do,
relating to a quicker access in obtaining related elements, especially involving manual
tasks performed by analysts, as not all the proceedings are tool supported. So, additional
tool support development is an interesting asset for any proposal.

Open questions to be dealt with are also in the poor formalism among the different
approaches, with the use of different terms to classify the transformation (approach,
method, methodology, technique and process) and also for the act itself (transformation,
transition or derivation). Another question refers to widen the scope of the approaches
from modelled requirements to business ones and from system architectures to ones
closer to software specification.

Regarding our own future plans, they involve the use of the ATAM method, inside
the AAL4ALL project, to assess the new extensions made to the V-Model, namely the
PGR metamodel, the 4SRS-SoaML method and the PGR-CISQ alignment [24]. Another
long sought objective relates to evolvability, advancing this research in order to be able
to fully align and trace all elements in the V-Model structure, so they can be stored and
used during design, enabling to modify the architecture at run time in configurable
systems, according to any specific quality.
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6 Conclusion

The Twin Peaks model has set the foundations for much of the research around the
transformation of requirements engineering to information system architectures. In the
meantime, research has advanced those basis and several new trends, in diverse research
directions, have been proposed, so there is a need to classify and compare them within
their constituents.

This study proposed a framework to assess our proposal, while framing and
comparing our 4SRS-SoaML method relatively to other similar and relevant model-
based approaches in this domain. By performing a review on their transformation issues
from requirements to architectures, it covered each of the previously identified research
issues and then classified each of the considered approaches accordingly.

Furthermore, we identify open issues and make recommendations for future work.
Besides the need for a better specification of the steps involved in the different methods,
clearly stating the tasks, work products and roles involved, there is also a necessity to
improve the formalism involved in the research work.

Acknowledgments. This work has been supported by FCT – Fundação para a Ciência e
Tecnologia in the scope of projects: PEst-OE/EEI/UI0319/2013 and FCT/MITP-TB/CS/
0026/2013.
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Abstract. Data-accountability encompasses responsibility for data and
the traceability of data flows. This is becoming increasingly important for
Socio-Technical Systems (STS). Determining root causes for unwanted
events after their occurrence is often not possible, e.g. because of missing
logs. A better traceability of root causes can be supported by the inte-
gration of accountability mechanisms at design time.

We contribute a structured method for designing an accountability
architecture for STS at design time. Therefore, we propose the elicita-
tion of accountability goals to answer why an unwanted event happened
and who is responsible for it. We also identify four different interac-
tion types in STS. Additionally, we derive accountability graphs from a
generic accountability model for STS that serve as a baseline for design-
ing accountability mechanisms for all relevant entities in an STS. The
resulting architecture is adjusted to legal requirements, regulations and
contracts. We demonstrate the applicability of our approach with an
eHealth case study.

Keywords: Data accountability · eHealth · Socio-technical systems ·
Accountability architecture · Interaction types · Accountability method ·
Accountability graph

1 Introduction

An important aspect of information systems (IS) is compliance to legal standards
and organizational policies. In case of a violation of a statute it becomes more
and more important to identify responsible parties, i.e. to hold someone account-
able, assuming that a system can not be responsible on it’s own. Hence, an IS
is embedded in a so-called Socio-Technical System (STS, (c.f. [1])) encompass-
ing juristic persons and technical systems. Currently, the impact of technical
systems to prior analogue world definitions of accountability is unclear. Only
few attempts have been made to include the ability of tracing root causes of
unwanted events by design, such as [2]. Current efforts for data accountability
IS lack either the social aspect of IS or a solution by design or both. Feigenbaum
et al. [3] adopts the concept of accountability that is known well in the analogue
world to ensure security in information systems and proposes that the ability to
c© Springer International Publishing Switzerland 2016
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punish people will prevent them from doing illegal actions. The question, how to
enable IS with this ability remains open. One much-noticed approach is proposed
by Weitzner et al. [4] by demanding that each subsystem should be responsible to
ensure accountability on its own using an appropriate accountability mechanism,
e.g. by policy-aware transaction logs.

However, it is unclear how the interaction between humans and machines
affect accountability. Within an organization it is important to identify (and
define) responsible roles. Another important task is to identify relevant regu-
lations and policies. We analyze possible interaction types in STS, use Data
Governance principles to allocate responsibilities and provide a model of STS.
Afterwards, we propose a structured method empowering engineers to enhance
an STS with accountability by design, which can a posteriori determine causali-
ties within such a system. Accountability in this work is a capability of an STS to
answer questions regarding the cause of occurred unwanted events (e.g. privacy
or security violations).

We limit ourselves to data accountability, i.e. unwanted events whose causes
are data-related. Consider e.g. software malfunctions producing wrong data,
hardware failures due to faulty interpretation of data or wrong usage of technical
systems (intended or not) caused by wrong instructions. The system should be
enabled to determine the causality and identify responsible parties. Accountabil-
ity mechanisms (which could be, but is not restricted to, logging) need to answer
the question why an unwanted event happened.

The creation of an accountability solution is related to legal compliance in
two ways. Firstly, an accountability solution can support legal compliance. Com-
panies have to ensure transparency and provenance of their data, e.g. when
adherence to regulatory frameworks such as HIPAA in the U.S., [5], demands
specific needs for the confidentiality and security of healthcare information that
describe specific principles regarding transparency and provenance of data. Sec-
ondly, the introduction of an accountability solution itself can cause additional
legal compliance demands. For example, the gathering and storage of personal
data requires compliance to data protection acts, such as the EU Data Protection
Directive (95/46/EC). Our structured method explicitly identifies and considers
legal compliance as part of designing an accountability solution.

This paper is structured as follows: Sect. 2 reviews related work on data
governance and accountability. Section 3 describes our structured method for
creating an accountability architecture, Sect. 4 illustrates our accountability STS
model, and in Sect. 5, we inherit STS relation types. We apply our method in
Sect. 6 and conclude our research in Sect. 7.

2 Background and Related Work

2.1 Data Governance

Weill and Ross [6] presented a framework and structuring mechanism for IT
Governance. For a management perspective, they identified five key decision
domains: IT architecture, IT Infrastructure, IT investment and prioritization
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decisions and business applications needs. Based on this research Khatri and
Brown [7] focused on Data Governance and identified five decision domains,
namely data principles, data quality, data access, metadata and data lifecycle.
The authors use these domains as a blueprint for identifying and assigning data
responsibilities, i.e. roles. However, their work does not include the causal aspect
of accountability nor the relations between different roles. Our method shows
how to use their framework to identify relations between roles to determine
responsible persons for an unwanted event.

An important part of data governance, is to determine the origin of a certain
datum by means of its source, often called Data Provenance, e.g. Buneman et al.
[8]. Moreover, the manipulation history of a datum and potentially the person
or other technical components or even a chain of components that led to the
manipulation of the datum can be useful to answer accountability questions. We
propose to design an accountability solution for a STS that allows to address
challenges of Data Provenance.

2.2 Accountability

Weitzner et al. [4] proposed an understanding of accountability such that it
reflects the ability of a system to answer questions regarding the why of occurred
events. For example, why was personal data released to unauthorized staff?

Accountability is the subject of active research in different areas of computer
science such as network engineering, see Bechtold and Perrig [9]. Fundamental
for accountability is an understanding of causality in general (c.f. Gössler and Le
Métayer [10], Halpern and Pearl [11]). In our research, it is essential to consider
the efforts of Data Governance as explained above, which provide the essential
information of responsible parties and rules of how data should be treated. In
particular, effective Data Provenance is necessary to enable the traceability of
data through an STS. Without these traces, answering the accountability ques-
tion is impossible. A straight forward accountability mechanism is the employ-
ment of logs at every node of a system, which follows Weitzner et al. [4]. The
authors proposed policy-aware transaction logs, which are created by logging of
relevant information by individual entities in a system. Identifying fundamental
accountability concepts of who and how are discussed in Eriksn [12].

We illustrate our approach using an eHealth example. Gajanayake et al.
[13,14] address a similar problem by applying information accountability to sys-
tems in the eHealth domain. However, they neither provide a structured method
to design a general accountability architecture, nor incorporate data governance
structures, nor examine causality chains.

3 A Structured Method for Designing an Accountability
Architecture

We contribute a structured method for the design of an accountability architec-
ture (see Fig. 1). Our method is presented in a sequential fashion for simplicity’s
sake; iterations between different steps are possible during its application.
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Fig. 1. A method for designing an accountability architecture

Step 1. Describe Scope Initially. We have to understand the STS for which we
want to elicit accountability. We propose an accountability model that contains
abstract descriptions of all technical components and roles in the scope of an
accountability system. Thereby, we describe interactions between these STS ele-
ments in order to be able to trace unwanted events to their sources in later steps
of our method. We describe in detail how to model the STS and its relation in
Sects. 4 and 5.

Step 2. Identify Primary Compliance Requirements. We identify relevant com-
pliance requirements arising from regulative texts for the STS as motivation for
designing an accountability architecture. For example, if we process personal
information in our STS in Germany the Federal Data Protection Act (BDSG)
is relevant.

Step 3. Elicit Accountability Goals. We elicit unwanted events by considering
the STS model and the organizational goals of the customer. Note that in our
work an unwanted event is any occurrence within an STS that concerns viola-
tions of safety, security, or privacy requirements. We distinguish unwanted events
regarding these software qualities as follows. Safety analysis focuses on hazards
caused by the engineers of soft- and hardware and random faults in these sys-
tems. Hazards are situations that lead to accidents that harm humans. Hence,
in safety unwanted events are accidents. Security is about protecting an asset,
an item of value for a stakeholder from threats caused by malicious attack-
ers or unintentional acts of stakeholders. Realized threats are attacks. Thus, in
security analysis unwanted events are successful attacks. Privacy concerns the
protection of personal information of stakeholders. An unwanted event in pri-
vacy is a data leak of personal information to unauthorized stakeholders. Our
work does not restrict the techniques for hazard or threat analysis. For space
reasons, we exclude these analyses in this paper. Afterwards each unwanted
event is mapped to an accountability goal that describes the abilities the system
shall have to identify causes for this particular unwanted event (see examples in
Sect. 6). After having identified the cause for the unwanted events in the STS,
we need to derive the responsible actor for that element. The information can be
derived from existing governance data of the organization. For this purpose, we
create a Data Governance Lookup Table mapping STS elements to responsible
actors.
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Step 4. Create Accountability Graphs. We provide a divide and conquer approach
for accountability to reduce the complexity of the overall design problem. For
each accountability goal, we create a separate accountability graph as follows.
Nodes in our graph are STS elements e.g. humans or machines, while edges are
communication channels between these STS elements. The first node of the graph
is the STS element where the unwanted event occurs. Afterwards we include all
STS elements and relations that are part of the normal operations of the first
node of the graph. Using the accountability graph, we have the capability to
identify the potential loci of the root cause of the unwanted event by conducting a
search along all relevant nodes of the information flow between involved entities.
The reasoning for creating the graph is documented for later analysis and should
be checked by independent experts, which shall prevent that our accountability
graphs have incomplete information.

Step 5. Design Accountability Architecture. We need to ensure that all elements
in the accountability graph have the capability to support the information needed
for our causal reasoning from the unwanted event to its source. In particular,
each node has to have a mechanism to monitor and document relevant events.
The result is an accountability architecture that ensures the satisfaction of the
accountability goal.

Step 6. Identify Secondary Compliance Requirements. we identify relevant sec-
ondary compliance requirements that can be identified for our resulting account-
ability architecture. For example, an intensive logging of personal information
may conflict with a given privacy legislation. This step results in a set of com-
pliance documents that are refined into precise compliance requirements for our
proposed accountability architecture.

Step 7. Refine Accountability Architecture. The planned accountability archi-
tecture is revised according to the compliance requirements. The result of this
step is a compliant and precise description of an accountability architecture
that satisfies the initial accountability goals, as well as the elicited compliance
requirements.

4 A Generic Model for Socio-Technical Systems

As already stated, socio technical systems become increasingly complex. This
has several reasons and up to certain extent this is due to the contained entities
and their tight interconnectedness among each other. Results from Enterprise
Architecture Management (EAM) have significantly improved the understand-
ing of business, their capabilities and the interconnectedness to technical and
physical entities Lankhorst [15], Jonkers et. al [16]. Based on the insights gained
from EAM, we are able to transfer those results into a generic STS model. The
interconnectedness of the STS elements provides insights into the different com-
munication channels between those elements, which we show in our generic STS
model (depicted in Fig. 2).
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Fig. 2. A generic accountability model for STS differentiating social and technical
layers.

The model shown in Fig. 2 consists of three different layers: social, technical
and physical. Accountability in STS has several dimensions, which we are now
going to examine. Thereby, we are able to assign each dimension to at least
one of those three layers. Consequently, this approach provides a constructive
and structured way of differentiating the term accountability into sub-problems,
which can then be investigated separately. Trivially, the model shown in Fig. 2
serves as a base line to answer the question regarding the dimensions of account-
ability; therefore, it remains - as every model - an abstraction from a real world
STS. Nevertheless, it is comprehensive in the sense that we can use it to differen-
tiate between the dimensions of accountability in interacting STS. Most relevant
for the accountability dimensions are of course the obligations of an STS arising
through legislation, contracts, SLAs and other policies governing the flow and
management of data and information assets in general.

Social. The social dimension of an enterprise covers all organizational units and
human actors, which are interacting among each other and with the technical
systems. Commonly they are organized into roles aggregating them according to
responsibilities, tasks and goals. In addition to the users, autonomously acting
users, i.e. agents, get more and more in the focus of investigations regarding
accountability.

Technical and Physical. The technical dimension of an enterprise covers the
application landscape with its services and functions. Hereby, “functions” can
be understood in a technical sense, such that concrete functionalities, such as
network communication and persisting data in databases, are subsumed. Those
technical functions are aggregated to more complex services, which are later on
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consumed by users or agents to fulfil their needs. The physical layer is part of the
technical layer and covers hardware devices and interactions at hardware level.
Every device that is either measuring physical phenomena or states, i.e. sensors,
or changing the physical environment, i.e. actors, belongs to the physical layer.
This differentiation in layers briefly shows how the components of an STS are
interacting among each other. These interactions have to be investigated to fully
understand the challenges and drawbacks of data accountability (see Sect. 5).

5 Interaction Types in STS

Based on the model for an interacting STS (see Fig. 2) we distinguish the different
types of interactions. We identified four different types of interactions, namely
human-human, human-machine, machine-human, machine-machine, which we
describe in Table 1. Those interaction types have an impact on the design and
implementation of the accountability mechanism.

Accountability mechanisms in STS have to consider these interaction types,
otherwise no comprehensive reconstruction of behavior and explanations can be
performed. This has consequences for the design of such accountability mech-
anisms. Those mechanisms heavily influence the way in which data has to be
tracked and logged in the overall STS and how this data can be stored. Based on
this stored data it is possible to automatically derive accountability information
and to reconstruct the root cause of an event, c.f. Waltl et al. [17].

Table 1. Interaction Types in STS between Humans and Machines

In order to reconstruct the behavior of a human, and the reasons for it, it might
be necessary to understand and retrace the information (e.g. instructions) he
got from another human. This reconstruction requires information which might
not be codified properly (e.g. burden of proof), such that an explanation cannot
be given.

Human interact with machines, i.e. services, sensors, etc. provided by the tech-
nical and physical layer of the STS. However, if the human interacts with ma-
chines, such as insertion, update or deletion of information, this has effects on
the technical layer. Consequently, to reconstruct the actions done by machines
it is required to understand the triggers that caused the machine to perform
a certain action.

Machines can offer information to human, such as notifications about an event.
The provision of information by a technical system causes the human to per-
form a follow-up action or hinders him from doing some actions. Keeping trace
of the information that was offered to humans is not trivial, but essential in
order to reconstruct the behavior of the STS.

The interaction between machines, such as retrieving and aggregating data
from sensor networks or forwarding commands to an actor that changes the
physical environment, is the fourth interaction type in STS. Which service,
respectively function, has processed which data and forwarded it to which in-
stance, is a critical question that has to be answered by accountability mech-
anisms in STS.
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6 Case Study

We illustrate our approach with the case study eHealth Record (EHR) adapted
from the NESSoS1 project. EHRs contain any information created by health
care professionals or devices in the context of the care of a patient. Examples
are laboratory reports, X-ray images, and data from monitoring equipment. The
method will be executed by a dedicated accountability officer in coordination
with lawyers, domain experts, and software engineers.

Fig. 3. Instance of our accountability model for STS for the eHealth scenario

Step 1. Describe Scope EHRs are part of an eHealth System (EHS) owned by
a hospital. The overall organizational goal of a hospital is to fulfil the societal
goal to provide health care for patients. An EHS with its EHRs shall help to
treat patients more efficiently and effectively. For example, the nurse does not
need to take the vital signs for specific time intervals and deliver them to the
doctor manually, because the EHS fulfils these tasks automatically, hence saving
working time. We illustrate our example in Fig. 3. The EHS is a software that
stores medical information in EHRs. Further, it interacts with different users
and communicates with various devices and serves as the example of an STS.
In Germany, an EHS has to be compliant with the Federal Data Protection Act
(BDSG). Hence, the information stored in the EHR shall only be accessed with
the patient’s informed consent. An exception to this rule is a medical emergency,
in which case the patient’s physical status may prevent her from giving the con-
sent. In addition, the information in the EHR supports clinical research, which
1 Network of Excellence on Engineering Secure Future Internet Software Services and

Systems (NESSoS), http://www.nessos-project.eu, last access on 03/23/2016.

http://www.nessos-project.eu
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is represented by a researcher in this scenario. The patient wears a sensor that is
monitoring her vital signs and communicates them to the patient’s smartphone.
The smartphone is transmitting the data via a wireless network to the EHS.
Doctor, nurse and researcher use a terminal that is connected to the EHS vial
a physical network. The doctor carries a pager in order to receive emergency
calls from the EHS. The EHS is embedded in the organizational structure of a
hospital. In the following, we design a runtime accountability mechanism for this
example scenario. We start by defining the data governance roles for our EHR
scenario. Hospitals often host a large IT landscape for various purposes. The
EHS supports different user roles and is also embedded in the organizational
structure of a hospital. A Data Owner is essential to our method. Note that we
refer to a data owner in the sense of Data Governance according to Khatri and
Brown [7]. A Data Owner is the trustee responsible for data and its uses. In
our example the doctor is the Data Owner being in charge of the health data in
general, be cause on the one hand he is allowed to access the data while on the
other hand he often assumes managerial tasks regarding EHRs in a hospital. The
nurse is assigned a Data Steward role that enters certain data about patients
into the EHS. A Data Steward according to Khatri and Brown [7] is responsi-
ble for what is stored in a set of data. This is a delegation of responsibilities
from the doctor as Data Owner to the nurse as Data Steward. Furthermore, the
nurse is also assigned the Data Custodian role. A Data Custodian takes care
of a working technical infrastructure for collecting or transporting data. In our
case, the nurse has to take care of the maintenance of the sensor e.g. exchanging
its batteries. The patient assumes the role of a Data Provider that repeatedly
sends data from a sensor to the EHS where it is then stored. A typical Data
Consumer is the researcher that merely receives data for his research activities.
Next, we need to elicit the accountability goals. Table 2 shows an excerpt of a
Data Governance Lookup Table.

Table 2. An Excerpt of a Data Governance Lookup Table

Data governance responsibility Responsible role

(D1) Data in the database (R1) Data Owner (Doctor)

(D2) Update EHR data (R2) Data Steward (Nurse)

(D3) Sensor maintenance (R3) Data Custodian (Nurse)

Step 2. Identify Primary Compliance Requirements. The German Federal Data
Protection Act (BDSG)2 is relevant for an application of the proposed system,
because it processes the personal information of the patient. The § 3 of the BDSG
states that personal information can only be elicited, stored and processed for a

2 Note: We will address the inclusion of further laws and resolving conflicts between
them in the future and focus in this paper exclusively on the BDSG.
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Table 3. Selected unwanted events and accountability goals

Unwanted events Accountability goals

(E1) Patient is in an emergency and
does not get help from the doctor.

(G1) Ability to reconstruct the root cause
for the patient not receiving immediate
help from the doctor during the medical
emergency.

(E2) Patient received wrong
treatment from the nurse.

(G2) Ability to analyze why the patient
received a harmful treatment from the
nurse.

(E3) Researcher access PII from
Patient: name, disease, vital signs

(G3) Ability to identify the cause of the
data leak of the Patient’s PII

specific purpose and have to be anonymized if possible. In this case the doctor
and nurse need to know the identity of the patient to be able to diagnose and
administer treatment. Moreover, according to § 4 of the BDSG the patient has
to provide an informed consent about the processing of her personal information
and who will access it.

Step 3. Elicit Accountability Goals. We show three prototypical unwanted events
and their respective accountability goals in Table 3. Note that for space reasons
we omit the threat and hazard elicitation. We focus in our example on events
that physically harm the patient or violate the patient’s privacy. We derive
accountability goals for each event that demand an accountability mechanism to
trace the causes for this particular unwanted event within the scope of the STS.

Step 4. Create Accountability Graphs. We choose accountability goal (G1) why
the patient received a harmful treatment from the nurse for the remainder of
this example. We trace back all involved elements of the STS in the instance
of the accountability model from the patient to the doctor and gather a sub
graph of elements and their relationships. The resulting accountability graph is
depicted in Fig. 4. All of these elements can cause the missing communication of
the patient’s emergency to the doctor. The elements were selected based on the
information in the hazard and threat analysis. In our example for this particular
accountability goal, we do not consider the researcher, because a data leak does
not relate to this specific accountability goal.

Step 5. Design Accountability Architecture. We design an accountability archi-
tecture, which is comprised of several local accountability mechanisms. For each
accountability goal all possible nodes and edges of the corresponding accountabil-
ity graph need to be assessed for the demand of a separate accountability mech-
anism with respect to the accountability goal under consideration. The intention
of this assessment is to find adequate parts of the accountability graphs so that
individual causes can be localized with respect to the organizational needs. We
are aware that there exist different types of accountability mechanisms, e.g.
digital or analogue that are also potentially limited. We model each account-
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Fig. 4. Accountability graph for an eHealth scenario (2 interaction types shown)

ability mechanism as an STS, too. Following the policy-aware transaction log
accountability mechanism, the patient needs to document every medicine inges-
tion. Both, analogue or digital logs, e.g. handwritten or via a tablet can be
considered. A problem that arises in the design phase is the level of granularity
that the information needs to have. The information should not be too detailed,
because the identification of relevant details will take time and resources and the
information should not be too abstract in order not to miss vital information for
identifying the cause of the unwanted events.

Step 6. Identify Secondary Compliance Requirements. Humans have the right for
transparency according to §§ 19,34 of the BDSG for any system that processes
their personal information. In particular, transparency demands a detailed and
complete report on the life cycle of the personal information. An accountability
architecture as proposed in this work has the ability to provide this information
with little effort. The accountability graph provides an abstract view of the
flow of personal information in the system, which can be accompanied with
detailed access logs of all persons reading or changing the personal information
of the patient. These data provenance capabilities of the chosen accountability
mechanism will improve the transparency of STS significantly, because all the
foundations for providing detailed reports to affected persons will be available.
However, these large amounts of personal data of the patient have to be protected
from access of further actors in this scenario. For example, doctors or nurses that
are employed by the hospital but are not involved in the treatment of the patient
have to be prevented from gaining access to that data (BDSG §9). Moreover,
the data has to be deleted after the purpose for its initial collection is not valid
anymore, e.g., the patient is no longer treated (BDSG §§ 20, 35).

Step 7. Refine Accountability Architecture. We illustrate our resulting account-
ability architecture in Fig. 5. The architecture is comprised of individual account-
ability mechanisms that ensure the logging and monitoring of individual com-
ponents and delivering these logs to the accountability evaluation part of our
architecture. The evaluation takes care of analyzing the log files and answering
the why and who questions of accountability. The resulting compliance require-
ments of Step 6 are incorporated into the architecture. For example, we have to
incorporate access control mechanism for the data and a process that checks if
the purpose for storing the data has not expired. This needs to be done for all
accountability mechanisms to ensure a holistic solution for these problems.
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Fig. 5. Resulting accountability architecture for the eHealth scenario

We analyze all involved components of our accountability graph in detail for
our exemplary unwanted event Patient is in an emergency and does not get help
from the doctor and determine which data of the component has to be stored
to be able to determine if this component was (part of) the root cause of the
unwanted event. Additionally, for a policy-aware transaction log accountability
mechanism for all components, it needs to be decided whether information that is
forwarded to further components of the accountability graph needs to be stored
in the component.

We consider in our example that the patient has a heart attack and the sensor
monitoring his heart frequency should report this to the doctor. We choose the sen-
sor as first component to consider in our accountability architecture. We need to
log what information the sensor is capturing and at what time. The log can answer
the first accountability question, did the sensor malfunction and did not record the
correct heartbeat. We have to ensure that the log exists over time. Due to limita-
tions of the sensor’s memory capacity, the information has to be transported and
stored on the smartphone. Each time a batch of information is transferred to the
smartphone, the log file in the sensor stores a hash of the transported information
and the date of transmission. This allows checking at the smartphone if all the data
from the sensor has arrived at the smartphone. Moreover, the sensor transmits the
heartbeat every 20 s to the smartphone. We have to implement a logging mecha-
nism at the sensor that persists the information what was send to the smartphone
at what time. This information allows us to decide if information was not send by
the sensor or not received by the smartphone. Furthermore, we have to determine
similar decisions for the smartphone, e.g., check that data was evaluated correctly
and that the smartphone send an emergency message via the wireless network and
the OS to the EHS and finally to the pager of the doctor.

So far all considered interaction types are of the machine-to-machine
interaction type (see Sect. 5), which allowed us to specify automatic logging
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procedures. The doctor shares a human-machine interaction type with our sys-
tem, which means that the she has to manually log her activities. For our example,
a policy states that the doctor has to log all his reactions to received pager mes-
sage. The purpose of this policy is that in a post mortem analysis it can be decided
if the doctor reacted to all pager messages reasonably. A sensor’s digital log file
can be limited by its memory size. However, the sensor’s log file can be sent and
aggregated on the smartphone and still fulfil the accountability goal with respect
to the organizational needs. Either you detect a node that is a machine, hence there
needs to be a lookup in the Data Governance Lookup Table (see Table 2) who is
responsible for the machine, or a role is detected and a lookup can be necessary,
too.

In our use case, we find e.g. anomalies in the sensor log aggregated on the smart-
phone. This happened due to missing replacement of batteries from the data cus-
todian of the sensor that is of the type machine. This is accounted by a missing
manual log entry of the data custodian. Hence, we need a lookup in the Data Gov-
ernance Lookup Table in order to find the responsible person for the machine. In
this case, the nurse (R3) is responsible data custodian for the sensor maintenance.
In addition to that, one could lookup who in the organization is the data owner of
the sensor data, which in our case is the doctor. Hence, he also has a partial respon-
sibility for the resulting problems of the patient. Further criminal investigations
have to rule out any other causes such as the batteries have been robbed.

7 Conclusion and Future Work

This paper structures the accountability concept in socio-technical-systems
(STS) by differentiating the four different types of interactions, namely human-
human, human-machine, machine-human and machine-machine. Our approach
is restricted to accountability on data. Consequently, we exclusively consider and
analyze the flow of information, i.e. data, during the possible interactions. The
interaction types allow a structuring of the various forms of accountability, offer-
ing an analytical way of defining accountability mechanisms considering relevant
requirements arising from laws, SLAs, contracts, etc. Based on these insights we
propose a structured method for deriving an accountability solution that incor-
porates functionalities for answering the questions of why an unwanted event
did happen and who is responsible. We rely on previous work for data gover-
nance to answer the responsibility question and work on data accountability for
answering the why question. We illustrate our approach by a case study in the
eHealth domain. This proof of concept shows the applicability of our approach
and is the baseline for our next steps, which are a more detailed conceptualiza-
tion and implementation of these accountability mechanisms in an STS. Based
on the proposed concept and differentiation, it is now possible to derive concrete
accountability mechanisms based on data flow and information exchange. Triv-
ially, these mechanisms need to be tailored to meet the requirements of a specific
domain. We consider our approach as a step towards a unified understanding of
data accountability, which can serve as a solid foundation for future research
and applications.
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Abstract. Enterprises have a large amount of Information Technology
(IT) elements for supporting their business. Enterprise models represent
the state of IT and business elements and the relation between them in
a certain moment. However, in some cases it is difficult to build models
that accurately represent the enterprise because information may vary
fast over time, or because the granularity of the model may be inadequate
for its purpose. When models that are imprecise and do not represent
accurately the enterprise are used to perform analysis, it is necessary to
evaluate their suitability and determine whether they can be used or if
better models have to be constructed. In this paper, we focus on this
problem and propose an approach for evaluating the level of imprecision
of enterprise models based on the impact and sensitivity of imprecise
information regarding an analysis method.

Keywords: Enterprise modeling · Enterprise analysis · Models
imprecision

1 Introduction

Enterprise models have become very important artifacts for organizations
because they allow to coherently specify and describe business and IT com-
ponents as well as their relations [1]. These enterprise models are simplified
abstract representations of the reality [2,3]. On the one hand, they provide a
holistic view of the enterprise for understanding its organizational and techno-
logical aspects [4,5]. On the other hand, they serve for documentation, com-
munication, diagnosis, analysis, discussion, and design purposes [6]. Enterprise
modeling is necessarily based on the use of modeling languages (e.g., BPMN,
ArchiMate), for creating said enterprise models. The structure of such modeling
languages is typically defined in metamodels, which provide the abstract syn-
tax for the languages and identify the enterprise concepts and relations that are
of relevance for the language. Nowadays, enterprise modeling languages cover
domains such as IT infrastructure, IT architecture, as well as IT and business
alignment [7,8].

The process for constructing an enterprise model is complex and requires
demanding activities such as human observation, consulting sources of different

c© Springer International Publishing Switzerland 2016
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natures, and interpreting unstructured information [2]. On top of this, build-
ing a model that properly represents an enterprise has a high level of difficulty
because of the increasing size and complexity of enterprises. Furthermore, there
are uncontrolled factors such as the quality of the sources on information which
results in lack of information [9]. Enterprise models are typically built by teams
of modelers, who identify and classify the available sources of enterprise infor-
mation. Supported by these sources, modelers obtain initial information that
they use to begin the modeling process: using a modeling language they create
an incomplete enterprise model which provides a partial representation of the
enterprise. Later on, modelers validate and refine the model using new enter-
prise information gathered by consulting further enterprise sources. Neverthe-
less, building a model that represents the enterprise completely and precisely is
unlikely for two main reasons. The former is that models represent the state of
the enterprise in a given moment: enterprises change continuously, which implies
that models are inherently imprecise (e.g., income of a product, availability of
technology devices, application services processing and response time). The lat-
ter is that modelers have the responsibility to defined the level of detail (i.e.,
granularity). This means that depending on the purpose of the model, and the
availability of resources, time and information, modelers have to decide what
elements and details to leave in the model, and what to discard.

This makes enterprise models imprecise. This means that they correctly rep-
resents correctly, but include inexact approximations of the true state of certain
elements of the enterprise [9]. Models’ imprecision can include imprecise informa-
tion which may be represented through imprecise attribute values. These include
ranges of values, sets of values, sets of values where one or more elements are
ranges of values, or tables of values.

Analysis of enterprise models can be used to support decision making
processes, such as planning future states of the enterprise [10]; as a result, analy-
sis processes have become a critical task because it contributes to the improve-
ment of the business and IT elements. Typically, when one analyst wants to
perform an analysis, he manipulates the enterprise model in order to extract
information that is useful for evaluating the state of the enterprise. Enterprise
analysis can be done by performing automated analysis methods, which are algo-
rithms that extract information from the model and make calculations to provide
results that can be introduced in the model or just presented through reports.
Automating the procedures for extracting and calculating information makes it
possible to work with all elements placed in the model.

However, if the enterprise model is imprecise, it might not be adequate
because the analysis method might not be able to calculate accurate results
or even the model might not be useful for performing analysis. For instance, if
the analysis method Application Component Availability calculates the availabil-
ity of the applications components based on the related infrastructure elements
[11] and some infrastructure elements are imprecise, then it is likely that the
analysis method cannot calculate the availability for every application compo-
nent. Besides, if the calculated availability in application components is used
for further analysis methods such as Business Process Fault Susceptibility [11],



Analysis of Imprecise Enterprise Models 351

then it is possible that this second method cannot be performed because the
first method does not calculate all required information. Then, before perform-
ing an analysis method, it might be necessary to evaluate the adequateness of
the model regarding desired analysis methods in order to determine if it can
be used to analyze the enterprise. Thus, if the model is not adequate, modelers
must refine the model in order to improve its adequateness.

In this paper, we are focusing just on imprecise enterprise models which con-
tain imprecise information placed in attributes as ranges of values. Based on
these models, we evaluate imprecision through two mechanisms. The former is
the impact that imprecise information in the model has on a desired analysis
method. This impact is not a single value, but it is a visual representation. It
means that given an analysis method, the impact of imprecision allows observ-
ing which imprecise information affects the elements involved in the analysis
method. The latter is the sensitivity of elements involved in a desired analysis
method based on the imprecise information in the model. The sensitivity allows
identifying which elements are easily affected by imprecision. Based on these two
mechanisms, which are presented in Sect. 4, analysts can identify whether or not
a imprecise model is adequate to perform desired business analyses.

The rest of the paper is structured as follows. Section 2 argues the reasons
for one model can be imprecise and presents our approach for creating imprecise
enterprise models using ArchiMate as modeling language. Section 3 describes
automated analysis based on business analysis methods. In Sect. 4, we present
our proposal for analyzing imprecise enterprise models and evaluating the ade-
quateness of models through measuring the impact and sensitivity of imprecision.
Finally, Sect. 5 concludes the paper.

2 Modeling with Imprecise Information

Enterprise modeling requires consulting different sources that provide informa-
tion about the enterprise. Based on the obtained information, modelers create an
enterprise model. However, based on the purpose of the model, modelers decide
its level of granularity. The term granularity deals with the construction, interpre-
tation, and representation of granules [12], which is the result of dividing certain
general elements of the model into more detailed and distinguishable elements.
In addition, certain enterprise information might be imprecise by its own nature;
then, modelers need to represent such information in a manipulable way.

For instance, consider a basic and small enterprise model of a commercial
company that sells technology products such as laptops, tablets, and desktops.
The model is created in order to obtain the annual profit, which is calculated
based on the fixed and variable cost, price, and sales units per month. These
attributes are numeric, but sales units is a range of values because this infor-
mation has to be true based on the given timespan. Now, consider the following
scenarios: (1) The modeler creates a coarse grained model that includes just one
element for each product with the correspondent attributes’ values. In this case,
the model is imprecise and the results of calculating the annual profit might
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not be usable. (2) The model includes one element for each product with the
correspondent attributes’ values and countries as locations for selling the prod-
ucts, but it implies to include the attributes tax and transport cost; then, each
product is related with every location. In this state of the model, it is not pos-
sible to calculate the profit because the sales units per month must be placed
in every relation from products to countries. (3) The model includes products,
countries, and the sales units per month in the correspondent relations. Then,
the imprecision of calculating the annual profit is considerably reduced. (4) The
model not only includes products, countries, and their relations, but also it
includes cities per country, where each city needs to specify additional trans-
port costs (usually cheaper that the country transport cost). In this case, this
is a fine grained model. Thus, the results of calculating the annual profit might
be even better than the previous scenario, but its improvement might not be
significant. As a result, improving granularity might reduce imprecision in the
results of one analysis; nevertheless, it is important to identify which level of
granularity is adequate in order to obtain valuable results without exceeding
effort in the modeling process. In addition, independent of the granularity of
an enterprise model, usually some attributes in elements and relations might be
imprecise because accurate information related with these attributes cannot be
guaranteed by sources.

In order to illustrate imprecise models, we have built one enterprise sce-
nario, which is one publisher of academic books. The enterprise model of this
scenario has been built using ArchiMate as modeling language and has 184 busi-
ness elements, 13 application elements, 13 infrastructure elements, 28 motivation
elements, and 432 relations arranged in 12 views. In addition, it has some impre-
cise information in the attribute availability of some infrastructure elements.
Figure 1 presents the layered view of the publisher scenario. This view of the
model presents elements of the technology, application, and business layer. For
illustration purpose, the following elements from the technology layer include
the attribute availability with imprecise values: Device Windows Server and
Linux Server ; SystemSoftware JBoss Application Server, Glassfish Applica-
tion Server, and Apache Application Server ; and InfrastructureService SQL
Server Database Service, MySQL Database Service, and File Storage Service.

For creating this model, we have used iArchiMate1, which is our enterprise
modeling and analysis tool [13]. The tool’s core is a graphical editor based on
Eclipse Modeling Framework Project (EMF) and Graphical Modeling Frame-
work Project (GMF). iArchiMate allows creating imprecise models by assigning
to numeric attributes a minimum and a maximum value that are placed in square
braces, and separated by a dash (e.g., [1–2]). In addition, iArchiMate is capable
of validating the model providing assistance to the user, in order to determine
if the model fulfils the required information for running the desired automated
analysis method. This validation is supported by Epsilon Validation Language
(EVL); thus, when the desired analysis method is selected, iArchiMate generates
an EVL script, for validating the model.

1 http://iarchimate.virtual.uniandes.edu.co.

http://iarchimate.virtual.uniandes.edu.co
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Fig. 1. Layered view of the Publisher Scenario.

3 Automated Analysis

Enterprise analysis is the application of property assessment criteria on enter-
prise models [14]. This means that, given a property and a criterion for assess-
ing that property, doing model analysis requires evaluating said criteria using
the information available in one model [15]. Analysis methods of all types have
been studied and classified in the literature according to the concerns that they
address and the kind of results that they provide [10].

Typically, model analyses are performed by humans with minimal technolog-
ical support. Tools are used just to get access to the available data in an effi-
cient way, and analysts have the entire responsibility of discovering information;
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Fig. 2. Fragment of the Layered view of the Publisher Scenario.

Fig. 3. Application component availability results.

thus, the omission of elements and miscalculation of results, especially in large
enterprise models, are very likely. As a result, automated analysis methods are
becoming increasingly common and are being implemented on top of modeling
tools. These methods follow predefined instructions to extract data from the
models, to perform calculations, and to inform the results of the analysis.

In order to illustrate automated analysis, we use the enterprise model of the
publisher scenario without imprecise information. Figure 2 presents a fragment of
the layered view of the publisher scenario that contains infrastructure elements
from the technology layer and application components from the application layer.
Based on this model, we performed the quantitative automated analysis method
Application Component Availability [11], which calculates the availability for
every application component based on the related infrastructure elements i.e.,
the calculation of the availability for one application component is the product
of the availabilities of all infrastructure services and system software related with
the application component.

AC(a) =
n∏

i=1

IE(a)i (1)
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Thus, the availability is calculated through the Eq. 1, where AC =
ApplicationComponent, a = availability, IE = InfrastructureElement
(the collection of InfrastructureService plus SystemSoftware), and n =
amount of IE related with the AC. In addition, the calculated availability of each
ApplicationComponent is propagated to every ApplicationService related by
one Realization relation.

Figure 3 presents the results of performing the automated analysis method
Application Component Availability. The results are deployed in a view of iArchi-
Mate and present the calculated value of the attribute availability and the
associated infrastructure elements for each application component in the model.
The results of the automated analysis method are used by analysts because they
have the skills to interpret these results and to make assessments aligned to the
business goals of the enterprise. We consider that the way in which iArchiMate
provides the results facilitates their interpretation not only individually (i.e., just
taking into account the performed analysis method), but also in a general context
(i.e., taking into account the analysis method into a general context or global
analysis).

4 Analyzing Imprecise Enterprise Models

As described before, analysis methods require certain information in certain
elements or relations in the model to be performed. This information is included
through attributes. When one analysis method needs to make any mathematical
operation, the attributes should accomplish a specific data type (e.g., double).
However, when the model is imprecise, some attributes might include ranges of
numeric values; then, it is not possible to perform the same calculations done for
models without imprecise information. As a result, the algorithm of the analysis
method must be upgraded to take into account the imprecise attributes required
by the analysis method.

For instance, when the analyst desires to perform the automated analy-
sis method Application Component Availability, the model should include the
attribute availability with a double value in every InfrastructureService
and SystemSoftware. However, if the model is imprecise, the attribute
availability in some infrastructure elements might contain imprecise val-
ues such as range of values instead of a double value. Then, the analy-
sis method performs the Algorithm 1, where AC=ApplicationComponent and
IE=InfrastructureElement, in order to make the correspondent calculations
using ranges of values. This algorithm makes all possible calculations applying
the Eq. 1, for obtaining the minimum and maximum values.

Figure 4 presents the results of the analysis method Application Component
Availability applied to the imprecise model of the publisher scenario presented
in Fig. 1. The sub-figure (a) presents one report that deploys the results just for
the application component DMS, showing all possible scenarios with the cor-
respondent availability value, while the sub-figure (b) presents the application
layer of the layered view with the correspondent calculated availability values.
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Algorithm 1. Application Component Availability
for all ac in AC do

for all ie in IE do
for all r in ie.relations do

if r.target = ac then
a ← ie.availability
availability[] ← product(availability, a.min, a.max)

end if
end for

end for
range[0] ← getMinimum(availability)
range[1] ← getMaximum(availability)
ac.availability ← range

end for

(a) Report

(b) Application layer of the layered view

Fig. 4. Results of the analysis method Application Component Availability.

The report presents multiple scenarios. One scenario corresponds to the calcula-
tion of the availability for one possible combination of the correspondent set of
ranges of values. In addition, the range of values that is included in the attribute
availability of the application component is composed by the minimum and
the maximum value obtained in all scenarios.
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For instance, as shown in Fig. 1, the ApplicationComponent DMS depends
on the ApplicationService MySQL Database Service, File Storage Service, and
the SystemSoftware Glassfish Application Server. However, the availability val-
ues in this infrastructure elements are respectively: [0.95–0.98], [0.92–0.95], and
[0.92–0.96]. Then, there are eight scenarios for calculating the availability of the
DMS. The minimum availability value is 0.804, which is obtained by the scenario
with the availability values: Glassfish Application Server = 0.92, MySQL Data-
base Service = 0.95, and File Storage Service = 0.92. The maximum availability
value is 0.894, which is obtained by the scenario with the availability values:
Glassfish Application Server = 0.96, MySQL Database Service = 0.98, and File
Storage Service = 0.95. Thus, the range of values for the DMS is [0.804–0.894].
Finally, the DMS realizes the InfrastructureService Files Management Ser-
vice and Version Control Service; consequently, the availability of these services
is [0.804–0.894] as well.

The results of the analysis method enrich the model by including the cal-
culated imprecise information in the correspondent element’s attributes. Thus,
now the model includes more imprecise information that can affect the execution
of further analysis methods. The following sections discuss the impact and sen-
sitivity that imprecise information has on one analysis method; thus, the impact
and the sensitivity allow determining whether or not the model is adequate or
the model needs to be refined.

4.1 Impact of Imprecision in Analysis Methods

The presence of imprecise information impacts on query evaluation, since the
semantics are no longer obvious [16]. Then, it is of great value to any enter-
prise to incorporate processes for assessing, measuring, reporting, reacting to,
and controlling the risks associated with unexpected data such as imprecise
data [17]. Thus, the impact of imprecision to one analysis method is a measure
that determines how much imprecise information placed in one element might
provoke undesired results when an analysis method is performed. Then, if the
impact is low to one analysis method, it can be performed and results can be
used by analysts for making assessments. However, if the impact is high to one
analysis method, it means that the model is not adequate for performing the
analysis method.

Performing analysis methods using imprecise information generates imprecise
results for every element that is target of the analysis. Thus, if the difference of
the calculated maximum and minimum values is high, the result would not be
useful. Then, the impact corresponds to the collection of the differences of the
calculated maximum and minimum values for each target element involved in
the analysis method.

Continuing with the publisher scenario and based on the results of the analy-
sis method Application Component Availability, it is possible to perform fur-
ther analysis methods such as Business Process Fault Susceptibility [11], which
requires the attributes (a) availability in every ApplicationService related
with at least one BusinessProcess and (b) importanceLevel in each UsedBy
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Table 1. Importance level for UsedBy relations from application services to business
processes

Source Target:Value

Accounting Service BP:0.1, H:0.9, WS:0.9

Analytics Service IM:1, ACM:0.8, WS:0.1

Cover Design Service BBP:1

Customer Management Service IM:0.2, AC:0.1, BC:0.2, BS:0.1, H:0.2, V:0.1, WS:0.3

Dashboard Service IM:0.8

ETL Service DWM:1

Files Management Service H:0.1, AC:1, BD:0.2, BC:1, BP:1, BS:1, DWM:0.1

Image Design Service BC:0.1, BD:1

OLAP Service ACM:1, CM:0.5, IM:0.8

Post Management Service CM:1

Product Searching Service ACM:1, V:02, BS:1, CM:1, IM:0.2, WS:0.9

Profile Service ACM:1, CM:0.8, H:0.2, V:1

Spreadsheet Service CM:0.1, IM:0.1, V:1, WS:0.1

Text Editor Service AC:1, BS:1, BP:1

Version Control Service ACM:1, AC:0.9, BC:1, BP:1, CM:1

relation from ApplicationService to BusinessProcess. Table 1 presents the
values of the attribute importanceLevel for the UsedBy relations of the pub-
lisher scenario. The table uses the following acronyms: Book Selection BS, Book
Design BD, Book Correction BC, Book Printing BP, Visiting V, Warehous-
ing and Shipping WS, Indicator Management IM, Analysis Cubes Management
ACM, Data Warehouse Management DWM, Catalog Management, Agreement
Creation AC, Hiring H.

The analysis method Business Process Fault Susceptibility is intended to
calculate one value for the attribute faultSucceptibility for each business
process, and this value should be as small as possible. Equation 2 presents
the formula for the calculation of the fault susceptibility for this analysis
method, where BP = BusinessProcess, fs = faultSusceptibility, AS =
ApplicationService, a = availability, RAS→BP = UsedBy relation from
ApplicationService to BusinessProcess, il = importanceLevel, and n =
amount of AS related with BP.

BP (fs) = 1 −

n∑

i=1

(
AS(a)i ∗ RAS→BP(il)i

)

n∑

i=1

RAS→BP(il)i
(2)

In this case, we are interested in observing, how the imprecise value of one
infrastructure service affects the related business processes. Figure 5 presents
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Fig. 5. Impact of imprecision in analysis method.

polar charts for analyzing the impact of imprecision in the analysis method Busi-
ness Process Fault Susceptibility. There is one polar chart for each application
service that has imprecise availability, where each axis represents one business
process and the series represent the minimum possible result for the attribute
faultSusceptibility based on the imprecise values (i.e., minimum and max-
imum values) of the attribute availability of the correspondent application
service. In this figure, we illustrate just six polar charts, although iArchiMate
allows selecting all desirable application services, for deploying the correspondent
polar charts.

The first chart corresponds to the application service Files Management Ser-
vice, which is used by seven business processes. This chart evidences that the
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difference of the minimum possible value for the attribute faultSusceptibility
is: (1) close to 0.05 for the business processes Book Selection and Book Print-
ing ; (2) around 0.03 in the business processes Book Correction and Agreement
Creation; and (3) close to zero in the business processes Book Design, Data
Warehouse Management, and Hiring. As a result, imprecise information in the
attribute availability of the application service Files Management Service
has an important impact in just two business processes: Book Selection and
Book Printing. However, there is an additional issue. The value of the attribute
faultSusceptibility in the business process Book Selection is over 0.1 in both
series; then, this business process is even more impacted for the imprecision
placed in the attribute availability of the application service Files Manage-
ment Service.

In the second chart, the application service Customer Management Service
is analyzed. Just the business processes Hiring and Warehousing and Shipping
have a difference close to 0.01. In the rest of the business processes, the difference
tends to zero. Then, despite this service is used by seven business processes, its
imperfection in the attribute availability does not affect in an important way
any business process.

The third chart presents the application service OLAP Service. This ser-
vice impacts the business process Analysis Cubes Management with a difference
around 0.03 and the Indicator Management with a difference close to 0.01, while
the difference in the Catalog Management tends to zero.

The application service Product Searching Service is illustrated in the fourth
chart. This chart evidences an important impact for the business processes Book
Selection and Warehousing and Shipping because the difference is around 0.05.
For the business process Catalog Management the difference is close to 0.02 and
the difference in the other business processes tends to zero. Furthermore, similar
to the first chart, in the business process Book Selection the minimum value for
both series is 0.1.

The fifth chart presents the Profile Service. This application service impacts
just the business process Visiting because the difference is around 0.05. The other
business processes that depend on this application service have a difference near
zero.

In the sixth chart, the Accounting Service impacts the processes Hiring and
Warehousing and Shipping ; nevertheless, the difference of the impact over the
first one is around 0.05 and over the second one is around 0.02.

Summarizing, these six charts present some interesting evidences regarding
imprecision of the attribute availability placed in application services: (1)
the Files Management Service impacts four out of seven business processes;
(2) the Customer Management Service does not impact any of seven business
processes; (3) the OLAP Service impacts just one of three business processes;
(4) the Product Searching Service impacts three of five business processes, (5)
The Profile Service impacts just one of three process, and (6) the Accounting
Service impacts two of three processes.
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4.2 Sensitivity of Analysis Methods for Imprecise Models

Another perspective for measuring the level of imprecision is sensitivity, which is
also a measure that determines how much imprecision in certain elements in the
model affects target elements of one desired analysis method. Thus, using this
measure, analysts can assess which target elements of an analysis method are
more sensitive to imprecision and which source elements of an analysis method
affect more target elements. Sensitivity is calculated for each target element as
the addition of the difference of the calculated minimum and maximum values
of each source element involved in the analysis method.

Coming back to the analysis method Business Process Fault Susceptibility,
before establishing a value for the attribute faultSusceptibility in every busi-
ness process, it is useful to know how the imprecision in one required attribute
(e.g., availability in application service) can affect the results of one analysis
method.

Figure 6 presents a stacked bar chart, where each bar corresponds to one busi-
ness process. This chart informs how sensitive is one business process regarding
the imprecision included in the attribute availability of the related applica-
tion services. In this case, we can observe two main facts. On the one hand,
the process Book Selection is the most sensitive business process. On the other
hand, the imprecision of the application service Files Management Service has
the higher impact in the whole model because it impacts seven processes and,
in five of those processes, the impact of this application service is the highest.
However, there are another interesting facts in these results.

– Most of the business processes are sensitive to more than two application
services, while just one business process is sensitive to one application service.

– The application service Customer Management Service impacts seven business
processes; nevertheless, its impact in every process is very low.

– The application service File Management Service impacts seven business
processes as well, but three of these processes have low sensitivity.

Fig. 6. Sensitivity of imprecision in business processes.
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– The business process Book Selection is very sensitive to the imprecision of the
application services Files Management Service and Product Searching Service;
then, it is advisable to eliminate or at least to reduce the imprecision in the
availability of these two application services.

– In most of the business processes, the sensitivity is lower than 0.06, which
implies that the model can be used for performing the analysis method; nev-
ertheless, the model can be refined in order to reduce imprecise results.

– The business process Book Design is sensitive just to the File Management
Service and its sensitivity is very low.

– The ETL Service impacts just one process, which is Data Warehouse Man-
agement ; however, its impact is high.

– The Post Management Service and the Dashboard Service impact just one
process as well.

As conclusion of the sensitivity analysis results, imprecise information in the
Customer Management Service, Dashboard Service, and Post Management Ser-
vice would not affect the results of the analysis method; thus, the model could
keep this imprecise information. In addition, imprecision in the Files Manage-
ment Service and Product Searching Service should be reduced in order to avoid
possible useless results of the analysis method. Finally, imprecision in the rest
of the services i.e., Accounting Service, ETL Service, Profile Service, OLAP Ser-
vice, Version Control Service, and Analytics Service have high impact in just
one process; then, their imprecision might be acceptable.

Thus, due to the imprecision of application services comes by the analysis
method Application Component Availability, the refinement of the imprecision
in the technology layer decreases the impact in this analysis method.

5 Conclusions

Enterprise models are built using information provided by various and hetero-
geneous sources. It is very likely that these sources have inaccurate, incorrect,
or obsolete information. In addition, it is possible that the modeler consider
that the information obtained is not enough for including certain elements in
the model. Consequently, enterprise models might not represent the enterprise
correctly. Thus, imprecise models represent and structure imprecise information
by including in some numeric attributes, ranges of values instead of a specific
numeric value.

When imprecise models are used to perform analysis methods, it is necessary
to measure the impact and sensitivity of imprecision to certain analysis methods.
These measures allow determining whether the imprecise model is good enough
for performing the desired analysis method. In this work, we have focused on pro-
viding mechanics to properly manage imprecise models. In addition, we provide
techniques for determining the impact and sensitivity of imprecision to business
analysis methods, by providing graphical results that allows easy understanding.
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Based on the results of the impact and sensitivity analysis of imprecision,
certain analysis methods might be performed. Thus, future work consists in pro-
viding analysis methods that can be performed based on imprecise information
placed in the model, when the impact and sensitivity analysis results indicate
that the model is adequate for analyzing the enterprise despite the existing
imprecise information.
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Abstract. In enterprise modeling it is customary to differentiate between the
current, as-is situation and the future to-be situation and develop models of these
to plan for how to fill the gap. In practice you are never able to implement the
ideal to-be model, each to-be will be incremental steps on the way to a future best
practice. So it will be useful to also maintain a separate ought-to-be model, to not
forget the situation you strive for. A distinction between the ought-to-be, as-is,
and the to-be model is necessary, and we have in this paper provided the basis for
an approach for combining top-down ought-to-be and bottom-up as-is and to-be
modelling to support the dynamic interplay between these models. The approach
is illustrated through a practical application in the healthcare sector. The main
results is that it is found beneficial to represent the to-be and ought-to-be models
separately, to be able to discuss the long-term goals without being hampered by
short-term technical and organizational limitations, but still have support for
developing the next version of the organization.

Keywords: Enterprise process modelling · Case study · Ought-to-be model

1 Introduction

The clinical and administrative processes in today’s healthcare environments are becoming
increasingly complex and intertwined and the provision of clinical care involves a
complex series of physical and cognitive activities. A multitude of stakeholders and
healthcare providers with the need for rapid decision-making, communication and coor‐
dination, together with the steadily growing amount of medical information, all contribute
to the view of healthcare as a complex cognitive work domain. The healthcare environ‐
ment can also be characterized as very dynamic, in which clinicians rapidly switch
between tasks. The process is partially planned, but at the same time driven by events and
emergencies [4, 6].

To be able to cope with the dynamism and complexities in their environments, many
organizations have been forced to restructure their operations and integrate complex
business processes across functional units and across organizational boundaries [9]. This
has in many cases led to the adoption of process-oriented approaches and enterprise
process modeling to manage organizational activities. Process modeling is used within
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organizations as a method to increase the focus on and knowledge of organizational
processes, and function as a key instrument to organize activities and to improve the
understanding of their interrelationships [24]. Today, there is a large number of modeling
languages available. The first process modelling language was described as early as 1921
[11], and process modeling has been performed in earnest relative to IT and organiza‐
tional development at least since the 70ties. Lately, with the proliferation of BPM
(Business Process Management), interest and use of process modeling has increased
even further.

A lot of research has been done in the field of enterprise process modelling, as well
as on the subject of how to judge the appropriateness of the models and modeling
languages [18, 20, 21, 23]. Much work is done on a theoretical level, but in order to
better understand the mechanisms at work in the application of enterprise process
models, real-life cases can provide interesting insights [12].

This paper presents experience from a case study on the use of process models in
the healthcare sector. An overview of categories of process models are found in Sect. 2.
How the interplay in particular between as-is, ought-to-be and to-be models can be
exploited is presented in Sect. 3. In Sect. 4 we illustrate the approach in more through
a case study in the healthcare sector. Discussion of lessons learned is found in Sect. 5
before conclusion and ideas on further work follow in Sect. 6.

2 Modeling of Business Processes in Enterprise Development

A model is not just a representation of something else; it is a conscious construction to
achieve a certain goal. Based on the goals that the modeling is meant to support the
achievement of and existing resources, persons gathers (physically or virtually, synchro‐
nously or asynchronously) to represent some area of interest using some modelling
languages. The modeling activity is supported by tools resulting in models that are meant
to help addressing the goals of modelling. In Table 1, we list relevant modeling situa‐
tions, along the temporal and purpose axes:

Table 1. Categories of models according to temporal aspects and purpose [10]

Past Present Future
Ideal model Ideal model of the past Reference model Ought-to-be model
Simulated model

(what-if)
Possible model of the

past
Possible model Possible model of the

future
Model espoused As-was model As-is model To-be model
Model in use Actual as-was model Actual as-is model Workaround model

[2]
Motivational model Past burning-platform

model
Burning platform

model [5]
Burning platform

model

Models can be of past situations, the present, or a potential future situation. We look
here primarily at models of the present and future. Models can at all temporal stages be
looked upon as being:
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• Ideal: A model of a situation perceived to be ideal for an area, ignoring contextual
restrictions such as current legacy systems and organizational practices.

• Simulated: A model that differs in some way to the actual state-of-things, e.g. to be
able to play what-if analysis and other simulations.

• Model espoused: The official model of an area.
• Model in use: How the situation actually is (or was). This should ideally not be so

different from the model espoused, but in practice these often differ.
• Motivational model: A simulation which depicts a defensive approach i.e. what

happens if nothing is done. Also known as a burning platform scenario [5].

In total this gives 15 model types. It is important to realize that the to-be situation
(both ideal and actual) is a moving target. When one implement a new solution (turning
the to-be model into an (espoused) as-is model) both the ought-to-be and to-be have
moved further. We will below look in particular on the interplay between the actual as-
is model, the ought-to-be ideal future model, and the to-be model where contextual
constraints are taken into account.

An organization is in a state including the existing processes, organization and IT-
systems, and one often perceive future improved organizational states. The state of the
organization is perceived (differently) by different persons through explicit or implicit
models. This opens up for different goals for the use of models. This is an extension of
the overview found in e.g. [18] as depicted in Fig. 1:

Fig. 1. Application of enterprise process modelling

0. Model mapping: Representation of the current situation in a model.
1. Human sense-making [29]: The development and use of a model of the current state

can be useful for people to make sense of and learn about the current situation.
2. Communication to establishing agreement between people in the organization [3].
3. Model analysis: To gain knowledge about the organization through simulation or

deduction.
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4. Quality assurance, ensuring e.g. that the organization acts in compliance to a certified
process typically represented as an espoused model.

5. Model deployment and activation: To integrate the model of the future state in an
information system directly. Models can be activated in essentially three ways:
a. Through people guided by manual process ‘maps’ [12].
b. Automatically, e.g. through a workflow systems [30].
c. Interactively, where the computer and the users co-operate [19].

6. To give the context for a traditional system development project.
7. Model implementation. In both usage area 5 and 6, it is the purpose to change the

situation in the organization. In addition one often has to do other tasks (e.g. training)
to have people work according to the new processes.

8. Standardization, influencing reference models external to the organization that
others might need to relate to at a later stage.

3 Combining Top-Down and Bottom-up Modeling

Process modeling often starts with the company vision and business value to be
achieved. It is important to develop both corporate future goals and target architecture
in the form of a “Future Operating Model” (from hereon called the ought-to-be model),
as well as detailed workflows with both as-is and to-be activities. To achieve this, one
needs a combined top-down and bottom-up approaches. The ought-to-be model is best
developed top-down describing how the organization ideally wants to operate, based on
the Situated Best Practise.

The workflow model is often developed bottom-up model showing how the enter‐
prise is operating with todays (as-is) and tomorrows (to-be) systems and organization.
The main reason to have both the bottom-up and top-down approach, is because there
is often a large gap between the long-term ambitions of the organization and what current
installed base, technology and methods can deliver. To achieve value through process
modeling, it is necessary to have a long-term perspective [12, 16].

The ought-to-be model describes the Situated Best Practice which are derived from
previous experience, technological development and regulatory constraints etc., and
shows the ambitions and plans - on a general level, how the enterprise is going to be
operated in the future. The model is a generic model (cf the TOGAF continuum [27]).
Together with an as-is model it can be used for basic analyses and help answer questions
like: “What are our enterprise doing?”, “Are we doing the right things?”, “How are our
main processes being performed?”, “Could we redesign our basic processes?”

This is analysis that should be done before going into the details like: “Who / what
does what?” (Human/machine), and “Which IT systems are used for what?”

Once these basic analyzes and decisions have been made, one can proceed with
detailed workflow diagrams of the to-be situation.

We see in many cases that the business has little influence on the IT and often has
to accept what the IT-systems have to offer, and adjust the processes to the IT-systems,
even when it is not good practice. An Ought-to-be model will contribute to a common
understanding of the business requirement to the systems and organization.
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Process models are often structured in an hierarchical decomposition structure. The
process hierarchy provides a full overview of the enterprise and what is agreed as situated
best practice. Experience shows that it is in the transitions between activities in the value
chain that it often slips, and this becomes explicitly in an overall end-to-end model. In
this model it is also important to set the customer/client in focus and ensure that the
customer interaction with the company is explicitly modeled.

As illustrated in Fig. 2, the top-down planning model shows the value-chains, but
also value-shop and value-networks if relevant [26]. The to-be workflow model is a
bottom-up implementation model, that contain the detailed workflow for defined parts
of the value-chain. Further in Fig. 2 we see:

Fig. 2. Illustrating the interplay between top-down and bottom-up modeling

• On the left side a top-down process breakdown structure, from an “Overall view”
detailed in several levels down to “Processes/Activities” layed out in swimlanes.

• The right side show a bottom-up workflow model which is built up from applications
and roles, IT services and procedures for implementation (orchestration), up to a
similar swimlane view.

Modeling a top-down generic architecture model [27], can be done with different
notations, but we recommend using IDEF0 [15], which is regarded as best practice for
generic process models with a process breakdown structure. IDEF0 also can be used to
model all variants of value-chains, value-shops and value-networks. IDEF0 is a process
modeling language and a method to model the decisions, actions, and activities of an
organization or system. IDEF0 was derived from the Structured Analysis and Design
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Technique (SADT) and standardized by NIST in 1993. IDEF0 makes it possible to
represent the functions that are performed and what is needed to perform those functions.

The Process interactions in IDEF0 are usually known as ICOMs

• Input: Can be a trigger and is an input that is transformed to output in the process.
• Control: Guide or regulating activity. A main distinction between input and control

is that inputs are transformed by the activity, whereas controls remain unchanged.
• Outputs: Results (products) of performing the process/activity.
• Mechanism: Resources needed to perform the activity. These can be people or roles,

equipment, IT-systems or financial resources

As illustrated in Fig. 3, this top-down model shows not only the process-breakdown,
but also the hierarchical breakdown of information (input/output), the logical applica‐
tions and role/organizational and control structure.

Fig. 3. Generic conceptual model of IDEF0

The bottom-up workflow-model in Fig. 2 is a specific architecture model using the
TOGAF-vocabulary [27], describing detailed activities for each role and how the IT-
systems are used for each activity. This gives a detailed overview of which roles, infor‐
mation objects and application functions that are used (as-is and to-be).
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3.1 Combining Ought-to-be Models with as-is and to-be Models

Since process modelling combining IDEF0 and BPMN (Business Process Model and
Notation [25]) can capture both an ought-to-be supply chain, as well as detailed work‐
flow diagrams, it makes the process of going from as-is to to-be, easier, more structured
and efficient. By linking ought-to-be models with as-is and to-be models, it will be
possible to analyse how close (or far) the current practice is from situated best practice
(Fig. 4) (For detailed model-levels in the top-down and bottom-up models, see Fig. 2).

Fig. 4. The interplay between as-is, ought-to-be, and to-be models

The ought-to-be model is the result of the enterprise common understanding of the
best practice of the ideal future state. It is a continuous updated “living” model, based
on experience from current as-is, taking into account restrictions from laws and regu‐
lations beyond the control of the organization, but also including result from research
and development. When to-be is fully implemented, it will be the new as-is.

As illustrated in Fig. 4, this imply that the analysis necessary to go from as-is to to-
be, will be based on the common agreed best practice within the enterprise, unlike today,
where the to-be often are controlled by the IT-professionals. A generic best practice
model like this will give the business management and business architects more influ‐
ence and control, and provide a better and more effective way of specifing how the IT
systems should support the business processes.

When we get to a detailed level we often find common processes that are used in
several value-chains. To avoid redundancy, we model these standard processes separate
as stereotypes and make a link (relationship) from the value-chain process to the ster‐
eotype processes as illustrated in Fig. 5. The stereotypes can be aligned with a service
catalog and might be seen as a specification for the services.
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Fig. 5. Process states from generic future to specific implementation states

4 Case Study

To illustrate the approach, we use the experiences from a case in the healthcare sector.
Parts of this case have earlier been presented in [10], but the experiences from the case
have not been discussed in the same level of detail before.

Fig. 6. Healthcare delivery reference model (from [8])
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Health South East (HSØ) in Norway has been working with Clinical Pathway
Processes (how patients are passed through the diagnose/treatment activities in the
hospital) for many years, using different methods and notations and are developing a
Citizen Centric Healthcare Delivery Reference Model [8], the top-level found in Fig. 6.

The modeling was done in three phases during the project of building a new hospital
in Østfold Norway, replacing three existing old hospitals:

1. First an as-is model of current processes and systems was developed.
2. Second an ought-to-be model based on the existing reference model was built.
3. Third, a to-be model for the first installations necessary before opening the new

hospital was made.

The research question for this paper is how the combination of top-down and bottom-
up approach described in the previous section is experienced to be appropriate in the
case setting. The experiences are primarily based on the work of one of the authors,
working as a modeler and modeling facilitator through the project.

In the case we combined the use of IDEF0 and BPMN.

• The ought-to-be model is a generic planning model (in IDEF0) that represents value-
chains, as well as value-shop and value-networks.

• The workflow models (as-is and to-be) are implementation models (in BPMN), that
shows the detailed workflow for defined parts of the value-chain

Whereas the type of modelling that is described in this paper can be supported in a
number of different tools, we used Troux Architect [28], based on a call for tender and
procurement of tool and modelling services from HSØ. Troux Architect is a desktop
visual modeling environment used to create models and analytical tools for communi‐
cation and analysis of an enterprise. The content of Troux Architect visual models can
be saved in the Troux repository being available for query, reporting, and alternative
visualizations e.g. in web-based process navigators more familiar for users not being
modeling experts. Likewise, repository-based content coming from other sources such
as internal databases can be queried and incorporated into visual models.

The process modeling project for the new hospital was adjusted to the reference
model and below we present some examples from this model. The models are in Norwe‐
gian, but we describe aspects specifically relevant for this paper in English below.

A top-level IDEF0 model from the case study is depicted in Fig. 7. This shows the
sick patient as input and a cured patient as output. As controls on top the laws and
regulations are modeled and as mechanisms at the bottom the main roles/skills and
logical application systems are represented. Note that we do not need to represent a strict
sequence-flow in IDEF0 (which you would mandate in e.g. a BPMN-model) since this
would at this level be too restrictive to capture the variety of possible process patterns.
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Fig. 7. Top-level IDEF0 model in case study

On lower levels one models the sub-processes in the pathway with more detailed
inputs, controls, outputs and mechanisms. The processes and ICOM’s are numbered
according to the process breakdown structure. This top down generic model can be
broken down in several levels. It is also important to include the patient’s own processes
in the model in order to put the patient in focus.

From this main process structure it is possible to make many different model views
for various purposes and audiences. The processes can e.g. be presented in swimlanes
representing main hospital units. A more detailed view is shown in Fig. 8. (In this figure
the role-names are the most important, thus please ignore the activity names in Norwe‐
gian). This includes the patient processes with focus on the interactions between the
healthcare organizations and the patient, highlighting the Line of Visibility (LoV)
between the enterprise (hospital) and the customer (patient). In this view the ICOM’s
can be hidden.

These views can be made on several process levels, helping people from different
professions with varying skills to get a common understanding of the enterprise
processes.

We wanted to standardize the processes, and to make this more explicit, we made
process definitions as stereotype-processes or standard reference processes (such as
‘take blood sample’) that can be used several places in the value-chain or in several
value-chains (illustrated in Figs. 5 and 9). These process definitions represent the “layer”
of common terms where the business meets IT, i.e. where it is agreed upon what names
to use and define which stereotypes/workflows to be used.
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Fig. 9. Stereotypes as reusable process definitions

This generic, conceptual process can also be applied and be valid outside a hospital
unit. There will be several similar clinical pathways in the municipal health service (local

Fig. 8. Inclusion of both hospital and patient processes
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doctor), emergency units (prehospital), and ambulance. It is important to see these simi‐
larities to be able to synchronize medical records information, supporting a situation of
BPM-in-the-large [13, 14].

When we come to the implementation models (as-is or to-be) we did go bottom up
from implemented systems (applications, application functions, information model) up
to activities in a workflow diagram using e.g. BPMN as illustrated in Fig. 10, linking
the implemented workflow activities to data model and application model.

Fig. 10. Example of bottom-up implementation models

This is a specific architecture model referring to specific activities, applications and
information. (Ref TOGAF Continuum).

Going from as-is to to-be, guided by the best practice ought-to-be model will over
time close the gap between the long-term ambitions and current technical and organi‐
zational capabilities. The as-is and to-be will be different states of the implementation
model. A more long-term roadmap can be envisaged with a number of to-be models that
are expected to evolve into the ought-to-be model through reaching successive
plateaus [27].

4.1 Model Management and Use

The model(s) are created in Troux Architect and the diagrams can be stored in a shared
network drive or file solutions like Project place, SharePoint, or Dropbox.

The main architecture is illustrated in Fig. 11. The contents of the diagrams e.g.. the
BPMN objects like activities, data, events, gateways etc., are synchronized in a common
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repository (TrouxSource) where they are maintained and reused and updated via a
process portal (Process Navigator). The updates can then be synced back to the graphical
diagrams.

Fig. 11. Parts of the Troux Architecture solution

5 Discussion, Conclusion and Further Work

We have in this paper looked upon how to enhance the traditional practice with as-is
and to-be models with an ought-to-be model representing the situated best practice –
expressing the long-term ambitions for the enterprise. We describe the main lessons
learned below:

BPMN has become the de facto standard for process modelling, but has also received
much criticism for it’s appropriateness as a general process modeling language [1]. BPMN
is good for detailed bottom-up workflow-modeling, but less suited for top-down modeling
of value-chain, -shop, -network processes. The purpose of this top-down modeling is often
to get overview of the core business processes, and to make a process breakdown struc‐
ture that is consistent through the different levels of details. Often it is desirable at this
stage to leave open details about which roles can perform a task or process. i.e. a nurse can
perform some tasks previously done by physicists or specialists. We see a similar divi‐
sion of notations in enterprise process models in other organizations [12].

Using BPMN will often result in cementing a specific way of implementing the
process. In the hospital sector in Norway, it is clear that the wanted state and available
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technology is ten year or more ahead of current practice. In such a situation it is very
important to be able to represent the ideal (ought-to-be) solution, although it will not be
reached in a long time. The long-term ambitions have to give way in the short term for
the constraints in technical/IT systems. Since the ambitions will also evolve as the
current support and procedures evolve, this is clearly a moving target that need to be
represented independently of the traditional as-is and to-be models.

The enterprise architects have not so far been using a method and notation that is
suited for specifying an overall top-down process-model. For this purpose the IDEF0
notation, used in this case, is found superior to BPMN, in modelling a generic top-down
model with process-breakdown structure, including a conceptual information model,
logical organization model and logical system structure. This gives the expert profes‐
sionals and the enterprise architects a good tool to specify the requirements at a level of
detail that is in turn suitable for IT/System architects that is modeling bottom-up work‐
flows used for implementing systems according to the current business needs.

Combined with a middle level of stereotype process definitions (the common under‐
standing of a process between both enterprise and IT architects), this gives freedom for
both professions to express their model in notations suitable for their needs.

This results in three different representations of processes.

1. Top-down (ought-to-be) process-structure for value-chain, - shop, -network
modeled by enterprise architects.

2. Middle-out (agreed-to-be) stereotype process definitions representing the common
understanding of a process.

3. Bottom-up (as-is, to-be) workflow activity models of implementation of the common
agreed process for IT-, System- architects and operation managers.

Each of these types of models has their own lifecycles. A unifying overall process
model like the ought-to-be model, makes it possible for people with various back‐
grounds, coming from different organizational units and disciplines, and who has
worked in different ways in the past - to agree on common work processes and value
chains. This contributes to developing a common terminology for processes, concepts
and information objects. A generic overall model also contributes to the standardization
of process modelling so that the work processes are described the same way in the
different departments and disciplines, which is important for communication and reuse.

6 Conclusion and Further Work

Working with this approach hopefully will make it easier for the enterprise management
and enterprise architects to express in more detail their ambitions, before the CIO and
IT-architects come with their systems and limitations from current technology. A main
learning from the case is that the ought-to-be models developed top-down, due to that
they are not to be immediately implemented makes it possible to describe ideas and
ambitions on a generic level, avoiding both ‘accidental’ organizational and technical
limitations, but also terminological constraints making it easier to be innovative and
learn from others without this being experienced as threatening to current practice.
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As a case study this work is limited to a certain phase of the specification and building
of a new hospital in HSØ, threating external validity (i.e. generalization of results). It is
also primarily based on the experiences from one of the main modelers, threating the
internal validity of the results since other stakeholders might have different perceptions.
In further work we will be able to follow the use of the models over time through several
iterations of updates. We also hope to be able to use this approach on other cases in other
domains, potentially also supported by other tools, investigating what is particular for
this case and what is to a larger degree generalizable.

In the investigation of the approach so far, we have used traditional process model‐
ling languages such as IDEF0 and BPMN for the top-down and bottom-up modeling.
We note that it is often needed to combine languages also from other perspectives [17].
In future work we will experiment with combining this with the use of approaches such
as AKM [13], DEMO [7] and ArchiMate [22]. AKM for instance is believed to be better
for supporting the agile use and evolution of the enterprise process knowledge captured
in the model, in particularly when capturing knowledge bottom-up directly from work
practice.

References

1. Aagesen, G., Krogstie, J.: Analysis and design of business processes using BPMN. In: vom
Brocke, J., Rosemann, M. (eds.) Handbook on Business Process Management. International
Handbook on Information Systems, pp. 213–235. Springer, Berlin (2010)

2. Alter, S.: A workaround design system for anticipating, designing, and/or preventing
workarounds. In: Gaaloul, K., Schmidt, R., Nurcan, S., Guerreiro, S., Ma, Q. (eds.) BPMDS
2015 and EMMSAD 2015. LNBIP, vol. 214, pp. 489–498. Springer, Heidelberg (2015)

3. Bråten, S.: Model Monopoly and communications: systems theoretical notes on
democratization. Acta Sociologica J. Scand. Socialogical Assoc. 16(2), 98–107 (1973)

4. Clancy, T.R., Effken, J.A., Pesut, D.: Applications of complex systems theory in nursing
education, research, and practice. Nurs. Outlook 56(5), 248–256 (2008)

5. Conner, D.: Managing at the Speed of Change. Random House, New York (1992)
6. Dahl, Y., Sørby, I.D., Nytrø, Ø.: Context in care–requirements for mobile context-aware

patient charts. Stud. Health Technol. Inform. 107(Pt 1), 597–601 (2004)
7. Dietz, J.: Enterprise Ontology. Springer, Berlin (2006)
8. Engen, R., Viljoen, S.: Citizen-centric Heathcare Delivery Reference Model (2015)
9. Fawcett, S.E., Cooper, M.B.: Process integration for competitive success: benchmarking

barriers and bridges. Benchmarking: Int. J. 8(5), 396–412 (2001)
10. Fossland, S., Krogstie, J.: Modeling as-is, ought-to-be and to-be – experiences from a case

study in the health sector. In: PoEM 2015, Valencia, Spain (2015)
11. Gilbreth, F.B., Gilbreth, L.M.: Process Charts. American Society of Mechanical Engineers,

New York (1921)
12. Heggset, M., Krogstie, J., Wesenberg, H.: Understanding model quality concerns when using

process models in an industrial company. In: Gaaloul, K., Schmidt, R., Nurcan, S., Guerreiro,
S., Ma, Q. (eds.) BPMDS 2015 and EMMSAD 2015. LNBIP, vol. 214, pp. 395–409. Springer,
Heidelberg (2015)

Enterprise Process Modeling in Practice 379



13. Houy, C., Fettke, P., Loos, P., van der Aalst, W.M.P., Krogstie, J.: BPM-in-the-large –
towards a higher level of abstraction in business process management. In: Janssen, M.,
Lamersdorf, W., Pries-Heje, J., Rosemann, M. (eds.) EGES/GISP 2010. IFIP AICT, vol. 334,
pp. 233–244. Springer, Heidelberg (2010)

14. Houy, C., Fettke, P., Loos, P., van der Aalst, W.M.P., Krogstie, J.: Business process
management in the large. Bus. Inf. Syst. Eng. 3(6), 385–388 (2011)

15. IDEF0 (2016). http://www.idef.com/IDEF0.htm. Accessed 1 Mar 2016
16. Krogstie, J., Dalberg, V., Moe Jensen, S.: Process modeling value framework. In:

Manolopoulos, Y., Fillipe, J., Constantopoulos, P., Cordeiro, J. (eds.) Enterprise Information
Systems. LNBIP, vol. 3, pp. 309–321. Springer, Heidelberg (2008)

17. Krogstie, J.: Integrated goal, data and process modeling: from TEMPORA to model-generated
work-places. In: Johannesson, P., Søderstrøm, E. (eds.) Information Systems Engineering
From Data Analysis to Process Networks, pp. 43–65. IGI, Hershey (2008)

18. Krogstie, J.: Model-Based Development and Evolution of Information Systems: A Quality
Approach. Springer, London (2012)

19. Lillehagen, F., Krogstie, J.: Active Knowledge Modeling of Enterprises. Springer, Heidelberg
(2008)

20. Moody, D.L.: Theorethical and practical issues in evaluating the quality of conceptual models:
current state and future directions. Data Knowl. Eng. 55, 243–276 (2005)

21. Nelson, H.J., Poels, G., Genero, M., Piattini, M.: A conceptual modeling quality framework.
Softw. Qual. J. 20, 201–228 (2011)

22. Open Group Archimate 2.1 Standard. http://pubs.opengroup.org/architecture/archimate2-
doc/toc.html. Accessed 30 Mar. 2016

23. Price, R., Shanks, G.: A semiotic information quality framework: development and
comparative analysis. J. Inf. Technol. 20(2), 88–102 (2005)

24. Recker, J.C., et al.: Business process modeling : a comparative analysis. J. Assoc. Inf. Syst.
10(4), 333–363 (2009)

25. Silver, B.: BPMN Method and Style. Cody-Cassidy Press, Aptos (2012)
26. Stabell, C.B., Fjeldstad, Ø.D.: Configuring value for competitive advantage: on chains. Shops

Netw. Strateg. Manag. J. 19, 413–437 (1998)
27. TOGAF (2016). https://www.opengroup.org/togaf/. Accessed 1 Mar 2016
28. Troux Architect (2016). http://www.troux.com/. Accessed 1 Mar 2016
29. Weick, K.: Sensemaking in Organisations. Sage, London (1995)
30. Weske, M.: Business Process Management: Concepts, Languages, Architectures. Springer

Verlag Inc., New York (2007)

380 S. Fossland and J. Krogstie

http://www.idef.com/IDEF0.htm
http://pubs.opengroup.org/architecture/archimate2-doc/toc.html
http://pubs.opengroup.org/architecture/archimate2-doc/toc.html
https://www.opengroup.org/togaf/
http://www.troux.com/


Information and Process
Model Quality



How Modeling Language Shapes Decisions:
Problem-Theoretical Arguments

and Illustration of an Example Case

Alexander Bock(B)

Research Group Information Systems and Enterprise Modeling,
University of Duisburg-Essen, Essen, Germany

alexander.bock@uni-due.de

Abstract. To facilitate decision making and problem solving in organi-
zations, numerous modeling approaches have been advanced in various
research fields. Many of them are grounded on the idea that problem
situations can be structured by means of designated sets of modeling
concepts. A critical, yet often implicit, assumption in parts of the litera-
ture concerns the view that a given set of modeling concepts can capture
the problem situation “as it is”. Considering arguments about the con-
structive nature of problems, the paper illustrates a practical example
case in which different modeling approaches are used to describe a sin-
gle decision situation, to the effect that the formative role of decision
modeling languages becomes apparent. Theoretical and practical impli-
cations for the field of conceptual modeling are outlined, and directions
for future research are drawn.

Keywords: Conceptual modeling · Decision making · Problem solving ·
Problem construction · Decision models · Modeling concepts

1 Introduction

In recent decades, various research fields have felt called upon to offer help for
dealing with “the more intractable organizational problems” of a “connected and
turbulent world” [1, p. 1]. Many of them operate on the basis of models. Decision
analysis and decision theory aim to construct formal models on which various
kinds of optimizing procedures can be performed (e.g., [2–4]). Stemming from
a background in operations research, sociology, and political studies, problem
structuring methods employ conceptual models as part of procedures to guide
multiple actors in discussing problem situations (e.g., [1,5,6]). More recently,
decision making has started to receive increasing attention in the field of concep-
tual modeling. A variety of conceptual decision modeling languages have been set
forth, all with slightly different ideas of how to aid decision making (e.g., [7–9]).
Furthermore, the area of conceptual goal modeling has found particular use in
the analysis of decision situations (see [10, pp. 676–678]). In sum, the organi-
zational decision maker can pick from a rich assortment of modeling languages
helping her or him deal with problems.
c© Springer International Publishing Switzerland 2016
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But there are intricacies in the application of decision modeling languages
which are rarely discussed (though see [11,12]). They relate to the idea that what
is provided in a decision modeling approach is a meaningful linguistic structure
to decompose and analyze ‘problems’ as they appear. For example, authors in the
field of decision analysis have likened their task to “the provision of a framework
in which to think and communicate” [3, p. 1]. Likewise, approaches in the field
of conceptual modeling such as the industry-driven OMG Decision Model and
Notation (DMN) include on their part a “basic structure, from which all decision
models are built” [7, p. 23]. With regard to the use of these frameworks, it is
often admitted that particular constructed models are not at once complete or
authoritative, but need gradual refinement and careful interpretation—within
the given frame (e.g., [3, p. 1] [13, pp. 29–32]).

However, what is usually not at issue, or recognized as a bias at all, is the
possibility that “the (modeling) framework” or “the (modeling) language” itself
imposes upon the problem or decision situation a particular way of seeing. And,
it is the argument of the paper, through this way of seeing decision modeling
approaches do not merely bring to the fore “the” problem, but they determine
what is seen and recognized as part of a problem in the first place. The practical
importance of this point seems clear: The use of different decision modeling
approaches might not only advocate different courses of action as (re-)solutions
for problems, but they might lead to different interpretations of what are the
problems, and, ipso facto, possible (re-)solutions altogether.

The purpose of this paper is (1) to clarify and direct attention at this crucial
role of decision modeling languages in shaping problem constructions and deci-
sions, (2) to illustrate its tangible and practical effects by means of an example
case, and (3) to outline possible directions for the field of conceptual modeling
to take note of these conditions. The observations of the paper have come to
the fore during a conceptual analysis of existing model-based decision aids [14,
p. 318], and the presented arguments are intended to contribute, and provide
fuel for thought, to decision-related efforts currently underway in the field of
conceptual (enterprise) modeling (e.g., [7–9,15]).

The argument of the paper proceeds as follows. The next section summarizes
theoretical basics of decision and problem solving research. In Sect. 3, the main
point of the paper is practically illustrated by an example case, using model-
ing approaches from various fields. Implications and possible routes for future
research are discussed in Sect. 4. The paper closes in Sect. 5.

2 On Decisions and Problems

Decision making and problem solving are studied in many disciplines. Selected
theoretical positions as to key concepts of these themes are outlined below.

The Basic Choice View. The most common idea of a ‘decision’, as found in many
fields, is that of a choice (see, e.g., [16, pp. 656–657] [17, pp. 568–572]). A common
framework, found both in descriptive and prescriptive research, assumes that
a decision situation is characterized by a set of alternative courses of action
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(from which only one can be chosen), a set of possible future states (for which it
is uncertain which one will emerge), a set of outcomes linked to all alternatives
and future states, and a set of goals or values in the light of which the outcomes
are evaluated (see, e.g., [4, pp. 1–3] [16, pp. 656–657]). Thus, in this view, a
decision maker is confronted with an uncertain choice and wishes to obtain the
most desirable outcome, much like in a “gambling decision” [17, p. 569].

From Decisions to Problems. But already a long time ago it has objected that
such views “falsify decision by focusing on its final moment,” and “ignore the
whole lengthy, complex process of alerting, exploring, and analyzing that precede
that final moment” [18, p. 40]. The gradual exploration and analysis of the situ-
ation, then, is assumed to happen only in the course of decision processes ([19,
pp. 322–323] [18, pp. 40–44]). A great deal of prototypical process schemes has
been proposed in the literature (for an overview, see, e.g., [20]). While details
vary, it is commonly recognized that especially early stages include activities
such as ‘problem exploration’ or ‘problem definition’ (cf. [20, pp. 855–856]). It is
in this process view that activities of decision making come to be seen as closely
related, if not identical, to activities of problem-solving (cf. [21, pp. 1489–1490]
[20, pp. 855–856] [19, pp. 322–324]). Thus, generally speaking, a “pre-decisional
phase of defining or formulating a problem” [19, p. 322] can be assumed.

Basic Aspects of Problem Solving. Basic psychological definitions of ‘problem’
state that, e.g., “a problem is an unknown in some context [...] (the difference
between a goal state and a current state)”, and “someone believes that it is worth
finding the unknown” ([22, p. 2680]; for further definitions, see [23, pp. 5–13]).
Solving a problem, then, according to elementary psychological insights first
“requires the construction of a mental representation of the problem situation”
[22, p. 2680]. More precisely, research indicates that representations are typically
modified many times, and perhaps radically, in the process [24, pp. 414–420].
Second, problem solving includes various modes of reasoning, operating on the
representations (e.g., [22, pp. 2682–2683] [24, pp. 414–420]). Both aspects are
believed to be moderated by many factors, including (domain-specific) ‘knowl-
edge’, ‘epistemological beliefs’, ‘socio-cultural roles & expectations’, and envi-
ronmental ‘information’ and ‘resources’ (see [23, pp. 20–23] [22, pp. 2681–2683]).

The Constructive Nature of Problems. Considering the above basic positions,
it can be asked whether being a ‘problem’ is an inherent and definite property
of a situation. Although such an “objectivist view” can be detected in parts
of the decision research literature [25, pp. 319–323], several authors have con-
tended that “problems are not objective entities in their own right” ([19, p. 322];
see also [26, p. 119] [21, p. 1491]). This is related to various lines of argument.
First, as noted above, a ‘problem’ is ordinarily defined in relation to what an
individual takes as (un)desirable (as indicated by concepts such as ‘goal’). In this
sense, a situation cannot be said to be a problem independently of an individual
process of valuation (cf. [21, p. 1491]). Second, what might become part of a
mental representation of a perceived situation is ordinarily assumed to depend
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on factors such as (domain-specific) knowledge, obtained information, and basic
beliefs (see above). If this position is accepted, then it cannot be said that a
(“real-world”) situation objectively hosts a specific problem, because there is no
single way to interpret “the” situation in the first place (cf. [26, pp. 120-122]).
Against the backdrop of these and further arguments (e.g., arguments related
to epistemological debates, or arguments related to the idea of the social con-
struction of reality; see [25,26]), various authors have come to regard problems
as ‘constructions’ or ‘constructs’ (e.g., [21, p. 1491] [5, p. 63] [26, p. 121]).

In sum, the short synthesis indicates that decision processes, rather than
being limited to reasoning in the confines of given choice frames, are concerned
with analyzing and constructing representations of perceived situations.

3 How Language Shapes Decisions: An Example Case

In order to illustrate how modeling languages exert influence on the construc-
tion of problems, in this section, an example decision case is considered through
the lens of different modeling approaches. The scenario is broadly based on a
real-world IT outsourcing case which has been reported in the literature [27,
pp. 228–230]. Parts of the case are modified and shortened for purposes of illus-
tration. The overall intention is to discuss a typical real-world decision process;
the concern is not with specifics of the given institution or professional area.

Four decision modeling approaches have been selected for the following illus-
tration. These have been deliberately chosen so as to cover a spectrum of research
fields. However, the aim of this paper is not to conduct an exhaustive review of
existing approaches. Overviews of decision aids from various research fields are
available elsewhere (e.g., [4,5,10]). From among the selected approaches, decision
matrices and influence diagrams stem from the field of decision analysis [4,28],
cognitive maps have been developed in the realm of “soft” operational research
[5,6], and goal modeling languages are a central subject in the field of conceptual
modeling [10,29]. The disciplinary variety is intended to help illustrate markedly
different perspectives on a single situation. The point of this paper, however, is
not limited to specifics of these example approaches.

In line with the purpose of this paper, the following discussion places empha-
sis on the modeling concepts (i.e., static language constructs) of the approaches.
The discussion abstracts from procedural components that guide model construc-
tion and (formal) analysis, just as from other influences such as group behavior
or organizational regulations. Finally, note that the presented models are possible
models; they are not supposed to convey a single way of interpretation.

3.1 Scenario Setting

The decision scenario concerns a central Regional Health Authority (RHA) and
its local sub-units (cf., here and below, [27, pp. 228–230] for a description of the
original case). The RHA is responsible for the overall healthcare coordination in a
national region, while the sub-units (e.g., hospitals or other medical offices) offer
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local healthcare services. Recently, the government has advanced an initiative to
reorganize the national public healthcare system, which advises to run the health
administration in a more competitive manner, to privatize where possible, and to
decrease overall costs. To enforce a more flexible administration, RHAs are fur-
ther prompted to decentralize overall managerial responsibilities and to establish
“purchaser-provider contractual relationships” [27, p. 228] among their various
(sub-)units. These directives, in turn, have implications for the IT organization.
They encourage IT cost reductions, externalization of IT services, establishing
IT purchaser-provider contracts in the (sub-)units, and redistributing IT man-
agement responsibilities. The RHA, which itself feels a shortage of money, needs
to consider options for outsourcing the IT unit and its local subsidiaries.

At first sight, four options suggested themselves. “One was to contract the
whole [IT] unit out to an outsourcing vendor. The others were to convert the unit
into a trading agency to sell its services in the region [...], to contract out parts
of the unit, or go for a management buyout.” [27, pp. 228–229]. But assessing
these options turns out to be complicated. First, IT services are provided and
used in a distributed and heterogeneous environment, making it hard to deter-
mine what could be outsourced at all. Some services are provided centrally by
the RHA (e.g., an expiring mainframe system offering basic applications for the
sub-units), others are run by the sub-units themselves. Second, each sub-unit has
a different level of expertise both with respect to specific technologies and with
respect to IT management in general. As a result, some sub-units would continue
to depend on legacy systems (e.g., the central mainframe) because they cannot
run systems locally; other sub-units, in turn, do have these capabilities. More-
over, due to the directive to redistribute (IT) management responsibilities, any
outsourcing option would possibly have to be managed by the local (sub-)units
alone. But because experience and external vendor maturity vary greatly, it is
uncertain whether the (sub-)units would have the skills necessary to negotiate
IT outsourcing contracts. Finally, strategic issues need to be considered. It is felt
that some IT services should not be externalized because they involve critical
healthcare knowledge. Also, of course, outsourcing would be regarded as useless
if the resulting IT service quality would not exceed in-house service quality.

In sum, the RHA would appear to face a typical ‘problematic’ situation:
There is a clear need to act, but a confusing range of issues, constraints, aims,
options, and developments present themselves. Let us consider what aspects of
these affairs can be untangled through the lens of different modeling languages.

3.2 Perspective 1: The Situation as a Choice

A first possible approach to consider decision situations are decision matrices
(e.g., [4, pp. 2–3] [3, pp. 21–24]). Different variants exist. One common vari-
ant enables to view situations through the lens of the classical decision analy-
sis concepts alternatives, environmental states, goals (criteria), and outcomes
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Fig. 1. A possible decision matrix for the decision situation

(see, e.g., [30, p. 807]; for a conceptual reconstruction, see [8, pp. 311–312]). In
essence, the situation is apprehended as a choice in view of multiple criteria.1

What can be seen through this lens? Fig. 1 presents an example. First of all,
a clear-cut set of alternatives is listed, covering the four options indicated in
the case description. However, as becomes apparent, the formulated alternatives
need to be placed at a high level of abstraction because the circumstances permit
a great deal of adjustments and strategies for all alternatives (e.g., determining
which parts of the IT should be outsourced). Next, six example goals (or criteria)
to evaluate alternatives are found in the decision matrix. These criteria can be
seen as some of the more operational goals that can be interpreted in the case.
Other, more general or distant goals in the case (e.g., overall cost estimates or
overall IT service efficacy) may be seen as functions of the listed criteria (see
[30, p. 810] for notes on this procedure, and see Sect. 3.4 for a detailed discussion
of goals). Finally, decision analysis advises to assess alternatives with respect to
concrete outcomes for each criterion. To account for uncertainty, different future
environmental states may be defined. One uncertainty in the case concerns the
question whether or not the sub-units will have the IT management skills to
handle outsourcing contracts. This is condensed into two states (s1 and s2),
which affect outcomes for the sixth criterion. Example outcomes, normalized on
a scale from 0 to 1, are indicated for other criteria as well.

In sum, decision matrices enable to structure particular options and their
possible future outcomes in detail, serving as a basis for a great deal of ana-
lytic procedures (see [4,30]). However, when considering the given case, it would

1 A different variant of decision matrices is provided by the OMG DMN (see [7,
pp. 70–87]). In this variant, outcomes (which then also represent alternatives) are
mapped to combinations of input values [7, pp. 70–72]. These decision tables are
helpful mainly for “operational decisions” [7, p. 27] where it is known ex ante how
to act under what circumstances. This is not the case in the more complex example
case.
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seem that the concern is not so much with assessing outcomes for given options.
Rather, there is a need to assemble possible externalization options in the first
place, while considering a host of technical constraints and governmental direc-
tives. The choice-centric lens of decision matrices does not directly permit to see
these background conditions, motivations, and conflicts.

3.3 Perspective 2: The Situation as an Entanglement of Causes

Some ‘problem structuring methods’ utilize so-called ‘cognitive maps’ (e.g., [13,
pp. 26–37]). Many variants of ‘causal maps’ are found in the literature (see [5,
pp. 139–140]). Here the focus rests on a variant supposed to convey “a person’s
assertions about his beliefs with respect to some limited domain” ([31, p. 72], see
also [6, p. 6]). Cognitive maps essentially consist of two kinds of constructs: ‘Con-
cepts’ and ‘causal links’ (see [8, pp. 314–315]). A ‘concept’, in cognitive maps, is
a broad construct. Authors have suggested to use it to express, e.g., ‘assertions’,
‘assumptions’, ‘ideas’, ‘actions’, ‘issues’, ‘concerns’, ‘strategies’, ‘goals’, and ‘mis-
sions’ (see [5, pp. 142–143] [6, pp. 4, 36–38]). The links, in turn, are supposed to
convey “a causal assertion” [31, p. 72], meaning that more of one concepts is
assumed to lead to more of another (or vice versa, dependent on the sign) (cf.
[5, pp. 143–145]). Figure 2 presents an example cognitive map for the case.

Fig. 2. A possible cognitive map for the decision situation
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It is clear at a glance that the scope of what is covered by the cognitive map is
broader than what is captured by the decision matrix. For example, the cognitive
map includes various elements that describe the background developments and
stimuli of the decision situation (e.g., the governmental initiative; top of the
figure). More generally, the map describes different kinds of factors, demands,
and interrelations centering around the idea of ‘externalizing IT services’. As a
result, the indicated causal relations go beyond the single relation of “alternative
Ai may cause outcomes Oij”, as it can be expressed in decision matrices. The
cognitive map is also more abstract than the decision matrix in that it may
describe general ideas or factors rather than concrete states or outcomes. In
fact, the example map does not even include hints concerning possible courses of
action (although, admittedly, it could); it rather summarizes, from an individual
perspective, factors affecting the attractiveness of externalizing IT services.

Despite this broadness, there are aspects which cannot be seen through the
eyes of a cognitive map. Consider, for instance, the concepts ‘Need to have sub-
units successfully manage IT-related outsourcing contracts’ and ‘Weak IT man-
agement skills in local sub-units’ (bottom of Fig. 2). While the outgoing causal
links of the concepts indicate that these factors together constitute an issue, it
is not possible to express that directly because it is not a ‘causal’ relationship.
The same goes for other conceivable relationships types, such as teleological ones
(e.g., expressing that one goal is valued more than another). Finally, many facets
of the situation remain concealed due to the low level of semantics of the con-
struct of a ‘concept’. Although conventions exist (see, e.g., [5, pp. 145–146] [6,
pp. 36–38]), it is not possible to express through linguistic constructs whether a
‘concept’ in a cognitive map is supposed to describe, say, a ‘goal’ or an ‘idea’.

3.4 Perspective 3: The Situation as a Goal Conflict

While several goals of the RHA, broader and more specific ones, have been indi-
cated in the preceding perspectives already, the modeling approaches used there
do not provide the conceptual means to consider goals and their relationships at
a more subtle level. For that purpose, various goal modeling languages have been
advanced in recent years (for overviews, see [10, pp. 675–676] [29, pp. 13–14]). In
order to analyze the given case, the modeling language MEMO GoalML [29,32]
is used. This language is selected because it offers a particularly nuanced set of
inter-goal relationships. Figure 3 presents a possible goal system for the case.

When interpreting the diagram, it appears that the whole situation can in
fact be understood as an array of goal conflicts. At the top of the diagram, sev-
eral more final goals are found, whereas the lower goals correspond to the more
operational goals already listed in Sect. 3.2. In a related sense, some goals of
the RHA constitute rather broad orientations (e.g., to maximize IT long-term
competitiveness), whereas others demand for more specific conditions to be ful-
filled (e.g., to maximize the number of purchaser-provider contracts). To express
this distinction, the GoalML offers two goal concepts. Symbolic goals (repre-
sented by a lighthouse symbol) describe goals mostly inspirational in nature,
while engagement goals (represented by a target symbol) are linked to concrete
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Fig. 3. A possible goal system for the decision situation
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desired conditions [29, pp. 4–7]. The recognition of symbolic goals partly explains
why viewing the situation as a choice (Sect. 3.2) has been difficult—estimating
concrete outcomes for symbolic goals seems precarious, if possible at all.

Most importantly, however, viewing the situation through the lens of goal
relations makes explicit some of the value dilemmas the RHA is facing. First, sev-
eral conflicts arise because possible means to achieve one goal will likely impede
actions to achieve another (expressed through the conflicting means relation;
cf. [32, p. 233]). For example, actions to externalize IT services will probably
oppose attempts to keep knowledge in-house. In a related, but subtly differ-
ent way, effects of goals might also be incompatible with respect to a third
goal (expressed through the effects incompatible relation; cf. [32, p. 233]). For
instance, externalizing IT services and maintaining legacy system availability
might not conflict in terms of means, but together they can be expected to
affect incompatibly the goal of decreasing IT costs (because having an exter-
nal vendor host legacy systems could be a cost driver). Another aspect which
could not be expressed explicitly using the previous approaches are goal prior-
ities (shown in the stars attached to each goal). Finally, the GoalML permits
to make visible selected further assumptions of the modeler. For example, the
diagram shows many causal relations between goals (meaning that actions to
reach one goal are assumed to contribute to reaching another; cf. [32, p. 231]).
For the relation between IT externalization and cost savings (left-hand side), it
is explicitly expressed that the assumed reliability is in fact weak (see the dotted
arrow symbol).

However, again, there are many aspects which remain unseen in a goal-
oriented perspective. In essence, goal models focus on value and intermedi-
ate means-ends statements. Goals express “oughts”, and these can neither be
reduced to, nor be derived from, “factual” (in the sense of “fact-related”) state-
ments [33, pp. 46–47]. In consequence, it is not possible to express through goals,
e.g., developments in the decision environment (see the previous perspective),
assumptions about non-value-related probabilistic influences (see the next per-
spective), and other domain-specific aspects (e.g., IT infrastructure details).

3.5 Perspective 4: The Situation as a Net of Probabilistic Influences

As a final example, recall that in the first perspective (Sect. 3.2) the deci-
sion matrix included a set of environmental states (s1, s2). What the decision
matrix did not permit to see, however, were environmental factors and prob-
abilistic influences that might eventually result in the listed states. For that
purpose, influence diagrams can be employed (see, e.g., [12,34]). Influence dia-
grams consist of decision nodes (representing variables which can be varied),
chance nodes (representing aleatory variables), deterministic nodes (represent-
ing non-stochastic variables), and final value nodes (representing variables sought
to be optimized) (see [34, pp. 4–6]; and see [14, pp. 312–314] for a conceptual
reconstruction). Influence diagrams may seem similar to cognitive maps in that
they can be used to describe assumed relations among non-controllable factors.
But they are different in that they, apart from providing more kinds of nodes,
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Fig. 4. A possible influence diagram for the decision situation

describe probabilistic relations: A link between variables expresses conditional
dependence. Figure 4 shows an example influence diagram for the case.

Note that the example influence diagram shows only those factors which
might, according to the case description (Sect. 3.1), result in the different envi-
ronmental states for sub-unit IT management success. It would also be possible
to create a more encompassing influence diagram. But it becomes apparent from
the brief consideration already that influence diagrams, again, yield another way
of seeing the situation. In a way, they are a more abstract counterpart to decision
matrices. Rather than enabling to see particular alternatives or environmental
states, they permit to describe related variables or factors (for instance, the
states s1 and s2 from the decision matrix would be concrete possible values for
the middle node in the diagram). Then again, influence diagrams have also blind
spots. For example, it is not possible to express details of value dispositions (e.g.,
preferences among values as in the goal perspective), or any other factual aspects
other than those concerned with variables and probabilistic dependencies (e.g.,
broad notions such as “encouragement to privatize” found in the cognitive map).

4 Discussion and Implications

Having considered a single decision situation through the lens of different mod-
eling languages, several insights, concerns, and implications suggest themselves.
These are considered below, together with suggestions for future research.

Ways of Seeing. First of all, the example case has illustrated how each model-
ing language, by means of its concepts, provides the ability to see and describe
selected aspects of a decision situation, while necessarily omitting others. This
observation corresponds to Birrer’s position that all decision aids offer “fixed
structures (fragmentation schemes) [...] for decomposition of complexity [which]
cannot be considered merely as ‘neutral’ instruments” [11, p. 49]. Modeling lan-
guages appear to possess enabling and restrictive qualities, whose specific impli-
cations for the modeling of ‘problems’ are considered below. On a more general
level, raising awareness of language-specific lenses alone seems to be an impor-
tant responsibility for decision modeling research. Sometimes, the customary
rhetoric can underemphasize, or downright conceal, this influence. For example,
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when its authors state that “the influence diagram [...] is [...] a formal descrip-
tion of the problem” [28, p. 127], it is implicitly suggested that the approach can
capture the essence of a ‘problem’—although it is but one perspective. In the
field of enterprise modeling, where authors advocate a “reflective [...] perspective
that accounts for the limitations of enterprise models” [35, p. 47], it would seem
appropriate to similarly raise awareness of the limitations of decision models.

Enabling Qualities. On its face, it is a truism to note that a modeling language
enables to describe that which can be expressed by means of its concepts. But
there are important implications. First, as has been indicated in Sect. 2, ‘prob-
lems’ can essentially seen as mental representations constructed from perceived
‘situations’. Aside from the fact that the possible richness of these constructions
are likely captured only incompletely (restrictive facets are considered below),
a complicated interplay between (a) what is perceived, (b) what is constructed
mentally, and (c) what is modeled can be assumed. There is no need to spec-
ulate on specifics here (cognitive aspects of modeling are discussed elsewhere;
e.g., [24, pp. 424–425]). But in this interplay, the ‘enabling’ qualities of model-
ing approaches (cf. c) may also be assumed to have ‘direction-giving’ qualities,
affecting how attention is distributed (cf. a) and thus what emerges as a mental
representation (cf. b). Similarly, Birrer argues that “tools often’invite’ (’seduce’)
the user to certain kinds of use, which almost invariably leads to some problem
shift” [11, p. 49]. In an even more pessimistic, but practically grounded view,
decision analysts have remarked that “the too-frequently-encountered methods
expert [...] looks for problems that can be made to fit methods on hand” [12,
p. 101]. As a conclusion for the field of conceptual modeling, it would seem impor-
tant to further study the desirability and controllability of the formative role of
modeling languages, and to test ways of making it explicit or to mitigate it.

Related to that thought, and as a second implication, it follows that the
enabling qualities of languages may also affect the selection of strategies to
resolve the problem. For example, the decision matrix essentially suggests to
concentrate on picking an optimal means to defined ends; the goal system sug-
gests to devise a course of action that mediates between conflicting goals; and the
cognitive map might suggest to devise a course of action that considers underly-
ing causes of relevant developments. In another way, the resultant models could
be distinguished into supporting what has been described in the psychological
literature as either “an attitude of problem-mindedness [or] the usual attitude
of solution-mindedness” [36, p. 151]. The presented cognitive map and the goal
model focus on the former2 (because they concentrate on “exploring the charac-
ter of the problem situation” [36, p. 151]), while the other tools focus on the latter
(because they include possible solutions ex ante). Whatever the specifics, it can
be assumed that some courses of actions are unlikely to be discovered through
the modes of reasoning stimulated by a certain model. As a consequence, it would

2 Note, however, that cognitive maps and goal models could be created such that
they include solutions as well. In fact, this is what is done in parts of the literature
on goal model analysis (see [10, pp. 680–681]). But, as has been pointed out, these
“procedures can only find alternatives already in the model” [10, p. 681].
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appear helpful to foster a variety of modes of reasoning in decision modeling.
This is not a new point. In fact, it is a classical “recommendation [...] to keep
an open mind in the early steps of structuring a decision problem and consider
multiple alternative structures” [12, p. 86]. But in the field of conceptual mod-
eling, the study of ways and methods to specifically promote such ‘pluralistic’
decision support has not yet received the attention it would seem to deserve.

Restrictive Qualities. Besides enabling facets, it has also been noticed that
through each language a good deal of situational aspects remain unseen. This
would seem to occur in at least two ways. For one thing, it may happen that an
approach simply does not provide the concepts to describe certain aspects. For
example, influence diagrams do not possess a concept to describe, say, ‘conflicting
means-ends’ goal relations, as can be found in the GoalML [29]. Consequently,
it might occur, for each modeling language, that aspects of an individual men-
tal representation of a problem cannot be expressed, forcing the individual to
focus on other aspects and thus, as indicated above, possibly contributing to
“problem shift” [11]. But there is another way in which expressiveness can be
limited. It might be that a modeling language offers generic concepts which can
be used to describe a broad range of phenomena. This is essentially what general-
purpose modeling languages do (see [35, pp. 26–29]). Here, such a genericity can
be noticed, e.g., for ‘cognitive maps’. Almost any idea (e.g., an event or a goal)
can be modeled as a ‘concept’ in a cognitive map. But then there is nothing
which distinguishes the use of a ‘concept’ in the sense of a ‘goal’ or an ‘event’.
Hence, the way of seeing conveyed by the language can be said to be restrictive
in the sense that it does not permit to “see a difference”—the level of semantics
of the modeling constructs is low; they allow for a too wide range of possible
interpretations (cf. [35, pp. 7,13]). From a practical perspective, this seems criti-
cal not only for interpersonal model interpretability, but also when an individual
would prefer to structure a situation at a higher level of detail than is enabled.
In sum, it appears warranted to study more thoroughly how possible undesired
effects of restrictive qualities of modeling languages could be made explicit and,
perhaps, mitigated—if only by increasing conceptual richness (see below).

Enhancing Both Generic and Domain-Specific Conceptual Richness. Finally, it
has been indicated above that fostering conceptual richness in decision modeling
may be helpful. This can happen along a spectrum of specificity. On one end of
the spectrum, there are generic concepts. A selection of such generic concepts is
essentially provided by the considered approaches (e.g., ‘alternative’, ‘concept’,
‘goal’, or ‘chance’; cf. [14, p. 317]). All these concepts have a basic plausibility and
intuitiveness. But there is nothing which implicates that this selection is already
sufficiently comprehensive. Thus, it seems useful to investigate whether further
generic concepts to describe situations can be found, or perhaps combined,
in decision aids. On the other end of the spectrum, decision modeling might
profit greatly from domain-specific concepts. For example, the considered case
is essentially concerned with the domain of IT infrastructures. A modeler might
therefore wish to describe domain-specific concepts such as ‘mainframe’ and
‘software’. But, naturally, none of the considered general-purpose decision aids
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include concepts from these domains. Considering that psychological research
over time has increasingly emphasized the role of domain-specific knowledge in
decision making [17], it appears promising to examine possible ways of extend-
ing or combining general-purpose decision aids with domain-specific modeling
constructs, so that a richer overall modeling experience could be achieved.

5 Conclusions

When contemplating puzzling real-world decision situations, a variety of mod-
eling approaches can be used to dissect the perceived problem. The task of this
paper was to show that each of these linguistic structures imposes upon the
situation a particular way of seeing, and that this way of seeing affects what is
considered as a part of the problem, and, ipso facto, a desideratum of a pos-
sible solution. Based on a practical illustration of an example case and basic
problem-theoretical views, several implications and routes for the field of concep-
tual modeling have been outlined. In particular, future research could beneficially
(1) raise critical awareness about the limits and formative role of decision mod-
eling languages, (2) investigate possibilities for aiding a greater variety of modes
of reasoning, perhaps in the form of ‘pluralistic’ decision modeling approaches,
and (3) examine ways of enhancing the conceptual richness of decision modeling
languages, both in terms of generic and domain-specific modeling constructs.

References

1. Rosenhead, J., Mingers, J.: A new paradigm of analysis. In: Rosenhead, J.,
Mingers, J. (eds.) Rational Analysis for a Problematic World Revisited, pp. 1–19.
Wiley, Chichester (2001)

2. Raiffa, H.: Decision Analysis: Introductory Lectures on Choices under Uncertainty.
Addison-Wesley, Reading (1970)

3. French, S. (ed.): Readings in Decision Analysis. Chapman and Hall, London (1989)
4. Triantaphyllou, E.: Multi-Criteria Decision Making Methods: A Comparative

Study. Kluwer, Dordrecht (2000)
5. Pidd, M.: Tools for Thinking: Modelling in Management Science, 2nd edn. Wiley,

Chichester (2003)
6. Bryson, J.M., Ackermann, F., Eden, C., Finn, C.B.: Visible Thinking: Unlocking

Causal Mapping for Practical Business Results. Wiley, Chichester (2004)
7. Object Management Group: Decision Model and Notation: Beta 1. OMG Docu-

ment dtc/2014-02-01
8. Bock, A.: Beyond narrow decision models: toward integrative models of organiza-

tional decision processes. In: Proceedings of the 17th IEEE Conference on Business
Informatics (CBI 2015), pp. 181–190. IEEE Computer Society (2015)

9. Plataniotis, G., de Kinderen, S., Proper, H.A.: EA anamnesis: an approach for
decision making analysis in enterprise architecture. Int. J. Inf. Syst. Model. Des.
5(3), 75–95 (2014)

10. Horkoff, J., Yu, E.: Analyzing Goal Models - Different Approaches and How to
Choose Among Them. In: Chu, W. (ed.) Proceedings of the 2011 ACM Symposium
on Applied Computing (SAC 2011), pp. 675–682. ACM, New York (2011)



How Modeling Language Shapes Decisions 397

11. Birrer, F.A.J.: Problem drift. eliciting the hidden role of models and other scientific
tools in the construction of societal reality. In: DeTombe, D.J. (ed.) Analyzing
Complex Societal Problems, pp. 43–55. Hampp, München (1996)

12. von Winterfeldt, D., Edwards, W.: Defining a decision analytic structure. In:
Edwards, W., Miles Jr, R.F., von Winterfeldt, D. (eds.) Advances in Decision
Analysis, pp. 81–103. Cambridge University Press, Cambridge (2007)

13. Eden, C., Ackermann, F.: SODA-the principles. In: Rosenhead, J., Mingers, J.
(eds.) Rational Analysis for a Problematic World Revisited, pp. 21–41. Wiley,
New York (2001)

14. Bock, A.: The concepts of decision making: an analysis of classical approaches and
avenues for the field of enterprise modeling. In: Ralyté, J., España, S., Pastor,
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Abstract. The suitability of the standard UML notation for represen-
tation of relational database schema has been considered in this paper.
Unlike the existing approaches using specialized notation (UML profiles),
in this paper we propose an alternative approach for representation of
relational database schema by standard UML class diagram. Apart from
the analysis of the suitability of the isID (meta)attribute, we propose an
alternative representation of composite keys by using class operations.
The main idea of the proposed approach is based on the fact that the
standardized order of operation parameters can be used to represent the
order of key segments. The proposed approach is illustrated by a simple
model in forward engineering of relational database.

Keywords: Relational database schema · UML · Class diagram ·
Profile · Eclipse-topcased · Forward engineering · Primary key · Foreign
key

1 Introduction

The relational database model [1] has come a long way since the 1970s and it
has become the dominant model of database organization. The description of
the overall structure, relationships between data and corresponding constraints
in a relational database (RDB) are specified by the relational database schema
(RDBS). In an RDB design process, the RDBS constitutes a transitional model
between the conceptual database model/schema (CDM) and target physical
RDB. In the context of model-driven RDB development, the CDM represents a
platform independent model (PIM), while the RDBS represents a platform spe-
cific model (PSM), since the RDBS represents platform specific implementation
details such as platform specific data types, etc. In the existing findings, there is
no single or standardized approach to RDBS representation. The existing tools
for database design (commercial and open source, as well) use different notations
for RDBS representation, where the traditional notations (IE [2], IDEF1X [3],
etc.) are dominant. Since such models have a very limited portability, the Unified
Modeling Language (UML) has been widely used in database design process.
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UML [4] is a standard(ized) graphical language for the design, specification,
visualization and documentation of software systems in different phases of their
life cycle. The first reason for its widespread use is the rich notation that is
independent of the modeling process. The second reason lies in the concept of
openness, since the standard UML notation can be extended and specialized
for a specific domain. A set of extensions of the standard notation for use in a
particular domain is called a profile.

Given that the RDBS constitutes a PSM, the majority of the proposed
UML-based approaches and implemented tools use a specialized UML notation
(i.e. profiles) for RDBS representation. In this paper we propose an approach
for RDBS representation by standard UML notation, eliminating the need for
defining and applying domain-specific profile, which directly results in a more
simple and more effective database design process.

The paper is organized as follows. The second section follows the introduction
and presents the related work. The suitability of the isID (meta) attribute for
representation of the primary key is analyzed in the third section. In the fourth
section we propose an alternative representation of (composite) keys by using
class operations. The forward RDB engineering, based on the proposed approach,
is illustrated in the fifth section. The final section concludes the paper and gives
the directions for future research.

2 Related Work

The UML-based RDBS representation has been the subject of research since the
beginning of UML development. Although OMG (Object Management Group)
issued a request for proposal for a UML profile dedicated to database modeling
[5] ten years ago (2005), there is still no standardized approach to UML-based
RDBS representation.

The first important industrial implementation (Rational Software Corp.) of a
UML profile for database design was presented by Naiburg and Maksimchuk [6].
The majority of all subsequent proposals for UML-based RDBS representation
follows that initial UML profile specification, which assumes that: (a) tables
are represented by stereotyped classes (�table�), (b) columns are represented
by class attributes, (c) keys are represented by stereotyped (�PK�, �AK�,
�FK�) class attributes, but the column ordering in composite keys is not visi-
ble, (d) relationships between tables are represented by stereotyped (compos-
ite) associations (�identifying�/�non-identifying�), (e) RDBS constraints
are represented by stereotyped operations (�PK�, �FK�, etc.), but all other
necessary information about constraints is represented by tagged values, (f) table
indices are represented by stereotyped operations (�index�), etc.

Li and Zhao [7] proposed the usage of specific tagged values to designate the
keys. They proposed the modeling of relationships between tables by stereotyped
dependencies, but they proposed specific tagged values to designate referential
integrity constraints and column ordering in composite keys. Further, the plat-
form specific details were not considered.
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Ambler [8] proposed the specific stereotypes for modeling of columns that
represent or belong to the keys, but the column ordering in the composite
key is specified by tagged values. The relationships between tables are repre-
sented by stereotyped associations (like in [6]), while the indices are modeled by
stereotyped (�index�) classes and connected to the corresponding tables by
dependencies.

Lo and Hung [9] proposed a UML profile for modeling database retrieval.
Although it allows RDBS modeling, it is not focused on efficient RDBS visual-
ization, but on modeling of data retrieval (queries).

Marcos et al. [10] proposed a methodological approach for object-relational
database design using UML, covering the whole process from conceptual to phys-
ical level. In the context of UML-based RDBS representation, they follow the
previous proposals, except for representation of indices (they also propose the
usage of stereotyped classes, like in [8]).

By following Naiburg and Maksimchuk [6], Tomic et al. [11] proposed a UML
profile where the typical RDBS constraints are represented by stereotyped oper-
ations (�PK�, �FK�, etc.), too. However, they proposed the usage of the
standardized order of operation parameters to specify and visualize the order
of segments in complex keys. The proposed approach enables: (a) reduction of
additional properties in stereotypes representing the keys, and (b) better RDBS
visualization. That idea for the representation of complex keys also constitutes
a basis for this paper, since it eliminates the need for UML profile and enables
the representation of fundamental RDBS concepts by standard UML notation.

Apart from the previous papers focusing on specification of the UML pro-
file for RDBS modeling, in the existing literature there are also many papers
(e.g. [12–14]) using a limited set of UML extensions of the standard UML class
diagram for modeling some RDBS concepts (typically tables and primary keys).
However, such a class diagram is closer to a conceptual database model than to
an implementation model (RDBS).

3 Suitability of isID Meta-attribute

The UML specifications prior the UML 2.4 [15] did not contain explicit support
for representation of identifiers – there was no explicit way to indicate that some
class attribute uniquely identifies each particular instance of the given class.

From the UML 2.4 specification, (meta) class Property has an additional
(meta) attribute called isID. The default value of this logical (meta) attribute
is false, which implies that class attributes are not identifiers by default. The
fact that the value of this (meta) attribute for some class attribute is set to true,
implies that the given attribute can be used to uniquely identify an instance of
the containing class. In the official specification [15], it is stated that some class
attribute may be marked as being (part of) the identifier (if any) for a class
of which it is a member. The interpretation of this possibility is left open, but
it is suggested that this could be mapped to implementations such as primary
keys for RDB tables. The fact that some attribute is marked as an identifier
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(i.e. isID=true) is represented by the {id} modifier for the given attribute. If
multiple class attributes are marked as {id}, then the combination of correspond-
ing (property,value) tuples logically provides the uniqueness for any instance. In
[15] it is also stated that there is no need for additional specification of order
and it is possible for some (but not all) property values to be empty, as well.
The instance identity may be specified as ID = {(p1, v1), · · · , (pk, vk)}, where
p1, · · · , pk are the {id} attributes and v1, · · · , vk are corresponding attribute
values, respectively. The subsequent UML specifications (2.4.1 [16] and 2.5 [4])
did not introduce additional semantics for the isID (meta) attribute. The UML
2.4 metamodel excerpt, which is relevant for representation of classes is shown
in Fig. 1.

Fig. 1. UML 2.4 metamodel [15] excerpt relevant for representation of classes

Let us now consider the possibility of using the isID (meta) attribute to rep-
resent the primary key in RDB tables (i.e. relation schemas). A RDBS S is a set
of relation schemas, i.e. S = {R1, · · · , Rm}, and a set of integrity constraints
IC. A relation schema R, denoted by R(A1, · · · , An), is a set of attributes
R = {A1, · · · , An}. A relation (or relation instance) r of the relation schema
R(A1, · · · , An), also denoted by r(R), is a set of n-tuples r = {t1, · · · , tn} rep-
resenting instances of the given entity type (i.e. class). A relational database
instance DB of S is a set of relation instances, i.e. DB = {r1, · · · , rm} such that
each ri ∈ DB satisfies the integrity constraints specified in IC.

The subset SK ⊆ R is called a superkey of the relation schema R if for
any two distinct tuples t1 and t2 in a relation r(R), we have t1[SK]<>t2[SK],
where tx[SK] refers to subtuple of values from tx corresponding to the attributes
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contained in SK. Every relation has at least one superkey (the set of all its
attributes). A minimal superkey, i.e. a superkey from which we cannot remove
any attributes in order to keep a superkey, is called a candidate key. Although
every candidate key can be chosen as the primary key of the relation, it is usu-
ally better to choose a primary key with single attribute or a small number
of attributes. A primary key consisting of a single attribute is called a sim-
ple primary key (single-column key), while a primary key consisting of several
attributes is called a composite primary key (multi-column or multisegment key).
The order of the segments constitutes a very important property of the primary
key. This order is to be specified in the corresponding RDB constraint and it
directly affects the corresponding index structure in a physical RDB. Conse-
quently, the primary key PK is a sequence of segments, i.e. PK = (p1, · · · , pk),
where p1, · · · , pk ∈ R. Furthermore, for any two distinct tuples t1, t2 ∈ r(R), it
must be t1[PK]<>t2[PK].

Apart from the constraint that candidate/primary key values must be unique
for every tuple in any relation instance of the given relation schema, an entity
integrity constraint is to be satisfied, as well. The entity integrity constraint
states that values of all primary key attributes are not to be null. This con-
straint comes from the fact that the value(s) of the primary key attribute(s)
must uniquely identify each n-tuple in the given relation, since the unique iden-
tification of n-tuples would not be possible if the primary key has a null value,
or if its segments have null values. According to the SQL standard [17], each
column participating in the primary key is implicitly defined as NOT NULL,
and most of DBMSs require explicit specification of primary key attributes as
NOT NULLs. Since in [15] it is stated that it is possible that some (but not all)
{id} attributes have no values, it can be concluded that the UML specification
of the {id} attribute is in contradiction to the entity integrity constraint. To
conclude, all {id} attributes in the relation schema must have values, i.e. the
lower multiplicity of each {id} attribute must be 11.

In the case of a simple primary key defined on the relation schema R, the
PK = (p1, · · · , pk) expression becomes PK = (p), i.e. PK = p, where p ∈ R.
The built-in mechanism (isID meta-attribute), excluding optionality, enables
appropriate representation of the primary key. Namely, the {id} modifier enables
appropriate visualisation of the primary key – all attributes representing primary
keys in relation schemas are explicitly designated in the class diagram represent-
ing RDBS. The automatic generation of the corresponding primary key con-
straint in the target RDB is very simple, as well. In order to illustrate, Fig. 2
(top) shows the class with one {id} attribute, which represents a relation schema
with simple primary key (in accordance with UML 2.4 specification) and appro-
priate DDL (Data Definition Language) script for creation of the corresponding
table in the target RDB. The corresponding excerpt from the Acceleo [18] trans-
formation program for automatic generation of the given DDL script is shown
in Fig. 2 (bottom).

1 This fact is not explicitly represented in class diagrams, since the 1..1 multiplicity is
default. Allowed null values would require that the lower multiplicity of attributes
is 0, which would be shown in the class diagram in the form of [0..1].
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Fig. 2. Class representing relation schema with simple primary key and DDL script
for creation of the corresponding table (top); corresponding excerpt from the Acceleo
[18] transformation program for automatic generation of DDL script (bottom)

Although it is possible that each relation in RDB has a simple primary key
(a relation schema may possess an attribute that uniquely identifies each n-tuple,
or a designer can introduce a surrogate key – a synthetic attribute that uniquely
identifies each n-tuple), composite primary keys are common in practice, as
well. Therefore, it is necessary to consider the possibility of representation of
composite primary keys by using the isID (meta) attribute.

Given the fact, according to [15], that the unique identification of class
instances is specified by (unordered) set ID = {(p1, v1), · · · , (pk, vk)}, and the
primary key is specified by (ordered) sequence PK = (p1, · · · , pk), the ques-
tion arises whether the given set of attributes {p1, · · · , pk} may represent the
primary key of the relation schema modeled by given class. The answer to this
question lies in the serialization of UML models. Namely, if the physical order
of class attributes (serialized model) is equal to the logical order (visualized on
the diagram), then the answer to the previous question is affirmative and the
set of {id} attributes can be used as a primary key.

Serialization of UML models (i.e. MOF-based models) is standardized by
the XMI (XML Metadata Interchange) specification. XMI specifications [19,20]
preceding the UML 2.4 [15], define serialization of composite elements in the
form of XML elements (association of a class and its attributes is a compos-
ite, as it can be seen in Fig. 1). Additionally, the order of corresponding XML
elements in the model corresponds to the order of attributes in the diagram,
because the OwnedAttribute property is qualified as {ordered} (see Fig. 1). The
previously described serialization is retained in subsequent XMI specifications
[21,22], as well. To conclude, XMI-based serialization of UML models makes
it possible that set of {id} class attributes can be used as a primary key of
the relation schema represented by given class, since the set of {id} attributes is
ordered, i.e. {p1, · · · , pk} = (p1, · · · , pk). In order to illustrate, Fig. 3 (top) shows
a class representing relation schema with composite primary key consisting of
two attributes and appropriate DDL script for creation of the corresponding
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Fig. 3. Class representing relation schema with composite primary key and DDL script
for creation of the corresponding table (top); corresponding excerpt from the Acceleo
[18] transformation program for automatic generation of DDL script (bottom)

table. The corresponding excerpt from the Acceleo [18] transformation program
for automatic generation of the given DDL script is shown in Fig. 3 (bottom).

4 Alternative Representation of Keys

As shown in the previous section, UML specifications (starting from the ver-
sion 2.4) have a built-in mechanism to represent the identifier, or to indicate
that some class attribute uniquely identifies or belongs to the unique identifier
of each instance of the given class, which provides an adequate representation
of the primary key in the class diagram representing RDBS. However, some
modeling tools, including some open source development platforms, still do not
support the recent UML specifications and do not allow representation of the
primary key by applying the isID (meta) attribute. This raises the question
of whether there are alternative options for the primary key representation by
applying standard UML notation, without extending the UML metamodel, i.e.
specialization of the standard notation. An alternative mechanism should ensure
adequate representation of the primary key, regardless of whether it is simple or
composite (taking into account the order of its segments), with desirable visu-
alization of the primary key and as simple as possible automatic generation of
corresponding constraints in the target RDB.

The primary key can be specified by using OCL [23] (Object Constraint
Language), i.e. by OCL invariants. However, such approach has several limita-
tions. Although OCL invariants can be specified and automatically generated
in a unified way, automatic interpretation of invariants and generation of cor-
responding DDL script is not simple and requires appropriate OCL interpreter,
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e.g. [24]. Another very important disadvantage is inappropriate visualization of
the primary key. OCL invariants are not typically shown in the diagram, but
they are only available during the modeling as additional class properties. How-
ever, the primary key constitutes a very important and unavoidable concept in
database design process and its visualisation represents mandatory functionality
of modeling tools and notations for RDB design. Consequently, the UML/OCL
combination allows specification of the primary key, but without possibility for
its adequate (especially desired) visualization in relational schema. To conclude,
a different mechanism for simple and efficient specification as well as visualiza-
tion of the primary key is required.

Our recent research [11] suggests that standard UML possesses another inher-
ent (but not explicit) mechanism that also provides the possibility for very
simple and efficient representation of the primary key. Namely, by analyzing
the UML metamodel (Fig. 1), it can be concluded that parameters of the class
operation represent the sequence, i.e. class operation parameters are ordered
({ordered} constraint on the OwnedProperty end of the composite association
Operation←Property)2. Since the primary key is sequence PK = (p1, · · · , pk),
the previous conclusion allows us to represent the primary key by appropriate
class operation PK(op1, · · · , opk), where the primary key segments p1, · · · , pk are
represented by corresponding operation parameters op1, · · · , opk, respectively.

The idea to represent the primary key by class operation is not new. Class
operations have been used for the representation of primary keys from the ini-
tial proposals for UML database profiles, but these operations are used only to
indicate primary keys – they do not have any parameters. In this approach, not
only does PK operation denote the primary key, but it also serves to specify the
primary key segments and their order within the primary key. For instance, if a
relation schema Exam has a composite primary key consisting of the course id
and date attributes, then this key can be represented by the following operation:

PK(course id:text,date:date).
The proposed approach allows simple and complete representation of the

primary key, because all segments of the primary key and their order within the
primary key (which had previously been a special challenge) can be represented
by applying standard UML elements – class operation and its parameter(s). In
this way, there is no need for specialized notation that additionally indicates the
attributes belonging to the primary key.

In a similar way, we can also represent alternate keys (taking into account
the operations naming). For instance, the fact that a relation schema has two
alternate keys can be represented by the following operations:

AK key1(ak 11,...,ak 1p),
AK key2(ak 21,...,ak 2q),

where ak 11,...,ak 1p and ak 21,...,ak 2q are specifications of operation
parameters representing the components of alternate keys key1 and key2,
respectively.

2 This conclusion is valid for all UML 2.x specifications.
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Apart from the primary key and corresponding constraints, a foreign key and
corresponding referential integrity constraint are concepts of great importance
for RDBS representation. The referential integrity constraint is a constraint
that is specified between two relations and it is used to maintain consistency
among tuples of these two relations. It states that a tuple in one relation that
refers to another relation must refer to an existing tuple in that relation. It is
said that a foreign key FK(R2) = {f1, · · · , fk} ⊆ R2 from relation schema R2

references or refers to the relation schema R1 if it satisfies the following rules:
(i) the FK(R2) attributes have the same domain as the PK(R1) attributes of
relation schema R1, and (ii) a value of FK in a tuple t2 ∈ r2(R2) either occurs
as a value of PK for some tuple t1 ∈ r1(R1) or is null. In the former case,
we have t2[FK] = t1[PK], and it is said that the tuple t2 references or refers
to the tuple t1. Foreign key may also be simple or composite, referencing the
corresponding single/composite primary key in the referenced table. Unlike a
primary key, which is unique for the relation schema, some relation schema may
have several foreign keys referencing to the same or different relation schemas.
The referential integrity constraint is additionally characterized by appropriate
actions for ensuring referential integrity in the target RDB. All of the above
constitute an even greater challenge in UML representation of RDBS.

The proposed approach for modeling the order of the (primary) key seg-
ments, based on the standardized order of the operation parameters, allows us
to represent foreign keys by standard UML notation, as well. For the sake of
illustration, suppose that the Assessment relation schema has two foreign keys.
The first foreign key (column student id) references to the primary key (column
id) in the Student table. Other foreign key (consisting of the exam course id
and exam date columns) references to the primary key in the Exam table (ear-
lier used to illustrate the composite primary key). These foreign keys can be
represented by following operations:

FK Student(student id:text),
FK Exam(exam course id:text,exam date:date).
From the given examples it is evident that the proposed approach allows easy

modeling of the order of segments in composite foreign keys, and the existence
of multiple foreign keys in one relation schema can be resolved using operations
with different names (like modeling alternate keys). The introduction of the
appropriate prefix in the operation name facilitates the forward engineering of
DDL constraints in the target RDB – corresponding foreign key constraints are
to be generated based on the FK-prefixed operations, etc. To be able to generate
a particular DDL constraint based on the operation representing the foreign key,
it is still necessary to adequately specify the referenced table. As it can be seen
from the previous examples, the name of the referenced table can be specified as
a part of the operation name. Obviously, the operation FK Student represents a
foreign key referencing to the Student table, and FK Exam to the Exam table. In
case that some table has several foreign keys referencing to the same table, the
names of the FK operations (and the corresponding constraints in the target
RDB) should be different. For instance, the fact that the Student table has two
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foreign keys (the first one represents the place of residence ID, and the second one
represents the place of permanent residence ID) that reference to the primary
key id in the City table, can be represented by the following operations:

FK City residence(city residence id:int),
FK City permResidence(city permResidence id:int).
Additionally, the standard mechanisms for specification of referential actions

for foreign keys are to be considered. The standard UML notation allows specifi-
cation of operation constraints. A set of constraints (ownedRule) can be specified
for each operation. In our case, the appropriate constraint, which specifies the
necessary referential integrity actions, is to be defined for each operation repre-
senting the foreign key. Although constraints can be specified by using the OCL,
they can be specified in another way, as well. The easiest way is to directly
specify the DDL statement part, e.g.

ON DELETE RESTRICT ON UPDATE CASCADE.
The proposed method for the representation of a foreign key is sufficient

to represent all important aspects related to the foreign key. Additionally, it is
desirable to visualize connections between related tables in an appropriate man-
ner, in order to achieve more intuitive visualized RDBS (class diagram). In the
existing literature, there are several different proposals (which sometimes violate
the standard UML semantics) for visualization of relationships between tables.
The simplest ( and semantically correct) way to visualize relationships between
tables is the use of dependency directed from referencing to the referenced rela-
tion schema. It is also desirable that the dependency name matches the name of
the operation representing the corresponding foreign key.

Fig. 4. Illustrative example of RDBS in accordance with proposed approach
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Figure 4 shows a simple RDBS in accordance with the proposed approach –
shown RDBS includes examples that were used to illustrate the approach.

5 Forward Engineering of Relational Database

Forward engineering of relational database (Fig. 5) goes through three phases:
(i) conceptual modeling, (ii) mapping conceptual model to relational model, (iii)
creation of target physical database schema, i.e. DDL script generation.

Fig. 5. Forward engineering of relational database

The initial phase in database design is conceptual modeling. The main goal
of conceptual modeling is to provide an overall description of data on a high
level of abstraction in the entire system. The corresponding model is usually
called the conceptual model/schema and it represents a semantic data model
(data structure, relations between data, semantics, constraints). Figure 6 shows
a UML class diagram representing simple conceptual model, which will be used
as the starting model to illustrate forward engineering of relational database
according to the proposed approach. Since the given conceptual schema is very
simple and intuitive, its detailed description is omitted.

Fig. 6. Sample conceptual UML database model

After conceptual modeling, given conceptual schema should be mapped into
corresponding RDBS. A relatively simple set of mapping rules [25] can be auto-
mated. In our case, the tool is implemented as an Eclipse-Topcased [26] plug-in.
After selection of the input conceptual schema, specification of the path and
name of the output RDBS, selection of the target DBMS and setting default
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platform specific data types, the implemented tool processes the input (XMI-
serialized) conceptual UML schema, applies transformation rules and generates
the output (XMI-serialized) UML RDBS. The visualization of the automatically
generated UML RDBS, i.e. generation of the corresponding .umldi file, is per-
formed using the built-in Topcased functionality for automatic visualization. Due
to the paper length limitation, further implementation details are not provided.

By applying the implemented tool on the input conceptual schema (Fig. 6)
we obtain the RDBS as shown in Fig. 4 (the obtained RDBS was shown in the
previous section with the intent to better illustrate the proposed approach).

Automatically generated RDBS can be further manually improved and
adapted. For instance, migrated attributes may be renamed (their names
are generated in the form of <source schema> <source attribute name> or
<source schema> <rolename> <source attribute name>). In that case, seg-
ments of the corresponding foreign keys are to be renamed. Since the imple-
mented tool applies the default DBMS data types for integers, floats, strings
and dates, it might be also necessary to change data type for some attributes
(apart from the package representing the RDBS, the tool also generates the
package containing all data types supported by the selected DBMS).

Finally, the corresponding DDL script is to be generated, i.e. a physical data-
base schema is to be created in the target DBMS. The existing CASE tools for
database design have built-in functionality for automatic generation of DDL

Fig. 7. Acceleo transformation program for automatic generation of DDL script based
on UML RDBS
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Fig. 8. Generated DDL script

code. Topcased development environment makes it easy to automatically gen-
erate DDL code using specialized M2T (Model To Text) transformation lan-
guages, such as Acceleo [18]. Figure 7 shows an Acceleo transformation program
for automatic generation of DDL script based on UML RDBS. By executing the
transformation program (Fig. 7), based on the given RDBS (Fig. 4), we get the
DDL script as shown in Fig. 8.
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6 Conclusion

The suitability of the standard UML notation for RDBS representation has been
considered in this paper. Firstly, the suitability of the built-in mechanism (isID
meta-attribute) for representation of primary keys has been analyzed. It has
been shown that the isID meta-attribute can be used to represent the primary
key, regardless of whether it is simple or composite.

Regardless of the ability to represent the primary key by the isID meta-
attribute, UML still has no built-in mechanism dedicated to representation of
other important RDBS concepts, such as foreign keys and corresponding con-
straints. Furthermore, some modeling tools still do not support the recent UML
specifications and do not allow representation of the primary key by applying the
isID meta-attribute. Motivated by the previous facts, we tried to identify other
inherent UML concepts that would enable simple and efficient representation
of keys. As a result, an alternative representation of composite keys by using
class operations has been proposed. The main idea of the proposed approach is
based on the fact that the standardized order of operation parameters can be
used to represent the order of key segments. It has been shown that the pro-
posed approach can be used not only to represent the primary key, but also the
alternate and foreign key, as well. The representation of the order of attributes
in composite keys has been previously recognized as a special challenge, which
has been mainly addressed by specialization of the standard UML notation, i.e.
by UML profiles.

The proposed approach has several direct advantages compared to existing
approaches: (i) RDBS is represented by standard UML notation and there is no
need to define and apply the specific profile; (ii) modeling of RDBS by applying
standard UML notation is easier and faster than using the specialized notation;
(iii) visualization of RDBS is better, since the standard notation is used without
specific stereotypes; (iv) forward database engineering is easier and more effi-
cient, since it is easier to generate the corresponding DDL script for creation of
the target physical database schema based on standard UML models.

The preliminary results of applying the proposed approach show that the fun-
damental RDBS concepts can be represented by standard UML notation in an
easy and intuitive way. Furthermore, the implemented tool provides good visual-
ization of the automatically generated and/or manually modeled RDBS, as well
as simple generation of DDL script and forward database engineering for several
contemporary DBMSs. Someone may find that the strict naming of class opera-
tions constitutes the main limitation for adopting this proposal for manual RDBS
modeling. However, automatic RDBS generation eliminates these difficulties.

The future work will be focused on: (i) further evaluation and validation of
the proposed approach by using empirical experiments based on more complex
and extensive case studies, (ii) further analysis of the suitability of standard
UML notation to represent other important RDBS-related concepts (indices,
views, queries, triggers, etc.), and (iii) integrating the implemented tool in the
ADBdesign tool [27,28] for automated business model-driven design of relational
databases.
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Abstract. To deal with challenges as globalization and fast-changing environ‐
ments, enterprises are progressively collaborating with others and becoming a
Networked Enterprise (NE). In this context, Enterprise Interoperability (EI) is a
crucial requirement that needs to be verified by enterprises when starting a rela‐
tionship to avoid interoperability problems. The concepts of NE and EI are not
easy to understand due the variety of interpretations that exist in the literature.
Having a clear and shared understanding of the NE and the different interopera‐
tions between partners is a necessity to manage the interoperability development.
In order to reach such an objective, this research work defines a meta-model for
NE based on a systemic approach. Concepts related to EI are taken into account
to highlight the importance of this ability (i.e. Interoperability), seen as a require‐
ment, within a system to attain its targeted goals. Finally, a real case study is
proposed to validate the defined meta-model.

Keywords: Networked enterprise · Enterprise interoperability · Meta-model ·
Systemic approach

1 Introduction

Contemporary enterprises face a variety of challenges in the increasingly dynamic
socio-economic environment where they evolve. Challenges such as globalization,
novel technologies, financial crisis, the need for cost reduction and new markets are
change-drivers that require transformation within companies and their environments.
These challenges can be illustrated by the growing number of start-ups around the
world; the rapid evolution of information and communication technologies (ICT) that
offers, paradoxically, opportunities (e.g. ease the long-distance communications) and
threats (e.g. incompatibilities between communication protocols); the boost of
customized products demand, etc. In order to deal with these challenges, enterprises
are progressively collaborating with each other and participating to a so-called
Networked Enterprise (NE) [1–5]. The concept of NE is commonly confused with
Collaborative Network [6], Enterprise Networks [7, 8] and Value Network [9, 10].
In the NE context, interoperability [11–13], is a crucial requirement having to be
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verified by enterprises when starting a relationship with others to attain shared goals
[14, 15]. As soon as this requirement is not achieved when systems or system’s
elements need to operate together, interoperability becomes a problem that must be
solved [16]. Many research works were proposed in the literature to study Enterprise
Interoperability (EI) and propose related frameworks such as: the Athena Interoper‐
ability Framework (AIF) [17], the IDEAS Interoperability Framework [12], the
Framework for Enterprise Interoperability (FEI) [18, 19], the Classification Frame‐
work for Interoperability of Enterprise applications [20], the Ontology of Enterprise
Interoperability (OoEI) [16, 21] etc. Among these, the particularity of the OoEI is its
basis on the other cited researches and its unicity in defining the EI concepts in a
systemic approach [22]. Having a systemic view is very important and widely used
in Enterprise Modelling (EM) [23] because it provides a component-oriented view,
which reflects closely the reality of enterprise functioning. According to Giachetti
[24], an enterprise is a complex, socio-technical system that comprises interde‐
pendent resources of people, information, and technology that must interact with each
other and their environment in support of a common mission. As part of a network,
an enterprise can also be seen as part (i.e. System element or component) of a more
complex system: the network. Having a clear and shared understanding of the NE and
the different interoperations between partners is a necessity to manage the interoper‐
ability development, including the detection and prediction of problems at the early
stage. Thus, the following research question is raised: How can we establish a
common and clear understanding of the NE and its interoperations? To answer this
question, an analysis of the different perspectives of both concepts (i.e. NE and EI),
as well as, the representation of the relations between them are required. This raises
a new research question: How can we design the interoperability in the context of
Networked Enterprise?

The main objective of this work is to develop a common understanding of the
Networked Enterprise domain and the interoperability issues involved in the design
of such network. This is tackled through the proposition of a meta-model for
Networked Enterprise (NE), that we call the “Networked Enterprise Meta-MOdel”
(NEMO). This meta-model is defined based on the Design-Science Research (DSR)
methodology [25, 26] and uses a systemic approach to describe the NE elements. The
identification of the NE elements and characteristics are based on the definitions and
interpretations proposed in the literature [1–10]. Concepts related to the interopera‐
bility domain are mainly taken into account based on the OoEI [16, 21].

The reminder of this paper is as follow – Sect. 2 gives an overview of the research
methodology applied for this research. Section 3 presents the relevant related work. This
is followed by Sect. 4 where the NEMO is proposed. Section 5 illustrates a real case
study based on an active NE in the field of marketing and communication in Luxem‐
bourg. The conclusion and future work are brought forward in Sect. 6.
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2 Research Methodology

In order to answer the research question and to achieve the research objective, this
work is based on a simplification of the design-science research (DSR) as proposed
by [25, 26]. The methodology applied is divided according to the two processes
(Build and Evaluate) and the research outcome [27]. The Build process is composed
by two stages: The conceptual definition where we proceed with the literature study
on Networked Enterprise interpretations together with Enterprise Interoperability
concepts. Also, at this stage, the identification and definition of the concepts that are
presented in Sect. 3 are performed. The second stage is the construction of the meta-
model presented in Sect. 4. An analysis of the relation between NE and EI concepts
is required in this stage to understand the proposed meta-model. The Evaluate process
is done based on the observational case study. This is illustrated through a real case
study in Sect. 5.

3 Conceptual Definition - Related Work and Positioning

This section presents some of the different definitions and interpretations that have been
found in the literature about Networked Enterprise. This will allow the identification of
the main properties that need to be considered in this domain and propose a general
definition that can serve as a consensus and be used in different contexts. The ability to
interoperate, as a key factor within the NE, is also studied through the OoEI and the
interoperability requirements that should be satisfied to reach the objectives of the
network. The concepts identified in the following subsections are then used to describe
interoperability and related properties in the proposed meta-model.

3.1 Networked Enterprise

The notion of “Networked Enterprise” is ubiquitous, but hard to understand due the
variety of definitions and interpretations. In [1], NE is defined as “any coordinated
undertaking that involves at least two autonomous parties that interact using informa‐
tion and communication technology (ICT)”. NE is also considered as “loosely coupled,
self-organizing network of enterprises that combine their output to provide products
and services offerings to the market. Partners in the networked enterprise may operate
independently through market mechanisms or cooperatively through agreements and
contracts” [2]. In [5], the authors define NE as “linked companies that collaboratively
aim at enabling or implementing the collective Business Model by means of offering
service and product and/or sharing resources and competencies”. In [6], the expression
“collaborative network” is used to define “a network consisting of a variety of entities
(e.g. organizations and people) that are largely autonomous, geographically distrib‐
uted, and heterogeneous in terms of their operating environment, culture, social capital
and goals, but that collaborate to better achieve common or compatible goals, thus
jointly generating value, and whose interactions are supported by computer network”.
In [7], the authors use the term “enterprise network” to define “two or more participating
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enterprises are engaged in the supply and receipt of goods or services on a regular and
on-going basis. Within enterprise networks, partners rely on each other and the supply
of goods (or services) will be constrained by the associated logistics, manufacturing
commitments and the operating dynamics of the participating enterprises”. In [10], the
author use the term “Value Network” to define “a dynamic network of actors working
together to generate customer value and network value by means of a specific service
offering, in which tangible and intangible value is exchanged between the actors
involved”.

Although, these definitions are based on different context and have different point
of views (e.g. technological, manufacturing, industrial, etc.), we can notice that some
similar characteristics are considered among these work, such as: the necessity of a NE
to be composed by at least two autonomous enterprises and the ability to collaborate
to achieve a shared objective.

When adopting a systemic view and being inspired by these common character‐
istics, we define a Networked Enterprise as: “a system composed of at least two
autonomous systems (enterprises) that collaborate during a period of time to reach a
shared objective”.

3.2 The Ontology of Enterprise Interoperability

In the past years, researchers and practitioners have proposed numerous definitions for
interoperability [11–13, 17–19, 28]. In this research work, we consider a general systemic
approach of interoperability, where interoperability is first viewed as a problem to solve:
An interoperability problem appears when two or more incompatible systems are put in
relation [29]. Then, when taking the view of interoperability as a goal to reach, we can
also write: Interoperable systems operate together in a coherent manner, removing or
avoiding the apparition of related problems [30]. To have a clear understanding about the
Enterprise Interoperability, we need to study the core concepts and elements of the EI and
the operational entities where interoperations take place within an enterprise. These are
mainly defined by the OoEI, where interoperability is seen as a problem caused when
incompatible systems are put in relation. Its main purposes are to have a common under‐
standing about interoperability and to diagnose a priori and a posteriori [31] interopera‐
bility problems and propose solutions. The EI problems and solutions concepts are related
to the three Interoperability dimensions, as defined in the FEI [18, 19]. These are: Inter‐
operability aspects (conceptual, organizational and technical), Interoperability concerns
(business, process, service, and data) and Interoperability approaches (integrated, unified
and federated). The OoEI includes a systemic model, having a systemic core centered on
the notion of the system and its properties, and a decisional model that constitutes the
basis to build a decision-support system for EI.

Aligned with the systemic approach used by the OoEI, an enterprise can be decom‐
posed into three main sub-systems [32]: an operating or physical system; a decisional
or pilot system; and an information system. In [33], the authors used the GRAI Integrated
Methodology [34] to represent the enterprise sub-systems as depicted in Fig. 1.

420 G. Leal et al.



Fig. 1. The three subsystems from an enterprise [34]

In the Fig. 1, the decisional system ensures the overall objectives of the enterprise
taking them as inputs to send orders to the physical system. Furthermore, to determine
how to control the operating system in order to successfully achieve the system goals
and objectives, the pilot system communicates with the environment relating to the
system’s goals, accepting orders, making commitments and exchanging any other infor‐
mation with the environment that is necessary. The decisional system relies on models
of the physical system to make its decisions. However, for these models to reflect reality
to a sufficient degree, the decisional system must receive information, or feedback, from
the physical system.

As the main objective of this research is to define a meta-model for NE while taking
into account the different interoperations between stakeholders, the OoEI and the Enter‐
prise-as-Systems concepts seems to be perfect candidates to be considered in the devel‐
opment of the proposed meta-model since they are grounded in systemics and have a
problem-solving perspective.

3.3 Interoperability Requirements

Interoperability is a crucial requirement having to be verified by systems when being in
relationship with other systems in order to assume a common mission [15]; where
systems are considered as enterprises or parts of enterprises that need to interact in a
collaborative and common process with other enterprises or part of enterprises to achieve
a common goal [15]. Considering this perspective, the authors in [14] proposed an
approach based on the requirement engineering [35, 36] that can be used to describe and
structure interoperability requirements that are related to any interoperability problem
that may obstruct a collaborative process. The definition proposed is the following: “an
Interoperability Requirement is a statement that specifies a function, ability or charac‐
teristic, related to the capacity of a partner to ensure its partnership regarding compat‐
ibility, interoperation, autonomy, and reversibility, which it must satisfy’’ [14]. In [21],
a list of 48 best practices, which can be understood as requirements, were proposed.
These best practices describe the “what to do” in broad terms so that enterprises are left
great leeway in creatively implementing the “how to do it”.
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As soon as these interoperability requirements are not fulfilled, interoperability
becomes a problem that needs to be solved. To deal with that, evaluations can be
performed to assess the strengths and weaknesses of the considered system. Numerous
assessment methods were proposed in the literature such as: the Compatibility Matrix
[37], the formal metrics to evaluate the semantic interoperability between systems [38],
the Interoperability Score [39] and several maturity models [31, 40–43]. This stays out
of the scope for this paper and will be investigated in future work.

The interoperability requirements are fundamental assets to support the management
of the interoperability development as they can be used as indications to identify inter‐
operability problems. Hence, the interoperability requirements and related concepts will
be also considered in the design of the proposed meta-model.

4 Construction Stage - The Networked Enterprise Meta-Model

In this section we define relevant concepts and definitions used to build the “Networked
Enterprise Meta-Model” (NEMO).

Based on related work, we have defined a networked enterprise as: “a system
composed of at least two autonomous systems (enterprises) that collaborate during a
period of time to reach a shared objective”. (C.f. Sect. 3.1).

In this context, the Objective represents the system’s goal (NE goal) at a given time
[16]. This Objective should be compatible with the objectives of the Enterprise
members that compose the NE and their businesses. This Objective can be described
as a short-term objective, where there is a temporary alliance to seize a particular busi‐
ness opportunity or long-term objective, where enterprises have a stable collaboration
that is not limited by only one business opportunity. The objective of the NE should also
be aligned with its Function (i.e. Business), which represents the set of actions that the
system can execute in its environment, to achieve its objectives [16]. Based on that, the
NE can have different organizations, called also Classification [6, 7, 44–47].

A Networked Enterprise has its Lifecycle representing the different phases that a
given networked enterprise may pass through. We define five stages based on [6, 48]:
(a) Creation is the stage when the networked enterprise is started. It includes the strategic
planning, the recruiting, the organizational structure constitution and the setting up;
(b) Operation is the operating stage of the networked enterprise; (c) Evolution is the
stage when small changes in membership, roles and work methods happen; (d) Trans‐
formation is the stage when significant changes in objectives, principles and membership
happen, leading to a new form of organization; (e) Decomposition is the stage when the
networked enterprise ceases to exist.

To be part of the NE there are defined Requirements specifying the ability or char‐
acteristic that must be satisfied in a given context [35, 36] to avoid problems, mainly the
ones related to interoperability. The Interoperability Requirements concept adopted
here refers to the ability of partners to ensure the compatibility, interoperation, autonomy
and reversibility requirements of a NE [14]. Where a compatibility requirement specifies
a function considered to be invariable throughout the collaboration and related to inter‐
operability barriers for each interoperability concern. An interoperation requirement
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specifies a function considered to be variable during the collaboration, related to the
performance of the interaction. An autonomy requirement specifies a function related
to the capacity of partners to perform their governance and maintain their operational
capacity during collaboration. A reversibility requirement specifies a function related to
the capacity of a partner to go back to its original state after collaboration. These
requirements are also related to the life cycle stages i.e. each stage has its requirements
that need to be fulfilled. The compatibility requirements are mainly related to the creation
stage of a NE. The autonomy and interoperation requirements are related to the operation
stage. The reversibility requirements are essentially related to the decomposition stage.
Figure 2 illustrates an overview of the NEMO model taking into account the concepts
defined above.

Fig. 2. The NEMO meta-model.

The meta-model gives an extensive view of a Networked Enterprise and its constit‐
uents. However it is not enough to realize an accurate characterization of the EI domain
because it represents interoperability only as a requirement of a system’s function but,
as mentioned before, as soon as this requirement is not achieved, interoperability
becomes a problem that must be solved. Hence, we combine the OoEI elements because
it also considers interoperability from a problem-solving perspective. Therefore, we
adopt the following concepts: EnterpriseInteroperability, EnterpriseInteropDimen‐
sions, InteroperabilityAspect, InteroperabilityConcern, InteroperabilityApproach,
InteroperabilityBarrier, Problem, ExistenceCondition, Incompatibility, and Solution.
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Solution uses interoperability approaches to remove interoperability barriers and
solve problems. Figure 3 shows the OoEI concepts (identified by the prefix “OoEI:”,
and the grey color) integrated into the NEMO (elements in white color). Based on the
proposed meta-model, we can clearly see both views of the interoperability concept: the
interoperability as a requirement between systems willing to collaborate and as a
problem when the requirement is not fulfilled.

Fig. 3. The NEMO meta-model integrating the OoEI concepts (grey colored).

Considering the Enterprise as System concepts [33] (c.f. Sect. 3.2), Fig. 4 shows the
integration of these systemic concepts (identified by the prefix “OoEI:”, and colored in
grey) in the NEMO meta-model (elements in white color).
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Fig. 4. NEMO meta-model with the enterprise as system concepts (grey colored).

The PhysicalSystem is concerned with the interoperation of physical facilities. The
DecisionSystem is mainly concerned with operational, administrative and strategic deci‐
sions; and the InformationSystem’s interoperability concerns the exchange of informa‐
tion between two systems [33]. The EnterpriseBusiness denotes the enterprise function
such as delivery of products and services to customers. EnterpriseLevel represents the
layers of enterprise in general. Thus, the four interoperability concerns are also
subclasses of this concept. These enterprise-as-systems concepts facilitate analyses on
specific systems without influencing the network as a whole.

5 Evaluation Using a Case Study

As part of the research approach, this section illustrates the evaluation of the proposed
meta- model using a real case study based on The Factory Group (TFG) [49], an active
NE in the field of marketing and communication in Luxembourg. TFG brings together
independent companies linked by their capital structure or by joint venture agreement.
This NE is composed of five distinct enterprises:

1. Concept Factory [50]: Full-service communications consulting agency.
2. Interact [51]: Provider for multimedia information technology services.
3. Exxus [52]: Innovation and strategy consulting agency.
4. Sustain [53]: Service provider for sustainable development projects and corporate

social responsibility.
5. Quest [54]: Market Research Company.

It is worth noting that, for some reasons (that stays confidential), Quest has the intent
to leave the NE; consequently, we do not consider this company in this analysis. The
information used to define the scenario were gathered through interviews and analysis
of provided documents by the different enterprises. The selected interviewees are
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members of the board of directors of each considered enterprise. First of all, we have
modelled the TFG using only the NE concepts identified (c.f. Sect. 4), as illustrated in
Fig. 5.

Fig. 5. TFG representation using NE concepts.

Considering the gathered information, the TFG is composed of Exxus, Sustain,
Concept Factory and Interact. Where the four enterprises collaborate to achieve the TFG
goals but remain autonomous to operate and pursue their individual goals. The individual
objectives of each enterprise are the following: Exxus has the objective to become a
leader in innovation consulting, Sustain has the objective to become a leader in sustain‐
ability and corporate social responsibility (CSR) consulting, Interact has the objective
to become a technological hub and the Concept Factory has the objective to become an
integrated communication agency, offering both digital and printed products. The NE
as a whole has the objective of “creates sustainable customer value”. To achieve this
goal, the NE has functions related to their domain of activity (marketing and commu‐
nication), for example TFG has the function of delivery services and products to its
customers. The TFG is located in Luxembourg, and the majority of its clients are from
Luxembourg, however, the number of international clients, in the past few years, is
increasing. Hence, the TFG is influenced by the Luxembourgish and International
markets. The TFG is passing through three stages in its life cycle. While the group is
operating, small changes in the work methods are happening constantly (i.e. they are
evolving). TFG are also going through a transformation changing some fundamental
principles and roles. For example, Interact are becoming an IT specialized agency rather
than a digital marketing agency. In order to provide sustainable products and services,
the group has the interest to stay together for a long period of time. Thus, the objective
identified hereinabove can be classified as a long-term objective. In order to execute
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functions to achieve its objectives, a given number of requirements need to be achieved
(i.e. each function has its requirements). These requirements are composed of intero‐
perability requirements.

Even though the NE elements are well described and consider some concepts related
to interoperability, using only the NE concepts to model TFG does not allow to represent
the importance of the interoperability concept and its properties. For instance, it is not
possible to represent an interoperability problem, its existence condition (i.e. why this
problems is happening) and which enterprise level (i.e. business, process, service and
data) it is affecting. Without these concepts, it may become difficult to identify the cause
and location of the problem, which makes the selection of an appropriate solution rapidly
harder. Further, it is important to represent the enterprise interoperability dimension (i.e.
Interoperability aspects, concerns and approaches) and the interoperability barrier
concept. These four concepts (c.f. Sect. 3.2) describe the main interoperability elements
related to an enterprise. As mentioned before (c.f. Sect. 4), to fill this gap related to the
interoperability representation, we use OoEI elements. Considering the different
concepts that need to be taken into account in the OoEI and in the NE context, we have
designed the TFG using NEMO, as depicted by Fig. 6. The specific OoEI elements are
colored in grey.

Fig. 6. The Factory Group using the NEMO meta-model.
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In Fig. 6, we illustrate the following interoperability problem: “the different under‐
standing of the services’ sequence within collaborative processes”. This problem
concerns all partners within the NE. A potential cause (Existence Condition) of this
incompatibility is the fact that there is no collaborative processes documented or shared
within the TFG. Consequently, information is not clear to all employees. This incom‐
patibility is concerned with the data and process concerns and the conceptual aspect of
an enterprise. This problem is considered as a conceptual barrier, because it is concerned
with semantics and syntactic problems in the process and data levels of the NE. A
potential solution to solve this problem is to document and share the TFG collaborative
processes within the NE.

Applying the NEMO has allowed us to identify and relate the main elements of The
Factory Group. Having this real use case was useful to validate the NEMO meta-model.

6 Conclusion and Future Work

In this paper, we have defined the Networked Enterprise Meta-Model (NEMO). Prior
to that, an investigation about the different definitions and interpretations about
Networked Enterprise (NE) has been done to identify the core concepts related to this
domain and propose a systemic definition of NE. The proposed meta-model aims at
providing a common understanding of the NE domain. Within this context, interopera‐
bility is a key factor to seize business opportunities. Thus, concepts from EI related work
was considered.

A real case study of an active NE in Luxembourg has been studied to validate the
proposed meta-model, by illustrating the main NE concepts and the different interop‐
erations between them.

As future work, we intend to extend the NEMO meta-model to build a Framework
for Networked Enterprise Interoperability using enterprise modelling approaches such
as UEML [55], CIMOSA [56], etc. This framework will be completed by an interoper‐
ability assessment method based on formal metrics and maturity levels which will tackle
the interoperability potential of each member of a NE and the compatibility between
them. This will serve as basis to the development of a decision-support system for
preventing and solving enterprise Interoperability problems in the Networked Enterprise
context.
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(PLAnning Transformation Interoperability in Networked Enterprises), financed by the national
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Abstract. Visual Modeling Languages (VMLs) are important instruments of
communication between modelers and stakeholders. Thus, it is important to
provide guidelines for designing VMLs. The most widespread approach for
analyzing and designing concrete syntaxes for VMLs is the so-called Physics of
Notation (PoN). PoN has been successfully applied in the analysis of several
VMLs. However, despite its popularity, the application of PoN principles for
designing VMLs has been limited. This paper presents a systematic approach for
applying PoN in the design of the concrete syntax of VMLs. We propose here a
design process establishing activities to be performed, their connection to PoN
principles, as well as criteria for grouping PoN principles that guide this process.
Moreover, we present a case study in which a visual notation for representing
Ontology Pattern Languages is designed.

Keywords: Concrete syntax � Design process � Visual Modeling Language �
Physics of Notation � Ontology-Pattern Languages

1 Introduction

Visual Modeling Languages (VMLs) are important instruments of communication
between modelers and stakeholders. The quality of a VML influences the results of a
modeling task [1]. Thus, it is relevant to provide guidelines for designing VMLs.
Basically, a VML comprises an abstract syntax, which defines the modeling elements
(constructs) of the language, and a concrete syntax, which defines the representational
elements (symbols) of the language [2]. The concrete syntax can be constituted of one or
more dialects, which are different symbol sets to represent the same abstract syntax.
These different dialects reflect variations in the language users’ profile and modeling task
application [3]. Complementary to these alternative syntaxes, there are representation
strategies for managing model complexity, which identify mechanisms to visualize large
(or complex) models. Our focus is on the design of concrete syntaxes for VMLs.
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Thus, we are interested in, given an abstract syntax, how to design the correspondent
concrete syntax, its complementary dialects and representation strategies to manage
model complexity.

The most widespread work in the area of designing visual aspects of modeling
languages is the Physics of Notation (PoN) [3]. PoN defines an approach that is
supposed to be used for designing cognitively effective visual notations, i.e. notations
that are optimized for being processed by the human mind. PoN consists of nine
principles that are based on theories and empirical evidence from a wide range of fields
[4]. However, PoN does not prescribe any method or process for systematically
applying its principles [5, 6].

In this paper, we present a systematic approach for bridging the theory and practice
of PoN in the design of concrete syntaxes for VMLs. We term this approach PoN-
Systematized (PoN-S).1 The process establishes an ordered set of tasks and suggests
when to apply the PoN principles. It takes into account a way of grouping these
principles. Also, we describe a case study applying the approach in the design of the
concrete syntax of a visual language for modeling Ontology Pattern Languages [7].

This paper is structured as follow. Section 2 presents the foundations of PoN.
Section 3 describes the proposed process for systematizing the application of PoN.
Section 4 presents the case study. Section 5 discusses some related works. Finally,
Sect. 6 presents our final considerations.

2 Fundamentals of the Physics of Notation (PoN)

PoN defines a set of principles for designing cognitively effective visual notations. The
approach considers information visualization and pragmatic theories in order to
improve the cognitive effectiveness of VMLs, which is defined as “the speed, ease, and
accuracy with which a representation can be processed by the human mind” [3].

Following the tradition in the literature, PoN [3] considers the following elements
as the ingredients of a visual notation: a set of graphical symbols (visual vocabulary), a
set of compositional rules for forming valid expression (visual grammar), and semantic
definitions for each symbol (visual semantics). The set of symbols and compositional
rules form the visual (concrete) syntax. Graphical symbols are used to signify or
symbolize (perceptually represent) semantic constructs, typically defined by a
meta-model. An expression in a visual notation is called a visual sentence or diagram.
Diagrams are composed of instances of graphical symbols arranged according to the
rules of the visual grammar [8].

PoN identifies nine principles for designing cognitively effective visual notations,
namely [3]: (i) Semiotic Clarity: “There should be a 1:1 correspondence between a
meta-model construct and a graphical symbol”; (ii) Semantic Transparency: “Use
symbols whose appearance suggests their meaning”; (iii) Perceptual Discriminability:
“Symbols should be clearly distinguishable from one another”; (iv) Complexity

1 PONS is a region of the brainstem with neural pathways that carry sensory signals including those
related to eye movement. Etymologically, the term from Latin also means bridge.
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Management: “Include explicit mechanisms for dealing with complexity”; (v) Cogni-
tive Integration: “Include explicit mechanisms to support integration of information
from different diagrams”; (vi) Visual Expressiveness: “Use the full range and capacities
of visual variables”; (vii) Graphic Economy: “The number of different graphical
symbols should be cognitively manageable”; (viii) Dual Coding: “Use text to com-
plement graphics”; (ix) Cognitive Fit: “Use different visual dialects for different tasks
and audiences”.

There are in the literature a number of concrete cases of the application of PoN, for
instance: (i) in [8], the authors describe the evaluation and redesign of a visual notation
for the i* language. The publication describes a notation redesign effort and a
description of the redesign process employed, which adds operational characteristics to
PoN. This work is used as a study in [4], which analyzes the influence of model readers
on the language concrete syntax; (ii) in [6], the authors evaluated the UCM visual
notation and present not only the evaluation and redesign proposal, but their impres-
sions concerning the application of the approach.

An important consideration is that the principles in PoN influence one another.
Knowledge of these influence relations can be used to spot tradeoffs (where principles
conflict with one another), as well as synergies (where principles complement or
reinforce one another). In [3], Moody presents detailed descriptions of each principle
and the influence relations between them. However, when a designer is applying these
principles in a design process, s/he needs further design guidance. For instance, when
should s/he apply a principle? In which sequence should principles be applied? Which
principles should be applied in tandem? In order to overcome this limitation, we
propose a systematic process for applying PoN.

3 PoN Systematized (PoN-S)

In this section, we present an approach for systematizing the application of PoN in the
design of concrete syntax of VMLs. The methodology we followed is based on the
Design Science approach discussed in [9]. The steps carried out here were: (i) we
identified the design questions that a developer needs to answer; (ii) we established
how the PoN principles are related to these design questions; (iii) in order to sys-
tematize the process, we described groups of PoN principles; (iv) we added ordering
relations between the design tasks constituting the design process. Our approach is
based not only on the foundations of PoN [3], but also on works that have applied PoN
for analysis or (re)design of VMLs, as [4–6, 8].

Design questions: When designing the VML’s concrete syntax, we should deal with
concerns at different levels. First, we need to decide whether different dialects for the
same abstract syntax are needed. The motivation for creating more than one dialect
should be clearly identified (e.g., the fact that the language must be suitable for more
than one stakeholder profile, modeling task or problem domain characteristics). Sec-
ond, at the language level, we need to determine the symbols to be used in the concrete
syntax. Finally, at the instance level, we are concerned with the development of dia-
grams using the proposed concrete syntax. Table 1 presents the concerns for these
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different levels as design questions and identifies the PoN principles that can be applied
to answer them. Answering these design questions helps the designer to understand the
rationale behind the application of each principle, acting as initial guidance. However,
this is not enough for guiding the design effort. To do so, we propose a way of
grouping the principles and a process for applying them when designing a concrete
syntax.

Grouping the Principles: Moody describes a number of influence relations between
pairs of principles [3]. However, most of the time these principles act in group. This
perception is fundamental to guide the VML design process. Thus, we suggest
grouping PoN principles into the following groups:

• Group 1 – Basic principles. This group comprises three principles: Semiotic
Clarity, Semantic Transparency and Perceptual Discriminability. These principles
are considered basic principles, because they should be applied at some extent in the
design of any concrete syntax. They are complementary in the sense that we need to
create a symbol to each construct (Semiotic Clarity), and each of these symbols
should be clearly identifiable (Semantic Transparency), and yet clearly distin-
guishable from other symbols in the language (Perceptual Discriminability). So,
these principles should be applied together in the design of each dialect of the
concrete syntax, and the level they should be in compliance with can vary in each
dialect. Semiotic Clarity acts as a guarantee that the mapping between abstract and

Table 1. Answering to some basic design questions with PoN principles

Design question Related PoN
principles

Dialect set
Do we need different dialects for the abstract syntax? If so, which
dialects should we consider?

Cognitive fit

For each dialect
Language level
Which symbol(s) do we need to create? Semiotic clarity
How to create each symbol? Semantic

transparency
How to relate differents symbols? To what extent two or more symbols
should be similar/different?

Perceptual
discriminability

How visual variables (such as shape, color and texture) and text should
be applied in order to aid the identification of each representational
element?

Visual
expressiveness

Graphic economy
Dual coding

Instance level
Which procedures should we create to support the development of a
(some) diagram(s)? (Depending on the answer to this question, it
may be necessary to create new symbols, affecting decisions at the
language level.)

Complexity
management

Cognitive
integration
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concrete syntaxes is complete, avoiding possible anomalies, i.e., that all necessary
symbols are defined. Perceptual Discriminability is concerned with whether such
symbols are adequately different from (or similar to, depending on the case) the
others. Finally, Semantic Transparency is concerned with whether each symbol has
its meaning easily inferred.

• Group 2 – Information complexity management principles. This group comprises
two principles: Complexity Management and Cognitive Integration. These princi-
ples are commonly applied when dealing with large or complex diagrams. They are
complementary, since the former deals with how to organize the information in a
model (probably separating them in several diagrams), and the second refers to how
to keep connection and traceability of the information spread in different diagrams.
Thus, they should be applied together. Basically, this group of principles will be
applied at the level of individual diagrams, giving rise to representation strategies
for managing model complexity. Ideally, the way of addressing information com-
plexity management should be the same (or very similar) in any dialect of the
concrete syntax. Finally, it is worth pointing out that the application of these two
principles can demand the creation of new symbols, hence, affecting the language
level (Group 1).

• Group 3 – Supporting principles. The principles in this group can somehow affect
principles of groups 1 and 2. The support principles are: Visual Expressiveness,
Graphic Economy and Dual Coding. Visual Expressiveness is connected to the
other principles (except Dual Coding), in the sense that it provides the mechanisms
(as visual variables) for implementing the other principles. Graphic Economy is also
connected to the other principles, since it establishes a way to control them, trying
to keep them as simple as possible. We consider here Dual Coding to refer only to
redundant textual representational support.

• Group 4 – Dialect set principle. This group, in fact, contains only one principle:
Cognitive Fit. This principle has an indirect connection to the other principles,
because the other principles are applied to each dialect of the concrete syntax at a
time, while Cognitive Fit is about defining the set of dialects.

The principles of a group can interact with principles of another group, as in Group 3
(which influences groups 1 and 2). Furthermore, the principles inside a group can
interact with each other. Typically, this intra-group relationship is stronger than the
inter-group relationships. This is a reason for grouping the principles in such way.

Design process: The design questions and groups of principles give us some guidance
for designing the concrete syntax. However, to truly systematize the application of
PoN, we need a design process for guiding this. Figures 1, 2, 3 and 4 present the
proposed design process. This process is structured according to the concerns shown in
Table 1, starting by the concern related to the dialect set, and in the sequel addressing
concerns related to the language level and then the instance level, for each dialect. Each
figure presents a part of the process, including inputs, outputs, tasks and decisions to be
made. The process is represented by means of an extension the UML activity diagrams
notation, introducing a new modeling element: PoN principle. A PoN principle can be
seen as a guideline to perform an activity and it is represented by means of an ellipse,
which is connected by a line to the activity that applies the principle at hand.
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Fig. 1. PoN-S design process overview

Fig. 2. “Define the dialect symbol set” activity
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Figure 1 depicts the whole design process, which comprises two main stages:
Define dialect set and Design dialect. In the stage Define dialect set, the designer shall
identify the requirements for the VML (modeling task, stakeholder profile, problem
domain characteristics) that help to Define the size of the language dialect set. Next, in
the activity Identify the dialect goal and directives for its design, each dialect should be
characterized, establishing its goal and directives for its design. In this task, the

Fig. 3. “Apply support principles” activity

Fig. 4. “Identify ways to manage model complexity” activity
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designer should take into account the influence relations (conflicts or synergies) that
exist among PoN principles (see [3]). It is not possible to establish the same level of
compliance to all principles. So, the designer should choose the principles to highlight
in each dialect. The stage Define dialect set should be performed considering language
abstract syntax (as input) and the Cognitive Fit principle (as method).

In the second stage (Design dialect), each dialect identified should have its set of
symbols (representational elements) defined in accordance to the goal and directives
previously identified. This stage has two complex tasks: (i) Define the dialect symbol
set, which is responsible for defining representational elements for the model elements
identified by the abstract syntax; and (ii) Identify ways to manage model complexity, an
optional task performed when the amount of elements requires managing model
complexity. The input for these tasks are the language dialect set and the abstract
syntax. The output is the concrete syntax, and optionally some representation strategies
to deal with size and complexity of the models. These two complex tasks are further
detailed in Figs. 2 and 4, respectively.

Figure 2 depicts the steps for defining the dialect symbol set for each dialect
previously identified. This activity starts by choosing a model element to be repre-
sented. This task is guided by Semiotic Clarity principle to ensure that each model
element will be represented by exactly one symbol, unless this situation is required due
to the directives established for the dialect. Once the model element to be represented is
chosen, we need to define a symbol for it (task Define a symbol to the modeling
element). This activity is guided by the Semantic Transparency principle in order to
establish a clear meaning to the symbol. Also, we should relate the chosen symbol to
the other symbols already defined in the concrete syntax, following the Perceptual
Discriminability principle. This task aims at evaluating the visual distance between the
new symbol and the other symbols already defined. These two tasks can be supported
by the application of supporting principles (see Fig. 3). They are performed in a loop
until all the representational elements of that dialect have been defined.

The Apply supporting principles activity depicted in Fig. 3 deals with the possible
application of three supporting principles: Visual Expressiveness, Graphic Economy
and Dual Coding. The designer can apply each principle as much as s/he deems
necessary. There is no pre-defined order to be followed. The inputs are the language
abstract and concrete syntaxes and the characteristics of the dialect. The output can be
an update of the language concrete syntax or an update of some representation strategy
for managing model complexity.

The Improve the use of visual variables activity is guided by the Visual Expres-
siveness principle. In this task, the designer shall review the symbol(s) (or strategies),
possibly updating the visual variables values to maximize their expressiveness. The
designer can do this individually (per symbol) or considering the whole symbol set.
The Simplify the symbol set activity is guided by the Graphic Economy principle. In
this task, the designer may also review the symbol(s) (or strategies), now with the goal
of simplifying the dialect. Finally, in the Define textual complement activity, by
applying the Dual Coding principle, the designer should evaluate when it is useful to
introduce redundancy through the use of text. This can be necessary when the designer
deems that the text will increase symbol expressiveness.
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After defining the symbols of a dialect, the designer must decide if it is necessary to
manage the model complexity in diagrams developed using this dialect. Therefore, the
Identify ways to manage model complexity activity is an optional activity whose
importance increases as the language grows in size and complexity.

Figure 4 details the complex activity Identify ways to manage model complexity.
The inputs for this activity are the language abstract and concrete syntaxes as well as
the characteristics of the dialect set. The outputs are the language concrete syntax (in
case it suffers some update) and representation strategies for managing model com-
plexity (as many as the designer deems necessary).

The first task is Manage model complexity, which is guided by the Complexity
Management principle. In this task, representation strategies for managing the com-
plexity of diagrams written in that dialect shall be established. An example is the use of
modularization. As a complement to this task, there is the task Integrate spread
information, which is guided by the Cognitive Integration principle. This task is
responsible for establishing ways to trace information spread in several diagrams and
strategies for connecting them. It is important to say that these two tasks can be applied
in parallel, resulting in a single representation strategy that is in accordance with both
aspects of complexity management (organization and integration of information). In
fact, both tasks are applied in independent loops until deemed sufficient by the
designer. Usually, each cycle results in a representation strategy for managing model
complexity, which is complemented by new concrete syntax elements, when necessary.

4 Applying PoN-S: A Case Study

In a preliminary evaluation of PoN-S, a case study was performed aiming at designing
a visual notation for representing Ontology Pattern Languages (OPLs). An OPL is a
network of interrelated domain-related ontology patterns that provides holistic support
for solving ontology development problems for a specific domain. It contains a set of
interrelated domain-related ontology patterns, plus a process providing explicit guid-
ance on what problems can arise in that domain, informing the order in which these
problems should be addressed, and suggesting one or more patterns to solve each
specific problem [7, 10]. For adequately representing OPLs, two types of models are
necessary: a structural model, showing the patterns and the dependency relationships
between them, and a process model, showing, among other things, the activities of
applying the patterns, decision points, and entry and end points in the OPL process.

Regarding the process model, in a nutshell, its meta-model is an extension for
representing OPLs of the meta-model of the UML activity diagram [9]. For this reason,
its concrete syntax is based on the UML notation for activity diagrams. This has the
advantage of benefiting users who are familiar with this notation. Due to space limi-
tations, however, in this paper we do not discuss the design of the visual notation for
the process model. Our focus here is on discussing the application of PoN-S, and thus
we concentrate in the design of the visual notation for the structural model.

Figure 5 shows the meta-model of the language concerning the OPL structural
model. This model is composed of OPL Structural Elements. There are two types of
OPL Structural Elements: Pattern and Pattern Group. A Pattern represents a
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domain-related ontology pattern, i.e., a small and reusable fragment of an ontology
conceptual model, extracted from a reference ontology [11]. A Pattern Group is a way
of grouping related patterns and other pattern groups. Thus, a Pattern Group is
composed by OPL Structural Elements. A special type of pattern group is the Variant
Pattern Group, which is a set of (variant) patterns that solve the same problem, but
each in a different way. Only one pattern from a Variant Pattern Group can be used at a
time. Patterns that compose a Variant Pattern Group are variants of each other, giving
rise to the derived relationship variantOf between patterns.

Patterns may depend on other patterns, i.e., for applying a pattern p2 another
pattern p1 has to be applied first. An OPL should be able to represent dependencies
between patterns or between a Pattern Group and a Pattern. The requires relationship
captures this dependency. In the case of a dependency between a Pattern Group and a
Pattern, the following rule applies: If a pattern p1 is part of a pattern group pg and pg
requires a pattern p2, then p1 requires p2. Finally, a Pattern may require the application
of a pattern from a Variant Pattern Group.

As Fig. 1 shows, the design process started by identifying the dialect requirements,
which includes: (i) Domain characteristics: the visual notation for representing OPLs.
Each OPL can refer to a different domain. Thus, this is the case of a
domain-independent language; (ii) Stakeholder profile: OPLs are typically used by
ontology engineers (both beginners and experienced); (iii) Modeling task: developing
domain ontologies by reusing domain-related ontology patterns.

Although there are stakeholders with different levels of experience, the OPL visual
notation should be simple and intuitive for all kinds of stakeholders. Thus, the designer
established that only one dialect is enough. The goal of this dialect is to provide a
simple and intuitive visual notation for ontology engineers to develop domain
ontologies by reusing ontology patterns [7, 10]. The notation should contain symbols to
represent all OPL constructs without ambiguity. Moreover, in case of the use of colors,
it should be possible to print the diagrams in gray scale without denting their
comprehensibility.

The next step is to define the dialect symbol set. A loop was performed, in which
each model element was characterized and had a symbol defined for it. This loop was
guided by the principles of Semiotic Clarity, Semantic Transparency, Perceptual Dis-
criminability as well as the supporting principles. Initially, considering the abstract

Fig. 5. OPL structural meta-model
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syntax defined by the meta-model shown in Fig. 5, and taking into account the
Semiotic Clarity principle, a 1:1 correspondence between the meta-model constructs
and graphical symbols was defined. This otherwise isomorphic mapping has two
exceptions: the designer decided that it was not necessary to assign a symbol to the
OPL Structural Element construct (an abstract modeling element), but only to its
(concrete) subtypes (Pattern and Pattern Group). Moreover, symbols should be
assigned to the relationships between these constructs, except for the variantOf rela-
tionship, since it is a derived association. Thus, symbols should only be assigned to the
constructs shown in gray in Fig. 5 and to the regular associations between them.

The designer started assigning a symbol to the Pattern construct. Since s/he was
dealing with a domain-independent language, s/he decided to represent patterns by
rectangles (an abstract sign). This choice was done considering that this is a common
symbol used for representing patterns in Software Engineering Languages (e.g., UML
class diagrams). Concerning Semantic Transparency, on one hand, this symbol is
considered semantically opaque, since it does not inform its meaning directly [3].
However, on the other hand, it can be considered a good design decision, given that
this symbol is easily recalled [3].

Pattern Groups are represented by figures closed by straight solid lines (solid
polygons). For representing Variant Pattern Groups, the same notion was applied, but
now using dashed lines. This decision was taken considering the Perceptual Dis-
criminability principle, aiming at guaranteeing that symbols representing groups have a
small visual distance. Furthermore, the visual variables texture and color were used to
differentiate them. The lines of Variant Pattern Groups are dashed and red, while the
lines of Pattern Groups are solid and blue.

For representing the relation between Patterns and Pattern Groups, the designer
chose the notion of spatial containment: Patterns that are part of a Pattern Group
represented as spatially enclosed by the symbol representing the latter. This choice
affords the so-called inferential free-rides to the language, i.e., visual querying and
reasoning operations of minimal cognitive costs [12]. Moreover, it is noteworthy that
there is a visual variable that qualifies Patterns and Pattern Groups: size. The region
that represents the group encompasses several patterns. Thus, the size of this region is
greater than the rectangle representing the pattern.

Regarding the dependency relations requires and requires a pattern of, both are
represented by an arrow from the dependant to the dependee. For differentiating
between them, arrows representing the requires association are symbolized with solid
lines, in contrast to the dashed lines for the requires a pattern of association. This
decision is in line with the one of representing Pattern Groups using solid lines, and
Variant Pattern Groups using dashed lines. Thus, it takes the Perceptual Discrim-
inability principle into account. So, these symbols have small visual distances.

It is worthwhile to point out that supporting principles were also applied for making
the aforementioned choices. Regarding the Visual Expressiveness principle, the pro-
posed visual notation uses the following visual variables: shape, texture and size. Color
values are used as a redundant encoding, because variation in color disappears when a
diagram is printed in grayscale. The designer decided not to apply other visual vari-
ables, keeping the notation as simple as possible.
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The Graphic Economy principle did not play a strong role in this case study. This is
because PoN advocates the use of up to six elements in a dialect and the structural
meta-model considered here has only four classes and three regular associations.
Nevertheless, some decisions were taken aiming at making the language as simple as
possible. In summary, no symbol was assigned to the following meta-model elements:
OPL Structural Element construct, since it is an abstract class in the meta-model (i.e., it
cannot be directly instantiated); whole-part relationship between Pattern Group and
Pattern, since the notion of containment used to represent Pattern Groups also
addresses this relation; and the derived association variant of, since it is also derived
from the representation for Pattern and Pattern Group.

Finally, the Dual Coding principle, which deals with the use of text as an infor-
mation supplement, was not applied. This is because, according to the designer: there´s
a small amount of constructs to represent, their semantic are clear enough without
textual redundancy and use of textual values can be better applied to distinguish
between instances (as instance labels).

After defining an initial version of the concrete syntax, it is time to evaluate if the
language demands representation strategies for managing model complexity. If this is
the case, we should apply the principles of Complexity Management and Cognitive
Integration. The Complexity Management principle emphasizes the importance of
managing the diagrammatic complexity, which is measured by the number of elements
in a diagram, among others. In the case of this case study, the designer recognized the
need for managing complexity. Although the proposed language for representing OPLs
is simple, the models that may be built using it tend to be large. Thus, to increase the
speed and accuracy of understanding the diagrams, the designer decided to introduce a
symbol for representing Pattern Groups (including Variant Pattern Groups) that
encapsulates the Patterns that comprise it. Following the Perceptual Discriminability
principle, the designer chose to represent these alternative forms by means of rectangles
decorated by the following icon ( ), indicating that this element is detailed in another
diagram2.

Table 2 shows the final concrete syntax for representing OPL structural models.
Figure 6 shows an example of a structural model of an OPL: Service OPL (S-OPL).

This OPL, which provides ontology patterns for service modeling, is discussed in
details in [10]. As shown in this figure, S-OPL is organized in three groups: Service
Offering, Service Negotiation and Agreement and Service Delivery. The Service
Offering Group is composed by three patterns (SOffering, SODescription and
SOCommitments) and two groups of variant patterns (Provider Variant Group and
Target Customer Variant Group). The patterns SODescription and SOCommitments as
well as the Provider and Target Customer Variant Groups require the pattern
SOffering. SOffering, in turn, requires patterns of both Provider and Target Customer
Variant Groups. Provider and Target Customer Variant Groups are both composed of
seven variant patterns each. The Service Negotiation and Agreement Group is com-
posed by four patterns (SNegotiation, SADescription, HPCommitments and

2 This icon is commonly used by UML to represent that an element represented by the decorated
construct encapsulates further elements. A similar symbol is used by ARIS.
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SCCommitments) and three groups of variant patterns (Agreement Variant Group,
Hired Provider Variant Group and Service Customer Variant Group). The Agreement
Variant Group is composed by three patterns: SNegAgree, SOfferAgree, and SAgree-
ment. The first two of these patterns as well as the SNegotiation pattern require
SOffering. The patterns SADescription, HPCommitments and SCCommitments require
a pattern of the Agreement Variant Group. The SAgreement pattern requires patterns of
both Hired Provider and Service Customer Variant Groups (shown as black boxes in
Fig. 6). These two variant groups, in turn, require the SAgreement pattern. Finally, the
Service Delivery Group (shown as a black box in Fig. 6) requires the Service Nego-
tiation and Agreement Group.

5 Related Work

In a brief literature review, executed to identify how concrete syntax of conceptual
modeling languages have been evaluated and designed, we identified PoN as the most
widespread approach for analysis and design of VML concrete syntax [5, 13]. Also, we
noticed that studies discussing efforts in analyzing modeling languages (with associated
redesign suggestions) (e.g., [6, 14]) are more common than those describing efforts in
language design (e.g., [15]).

The need for improving the design process involving PoN has been identified by
many researchers, including Moody himself. In [8], Moody et al. discuss operational
issues of PoN when presenting the analysis and redesign of i* (a language in the
Requirements Engineering field). However, these issues are discussed individually for
each principle, i.e., the authors do not define a process involving all principles. In [4], a
work complementing the i* evaluation described in [8], the authors added the idea of

Table 2. Symbols of the visual notation for OPL structural models

Structural Model 
Element Symbol 

Pattern 
 

Pattern Group (expanded format) 

  

Pattern Group (black box format) 
 

Variant Pattern Group (expanded format) 
  

Variant Pattern Group (black box format) 
 

Relation “requires”  

Relation “requires a pattern of”  
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PoN operationalization, highlighting the importance of considering stakeholder profiles
during language design. It is a clear contribution towards considering pragmatic issues
for notation analysis and design. However, once more, they did not define a design
process.

In [5], Storrle and Fish criticize PoN judging that it still needs improvements
towards operationalization. In that article, the authors propose ways for operational-
izing PoN focusing on the analysis task of modeling languages. Moreover, they
established a series of measures that complement the PoN original proposal. However,
they also do not propose a design process.

The work proposed in this paper contributes to this collective effort of proposing
operationalizable techniques for the design of visual languages. In particular, PoN-S is
a methodological contribution that supports language designers in the application of
PoN through the definition of a design process, a gap that has been identified in the
literature.

6 Final Considerations

This paper focused on the elaboration of PoN-S, a design process for applying the PoN
principles in practice. The elements involved in this process model are: inputs, outputs,
tasks, task ordering and procedures (the PoN principles). This process was applied in a
case study aiming at developing a visual notation for Ontology Pattern Languages. The
case study was the first validation of PoN-S. As a result of its execution, the design
process was refined, for example, by identifying the need for a Identify dialect
requirements task. This study also indicated that PoN-S is easy to follow. We are
currently conducting an on going survey whose preliminary findings indicate that the
OPLs’ users approve the resulting concrete syntax.

Fig. 6. S-OPL structural model
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An expected benefit of PoN-S is the establishment of a path that modeling language
designers can follow. This is particularly helpful mainly for novice language designers.
When defining a clear and simple path we are reducing the possibility of errors during
the process. The need to reduce the effort of PoN application is a recognized problem
[6]. Also, a systematic process aids in the standardization of the language design, which
facilitates future maintenance tasks and facilitates teamwork.

The establishment of the tasks constituting PoN-S take into account: (i) the PoN
principles, assuring that every principle is considered; (ii) visual aspects of a VML
(symbol set, dialects, representation strategies for manage model complexity). A cur-
rent limitation of the process is the level of details in which some tasks have been
defined. For example, in Identify ways to manage model complexity task, we state that
strategies should be defined, but we do not identify how to create these strategies.

We are planning to extend the design process of PoN-S to provide more directed
and complete guidelines for the language designer. In particular, ontological theories
such as the ones discussed in [12] are the basis for such future extensions of PoN-S.
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Abstract. The Physics of Notations [9] (PoN) is a design theory pre-
senting nine principles that can be used to evaluate and improve the
cognitive effectiveness of a visual notation. The PoN has been used to
analyze existing standard visual notations (such as BPMN, UML, etc.),
and is commonly used for evaluating newly introduced visual notations
and their extensions. However, due to the rather vague and abstract
formulation of the PoN’s principles, they have received different inter-
pretations in their operationalization. To address this problem, there
have been attempts to formalize the principles, however only a very lim-
ited number of principles was covered. This research-in-progress paper
aims to better understand the difficulties inherent in operationalizing
the PoN, and better separate aspects of PoN, which can potentially be
formulated in mathematical terms from those grounded in user-specific
considerations.

Keywords: Visual notations · Cognitive effectiveness · Physics of
Notations · Operationalization

1 Introduction

Conceptual modeling is a widely used technique in software engineering and
information systems development to capture and reason about a particular
domain of interest. Visual notations used in such modeling tasks have often
been designed without eliciting and considering empirical evidence for what fits
best the potential users and the task at hand. Some of the most widespread
visual notations used in practice, such as UML, are affected by this limitation
(cf. [8]). Some work has attempted to alleviate this by more explicitly tracing
design to its rationale (cf. [14,20]), but such work remains on the level of the
domain, not the notation itself.

The main issue with visual notations developed in this way is a lack of focused
attention on ensuring their cognitive effectiveness, namely the ease with which
people can read and understand diagrams written in the notation. Given that
visual languages are often used for their convenience over textual languages,
they should be designed and analyzed “from the perspective of languages that
are cognitively usable and useful.” [12]
c© Springer International Publishing Switzerland 2016
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Over the years, several frameworks have been proposed (e.g., Cognitive
Dimensions [3], SEQUEL [7], GoM [15]) that, at least partially, paid atten-
tion to this aspect and provided notation designers with guidelines on how to
improve the quality of visual notations. Recently, one such framework focusing
exclusively on the cognitive effectiveness of visual notations, the Physics of Nota-
tions (PoN) [9], has become relatively widespread. Its adoption by researchers is
evident by the ever growing number of analyses using it [18], including having
been applied to e.g., BPMN, UML, i*, WebML, as well as the increase in the
number of works citing it over other frameworks [2].

Moody positions the PoN’s nine principles as constituting a type V prescrip-
tive theory in terms of Gregor’s [4] taxonomy of theory in IS [9, p. 775]. He states
that these principles “can be used to evaluate, compare, and improve existing
visual notations as well as to construct new ones”. This effectively means that
instead of considering endless possibilities when coming up with a new visual
notation, one may opt for those possibilities which best comply with PoN. We
refer to the activity of checking the compliance of a visual notation with a PoN
principle as an operationalization of that principle.

Unfortunately, to the best of our knowledge no concrete guidelines on practi-
cal operationalization of PoN principles have been proposed thus far. Moreover,
there has been criticism aimed towards their formulation as informal, though
well-described and thorough, guidelines. In particular, the feasibility of verify-
ing whether they can be verified in a replicable and systematic way has been
criticized (cf. [1,5,16,17,19]). The latter authors have further argued that the
PoN’s principles in their current state are “neither precise nor comprehensive
enough to be applied in an objective way to analyze practical visual software
engineering notations”.

One natural direction toward operationalization of PoN principles, proposed
by [16], is their formalization (or formulation in mathematical terms). However,
they encountered a number of challenges while attempting to formalize the first
two (out of nine) principles of the PoN. Information needed to formalize the
principles was posited, while acknowledging that “[we] do not yet have empirical
evidence to support our assumption” [16, p. 116]. The authors similarly acknowl-
edged that the application or formalization of a number of principles requires a
base in other existing theories [16, p. 118].

In this paper we aim to better understand the inherent difficulties behind
operationalization, and in particular of formalization of PoN principles. Clearly,
we cannot expect to have an algorithm for computing compliance to PoN of
every newly introduced visual notation. It is not only due to the fact that visual
notations usually do not have fully formalized representations, but also that some
PoN principles rely on information that can only be obtained from cognitive
theories and/or empirical data from users of the particular new notation. This
leads to the question to what extent aspects of the PoN can be formalized. As a
starting point, we define the notion of visual notation in set-theoretical terms,
which provide a formal ground for our analysis. We then use these terms to
answer the following research questions:
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RQ1. What elements are involved in operationalizing each PoN principle with
respect to a given visual notation?

RQ2. What effect do these elements have on the feasibility of operationalizing
each principle into a well-defined mathematical question?

RQ1 will be addressed by analyzing the different PoN principles, analyzing
them for the basic elements required for their employment. These findings will be
used for investigating RQ2, where we will discuss the way in which the identified
elements can be used to address the operationalization of the principles in a
structured mathematical way. Finally, we further reflect on what the identified
challenges mean in terms of needed research efforts.

By addressing the above questions, this paper takes a first step towards
grounding the PoN in more formal and operational foundations.

2 PoN Principles Overview

This section provides a brief overview of the principles of the PoN. Table 1 presents
the nine principles of the PoN together with their high-level descriptions.

Table 1. Overview of the PoN’s nine principles.

Principle Explanation

Semiotic clarity There should be a one-to-one correspondence between
elements of the language and graphical symbols

Perceptual discriminability Different symbols should be clearly distinguishable from
each other

Semantic transparency The use of the visual representations whose appearances
suggest their meaning

Complexity management Notation includes explicit mechanisms for dealing with
complexity

Cognitive integration Notation include explicit mechanisms to support the inte-
gration of information from different diagrams

Visual expressiveness The use of the full range and capacities of visual variables

Dual coding Use of text to complement graphics

Graphic economy The number of different graphical symbols should be cog-
nitively manageable

Cognitive fit Use of different visual dialects for different tasks and
audiences

From the above descriptions it becomes clear that the principles involve dif-
ferent types of elements, which have a direct impact on their operationalization.

The first principle of semiotic clarity, e.g., mentions language elements and
graphical symbols. Given the language elements, graphical symbols and a map-
ping between them, it is an easy mathematical question to determine whether
the mapping is 1:1.
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The second principle, perceptual discriminability, again speaks of graphical
symbols, but this time requires their distinguishability. Note, however, that given
two graphical symbols, establishing their distinguishability is not a mathematical
question. Symbols distinguishable for a typical human, may not be distinguish-
able for a color-blind one. And even after determining the target user, we need
to know the values of the parameters of the representation medium in which the
notation is used (such as number of pixels of the presented UI, texture, and color
difference, in computer aided environment) which may affect distinguishability.
But if, for instance, we know that a difference of more than 10 pixels is distin-
guishable, then given two shapes establishing their distinguishability becomes a
mathematical question.

The semantic transparency principle, however, seems not to fall even in the
latter category, as it speaks in terms of appearances (symbols) suggesting their
meaning. How do we know, given a symbol, that it suggests its meaning? Suggests
to whom? In what sense? How sensitive is it to, for example, cultural differences?
And can this be verified?

In what follows we propose some notions which provide a formal ground for
making the above distinctions in a more systematic way.

3 An Analysis of PoN Operationalization

3.1 A Set-Theoretical Framework for PoN

The basic element of our framework is a graphical symbol. Each graphical symbol
g has an appearance, which can be represented using appearance variables (such
as size, shape, texture, etc.) which may assume different values from associated
ranges. We shall identify appearance of a given graphical symbol Ap(g) with
some assignment of values to appearance variables.

Note that Ap(g) is an abstraction of the actual symbol g; thus, for example
the following three symbols have the same appearance in terms of variables
shape, color and size, although they can be distinguished by texture and line
style (Fig. 1):

In addition to appearance, each graphical symbol g also has an associated
meaning I(g) which takes the form of a semantic construct.

Fig. 1. Symbols equivalent in terms of shape, color and size
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The above can be formalized as follows:

Definition 1. A visual notation is a triple V = (G(V),L(V),R(V)) where
G(V) is a set of graphical symbols, L(V) is a set of textual symbols (letters) and
R(V) is a set of rules for the composition of elements from G ∪ L into models
in V. The closure of G ∪ L under R provides the set of possible models that can
be constructed over V, denoted by Models(V).

The set of appearance variables of G, together with their associated ranges,
is denoted by ApVars(V) = {Ap(g) | g ∈ G(V)}.

An interpretation for V is a mapping I : Models(V) → C, where C is a set
of semantic constructs.

For example, consider the following excerpt from the BPMN 2.0 OMG stan-
dard [13] introducing the concept of web task. The graphical symbols discussed
here are a rectangle with rounded corners and a rectangle with rounded cor-
ners that has a marker in its left corner. These two symbols are mapped to the
semantic constructs Task and Web Task respectively (Fig. 2):

Service Task

A Service Task is a Task that uses some sort of service, which could be a Web service or an automated application.

A Service Task object shares the same shape as the Task, which is a rectangle that has rounded corners. However, there 
is a graphical marker in the upper left corner of the shape that indicates that the Task is a Service Task (see Figure 
10.11).

A Service Task is a rounded corner rectangle that MUST be drawn with a single thin line and includes a marker that 
distinguishes the shape from other Task types (as shown in Figure 10.11).

Figure 10.11 - A Service Task Object

Fig. 2. Excerpt from the BPMN 2.0 OMG standard [13, p. 158]

The above set-theoretical terms will be useful in the sequel to make the mean-
ing of PoN more precise and make a clearer distinction between the principles.
In particular, we will distinguish between the following levels of notation:

– Level 1: principles considering only symbols from G(V).
– Level 2: principles considering symbols from G(V) together with the mapping

I to semantic constructs.
– Level 3: principles considering elements from Models(V) as a whole (which

consist of symbols from G(V), as well as from L(V)).
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3.2 Operationalization Analysis

In what follows we analyze each of the PoN principles in terms of their opera-
tionalization. In other words, given a visual notation, we ask what it takes to
check whether a certain principle applies to it. In addition to the levels of nota-
tion specified above, we consider also an additional dimension: the extra infor-
mation (e.g., particular thresholds, measures, definitions or evaluation) that is
needed for operationalization.

Semiotic clarity: requires a visual notation to have a 1:1 correspondence
between semantic constructs and graphical symbols. This principle implies that
when there is a graphical symbol in the notation (e.g., a stickman), it is used for
representing solely one meaningful semantic construct or thing from the universe
of discourse (e.g., a person). The PoN provides a number of exact instructions to
ensure this, based on ontological literature. Concretely, the following situations
should be avoided: one construct represented by multiple graphical symbols,
multiple constructs represented by the same graphical symbol, graphical sym-
bols that do not correspond to any construct, and constructs that do not have
any graphical symbols. While ontological theory has been used to ground the
instructions given for this principle, the given simple rules require no acquain-
tance with other theoretical frameworks. An example of a notation that does
not satisfy the criteria is i*, which has 27 semantically distinct relationships,
but only five graphically distinct graphical symbols for relationships [10].

Set-theoretical Formulation: Let V be a visual notation and I an interpretation
for V. We say that V enjoys semiotic clarity if the restriction of I to G(V) is 1:1.

Classification: The operationalization of this principle requires both G(V) and
the semantic mapping I (level 2 of notation). Once the sets of graphical symbols,
semantic constructs and the mapping between them are established, checking
whether the mapping is 1:1 does not require any extra information. The main
challenge here remains the required explicit specification of all needed constructs.

Dual coding: requires a visual notation to use text to complement graphics.
For example, using commonly understood and agreed upon words to comple-
ment graphical symbols to further ensure they are interpreted unambiguously.
The PoN suggests using both annotations (i.e., including textual explanations
in analog to comments in source code) and hybrid symbols (i.e., textual rein-
forcement of visual symbol meaning). Further requirements placed upon such
text are not fully clarified. For example, it is not clear whether the use of free
form natural language is preferred over, e.g., a controlled or structured natural
language (e.g., SBVR1), or whether there should be limits to the length of text
(i.e., concrete string limits). Many modeling languages satisfy the core criteria
of dual coding by letting users place textual annotations. ORM 2.0 [6] could
be a good example of potential further operationalization, providing its textual
1 http://www.omg.org/spec/SBVR/.

http://www.omg.org/spec/SBVR/
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annotation of ternary fact types being written in a way that follows the structure
and layout of the related visual elements.

Set-theoretical Formulation: Let V be a visual notation. We say that V enjoys
dual coding if there are models in Models(V) which include elements from both
G(V) and L(V).

Classification: This principle involves Models(V) (level 3 of notation). Interpret-
ing the question of dual coding in the Boolean sense, it requires no extra infor-
mation. However, it seems that the intended meaning here is more than just
Boolean (a yes/no question); additional external information could give more
valuable insights into further constraints placed on the text like e.g., cognitive
limits on the amount of text that is efficiently parsed. The vague formulation
of this principle leaves room for a variety of interpretations, and the extent to
which text should be combined with symbols should be clarified before opera-
tionalization can be made possible.

Graphic economy: requires the visual notation to make economical use of
graphical symbols. The size of the notation’s visual vocabulary should not exceed
the cognitive limit of how many distinct visual symbols can be effectively recog-
nized. The PoN references existing and widely known work, re-iterating that peo-
ple can discriminate between around six different visual graphical symbols, and
therefore proposes to not exceed this number. Regardless of how this is achieved,
for which the PoN gives a number of different strategies and instructions, oper-
ationalizing this criteria and verifying whether it holds is simple, requiring only
the visual notation itself to check how many distinct graphical symbols it has. An
example of a visual notation that likely satisfies most operationalizations would
be petri nets and ER-diagrams, both consisting of very few visually distinct ele-
ments. Petri net models indeed appear out of only three elements (four, if one
includes tokens): places, transitions and arcs. Of course, the more specialized a
visual notation becomes, the harder it typically is to keep the total number of
graphical symbols down; for example, the total number of graphical symbols in
BPMN has grown to be over 50 [11].

Set-theoretical Formulation: Let V be a visual notation. We say that V is graph-
ically economic with respect to a threshold n if |G(V)| < n.

Classification: This principle involves only G(V) (level 1 of notation), and given
the threshold n requires no extra information for operationalization.

Complexity Management: This is similar to graphic economy, except that
the formulation here is on a diagram (or model) level. Visual complexity of entire
diagrams often becomes high due to a large number of elements in a diagram.
The PoN grounds itself in literature showing that the number of diagram ele-
ments that a person can comprehend at a time is limited by working-memory
capacity, and should this limit be crossed, the degree of comprehension decreases
significantly. To be cognitively effective, a visual notation should thus avoid such
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situations from occurring. While the PoN clearly states that complexity manage-
ment is about preventing a particular threshold of comprehension being crossed,
it does not offer values for such a threshold.

Set-theoretical Formulation: Given such threshold n and a way to establish the
size of a model in V, this principle can be taken to mean that for every m ∈
Models(V), |m| < n.

Classification: This principle involves Models(V) (level 3 of notation). If the
question of complexity management is understood in a Boolean way, no extra
information is required. However, it seems that checking a Boolean assertion
that this threshold is never crossed is not useful, and one needs to check that
the notation offers good enough mechanisms to ensure it can be dealt with, such
as having semantic constructs for subsystems, decomposable constructs, and
relevant syntactical diagrammatic conventions for decomposing diagrams. Thus
also in this case the abstract formulation of the principle leaves room for many
interpretations and should be further clarified. Therefore, the extra information
required here is what is what exactly is understood by “complexity management
mechanisms”.

Cognitive integration: requires a visual notation to incorporate explicit mech-
anisms to support the integration of information from different diagrams. For
example, in ArchiMate where an enterprise is described by the three layers of
business, application, and technology, models can exist for each separate layer,
but the information therein has to be able to be directly related to each other.
Short of its extensive description of potential implementations, the concrete fea-
tures that the PoN argues a visual notation needs to have are: “Mechanisms to
help the reader assemble information from separate diagrams into a coherent
mental representation of the system”, and “Perceptual cues to simplify navi-
gation and transitions between diagrams.” However, the problem is that while
ostensibly only the visual notation is needed in order to check whether such
mechanisms exist, the PoN describes what can be done to implement these
requirements in a visual notation only as suggestions, not as hard requirements.
For example, to implement contextualization, the PoN reasons that one can
“include all directly related elements from other diagrams (its “immediate neigh-
borhood”) as foreign elements.”

Set-theoretical Formulation: this principle can be taken to mean that R has
integration mechanisms.

Classification: This principle is formulated in terms of Models(V) (level 3 of
notation). As in the previous principle, although a Boolean condition could be
formulated here, it seems to be not useful enough, and the vague formulation
of the principle should be further elaborated, providing as extra information a
working definition of “integration mechanisms”.



456 D. van der Linden et al.

Perceptual discriminability: requires a visual notation to have clearly dis-
tinguishable symbols. This means that the main visual elements used are not
strongly similar, or difficult of being discriminated. The PoN operationalizes
this as having to investigate the visual distance between symbols, basing it on
existing discriminability thresholds. The primary suggestions given are to use
the shape of symbols as their primary discriminant, to introduce redundant cod-
ing in the sense of employing multiple visual variables to distinguish between
graphical symbols (e.g., shape and color), ensuring a perceptual pop out by
having each visual element have at least one unique visual variable (e.g., a par-
ticular concept is always, and uniquely visualized as a square), as well as using
textual differentiation. In order to verify this principle, the visual notation and
its specification are needed, complemented with suitable additional information
grounding the choice for discriminability thresholds.

Set-theoretical Reformulation: Let Disc be a discriminability relation on G(V).
We say that a visual notation V enjoys perceptual discriminability if for every
g1, g2 ∈ G, Disc(g1, g2) holds.

Classification: This principle uses only G(V) (level 1 of notation). The extra
information required here is the measure Disc. As discriminability thresholds
are published and referenced explicitly by the PoN, defining such measures in a
natural way seems feasible. Complications here might stem from a need to vali-
date that the used additional information accounts for potentially expected com-
plications in discriminability thresholds, such as for instance colorblind users of
a modeling language who cannot distinguish between some used colors, thereby
potentially reducing the overall discriminability (e.g., if red and green are used
to distinguish elements, for a colorblind user the discriminability would not be
achieved).

Visual expressiveness: concerns the number of visual variables used in the
notation, such as color, shape and texture. The PoN recommends that notation
designers: use color (though only for redundant coding); ensure that form follows
content, meaning that the choice of visual variables should not be arbitrary but
rather match the properties of the visual variables to the properties of the infor-
mation to be represented. This is operationalized in more detail by explaining
that (1) the power of the visual variable (nominal, ordinal, interval) should be
greater than or equal to the measurement level of the information; and, (2) the
capacity defined as the number of perceptible steps ranging from two to infinity
should be greater than or equal to the number of values required.

Set-theoretical Reformulation: Let WellUsed be an expressiveness predicate
defined on the set ApVar(V). We say that a visual notation V enjoys visual
expressiveness if for every v ∈ ApVar(V), WellUsed(v) holds.

Classification: This principle uses only G(V) and their visual variables (level 1 of
notation). The extra information required for operationalization of this principle
is the availability of the expressiveness WellUsed predicate. This is not trivial, as
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the PoN provides many examples for the range of visual expressiveness, includ-
ing what elements contribute and detract (e.g., use of color, positioning, size,
brightness), but does not detail hard values for minimum or maximum thresh-
olds. The PoN provides data on the total capacity of different visual variables in
terms of how distinctive they are for human observers (e.g., orientation yielding
four distinct variables), but does not explicitly say to what degree to use it. Thus,
determining the parametric values for the expressiveness predicate, which itself
is to be built on measuring the different visual variables requires interpretation
of relevant literature to determine suitable values.

Semantic transparency: deals with ensuring that visual representations sug-
gest their meaning via their appearance. The PoN describes it as a continuum
of meaning, arguing that it “formalizes informal notions of “naturalness” or
“intuitiveness” that are often used when discussing visual notations” [9].

Set-theoretical Reformulation: We say that a visual notation V enjoys semantic
transparency if for every g ∈ G(V), I(g) is “suggested”.

Classification: This principle uses both G(V) and I (level 2 of notation). The
crucial extra information we need here is a more precise characterization of what
it means for a semantic meaning to be “suggested” by a graphical symbol. This
of course cannot be determined a priori and needs empirical evaluation. The
PoN describes a range of how suggestive visual symbols can be characterized,
from fully transparent (i.e., conveying its intended meaning) to perverse (i.e.,
conveying a different, incorrect meaning). Empirical work directly involving the
user is needed to determine how well a particular symbol suggests its intended
meaning.

However, instead of providing a formal notion, the PoN suggests avoiding sit-
uations where novice readers would likely infer a different meaning from appear-
ance, and further advocates the use of icons as symbols that perceptually resem-
ble the concepts they represent. This principle seemingly can only be performed
by directly involving users. Furthermore, cultural and temporal (“zeitgeist”)
dependency of such suggested meaning would make it more challenging to gen-
eralize findings from users. While some icons and symbols might have meaning
for a group of people, few of them are universal. Furthermore, the meaning of
icons or symbolism changes over time, making operationalizations also tempo-
rally bound. A practical example of how suggested meaning is clearly culture
bound can be found in an application of the PoN to i* [10], a goal modeling
notation. In this notation, it is proposed to distinguish different kinds of acting
entities, where agents are proposed to be depicted with “black sunglasses and a
pistol”, arguing that users would make “an association of the 007 kind.” This
presupposes a shared cultural knowledge between the designer and user of the
notation that needs empirical grounding.

Cognitive fit: concerns personalizing the visual notation to the target audi-
ence and ensuring that it “fits” with the cognitive background and skills of
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different users and tasks it is used for. For example, when people with different
backgrounds and skill sets use the notation, it is important they can all use
it at a minimum level of proficiency. The PoN recommends focusing on taking
into account at least (1) expert-novice differences, and (2) the representational
medium. While particular instructions are given for how to optimize a nota-
tion for either expert or novice, the principle itself centers on ensuring that
the visual notation does not exhibit visual monolinguism. In a way, only the
visual notation is needed to verify whether this principle holds: one can check
whether different dialects for particular users or tasks exist. However, the core
difficulty of the principle is that for a given notation these differences need to
be identified first. Thus, users have to be directly involved, leading to the same
challenges described for other principles, such as semantic transparency, requir-
ing direct user involvement. For example, say that the visual notation of some
process modeling language uses realistic pictograms in order to clearly visualize
what things are needed for a particular task. Specifically, a realistic pictogram
of a wrench is used for a task of ‘screwing down bolts’. If this notation has the
requirement that it can be drawn on paper, how do we actually verify whether
needing to draw a wrench is difficult or not? Without knowing the users, one
cannot postulate their artistic skill, or their inclination to spend time drawing
realistic depictions. Regardless of whether it was intended, BPMN is an example
of a language, which, in practical use seems to satisfy what cognitive fit aims to
achieve. It has been viewed as consisting of a number of ‘sets’ of functionality, a
common core, extended core, specialist set, overhead in use by people of varying
levels of expertise and focus. [11]

Set-theoretical Reformulation: this principle seems to us to be the most vague of
all, and no set-theoretical reformulation in the terms defined in this paper can
be suggested.

Classification: this principle uses Models(V) (level 3 of notation). The starting
point for extra information required here is providing more concise characteri-
zation of the elements involved in the formulation of this principle.

4 Summary and Identified Concerns

The above discussion provides a number of new insights into the inherent diffi-
culty of operationalizing PoN principles. First of all, two dimensions emerge from
our analysis, which may provide indications on the feasibility of operationaliza-
tion of the principles. The first is the distinction between the different layers of
visual notation addressed by each principle. Some principles are targeted at the
level of an individual symbol and its structure, others at the interplay of the
symbols with their semantic constructs, and some target the interplay of many
symbols (i.e., a model). These different levels as referenced in Sect. 3.1 increase
the challenge of clearly operationalizing, as the increase in elements that have
to be considered make clear and precise verification more challenging.

The second is the distinction between the different types of extra information
needed for operationalization of the principle. Sometimes additional information
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is needed that is both simple to gather and interpret, such as widely published
accounts of how many distinct graphical symbols the human mind can perceive
at a time. However, when more information has to be distilled from more compli-
cated literature (e.g., scientific theory), an additional challenge arises of ensuring
the correct selection and interpretation of that information. Finally, when infor-
mation specific to users is needed (e.g., to determine what meaning is ‘suggested’
by a symbol), a whole new challenge appears with the need to design empirical
work, argue for the validity of elicited information, and reason how it either
generalizes or applies to the intended users of the visual notation.

Table 2 provides an overview of our findings. For each principle it presents
the notation level, a set-theoretical formulation of the principle, and the extra
information that is needed to achieve operationalization.

Table 2. Summary of PoN operationalization analysis

Principle Set-theoretical Desc. Elements used Extra info required

SemCl I|G is 1-1 G(V) + I (level 2) -

PerDisc ∀g1, g2 ∈ G(V) : Disc(g1, g2) G(V) (level 1) measure Disc on G(V)

SemTr ∀g ∈ G(V): g “suggests”
M(g)

G(V) + I (level 2) evaluation of
“suggestiveness”

CmpMng R has “compl.
management”

Models(V)(level 3) defn. of “compl.
management”

CogInt R allows “integration” Models(V)(level 3) defn. of “integration”

VisExp ∀v ∈ ApVar(V), WellUsed(v) G(V) (level 1) measure WellUsed on
ApVar(V)

DualC Some m ∈ Models(V)
combine symbols & text

Models(V)(level 3) -

GrE G(V) < n G(V) threshold n

CogFit ? Models(V)(level 3) evaluation of “cog. fit”

To the extent of our knowledge, dedicated operationalization efforts so far
address only two principles out of nine, focusing on semiotic clarity and per-
ceptual discriminability [16]. These two principles are arguably among the best
candidates for operationalization as they provide clear, quantitative judgement
criteria, and involve the lowest degree of subjective interpretation2. Indeed, our
classification of the principles supports this view. Another good candidate for
formalization, according to our classification, seems to be visual expressiveness.
The most challenging principle, according to Table 2, seems to be cognitive fit.
The most vague principles, requiring a reformulation in precise terms, are com-
plexity management and cognitive integration.

2 Nonetheless, existing work [16] seems to take debatable choices, such as seemingly
arbitrary weights for distinguishing visual distance variables, whose objective nature
can also be discussed.
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Below we summarize a number of further concerns that should be addressed
in the context of PoN operationalization:

Vague Satisfaction Criteria. A significant problem in operationalization of
the PoN is the vague satisfaction criteria of many principles. While it is clearly
stated what a principle should do, or achieve, the exact details on how to achieve
that are left up to the theory’s wielder. For example, for cognitive integration
we can check a Boolean assertion that structures exist to support e.g., mod-
ularization or clustering. However, this says little about how successfully such
structures will be used, as their design in itself is also subject to cognitive factors.
Thus a degree-based approach is more appropriate here.

Relative Impact of Satisfying a Principle Is Unclear. Given that some
principles are defined in such a way that their satisfaction is almost trivial (e.g.,
dual coding not saying anything about the kind or structure of complementary
text), how much each individual principle contributes to the overall cognitive
effectiveness of a visual notation is unclear. This also makes it harder to know
what principles to focus, or spend most time on should they prove challenging
for a particular notation.

Operationalization Interrelations. An additional complication arises from
the relationships that exist between the different principles. Given that multi-
ple principles have been documented to have positive or negative influence on
each other (for example, increasing graphic economy can decrease semiotic clar-
ity), operationalization of one principle may involve having to operationalize
multiple principles concurrently. For example, when considering semiotic clar-
ity, one should also take into account graphic economy, which requires taking
visual expressiveness into account, which in its turn requires additional external
information. Gaining a better understanding of the interrelations between the
principles is thus crucial for their operationalization.

5 Concluding Outlook

This paper presented a preliminary analysis of PoN principles with respect to
difficulties of their operationalization. The main contribution of this work is
establishing a formal ground for distinction of different aspects that pose diffi-
culties for operationalization of PoN principles. Using this distinction, different
types of efforts can be directed at different principles, e.g., reducing vagueness
of formulations, providing concrete mathematical metrics and/or methods for
empirical evaluation.

Our most immediate direction for future research is using empirical meth-
ods to establish the relative importance of each principle for users of particular
modeling domains (e.g., software architecture, business processes). Such empir-
ically grounded data can be used to more clearly operationalize domain-specific
‘instantiations’ of the PoN, and also show where principles that are mathemati-
cal in their nature, but afford for more complex evaluation given the involvement
of additional elements, can and should be raised to a higher level of evaluation.
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Abstract. Throughout the transport system mission, the system and
its environment can be in an unsafe state that are can be caused by a
set of disturbing events which can be internal or external. To avoid this
unsafe state, it is necessary to studying the vehicles platoon safe in order
to identify the factors that have an important impact on platoon safe.
Many researches have been conducted to study the safety of the smart
vehicles platoon in their environment. In this paper, our aim is to propose
a formal model based on Generalized Stochastic Petri Nets models for
modeling and analyzing the impact of same factors on the system safety.
Within this context, same results are obtained by evaluate the vehicles
platoon safety according to the factors: the number of faulty vehicles
per platoon, the failure rate in the system and appearance frequency of
external perturbation.

1 Introduction

The automotive field was subject for much research in recent years to develop
new solutions and to deal with the increasing traffic, improve the road safety
and also to address new environmental and societal needs. Special interest has
focus on the use the technologies of embedded computing and communication to
meet those needs. In this context, much work has been focused on the modeling
the vehicle platoon system and analyze their dependability and performances
without considering its environment.

Platoon concept is grouping vehicles for fulfill a transportation mission. It is
a method of increasing the capacity of roads. A vehicle platoon might be one of
the technological benefits of self-driving (autonomous vehicles), but it does not
come without its problems.

In this article, we address the problem of the safety analysis for vehicle pla-
toon. therefore, our aim is to help the specialist to develop and install com-
prehensible and valid safe system (platoon) for a given application in a given
environment. Our work focuses on developing formal models to assess the platoon
safety implemented in a context of transportation system in a urban environ-
ment. Our aims is to validate the platoon behavior in order to ensure the system
safety and to estimate the impact some related factors such as the impact of
c© Springer International Publishing Switzerland 2016
R. Schmidt et al. (Eds.): BPMDS/EMMSAD 2016, LNBIP 248, pp. 465–478, 2016.
DOI: 10.1007/978-3-319-39429-9 29
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faulty vehicle par platoon on platoon safety. We can define the system safety by
the system complete its mission without any disturbance which causes dangerous
state to the system and its environment. The safety characterizes the confidence
that can support the absence of system failures that can cause catastrophic
consequences for the environment, for example the loss of human lives. Several
events such as the occurrence of accidental faults, and frequent loss of commu-
nications between the system entities are taken into account. We evaluate the
measures quantifying the risk of accidents in a driving context, to estimate the
impact of new technologies on system and environment safety. We regard as a
case study the vehicles platoon architectures developed in the framework of a
project of intelligent transport systems, ANR VTT SafePlatoon1.

The proposed architectures are based on the implementation of automatic
maneuvers to ensure the safety of vehicles platoon in the presence of perturbation
events from the environment. The maneuvers are also planned to ensure the
smooth functioning of the system following the occurrence of failures affecting
the vehicles, their environment or inter-vehicle communication.

In this article, our contribution is to propose and illustrate a safety modeling
and analysis approach based on Generalized Stochastic Petri Nets (GSPN) to
evaluate the probability of failure maneuvers implemented to ensure the safety of
a vehicle platoon. To build our GSPN model, we start by identify different failure
modes, the associated maneuvers and then identify the catastrophic situation
that can affect one vehicle or multiple vehicle of the same platoon.

Our paper is structured as follow: Sect. 2 gives same related works to our
research and Sect. 3 gives an overview about the formal method, Generalized
Stochastic Petri Nets, for modeling and quantitative analysis. Section 4 define
the vehicle platoon in a dynamic environment. In detail, we have shown the
failure modes that can disturb the mission of urban vehicle platoon and affect
the system safe. In Sect. 5, we show our GSPN model for evaluating the vehicle
platoon safety, based on the proposed failure modes and their recovery maneu-
vers. Section 6 summarizes the results obtained and discusses their impact on the
safety of platooning system. Finally, Sect. 7 concludes the paper and presents the
envisaged extensions.

2 Related Works

Among current works in safety assessment, in [1], de Albuquerque et al. suggest
an approach for modeling and evaluating supply chains based on Generalized
Stochastic Petri Net (GSPN) [2] components. The suggested modeling process
assures desirable model properties that start from a set of predefined modules
for typical supply chain entities. In [3], Ossama Hamouda et al. report to safety
modeling and evaluation of automated highway systems, based on the use of pla-
toons of vehicles driven by automated agents. He analyzes the effect on safety
of the strategy used to manage the operations of the vehicles, inside each pla-
toon and between platoons, when trucks go in or leaving the platoon, or when
1 http://web.utbm.fr/safeplatoon/.

http://web.utbm.fr/safeplatoon/
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maneuvers are carried out to recover from failures affecting the vehicles or their
communication.

In [4], Nawel Gharbi et al. suggest an method for modeling and analyzing
finite-source retrial systems with several customers classes and servers classes
with the Colored Generalized Stochastic Petri Nets (CGSPNs) [5]. This high-
level mathematical model is appropriate for describing and analyzing the per-
formance of systems presenting concurrency and synchronization, maybe with
diverse components. In [6], the writers intend a method to assess the Emergency
Response System (ETRS) performances based on SPN and Markov Chain (MC)
to model and analyze the main procedure of ETRS. Moreover, through isomor-
phic MC of the SPN model, the performance of ETRS was studied. Other works
in [7], presents a Stochastic Petri Net-based approach for performance assessment
of ad hoc networks. The method abuses the symmetry in ad hoc networks, and
precisely models the semantics of activities of a node. The arithmetical results of
the Stochastic Petri Nets (SPN) model show a good match to simulation results,
especially under full traffic. Since of its easiness, the suggested approach has
great advantage to the design and implementation of ad hoc networks.

In [8], the authors propose an extension for Architecture Analysis and Design
Language (AADL) formalism and build so-called component-based modeling
approach to system-software co-engineering of real-time embedded systems as
aerospace system. The aims are then subject to different kinds of formal analy-
sis such as model checking, safety and dependability analysis and performance
evaluation.

In [9], El Zaher Madeleine propose a modeling and verification approach. It
presents a compositional verification method adapted to a wide range of Reactive
Multi-Agent Systems (RMAS) applications. This method is appropriate for the
verification of safety properties. The application considered in this paper is a
platoon of vehicles with linear configuration. The safety property to be verified
is the non collision between platoon vehicles. In her safety verification process,
he use SAL tool-kit [10] by applying Symbolic Analysis Laboratory (SAL) model
checkers. The verification method bases on a compositional verification rule.

3 Generalized Stochastic Petri Nets for Modeling
and Quantitative Analysis

The Petri Nets formalism [11], in their various forms, have been used for study-
ing the qualitative and quantitative properties of systems displaying concurrency
and synchronization characteristics. The use of PN-based model for the quanti-
tative study of systems necessitates the outline of temporal specifications in the
basic, un-timed models. Generalized Stochastic Petri Net is an extension of PN.
Formally, a GSPN model is define as GSPN = (P, T, Pre, Post,R,M0), with

– P = {p1, p2, . . . , pn} a set of places,
– Tt = {t1, t2, . . . , tm} a set of timed transition,
– Ti = {ti1, ti2, . . . , tim} a set of immediate transition,
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– T = Tt ∪ Ti a set of transition,
– Pre = P × T → N, a incidence before function with Pre(p, t) contains the

integer value n associated to the weight of arc from p to t.
– Post = P × T → N, a back incidence function with Post(p, t) contains the

integer value n associated to the weight of arc from t to p.
– R: T → R

+, {firing rate expressions}, associated to timed transitions
– M0: set of initial marking ({m01,m02, . . . ,m0n})

GSPN, as showing in Fig. 1, is formed by a set of places represented by circles,
a set of timed transitions represented by white rectangles, a set of immediate
transitions represented by black rectangles and a set of direct arcs. The directed
arcs connecting places to transitions and transitions to places. Places may con-
tain tokens are represented by small black circles.

Fig. 1. Generalized Stochastic Petri Net models

The necessary step in the dependability evaluating of a tolerant system is the
construction of one (or several) model(s) for a system. A model is a representa-
tion based on a mathematical construct for the study. The behavior of a system
is characterized by the execution state of delivers service (operational states of
the model) and the interruption state (temporary or permanent) of this service
(the failed states of the model), as well as the transitions between these states.

Moreover, the GSPN models is also involved to Dependability analysis. Since
dependability studies are a essential prerequisite for the design of a secure desired
system and provides help in the decision on identifying risks and verifying proper
operation achieving safety goals. Among the dependability attributes [12] which
we are interested, the Safety S(t) witch defined by “the ability of a system to
avoid the appearance of critical events in given conditions”. A system is in safe
state if it does not entail no adverse consequences in the presence of faults.
Formally, the safety is S(t) = Prob(E has no catastrophic failure between 0 and t),
Where E is an entity (component, system, function).
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4 Vehicles Platoon System in a Dynamic Environment

Our case study is a vehicle platoon which as a set of vehicle that have shared
its one mission. Our vehicle platoon adopts a column configuration during its
movement with the lateral inter-distance (i.e. between vehicle) is null and the
longitudinal inter-distance is varied in the interval [0.5m, 3m]. The vehicle pla-
toon will have a fixed number of vehicles. During the case study, we are interested
to verify and analysis the safety system in her dynamic environment as the urban
environment. This environment can also be seen as a dynamic. A set of exter-
nal and/or internal events may intervene to disrupts the platoon movement. It
is made up of several mobile entities and road infrastructures. Mobile entities
may be a walker, vehicle, animal, etc. Road infrastructures are several in traffic
domain, we cite such STOP sign, traffic lights, etc.

The internal events affect the modules of the embedded system in one vehi-
cle. Those modules are Perception module which is responsible for the percep-
tion of traffic lane. the Communication module able to control the continuity of
communication and exchange of information between vehicle platoon. The Com-
mand module control the vehicle command quality and the module Functional
(or Dynamic) which monitors the dynamics of the vehicle components. Decision
module is used to help the embedded system to decide and select the action to
be launched.

Failure Modes and Repair Maneuvers. During the vehicle platoon move-
ment, there are many failures modes that can affect the vehicles in the same
vehicle platoon. Depending on the failures modes, different maneuvers can be
considered to ensure the platoon safety into its environment. Some maneuvers
need to stop the faulty vehicle or to help him to leave the platoon, as soon
as possible. In the cases where the failures have a minor effect on the platoon
safety, the exit of faulty vehicle from the platoon can be considered without any
assistance of other vehicles.

By relying on the studies of the platoon scenarios presented in [13], Table 1
provides the failure modes and these associated maneuvers to ensure the service
continuity in safe conditions despite the presence of these failure modes. The
maneuvers considered for fault tolerance are respectively five potential failure
modes have been identified, presented in Table 1. This table shows for each failure
mode, some examples of causes witch lead to the failure mode, priority class, and
the maneuver that ensures the safe continuity of service despite the presence
of failures. When simultaneous failures affect one vehicle in the platoon, the
maneuver with the highest priority was applied. The success of an operation
depends on many factors, for example, the state of faulty vehicles in the platoon.
The successive failure modes can eventually lead to a state where no maneuvers
are available to recover the faulty situation.

For example, assume that the vehicle v1 is faulty and must make immediate
Disjoint maneuver. If another vehicle is already done this maneuver with a higher
priority, the operation requested by v1 will be denied. Thus, v1 ask another
maneuver a higher priority until the requested operation is accepted. Similarly,
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when a maneuver failed, the system evolves towards a degraded failure mode
and its related maneuvers should be attempted to put the system in a safe state.
The failure of successive maneuvers can ultimately lead to a catastrophic state.
The catastrophic situations leading the system to a dangerous situation of the
occurrence of simultaneous failures affecting several vehicles of the same platoon.

We consider a platoon composed of autonomous vehicles. Each has a moved
capabilities, perceives its environment and interact with his surrounding. Dis-
turbances may occur during the movement of a vehicle platoon. These can be
classified into two categories: temporary or permanent. In our case, we consider
a number of disturbance that has a direct impact on the security of the vehicle
platoon. We model our system taking into account the failure modes, related
maneuvers and catastrophic situations presented in both Table 1.

Table 1. The failure modes and associated maneuvers

Failure mode Priority Cause Maneuver

FM Perception 1 Wrong information:
Wrong measure of
distance obstacles

Immediate Stop (IS)

FM Com 2 Loss of communication
flow between the
vehicles

Restart Network
Card (RNIC)

FM Cmd 3 Dysfunction of electronic
components

Immediate Disjoint
(DI Cmd)

FM F 4 Low battery Immediate Disjoint
(DI F)

FM Decision 4 Slow decision Repeat Decision
(RD)

5 The GSPN Model for Vehicles Platoon System

Here, we regard a GSPN model for modeling and analyzing the faulty behav-
ior for vehicle platoon in its dynamic environment. During the vehicle platoon
movement, there are events that disrupt the platoon mission. Those events are
classified into two categories: external events (external perturbation) and inter-
nal events (internal perturbation) such as detailed in the previous section. For
this, the generic GSPN model (Fig. 2) for vehicle platoon system consists of three
main blocks: the first named Normal Mvt which models the normal movement
of the system who finished its mission safety. The second, External perturbation,
specify the faulty movement and its treatment with the associated maneuvers a
of the system in the presence of an external events which disturbs the platoon
mission and led to unsafe state (accident). The third block, Internal perturbation,
models the faulty movement and its treatment with the associated maneuvers
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Fig. 2. Global architecture of GSPN model

in the presence of an internal perturbation related to the embedded system of
the vehicle and the platoon capabilities.

In the GSPN model for the platoon behavior, Fig. 2, the place Start initial-
izes the regular movement and the mission of the vehicle platoon. The number
of vehicles in the platoon is set by a global variable that indicate the number
of marking in the place Start. In our model, the vehicles number is declared as
a variable (nb) which is used later in the evaluation experiments. The GSPN
model concerns the normal movement (see Fig. 3) depict the normal platoon
movement without any perturbations. Each vehicle starts its mission by trigger-
ing the immediate transition T launch and completes mission safely (the place

Fig. 3. The GSPN of normal movement block
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Fig. 4. The GSPN of external perturbation block

P End Mission). As soon as the platoon complete its mission, it return to the
sate ready (place Start).

The regular behavior of the platoon is disturbed as soon as the transition
T perturbe is triggered. The perturbation can be either by an external (the tran-
sition T Ext disturb) either an internal events (the transition T Inter disturb).
When the transition T Ext disturb (see Fig. 4) fire that means there is an exter-
nal event, such as infrastructure or an entity in the road presented respectively
by the transitions T infrastrecture, T mobile entity and the places infrastr and
mobile ent. The details of the block External perturbation is illustrated by the
Fig. 4. Soon as the presence of an infrastructure, each vehicle into the vehicle
platoon must slow down or stop completely which are modeled by the two tran-
sitions T2 deceleration and T3 stop. In the case of presence of an entity (such
as an obstacle or a pedestrian) in the road, the vehicles should either stop the
wheels or slow down the speed of the platoon to avoid an accident with the
obstacle. The third case is an accident with the road entity which requires to
make the setting (transition T2 setting) of all the train.

The second block, named Internal perturbation in Fig. 2, is described by the
Fig. 5 in which we model the failed movement of the platoon and its vehicles
along the presence of internal faults, failure modes and/or catastrophic situations
which are outlined in Table 1.

As soon as the transition T Inter disturb fire, a vehicle of platoon can have
one or multiple failure mode (see Table 1) which affects the Perception, Commu-
nication, Decision, Dynamic and/or Command modules in each vehicle of the
same platoon.

Each failure mode is modeled by a timed exponential transitions, as described
in Table 2. We choose the exponential distribution because it arises in practice
as the distribution of the waiting time until some event occurs.
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Fig. 5. The GSPN of internal perturbation block

The failure mode FM Perception disrupt the Perception module of the vehi-
cle and can cause a unsafe situation to the vehicle and subsequently a dangerous
situation to the platoon. In order to avoid the unsafe state, the system trig-
gered a repair maneuver Immediate Stop (IS), transition IS in the Fig. 5. After
repairing, the Perception module can be in two states either the perception mod-
ule is successfully repaired (the place percep ok) or not. In the case of success,
the concerned module returns to operational status by triggering the transition
Perception back.

In the case of failure maneuver, the system triggers the next maneuver asso-
ciated to the failure mode which has the low degree of priority when multi-
ple failure affect the vehicle. In Fig. 5, when the perception maneuver is failed
(transition t1 ko), the maneuver transition RNIC is fired in order to avoid the
communication failure.
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Table 2. Rates of all exponential transitions associated to failure modes

Module Failure mode Transition Rate

Perception FM Perception FM Perception λFM Percep

Communication FM Comm FM Comm λFM Comm

Command FM Cmd FM Cmd λFM Cmd

Functional (or Dynamic) FM F FM F λFM F

Decision FM Decision FM Decision λFM Decision

6 Safety Analysis and Results

We consider a platoon with NB v vehicle in traffic lane. Vehicle in each platoon
can control itself and the surrounding environment. We model this system, taking
into account the internal events as the five failure modes and their associated
maneuvers which are presented in Table 1.

The measure assessed corresponds to the probability that the modeled system
is in one of the catastrophic situations as a function of time (t). This measure is
referred to as system unsafe, and is denoted by S(t).

As we said, several factors need to be considered when studying the impact
of failures on the safety of a platooning system. In particular, the success or
failure of a recovery maneuver depends on the state of the adjacent vehicles
contributing to the maneuver.

The results obtained from the treatment of the models presented in the pre-
vious sections to observe the influence of various system parameters on the safety
of the platoon. The analysis focuses on the influence of the failure modes rates
(λ) associated to vehicle failure modes, the number of vehicles nb on the system
safety. The aim is to illustrate the type of results that can be obtained from
the proposed GSPN model and analyze trends rather than to obtain realistic
estimates of safety system.

In this section, we illustrate the results obtained from the evaluation of the
GSPN model presented in previous section, and display the analysis with respect
to several parameters affecting the vehicle platoon safety.

The unsafety estimation S(t) corresponds to the probability to have a token
in the place Unsafe v of Fig. 2. The studies concentrate on the impact on S(t)
of the failure rates associated with the failure modes of each functional module
in each vehicle, the maximum number of faulty vehicles per platoon and the
appearance frequency of external perturbation.

We assume that all the processes represented by timed activities in the SAN
models have exponential distributions (i.e., have constant occurrence rates).

We set the failure rate λ as global variable in our model. The others rate
relating to the failure modes are defined in terms of λ = 10−1/hr. Such as
λFM Per = λ, λFM Com = 2 ∗ λ, λFM Decision = 3 ∗ λ, λFM F = λ and
λFM Cmd = λ.
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The values of rates associated with the maneuvers (μIS , μRNIC , μDI Cmd,
μDI F , μRD) are set by the developer and the builder of the system.

We suppose that the platoon start with NB v vehicles at any time each
vehicle can be affected by one or several failure modes.

The numerical values used are inspired from real life similar situations. How-
ever, these values can be easily modified. The results illustrated in the next part
have been attained, using the simulator provided by the TimeNet tool.

6.1 The Impact of the Number of Faulty Vehicles (n) per platoon
Unsafe S(t)

We first show in Fig. 6 the impact of number of faulty vehicles (n) per platoon
on S(t), for travel durations varying from 0 to 18 h.
This figure displays that:

1. For a given value n, the probability of reaching the unsafe state increases by
one order of magnitude when the travel duration increases from 0 to 18 h.

2. For a given instant of time in travel duration, increasing n leads to increase
of S(t).

Fig. 6. S(t) versus time and depending number of faulty vehicle (n) per platoon

6.2 Failure Rate Impact on Platoon Unsafe S(t)

The impact of the failure rate is illustrated in Fig. 7 considering three values
for λ. We notice that the probability of reaching an unsafe state is very related
to the value of the failure rate. For example, increasing the failure rate from
10−8/hr to 10−6/hr leads to an increase of system unsafe in an travel duration.

6.3 Appearance Frequency of External Perturbation Impact
on Platoon Unsafe S(t)

The impact of appearance frequency (Freq) of external perturbation on platoon
Unsafe S(t) is illustrated in Fig. 8 by considering three values for Freq. The figure
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Fig. 7. S(t) depending λ

Fig. 8. S(t) depending the appearance frequency of external perturbation Freq (with
λ = 10−6)

shows the appearance frequency impact of an external perturbation, due to the
environment. Such disturbances may be either a pedestrian or a fixed/mobile
object. The figure helps us to illustrate that the frequency of occurrence has an
important impact on the platoon unsafe.

For a null occurrence frequency (Freq = 0), S(t) takes value that due to the
other disturbances impact. Moreover, we note that increasing the frequency of
occurrence from 0 to 10−3 leads to an increase of system unsafe.

7 Conclusion

This work present a formal approach for modeling and evaluate the safety for
vehicular systems in a dynamic environment. In this approach, we propose a
formal model for analysis the quantitative estimation related to vehicle platoon
safety in its environment. During the construction of our model, we have based
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on some scenario collected in our research laboratory and we have used the
formalism GSPN witch is well used in quantitative analysis.

The proposed GSPN model is relative to any vehicle platoon system in its
environment. The model is composed of three main blocks: the first named
Normal Mvt which models the normal movement of the vehicle platoon. The
second, External perturbation, specify the faulty platoon movement and the asso-
ciated maneuvers of the system in the presence of external events which disturbs
the platoon mission and led to unsafe state. The third block, Internal perturba-
tion, models the faulty movement and its associated maneuvers in the presence
of an internal perturbation related to the vehicle of the platoon. The list of
maneuvers are used to keep the safe of the system in presence of failure modes.

To illustrate the approach and the type of results that can be achieved, we
consider simple examples. We have conducted studies of the sensitivity to analyze
the impact of some parameters on the platoon safety: the rates associated with
a failure modes affecting vehicles, the number of faulty vehicles per platoon
and the appearance frequency of external perturbation Freq. In particular, the
analyzes that we performed allowed us to quantify and analyze the gain in terms
of safety that can be expected with the studied system.

Future works will be devoted to several key points aimed at verifying and
analysis the safety properties for vehicular systems in a dynamic Military envi-
ronment. The second point is to develop our models with an other formal method,
such as Stochastic Activity Network (SAN), in order to improve the models for
vehicle platoon system.
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Abstract. In mobile information systems, it may be more important to capture
where a user is supposed to perform an activity, as well as what type of device is
going to be used, than what is the case for traditional, stationary information
systems. Yet, mainstream diagram notations like use case diagrams seldom
capture such information. In previous papers we have proposed some adapta-
tions to use case diagrams to be able to include location and equipment
requirements, but these adaptations have not been evaluated experimentally.
This paper reports on a student experiment comparing two different notations,
one using colour and the other using symbolic icons. The experiment also
includes a task where the models contained both location and equipment
information at the same time. In that case, one alternative used colour for
locations and icons for equipment, while the other used icons both for colour
and equipment. The results showed no significant difference between the two
treatment groups, neither in the quality of answers to the experimental tasks, the
time needed to perform the tasks, nor in their opinions given in post-task
questionnaires about the notations they were exposed to.

Keywords: Mobile � Multi-channel � Information system � Process model �
Diagram notation � Visual communication

1 Introduction

Use cases [1] have proven helpful for the elicitation of, communication about and
documentation of requirements. While use cases can be written in pure textual form [2],
the addition of diagrams has been found to enhance modelers’ and stakeholders’
understanding by providing a visual overview [3]. Use case diagrams have also been
found to complement other notations in the UML family, such as class diagrams,
enhancing the discovery of requirements [4], and seem to be understandable to a wider
range of stakeholders than the other sub-languages of UML. Much of this can be
attributed to the simplicity of use case diagrams, as well as their closeness to the user
(depicted as intuitive stick figure “actors”), dealing with the system’s external features
rather than internal technical details.
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A core goal for use case diagrams has been simplicity, so that diagrams shall be
easy to understand. Normally, the location of the user while performing the various
actions of a use case has not been considered important enough for inclusion in use
case diagrams, and neither has the type of equipment to be used for interacting with the
information system. These are understandable omissions in use cases for a traditional
information system. The location of the user (e.g., whether in city A or B, office D or E)
is not of much importance for the functional requirements and subsequent design of the
computerized information systems. Nor is it of much importance to document the type
of equipment used − often it would be some standard desktop PC, and if not, it might
also be considered a premature design decision to specify the type of equipment in a
use or misuse case, which should rather focus on the requirements level. However, for
mobile and multi-channel information systems, the capture of location and equipment
might be relevant already at an early stage [5]. Also when coming up with new versions
of mobile information systems, the key change may sometimes be to make the func-
tionality available in new places, using new equipment, rather than really introducing
new features.

This makes it interesting to investigate specialized use case diagram notations that
do show location and equipment-related information in diagrams. Of course it is not
necessarily a good idea to cram all kinds of information into a diagram, which could
make the use case diagrams lose their current strong point of being simple. It will
always be the case that the underlying textual use cases will contain a lot of details that
will not be in the diagrams. However, since users often do prefer working with dia-
grams over other forms of representation [6], and location/equipment may be more
important to visualize in some projects than in others [7], it appears worthwhile to
investigate if it is feasible to adapt use case diagrams to depict such information.

In previous work [8] we looked at templates to capture location and equipment
information in textual use cases, and in [9] we outlined an extensive range of possibilities
for including location and equipment information in use case diagrams, and evaluated
these alternatives analytically using a framework based on Moody’s 9 principles for
visual notations [10]. However, none of the possible notations have been evaluated
experimentally. In the current paper, we will compare two of the notations that seemed
most promising from the analytical evaluation. The research questions are as follows:

RQ1: Which adapted notation will the participants understand best, one that applies
colour or one that applies icons to show location or equipment in use case diagrams?
RQ2: Which adapted notation will the participants understand best, one that applies
colour & icons or one that applies icons and icons to show location & equipment in use
case diagrams?
RQ3: Will there be any difference in user preference for the alternative notations?

For RQ2, it might have appeared cleaner to try colour for both location and
equipment, vs. icons for both. However, as will be explained later in the paper, using
colour for several aspects at the same time was simply not found feasible − whereas
using icons for several aspects was found feasible if using intuitive icons. Also, it might
have been possible to try the opposite mix (colour for equipment, icons for locations)
but we had limited time for the experiment and these two alternatives were thought not
to be very different − as will be explained in the next section.

480 S. Gopalakrishnan and G. Sindre



The rest of the paper is structured as follows: Sect. 2 motivates the choice of
notation alternatives to be tried experimentally, and details the hypotheses for the
experiment. Section 3 describes the experimental design, and Sect. 4 reports on the
results. Section 5 gives a discussion and threats to validity, followed by related work in
Sect. 6, whereupon Sect. 7 concludes the paper.

2 Motivation and Hypotheses

Bertin [11] presents 8 different visual variables that might convey meaning in
two-dimensional diagrams, namely the two planar variables horizontal position and
vertical position (an object could be placed above, below, left, right of another, or also
inside or partly overlapping another object, to convey various meanings), and the six
retinal variables: size, brightness (=“value”), texture, colour, orientation, and shape. In
our previous work [8] these were used to outline a number of possible ways to rep-
resent location or equipment in use case diagrams. If wanting to represent both location
and equipment in the same diagram, combinatorial explosion generates a vast number
of alternatives for possible visual syntaxes. However, most of these would be very
poor, and since experiments are time-consuming to design, conduct and analyze, one
cannot try all strange alternatives empirically. Hence it makes sense to use common
sense and analytical evaluations to prune the search space, discarding notations that
would be likely failures, and concentrate on those that seem promising. Figure 1 shows
the notation alternatives that were considered analytically in [8], and Table 1 shows the
result of the analytical evaluation. Most of the criteria (columns in Table 1) were based
on Moody’s proposal from [10]. This figure just shows possibilities for showing three
different locations for a use case, in the example a a home care assistant logging a visit
to a patient. If the use case were to be performed at the patient’s home, the leftmost
column would apply, if in the parked car just afterwards, the middle column would
apply, and if later in the office, the rightmost column would apply. Similar notation
variables could be used if it was instead equipment we wanted to capture, e.g.,
changing “at patient’s home” in the first three rows to “using smart phone”, changing
pool names in the bottom row accordingly, and changing the icons in rows 4 and 5 (e.g.
house icon into a smart phone icon), other rows could remain the same just with a
change of legend.

Table 1 shows the results of the analytical evaluation, the order of rows corre-
sponding to that of Fig. 1. The column Sum (second to the right) gives the total score if
all criteria are considered equal. However, the first three criteria (Semiotic Clarity,
Perceptive Discriminability, Semantic Transparency) may appear more essential than
the other ones. Hence, the rightmost column WS shows a weighted sum, where these
particular columns have been given double score. According to this column, some of
the best scoring notations that are Pools (+6), Icon in node (+5), Iconic note (+4) and
Fill colour (+4). However, a limitation of the display of alternatives in Fig. 1 is that it
only shows one location for each use case node. In many mobile information systems, a
key success criterion might be that some activities should be possible to perform in
several different locations. The same would be the case for equipment − for many use
cases it would be necessary to leave this to user preference. If needing to show several
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different options for one node, pools might have a weakness that either they must be
made to overlap, which soon breaks down with multiple overlaps, or use cases must be
replicated in all relevant pools. Also, pools have another problem that they may be
confused with system boundaries. Hence it was decided not to try this alternative in the
experiment, but rather go for one using icons (and then preferring the one with icons
directly at nodes rather than linked to them, as this avoids the extra edge), and one
using colour fills. Of course, these could also have challenges with several
locations/equipment types for the same node, but this was one of the things we wanted
to explore in the experiment.

Two obvious comparisons, then, are (i) showing locations with colour, or with
icons, and (ii) showing equipment with colour, or with icons. But what if we want to
show both locations and equipment in the same diagram? Here it was considered that
icons could still fly. A user would intuitively think about a house icon as indicating
some location, and a smart phone icon as equipment. Besides, confusion could also be

Fig. 1. Possible ways of showing location, reproduced from [8] (Color figure online)
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mitigated by placing e.g. location icons in the left side of nodes and equipment icons in
the right side. Something similar could be imagined with colour, e.g., giving the left
half of a use case node the colour for some location, and the right half the colour for
some equipment. However, this was quickly dismissed as infeasible. First of all the
nodes would look quite messy, especially if needing to show several types of location
and several types of equipment. Moreover, there is a limit to how many different
colours you may use meaningfully in diagrams before they become difficult to dis-
tinguish. E.g., red, blue, yellow, green would likely be fine, but if needing a larger
number of colours, like orange, purple, turquoise, you quickly get into situations where
some get difficult to distinguish. Using colour both for location and equipment in the
same diagram would immediately double the needed number and easily break down
rather quickly. On the other hand, icons are more robust to an increase in the number,
as can be seen from the hundreds of different traffic signs (e.g., triangular danger signs
that are distinguished only by the icons inside, and which are still quite understandable
to most drivers). Hence, it was decided that location icons + equipment icons in the
same diagram was an alternative worth exploring while colours + other colours not. To
have something to compare the double icon alternative against, we instead opted for
using colour for locations but icons for equipment. The opposite choice (icons for
locations, colour for equipment) could also have been made, but if we had to choose
between the two, it seemed most intuitive to use icons for equipment, since the devices
are physical objects with an intuitive look, whereas some locations may be more
abstract, not having an obvious visual representation.

This left us with three different things to compare experimentally. Since the ana-
lytical evaluations differed just by 1 point and are quite uncertain, we did not know
exactly what to expect, so hypotheses were not given any up-front assumption about
direction. Our main null hypotheses were as follows:

Table 1. Results of analytical evaluation [8]

Location by SC PD ST CM VE DC GE MC Sum WS

Text in icon – – – + + + 0 −2
Text in note – – – – + + + −1 −3
Location shape – – + + 0 0
Iconic note + + + – – – + +1 +4
Icon in node + + + + – – +2 +5
Shape, small v. + – + – – + 0 0
Shape, big var. + + – + – – + +1 +2
Size + – – – + −1 −3
Orientation + – – – + −1 −3
Fill colour + + + + – +3 +4
Fill brightness + + + + – +3 +4
Fill texture + + + + – – +2 +3
Line type + – – + – −1 −2
Pools + + – + + + +4 +6
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• H10: There will be no difference in task score between participants getting use case
diagrams with colour for locations and participants getting use case diagrams with
icons for locations.

• H20: There will be no difference in task score between participants getting use case
diagrams with colour for equipment types and participants getting use case dia-
grams with icons for equipment types.

• H30: There will be no difference in task score between participants getting use case
diagrams with colour for location but icons for equipment types, and participants
getting use case diagrams with icons both for locations and equipment types.

In addition to the task score, we also wanted to look at the time spent by the
participants to solve the tasks, and their opinion about the notations through responses
to a TAM (Technology Acceptance Model) inspired questionnaire survey. We had
similar null hypothesis for these also, i.e., assuming no difference in time spent on any
of the three tasks, and no difference in opinion for any of the three questionnaires. For
space reasons we do not list these additional six null hypotheses here.

3 Experiment Design

The experiment was designed to have the following tasks:

• Task 1: Looking at a Figure with two use case diagrams, one for the current and one
for the proposed future situation of a system, and answering 10 True/False ques-
tions about the models. Treatment Group A would get diagrams showing locations
by colour fill, while Treatment Group B would get diagrams showing locations by
icons. Measures to be obtained: Score on the test (1 point per correct answer), plus
time spent.

• Q1: Answering a questionnaire giving their opinion about the notation they had just
been exposed to. The questionnaire contained 8 questions, whereof 3 related to
Perceived Ease of Use (PEOU), 3 to Perceived Usefulness (PU), and 2 to Intention
to Use (ITU).

• Task 2: Similar to Task 1, but the diagrams would now include equipment types,
not locations. Again, Group A would get colour filled diagrams, Group B diagrams
with icons.

• Q2: Similar to Q1, asking the opinion about the notation just seen.
• Task 3: Looking at a Figure with one use case diagram (proposed solution), now

containing both locations and equipment types. This time, the task was to find
defects in the diagram by comparing it to a prose text (approx. one A4 page) giving
requirements for the system in plain natural language text. A number of errors were
deliberately seeded into the figure, so a perfect score would entail that the partic-
ipant found all the errors while not reporting any false positives. Here, Group A
would get a diagram with colour for locations and icons for equipment, while B
would have icons for both.

• Q3: Similar to previous questionnaires, giving the opinion about the notation they
were just exposed to in Task 3.
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Participants were recruited from a class for approximately 50 informatics students
close to finishing their third year of study. Each participant was randomly assigned to
either Group A or Group B, which in the end gave 22 participants in Group A and 25 in
Group B. The experiment was performed online, so the tasks were developed as
anonymous tests in the LMS (Learning Management System) It’s learning currently
used at our university, and links for Variant A and B of the test were emailed to the
students in the respective groups. As it was impossible to find one time or place fitting
for everybody, each participant was allowed to perform the experiment at a time of his /
her own liking within a 72 h interval − but with strict instructions to do it individually
and not discuss it with any classmates before or after, until the end of the 72 h slot (to
ensure independent observations and avoid diffusion of treatments). Of course, this is
not an ideal solution, it would have been better if the time slot was more limited and
students performed the experiment in a place where they were observed by the
researchers. However, we have no indication that the students broke the stated rules.

Figure 2 shows diagrams for Task 1 and Task 2. As can be seen, some of the use
cases had several locations and equipment types allowed. For the colour version this
was done by putting several coloured ovals inside each other, which was found go
better with the textual labels than, e.g., splitting colours vertically or horizontally inside
the oval. The True/False questions were typically about possible locations and
equipment for specific use cases, differences between the current and proposed solution
in this respect, and some about a diagram as a whole (e.g., how many use cases could
be done by smart phone, or whether some equipment was more or less used in the
proposed situation than in the current one). Figure 3 shows the diagrams for Task 3.
Here, for space reasons, we only show the diagram for Group B, which had icons, both
for locations (on the left side of each use case oval) and for equipment (on the right side
of use case ovals). The corresponding diagram for Group A had icons for equipment
placed in the exact same way as in Fig. 3, but colours for locations (similar to Fig. 2,
top). For this task there was a textual description of stakeholder requirements, including
wanted equipment and locations for the use cases, formulated as a plain prose para-
graph (i.e., somewhat unstructured rather than neatly itemized). The diagrams were
seeded with some errors (exactly the same for each group) and the students’ task was to
identify these errors. This was done via 2 questions for each use case (“When it comes
to locations/equipment, use case X…”), each with four alternatives (“is correctly
shown”, “lacks something required”, “adds something not required”, “both adds and
lacks something”). This was preferred over having students write down found errors in
a list, where mistyping etc. could give data that was harder to analyze.

Students performed the experiment online via the LMS, so the experiment ques-
tions were responded to in an online questionnaire. For each participant, the following
variables could be measured for each task:

Task Score: Number of correct answers for the task
Time: How many minutes was used for the task? (self-reported)

Perceived Ease of Use (PEOU), Perceived Usefulness (PU) and Intention to Use
(ITU), measured by a post-task questionnaire inspired by the Technology Acceptance
Model (TAM) [12] and the related Method Evaluation Model (MEM) [13]. For each
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task there were 8 questions, 3 for PEOU, 3 for PU, and 2 for ITU. All questions were
scored on a 5 point Likert scale from Strongly agree (5), via agree (4), neutral (3),
disagree (2), and strongly disagree (1). Questions 4, 5, 6, 7, and 10 were formulated in
the opposite direction of the others to mitigate risk of “auto-pilot” responding by
participants. These 5 questions were of course reversed in the scoring for the analysis.

Fig. 2. Diagrams for group A, task 1 (top), group B, task 2 (bottom) (Color figure online)

Fig. 3. Diagrams for Group B, Task 3
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4 Results

The student responses were automatically exported from the LMS to Excel. Since the
data were fairly simple to analyze, the statistical analysis was performed directly in
Excel (2007, SP3 MSO) rather than moving to a dedicated statistics tool. Significance
was tested by t-tests after first running F-tests to check equality of variances.

Results for the performance of the two groups are shown in Table 2. Times are
given with decimals, not minutes and seconds. On average Group A (using coloured
diagrams) scored slightly better than Group B (icons) on all the three tasks, and was
also faster on all three tasks (although on Task 1, the difference was microscopic, just
6 s for an average duration of more than 7 min). However, none of the differences were
significant. The one that came closest was the score on Task 1 (p = 0.16) but this is
quite far away from our required p < 0.05.

Although Task 1 and Task 2 had a very similar structure and level of difficulty
(except colours/icons were used for locations in Task 1, equipment in Task 2), there
was a clear reduction in average time on Task 2 vs. Task 1. This is not surprising, as
there may be several types of learning effects (e.g., understanding the concept of
adapted use case diagrams, getting familiar with the question format and how to
respond in the LMS). For Group A, the speed up was significant (p < 0.02) while for
Group B it was not (p = 0.3).

Table 3 shows the results from the post-task questionnaire. To save space we show
only the overall opinions from the questionnaires (i.e., aggregates of PEOU, PU, and
ITU − all 8 questions), plus PEOU from T3, which was the variable with the greatest
difference. Even this one was far from being significant, thus it is not so interesting to
look at the detailed statistics for all the other variables. As can be seen, overall scores
were very close to equal for Task 1 and Task 2 (using either colour or icons for location
and equipment, respectively). For Task 3, there was a small to medium effect in favour
of the colour alternative (i.e., colour for locations, icons for equipment) versus the
alternative using icons for both locations and equipment. The difference was most
evident for PEOU, but even there the difference was not significant.

Table 2. Performance of the two groups.

Compared variable Gr A
(colour,
N = 22)

Gr B (icons,
N = 25)

Difference Effect
size

Sign.? Y/N
(p = …)

Mean SD Mean SD

Score, Task 1 9.59 0.67 9.28 0.79 0.31 0.42 No (0.16)
Time, Task 1 7.27 2.96 7.38 4.36 −0.11 0.02 No
Score, Task 2 9.64 0.58 9.36 0.95 0.28 0.34 No (0.23)
Time, Task 2 5.55 1.44 6.28 3.05 −0.73 0.30 No (0.29)
Score, Task 3 12.59 3.17 12.20 2.77 0.39 0.13 No
Time, Task 3 18.64 6.28 20.32 10.56 −1.68 0.19 No
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Since the questionnaire scores went from 1 (strongly negative) to 5 (strongly
positive), both treatment groups can be seen as quite positive towards the notations they
were exposed to. For Task 1 and 2 with average scores around 4, the opinions are
significantly better than the neutral 3 (p < 10−6). For Task 3 the opinions about the
notation were somewhat less enthusiastic, and though still above the average 3 they
were no longer significantly different from 3 though Group A came fairly close (Group
A, p = 0.07, Group B, p = 0.4). The drop in opinion from Task 2 to Task 3 was
significant, for Group A with p < 0.01, for Group B with p < 0.0001. This might be
caused by the more complex diagram notations of Task 3 (showing both location and
equipment in the same diagram, while the two former tasks showed only one or the
other), but could also have other reasons, such as increased complexity of the task
(finding defects rather than answering True/False questions, cf. time spent on Task 3
being more than both the previous tasks taken together) or effects of boredom or
exhaustion of the participants towards the end of the experiment.

Summing up on the results, there were no significant findings related directly to our
a priori hypotheses. Thus, none of the hypotheses could be rejected, so it appears that
the two notations are about equally good, at least for the tasks that were tried in this
experiment. The only significant findings were as follows:

1. Participant opinions about the notations (both groups) were significantly better than
the neutral 3 for Tasks 1 and 2. This could be interpreted in the way that they liked
the notational adaptations as long as only one extra aspect was added to the normal
use case diagram notation.

2. Group A participants spent significantly shorter time on Task 2 than Task 1,
although the amount of work was presumably the same. If seeking a positive
interpretation, this might indicate that they learnt the notational concept (using color
to add extra information about a use case) quite rapidly.

3. Participant opinion about the notations in Task 3 (both groups) was significantly
lower than for the two previous tasks, so maybe attempts to add two different types
of information to use case nodes at the same time, is less feasible than adding just
one.

However, these are not the only possible interpretations, as will be discussed in the
next section about Threats to Validity.

Table 3. Overall post-task questionnaire opinions

Compared variable Gr A
(color,
N = 22)

Gr B
(icons,
N = 25)

Difference Effect
size

Significance?
Y/N (p =)

Mean SD Mean SD

Opinion, T1 4.13 0.46 4.11 0.33 0.02 0.04 No
Opinion, T2 3.94 0.59 3.96 0.57 −0.02 0.03 No
Opinion, T3 3.33 0.80 3.06 0.78 0.27 0.34 No (0.4)
PEOU, T3 3.39 0.94 3.05 0.90 0.34 0.38 No (0.3)
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5 Discussion and Threats to Validity

Although we did not have any significant findings related to our hypotheses, and thus
do not make any strong claims, it could be worth discussing Threats to Validity, which
is done according to the much used categories construct validity, conclusion validity,
internal validity, and external validity.

Construct validity: Do our measures correctly represent what we wanted to measure? A
typically considered threat in this category is mono-method bias, which we would have
had if we had only one type of task (e.g., only True/False questions). Adding another
type of task, namely finding defects, makes it slightly better, but of course is still far
from a complete coverage of the concept of understandability, as there would be many
other ways also to test various aspects of this (e.g., have them look at a diagram and
explain what it means). Another relevant threat is so-called hypothesis guessing.
Although the students would then have guessed wrongly (as our hypotheses were about
possible differences between two notation alternatives, not about the absolute goodness
of any of them), students may have believed that the researchers were hoping for a
positive score for the notational adaptation they were exposed to, thus answering the
questionnaire more positively than their honest opinion. To mitigate this, it was clearly
stated at the start of each questionnaire that there were no right or wrong answers for
these questions (unlike the T/F questions) and that we were just seeking their honest
opinion. This, however, does not guarantee that we got honest opinions.

Conclusion validity: Without any significant claims for the hypotheses, there is no
point asking if we have enough statistical power for our conclusions. However, it could
be asked whether we failed to observe effects that were really there, by having too few
participants in our experiment. The difference closest to being significant was score on
Task 1. If effect size and standard deviation were to remain unchanged, power cal-
culations indicated that this would have been significant if we had 50 students in each
treatment group, and for the Task 2 scores and Task 3 opinions, about 100 participants
would have been needed in each group. However, unless new experiments are made
with such larger groups, it remains a mere speculation whether these effects would
really materialize or were due to chance.

Internal validity:Were observed effects due to the difference in treatment, or something
else? Since we did not observe any effect, there is little to say here, except to the bullet
items 1–3 towards the end of the previous section, those were not related to our
hypotheses. Here, (1) positive responses about the notations could be partly from other
reasons than really liking them, e.g., fear of appearing stupid if responding that a
notation was hard to learn. Our mitigation towards such effects was to have the test
entirely anonymous and since it was performed online, the researchers were not present
while participants performed the test. (2) Reduced time on Task 2 vs. Task 1 could be
due to learning the notation quickly, but could also be simply due to learning the
question format or the technicalities of responding through the LMS. Our choice of
using the LMS that was well known to them beforehand can still be seen as a mitigation
here compared to using some other test or survey tool, as an unfamiliar tool might have
caused more variance between participants. (3) The drop in opinion from Task 2
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to Task 3 could be due to more negative feelings about the notations given in Task 3
(showing both locations and equipment at the same time) than the notations used in
Task 1 and 2, and this appears as an intuitive explanation. But there could also be other
factors, such as boredom or exhaustion effects towards the end of the experiment
session, plus the fact that the task given was more complicated (finding errors rather
than just answering True/False questions), cf. that the average time spent for Task 3
was more than the time for Task 1 + Task 2 together. Hence, if really wanting to
investigate whether this notation is less preferred, more experiments would be needed,
for instance adding True/False questions for the Task 3 notation and error detection
questions for the Task 1–2 notations, plus mixing the order of appearance of notations
to control for effects related to this. In the current experiment this was not done because
our research questions did not concern the relative merits of the Task 3 notation vs. the
Task 1–2 notations, rather the relative merits of the Group A vs. Group B notations.

External validity: The experiment population was a class of Norwegian IT students
with a fairly homogeneous age and background in terms of previous education, so
findings may not apply to students with different backgrounds. Nor need they apply to
practitioners, not even these students themselves when they have become practitioners
in a year or two, since they may then have developed different skills and preferences in
modeling, although several sources indicate that the distinction between students and
practitioners need not be the most serious problem for an experiment [14–16]. Even
more limiting to its generalizability is maybe the fact that it only looked at some fairly
small and simple tasks, while modeling tasks in industry may be much more complex,
among other things relying on communication with stakeholders rather than just
reading material and answering questions.

6 Related Work

There have been several proposals for modification of use case diagram notation for
various purposes, such as misuse cases for security [17] and safety [18], found to work
well with stakeholders due to their intuitive visual appeal [19]. In [20] Saleh and
El-Attar find that the readability of misuse case diagrams can be further enhanced by
adding colour and icons, though not for indicating locations and equipment as proposed
in this paper. Berenbach and Borotto [21] propose to use both colour and icons in use
cases, but for a quite different purpose than ours. Colour indicates the status of the use
case (e.g., draft, preliminary, accepted) and special icons are used to indicate terminal
(leaf node) use cases, namely gear icons for functional requirements and oil cans for
non-functional requirements. Hence both the underlying conceptual meaning and the
notational adaptation is quite different from ours.

There have been a number of other proposed adaptations to the visual notation of
use case diagrams, using other means than colour or icons in the ovals, and for other
purposes than adding location or equipment types. For instance, notational adaptations
have been used to capture inconsistency [22] or refinement relationships [23], distin-
guish business use cases from normal use cases [24], model variability for product
family development [25, 26], and to propose several more advanced role concepts [27].
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To our knowledge, however, there has been little previous work by others to add
location or equipment information to use case diagrams.

In previous work we have looked at notational adaptations for adding location
information to UML activity diagrams, evaluating various alternatives both analytically
[28, 29] and experimentally [30, 31]. Apart from looking at a different diagram type,
our current experiment with use case diagrams also goes beyond these previous works
in two other respects: (i) it tries out not only the addition of location information, but
also of equipment types − both separately and in the same diagram. (ii) it uses
examples where some use cases had several alternative locations (or equipment types)
attached, whereas the experiments with activity diagrams only tried one location per
activity node. Our analytical evaluations have been strongly inspired by Moody’s
presented “physics” of notations [10], which has also been used for a more compre-
hensive evaluation of the entire UML notation [32], whereas our work has been more
focussed on the specific evaluation of our proposed notation adaptations.

7 Conclusions and Further Work

Although it might be said that it was reasonably promising for the proposed notation
adaptations (both options) that the students did quite well on the tasks and leant
towards the positive end of the scale for the questionnaires, it can be seen as somewhat
disappointing that the experiment did not come up with any significant findings related
to the hypotheses. One explanation could be that the two notation alternatives are
indeed about equally good. However, it might also be that the experimental tasks were
too simple, and thus did not challenge the participants enough to elicit any difference
between the notations. Hence, more experiments are needed, with a broader range of
participants and tasks, some of them more complex and thus more realistic with respect
to industrial modelling practice. Even then, there are limits to the realism of controlled
experiments; so larger case studies would also be needed.
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