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Preface

The 19th edition of the International Conference on Business Information Systems was
held in Leipzig, Germany. Since its first edition in 1997, the BIS conference has
become a well-respected event and has gathered a wide and active community of
researchers and business practitioners.

The BIS conference follows trends in academic and business research. Since there is
much interest in Big and Smart Data research, we decided to further discuss this topic.
Thus the theme of the BIS 2016 conference was “Smart Business Ecosystems.” This
recognizes that no business is an island and competition is increasingly taking place
between business networks and no longer between individual companies. Information
technology has been an important enabler with systems for enterprise resource plan-
ning, business intelligence, or business process management. Driven by new Internet-
based technologies, such as cloud, mobile, social, and ubiquitous computing as well as
analytics and big data, so-called smart infrastructures are emerging. From the business
side, they are conducive to new, more dynamic relationships between companies,
suppliers, and customers, which are referred to as ecosystems. Resources are crowd-
sourced as services via platforms that yield new business knowledge and business
processes. A variety of aspects are relevant for designing and understanding smart
business ecosystems. They span from new business models, value chains, and pro-
cesses to all aspects of analytical, social, and enterprise applications and platforms as
well as cyber-physical infrastructures.

The first part of the BIS 2016 proceedings is dedicated to ecosystems research. It is
closely related to the next two chapters: “Smart Infrastructure” and “Big/Smart Data.”
However, during the conference other research directions were also discussed,
including process management, business and enterprise modeling, service science,
social media as well as applications of the newest research trends in various domains.

The Program Committee consisted of 110 members who carefully evaluated all the
submitted papers. Based on their extensive reviews, a set of 34 papers were selected.

We would like to thank everyone who has helped build an active community around
BIS. First of all, the reviewers for their time, effort, and insightful comments. We wish
to thank all the keynote speakers, who delivered enlightening and interesting speeches.
Last but not least, we would like to thank all the authors who submitted their papers.

July 2016 Witold Abramowicz
Rainer Alt

Bogdan Franczyk
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High-Frequency Trading, Computational
Speed and Profitability: Insights
from an Ecological Modelling

Alexandru Stan(B)

Business Information Systems Department, Babeş-Bolyai University,
Cluj-Napoca, Romania

alexandru.stan@econ.ubbcluj.ro

Abstract. High-frequency traders (HFTs) account for a considerable
component of equity trading but we know little about the source of their
trading profits and how those are affected by such attributes as ultra-
low latency or news processing power. Given a fairly modest amount of
empirical evidence on the subject, we study the relation between the com-
putational speed and HFTs’ profits through an experimental artificial
agent-based equity market. Our approach relies on an ecological mod-
elling inspired from the r/K selection theory, and is designed to assess
the relative financial performance of two classes of aggressive HFT agents
endowed with dissimilar computational capabilities. We use a discrete-
event news simulation system to capture the information processing dis-
parity and order transfer delay, and simulate the dynamics of the market
at a millisecond level. Through Monte Carlo simulation we obtain in our
empirical setting robust estimates of the expected outcome.

Keywords: Artificial markets · Ecological modelling · High-frequency
trading · Profitability

1 Introduction

Nowadays, financial markets are defined by a continuous enhancement of the
information processing power and the trading infrastructure [1,2] needed to
exploit the processed information. Absolute computational speed becomes of
paramount importance to traders due to the innate volatility of financial quota-
tions. Relative processing speed, i.e. reacting faster than the rest of the market
participants, is also fundamental as it enables fast traders to take advantage of
any profit opportunity by rapidly reacting to news and market activity.

In this race for speed, a large fraction of automated trades comes from short-
term investors known as high-frequency traders (HFTs). HFTs use state-of-the-
art computational resources and trading infrastructures to analyse news and
market activity and execute large number of orders at extremely high speeds.
In a increasingly competitive context, HFTs profits are far from being secured
[3] as markets also accommodate ultra high-frequency traders (UHFTs) which
c© Springer International Publishing Switzerland 2016
W. Abramowicz et al. (Eds.): BIS 2016, LNBIP 255, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-39426-8 1



4 A. Stan

pay for access to specific exchanges showing price quotes prior to the others.
Thus, the HFT niche has become dense [4] with high-speed trading algorithms
competing against each other and further squeezing profits.

The “Concept Release on Equity Market Structure” of the Security and
Exchange Commission estimates that High Frequency Trading (HFT) surpassed
in recent years 50 % of total volume in U.S.-listed equities, and concludes that it
stands for a “dominant component of the current market structure and likely to
affect nearly all aspects of its performance”. Although they play a central part in
current equity markets, we genuinely do not know much about the source of their
profits and how these are impacted by ultra-low latency trading and processing
speed when HFTs do not act as passive market makers but as aggressive liquidity
consumers [5,6] pursuing fundamental value changes.

Given a fairly modest amount of reliable empirical evidence on the sub-
ject, we study the relation between the computational speed and HFTs’ prof-
its through an experimental artificial agent-based equity market. Our approach
makes use of an ecological modelling in order to offer a better understanding
of the extent to which ultra-low latency trading and asymmetrical information
processing power affects HFTs’ profit in news dominated markets. We examine
the HFT profitability principally in relation with the shortness of the holding
period. Through repeated computer simulations, we investigate essential aspects
of HFT profitability levels, generally difficult to observe and accurately analyse
in traditional analytical models.

In our study, we clearly segregate between passive HFTs, which solely place
limit orders that are not instantly marketable and behave therefore like liquid-
ity providing market makers, and aggressive HFTs, which originate exclusively
market orders, and have to pay the execution costs of crossing the spread. In
this study we focus only on aggressive HFTs’ profits, since this type of HFT
activity is problematic (passive HFT is benign providing only price and liquidity
improvement to the market).

The remainder of the paper is organized as follows. Section 2 reviews a num-
ber of important results in the field. Section 3 details our trading model, Sect. 4
presents a condensed list of experimental results for a primary implementation
of the model, and conclusion ends the paper.

2 Related Work

There is no general agreement in the academic world on the profitability level of
HFT activities. [3] provide an analysis on the subject and argue that it should not
perform particularly better than other types of lower frequency trading. [7] report
the results of an extensive empirical study estimating the maximum possible
profitability of the most aggressive HFT activities, and arrive at figures that are
unexpectedly modest. For 2008, they indicate an upper bound of $21 billion for
the entire aggregate of U.S. equities at the longest holding periods, and a bound
of $21 million for the shortest holding periods. In addition, they consider these
numbers “to be vast overestimates of the profits that could actually be achieved
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in the real world”, and oppose these figures with the $50 trillion annual trading
volume in the same markets. Other studies range HFT profits between $15–25
billion per year. Schack and Gawronski of Rosenblatt Securities claim that all
of these figures are too high without specifying any numbers. [8] estimate the
profits for the aggressive HFT alone and range them between $1.5–3 billion per
year.

On the other hand, [9] find that HFT is highly profitable especially for
liquidity-taking HTFs who can generate very high Sharp Ratios. They point
out to three other interesting findings. HFTs get their profits from all other
market participants. The HFT profits are persistent and concentrated around
a core of dominant participants. New HFT industry entrants are more likely
to under-perform and exit, while the fastest actors (in absolute and in relative
terms) constitute the upper tail of performance. [9] also describes several stylized
facts about the profitability of the HFT industry and the distribution of profits
across firms. [10] analyse the optimal trading strategy of informed HFTs when
they can trade aggressively ahead of incoming news and find that computational
speed is very important for HFT profitability as high-frequency trades are cor-
related with short-run price changes. [10] also predict higher liquidity levels for
stocks with more informative news in spite of intensive liquidity-consuming HFT
activities.

A series of other studies result in less determined findings. For instance,
a theoretical study of latency costs done by [11] concludes that low latency
profit impact is considerable only in times of high volatility and small bid-ask
spread. [12] analyses and exposes the type of information HFTs are best at
processing and exploiting. [13] provides limited empirical evidence regarding
HFT financial performance, trading costs, and effects on market efficiency using a
sample of NASDAQ trades and quotes that directly identifies HFT participation.
[5] proposes a strategy for identifying the fractions of HFT profits stemming from
passive market making and aggressive speculation. [14,15] report that about
30 percent of HFT trades are of aggressive nature. [16] propose a low-latency
activity metric as a proxy for HFT trading which can be used to estimate overall
HFT profits.

Contrary to most of the aforementioned investigations, which make use of
proprietary data, on which they apply estimates of the actual profits, we pro-
pose a flexible agent based model (ABM) inspired from ecology for assessing
the impact of computational speed on HFT profits. We focus explicitly on prof-
its stemming from aggressive HFT strategies, as this type of market activity
possesses the greatest potential for harm.

3 The Agent Based Market Model

The model we put forward is inspired from the r/K selection theory [17] and
is designed to assess the financial performance of two classes of HFT agents
endowed with asymmetric computational capabilities. The agents interact within
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a real-time artificial financial marketplace. We use a discrete-event news simula-
tion system to capture the information processing asymmetry and order transfer
delay, and simulate the interactions between agents at a millisecond level.

3.1 A Brief Motivation for the Modelling

In ecology, the r/K selection theory describes two environmental extremes [17],
and the strategies a population exhibits in order to exploit either condition.
One extreme is an r-selective environment, characterized by the presence of
freely available resources. It frequently arises when predators hold a popula-
tion much lower in size than the maximum number of individuals the habitat
can support (the carrying capacity of the environment). The r-selection species
(r-strategists) are commonly smaller organisms with short life spans, living in
transitory or unstable environments, and producing many offspring at low cost
per individual. The other extreme is represented by a K-selective environment
where a population lives at densities close to the carrying capacity of the envi-
ronment. K-selected species (K-strategists) produce a low number of offspring
highly adapted to their environment. They live in roughly stable environments
and have longer life spans.

The r/K selection theory states the natural tendency of species to adopt
behaviours which most efficiently help them exploit their environment. Using a
similar argument, we isolate two contrasting trading behaviours which favour
either trade speed and quantity, or trades’ quality. In our modelling, high-
frequency traders can be assimilated to r-strategists, since they focus on the
traded quantity by placing at low costs large amounts of small size orders dur-
ing very short periods of time. HFTs enter and close short-term positions at
high speeds aiming to capture sometimes a few basis points on every trade.
HTFs typically compete against each other [18,19], rather than against the buy-
and-hold traders (BHTs). They dominate the volatile and unpredictable news
market environments due to their capacity to adjust trading volumes to the
brutal variations of highly dynamic trading contexts. High-frequency automata
allow HTFs to trade plenty of times on the same signal. Their ability of flooding
the market with orders constitute an adaptation to significant variability in the
“charge capacity” of the market. Our model assumes that the charge capacity
of the market randomly evolves driven by the emergence of trading signals.

Conversely, the K-strategists are traders employing buy-and-hold strategies,
and concentrating on trades’ quality. They dominate stable market environments
effectively engaging in fewer an larger size trades. Their larger volume orders will
have longer “life spans” as they take more time to be completed. Their main
feature is a low value of the r parameter.

In our model r and K parameters are accounting for the order latency coeffi-
cients. We choose the latency parameters to be constant with r � K. High val-
ues for the parameters indicate high order volume placed at ultra-low latencies.
The r and K are measures of the instantaneous rate of change in the volumes of
orders; they are expressed in numbers per unit time per order. During simulations,
we fluctuate the market conditions from one dominant mode to the other thereby
supporting r or K selected strategies.
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3.2 Model Generalities

Our model considers a market with one risky asset and four types of trading
agents: one competitive market maker, buy-and-hold traders (K-strategists) and
two categories of HFTs (r-strategists). The HFTs receive news signals about the
asset and trade them against the rest of the market participants. Each signal is
either reliable or not with some given probability. At the arrival of each signal,
the HFTs cannot determine if it is true or false, before processing it. Therefore,
they can trade on the signals before or after processing them. According to
their processing capacities we segregate the r-strategists in two categories: the
standard HFTs and the ultra-rapid HFTs (UHFTs). The UHFTs are HFTs
characterized by superior signal processing power and ultra-low latency trading.
Given their information processing limitation, the fast traders can adopt one of
the following four strategies [10,20]: (a) ignore the signal and stay out of the
market, (b) attempt to exploit it without processing it, (c) attempt to exploit
it only after learning its value of truth (d) if the signal is false, apply a price
reversal strategy.

Both classes of HFT agents are associated with a latency factor r and an
information processing time distribution P , which model the speed the agents
can respond to market changes. Lower latency and appropriate responses should
naturally lead to better financial performances. The latency factor r represents
the intensity of a homogeneous Poisson process at which the agents can have
access to the market. P is a specific low mean/low variance log-normal processing
time distribution.

The stylized BHTs of the model are assumed to be high-latency manual
traders if the order is of medium size. For the execution of larger orders they
apply volume-weighted average price (VWAP) algorithms which are known to
have certain comparative advantages over manual execution.

The trading behaviour of the agents is calibrated in order to obtain aggregate
order volumes miming r/k selection ecosystems. The equations in the system
below describe the expected order volumes evolutions for each class of market
participants in our ecosystem.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dVbh

dt = rbhVbh

(
1 − Vbh

Kt
bh

)

dV u
hf

dt = ru
hfV u

hf

(
1 − αVbh

Kt
hf

)

dVhf

dt = rhfVhf

(
1 − βV u

hf+αVbh

Kt
hf

)
(1)

where

– V u
hf , Vhf and Vbh are the order volumes stemming from three categories of

market participants (UHFTs, HFTs and BHTs);
– ru

hf , rhf and rbf are the corresponding computational speed coefficients. We
choose the speed coefficients to be constant with ru

hf > rhf � rbf . High values
for the coefficients indicate high order volume placed at ultra-low latencies;

– α indicates how BH orders impact the overall HFT order volumes;
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– β is a measure of increased HFT orders cancellation rate due to UHFT incom-
ing orders;

– Kt
hf stands for the carrying capacity of all HFTs. It will be approximated

to a fraction of the aggregate maximum stock level of their inventories. This
parameter plays an important role as sizeable quantities of the risky asset are
purchased by HFTs before being repurchased by more permanent holders;

– Kt
bh stands for the carrying capacity of the rest of the market participants.

It is a fraction of the aggregate maximum stock level tolerated by the risk
neutral competitive market maker.

The first equation in our modelling indicates that the volume dynamics of slow
frequency traders follow a logistic differential equation. The related carrying
capacity Kt

bh is modelled to be a positive first-order stationary process. The
second and third equations describe the overall impact that the slow-frequency
volume has on the fast volume (through the α parameter) and the inter-specific
competition between the two kinds of HFTs (through the β parameter).

While the three computational speed parameters ru
hf , rhf and rbf are known

and built into the algorithmic behaviour of each trading agent, the α and β
coefficients are to be estimated at the end of the simulation phase in order to
understand the compound interaction between the three classes of agents and
the weight each class has on the other two.

3.3 Empirical Strategy

We implemented our model within an adapted derivation of the java-based arti-
ficial financial framework named ATOM. ATOM is a general environment for
agent-based simulations of stock markets developed within the Lille University.
This simulator is able to closely reproduce the behaviour of most order-driven
markets. ATOM generates order flows for intra and extra-day sessions and can be
used to design experiments where fast trading agents respond to market changes
almost instantaneously.

We observe a single case study designed to understand the manner in which
the financial performance of HFTs is impacted by ultra-low latency trading and
processing speed when HFTs do not act as passive market makers but as aggres-
sive speculators pursuing fundamental value changes. To this end, we populate
the marketplace with four types of participants with different behaviours and
functions:

– Buy-and-Hold traders which contribute through their buying and selling activ-
ities to the price creation. At any single moment t, the BH trading population
give forth to balanced streams of buy and sell orders of roughly homogeneous
Poisson intensity. The decision to place new orders and their size is drawn at
random from the distributions of the agent class;

– One competitive market maker which stands ready to buy/sell asset at its
posted bid and ask prices at any time;
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– HFTs which try to exploit buying or selling news signals as soon as they emerge
into the market. Through the relative magnitude of their market activities and
the correlation of their behaviour, they may induce high imbalances between
supply and demand volumes resulting in significant price reversals. They gen-
erate Poissonian streams of buy and sell orders at high intensity. The market
mechanism allows these agents to make decisions, place, execute or cancel
orders on an extremely short time scale;

– Performance enhanced UHFTs with even faster information processing abili-
ties and ultra-low latency trading.

The design of our discrete-event news simulation takes into account the funda-
mental tension of aggressive HFT, which exists between the length of holding
period and the costs of trading [7], i.e. the positions must be held open long
enough so that advantageous price movements can compensate the trading costs.
The buy or sale by aggressive HFTs cause transaction costs for each order of at
least the sum of the spreads at the onset and liquidation of the position. Since
aggressive trading will typically widen the spreads, in order for the trades to
be profitable, change in price must be high enough to cover larger than usual
spread-based transaction costs. Therefore, we generate news signals indicating
corrections in the fundamental value of the security at least five times higher
than the mean value of the bid-ask spread.

The model was implemented in the java language. Before the simulation, we
had to calibrate it in order to reproduce [21] a number of real stylized facts in
stock markets. Amongst those, we focus on the three features that are the most
ubiquitous for financial price series: the fat-tailed asset return distribution, the
volatility clustering, and the unit-root property.

Each simulation comprises 20 consecutive trading sessions during which we
alternate the intensity of news trading signals. We start off the experiments with
a trading panel encompassing the BHTs and the market maker. As news trading
signals come in, the HFTs invest the market and try to exploit them. We change
the signal processing speed and the latency for the two populations of HFTs, and
store the price and traders’ wealth time series. We compare their dynamics and
final outcome. We repeat the experimentation through Monte Carlo simulation
by varying the size of the trading populations. For each set of parameters in our
empirical setting the experiment is repeated 100 times so as to obtain robust
estimates of the expected outcome.

At the beginning of the simulation (t = 0), each BHT is endowed with an
amount of cash and a number of risky assets. The distributions of cash and risky
assets both follow power laws. HFTs and UHFTs posses the same amount of
aggregate wealth at the beginning of the simulation. All traders stop trading
when they run out of either cash or stock. We assume that the inventories of the
HFTs are much smaller than the inventories of the other market participants.

In the experimental setting, we limit the population size for each class of
traders to a few hundreds agents as the simulations are computationally intensive.
All traders, aside from the MM, are initiating order flows at Poisson intensities in
order to comply with the restrictions previously stated in the section.
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4 Experimental Results

In our experiments we used a mean order delay time for UHFTs equal to 5 ms and
considered holding periods up to one second. Panel (a) of Fig. 1 exhibits a simple
but interesting finding. For each of the holding periods, it plots the percentage
of the total profits realized in our experiments by the enhanced UHFTs within
that time range. We can see that most of the profit of the UHFTs is generated by
positions held for extremely short periods. We notice that UHFTs speed advan-
tage is not lost to slower HFTs, which access the exchange slower. Consequently,
a sizeable part of the HFTs’ profitability is captured right after the trades exe-
cution by quickly liquidating the positions. Profitable short holding periods are
due to relatively sharp price movements and higher volatility levels. Panel (b) of
Fig. 1 presents a different picture for the HFTs. We can interpret these values as
the expected time horizon profitability for HFTs in presence of computationally
faster UHFTs. We can see that profitability is substantially lower for holding
time shorter than 25 ms. UHFTs combine aggressive order placement with very
short holding periods to amputate the profitability of the HFTs. The profits
realized over a longer horizon are comparable to those obtained by UHFTs. In
a highly competitive environment, the cause of the decline in the HFTs profits
for short holding periods is a reduced number of trading opportunities due to
the presence of UHFTs. Panels (a) and (b) of Fig. 2 show the mean profit per
trade executed by UHFTs and HFTs. For instance, the ratio of profitability per
transaction at a less than 25 ms holding time is 0.0267. Thus the UHFT prof-
itability is strongly correlated with the number of trading opportunities. Panel
(b) displays HFTs’ profit decline for short holding periods consistent with the
previous results. The correlation is less strong for them, the ratio of profitability
for the same holding time range is only 0.0036. We conclude that regular HFTs
are fully dominated by the UHFTs on the very short horizon position segment:
their profits decrease fast, and the explanation is that UHFTs’ high profits are
obtained at the expense of all the other types of market participants including
the HFTs. Over this segment the aggregate volume of profitable HFT originated
trades and returns is relatively low.

Fig. 1. The distribution of the aggregate profits of (a) UHFTs and (b) HFTs as a
function of the holding period.
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Fig. 2. The mean profit per trade executed by (a) UHFTs and (b) HFTs.

Figure 3 illustrates the financial performance of the HFTs as a function of
latency. The performance is captured through the Sharpe Ratio as a measure for
calculating risk-adjusted return. For very short performance differentials between
HFTs and UHFTs, the level and consistency of their profits as well as their risk-
return trade-off demonstrate surprisingly strong performance. We observe that
the computational speed benefits go sharply down as the performance differential
between the two classes of traders deviates from zero. Figure 3 shows an almost
exponential decline of HFTs profitability in both relative latency and relative
information processing speed. We also analysed the persistence of the trading
profits by assessing how one trading session’s profits impact the next session’s
profits through an autoregressive AR(1) model Pt = c + ϕPt−1 + εt . For ϕ we
obtained higher positive values closer to 1 parameter in the case of the UHFTs.
It resulted that all HFTs’ profits are persistent, with increased persistence con-
centrated around the dominant class of fast traders. It results that increased
computational speed enhances not only the magnitude but also the consistency
of the financial performance.

We observed fundamentally different profitability profiles when exploiting
reliable and false news for the two classes of fast traders. While regular HFTs
are incurring losses when trying to exploit this type of events the UHFTs per-
form extremely well. The false signals followed by signal correction are a source

Fig. 3. An illustration of HFTs’ profit decline as a function of performance differential
between them and UHFTs. The performance differential is displayed for both (a) order
transfer delay and (b) information processing time.
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Fig. 4. Extinction of the HFTs’ trading activity in a market environment strongly
dominated by UHFTs

of negative autocorrelation for the HFTs’ order imbalances. Another observation
relates to the fact that the profitability profiles are not related to the capitaliza-
tion of the agents but rather normally distributed within the two classes.

We estimated the values of the α and β coefficients in order to understand
the compound interaction between the three classes of agents and the weight
each class has on the other two. We obtained close to zero values for the alpha
coefficient and statistically significant positive values for β. The HTFs’ order
volume (Vhf ) is mainly impacted by the UHFT incoming orders (V u

hf ) through
the β parameter. This observation is in line with the findings of [18,19] that
HTFs typically compete against each other, rather than against the BHTs. We
identified a market condition which is frequently associated with the loss of prof-
itability for the under-performing HFTs. We empirically observed that negative
financial performances in HFTs’ market activities occur whenever the following
condition holds true for a longer period of time:

βV
u

hf > V hf (2)

This inequality corresponds to a differential of competitiveness between the two
classes of fast traders high enough to exclude a long-term coexistence of the
two classes of competitors in the same market, and is associated with frequent
occurrences of unreliable trading signals and substantial gaps in computational
speed (Fig. 4).

5 Conclusions

High-frequency traders (HFTs) account for a considerable component of equity
trading but we know little about how their trading profits are affected by ultra-
low latency and information processing power. Given a fairly modest amount of
empirical evidence on the subject, we study the relation between the computa-
tional speed and HFTs’ profits through an experimental artificial agent-based
equity market. Our approach relies on an ecological modelling inspired from the
r/K selection theory, and is designed to assess the relative financial performance
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of two classes of aggressive HFT agents endowed with dissimilar computational
capabilities. Our model considers four types of trading agents: one competitive
market maker, buy-and-hold traders (K-strategists) and two categories of HFTs
(r-strategists), the standard HFTs and the ultra-rapid HFTs. The UHFTs are
HFTs characterized by superior signal processing power and ultra-low latency
trading.

In our study, we clearly segregate between passive and aggressive HFTs, and
focus only on analysing aggressive HFTs’ profits. All aggressive HFTs trade in
the direction of fundamental value changes and in the opposite direction of tran-
sient price deviations. They adversely select through marketable orders liquidity
supplying non-marketable orders. The short-lived informational advantage given
by the computational speed is large enough to cross the bid-ask spread and gen-
erate positive trading revenues. We use a discrete-event news simulation system
to capture the information processing disparity and order transfer delay, and
simulate the dynamics of the market at a millisecond level.

Our study presents three findings that provide insight into the prime movers
of HFT profitability. First, relative computational speed is of paramount impor-
tance in securing outstandingly high levels of profitability in HFT activities. We
observed an exponential decline of HFTs profitability in both relative latency
and relative information processing speed. This implies that the HFT arms race
for speed should continue or even strengthen in the computerized financial trad-
ing. The aggregate order volume originated by the regular HFTs, and thereby
their gain opportunities, is primarily impacted by the activity of faster UHFTs
and much less by the activity of the low-frequency actors in the market. Trading
revenues without fees are zero sum in the aggregate and the high profits of the
UHFTs are done at the expense of all the other types of market participants:
market maker, BHTs, and HFTs.

Second, we analyse the persistence of HFT profits by assessing how one trad-
ing session’s profits impact the next session’s profits. We obtain that all HFT
profits are persistent, with increased persistence concentrated around the UHFTs
class of dominant market traders. It results that increased computational speed
enhances not only the magnitude but also the consistency of the financial per-
formance.

Third, we identified a market condition which is frequently associated with
the loss of profitability for under-performing HFTs. The condition corresponds
to a differential of competitiveness between the two classes of fast traders high
enough to exclude a long-term coexistence of the two classes of competitors in the
same market, and is correlated with frequent occurrences of unreliable trading
signals and substantial discrepancy in computational speed.
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Abstract. The paper presents a methodology for identification, assess-
ment and selection of internet data sources that shall be used to sup-
plement existing internal data in a continuous manner. Several criteria
are specified to help in the selection process. The proposed method is
described based on an example of the system for the maritime surveil-
lance purposes, originally developed within the SIMMO research project.
As a result, we also present a ranking of concrete data sources. The pre-
sented methodology is universal and can be applied to other domains,
where internet sources can offer additional data.

Keywords: Internet data sources · Quality assessment · Selection
methodology

1 Introduction

Each information system need to be supplied with data in order to fulfil its
functions. The data can come from various sources, depending on the system,
its purposes and operating context. In systems used by organisations, sources of
data can be internal (e.g. transactional data) or external, coming from the out-
side of an organisation (e.g. sensors, external systems and databases, Internet).
Irrespective of the type of data used, each potential data source for a system
needs to be appropriately defined and assessed. This procedure is crucial, while
designing and developing a system [1].

The goal of this paper is to present a methodology for a selection of open
internet sources that can be treated as an data source for an information system.
Data from the Internet is used then to enhance data from other sources, such as
legacy systems, sensors, internal databases, etc.

The general scope of this paper encompasses a procedure for identification,
assessment and selection of internet data sources. The process of designing the
proposed methodology was driven by the standard approach to the data quality,
which defines quality as “the totality of features and characteristics of a product
c© Springer International Publishing Switzerland 2016
W. Abramowicz et al. (Eds.): BIS 2016, LNBIP 255, pp. 15–27, 2016.
DOI: 10.1007/978-3-319-39426-8 2
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or service that bears its ability to satisfy stated or implied needs” [2]. In case
of information systems, these needs mean the functional and non-functional
requirements. Therefore, we assumed that each potential data source for the
system should be analysed and assessed taking into account two elements: (1)
system’s requirements; (2) a selected set of quality criteria. In the first step we
select a set of quality measures, which are then used to assess data sources. Then,
for each measure a rating scale and a weight is assigned. Finally, a method for
calculating a quality grade and setting a selection threshold is specified.

The paper is built around the use case of an information system from the
maritime domain, shortly described in the next section. Section 3 presents the
related work in the area of data sources selection for the information systems.
Then, in Sect. 4 a proposal of applied research methodology for identification and
selection of internet data sources is presented. Section 5 describes the results
of the project’s work, where the proposed approach for sources selection was
applied. In Sect. 6 we summarise the results.

2 System for Intelligent Maritime Monitoring

Nowadays, with growing importance of the maritime trade and maritime econ-
omy, one of the key priorities and critical challenges is to improve the maritime
security and safety by providing appropriate level of maritime surveillance. This,
in turn, can be realised by providing tools supporting maritime stakeholders in
analysis of the current situation at sea – creation of the so-called “Maritime
Domain Awareness (MDA)”. MDA implies collection, fusion and dissemination
of huge amount of data, coming from many, often heterogeneous, sources. How-
ever, current capabilities to achieve this awareness are still improving and there
is a need for development of dedicated information systems and tools. This need
concerns especially systems, able to fuse in real-time data from various hetero-
geneous sources and sensors. To our best knowledge, currently there exists no
maritime surveillance system which would automatically acquire and fuse AIS
data with information available in internet sources. As a result, there is also no
standard methodology for selecting and assessing the quality of internet sources
to be used in such systems.

This challenge was addressed by the SIMMO project1. Within the project a
system has been developed aiming at improving the maritime security and safety
by providing high quality information about vessels and automatically detecting
potential threats (i.e. suspicious vessels). The concept of the SIMMO assumes
constant retrieval and fusion of data from two types of data sources, namely:

1. Satellite and terrestrial Automatic Identification System (AIS)2, which pro-
vides inter alia information about location of ships and generic static infor-
mation about them.

1 SIMMO – System for Intelligent Maritime MOnitoring, the JIP-ICET 2 project
financed by the Contributing Members of the European Defence Agency.

2 http://www.imo.org/en/OurWork/Safety/Navigation/Pages/AIS.aspx.

http://www.imo.org/en/OurWork/Safety/Navigation/Pages/AIS.aspx
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2. Open internet sources that provide additional information about ships, not
included in AIS (e.g. flag, vessel type, owner).

In general, the SIMMO system integrates information from these two types of
sources, what is essential for the better identification of vessels, and then detects
suspicious vessels. For the efficient use of sources of the second type, a need to
select appropriate sources emerged. The methodology for the quality assessment
of potential internet sources had to be defined and adopted.

3 Related Work

3.1 Internet Sources Related to the Maritime Domain

The creation of the enhanced Maritime Domain Awareness and detection of
suspicious vessels requires usage of different data sources. The sources that are
applicable in the maritime surveillance domain can be divided into three cate-
gories.

The first and the most widely used are sensors. Sensors provide kinematic
data for the observed objects in their coverage area and can be further divided
into active (e.g. radar, sonar) and passive (which rely on data broadcasted inten-
tionally by objects, e.g. AIS). A survey on sensors used in maritime surveillance
can be found in [3].

The second category includes authorised databases, containing information
about vessels, cargo, crew etc. However, most of them are classified and encom-
pass inter alia port notifications sent by ships, HAZMAT reports, The West Euro-
pean Tanker Reporting System (WETREP), LRIT data centers, SafeSeaNet [4].

The first and the second category are basically accessible only to the maritime
authorities, such as the coastguard. Therefore, they can be referred to as closed
data sources. Moreover, most of them are not published in any form on the
Internet.

The third category consists of data sources, which are publicly available via
Web (hereinafter referred to as internet data sources). This data includes inter
alia vessel traffic data, reports and news. More specifically, they can be divided
as follows [5]:

– open data sources, in which data is freely accessible and reusable to the public
(no authorisation required),

– open data sources with required authorisation and free registration,
– closed data sources with required authorisation and non-free access.

The term open data refers to the idea of making data freely available to use,
reuse or redistribute without any restriction [6]. In the maritime context, there
are organisations and communities that provide their maritime related data on-
line and make it accessible for the public. Examples are ports, publishing vessel
traffic data as well as blogs, forums and social networks, which share information
about maritime events [5].
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Although there are various categories of data sources, in the existing mar-
itime information systems usually only data received from sensors are used. The
research in this area focuses on collection of sensor data, such as SAR, AIS, IR,
video and radar data [3,7] or fusion of sensor and non-sensor data (for example
inclusion of expert knowledge) [8–10]. The research, which additionally focuses on
usage of open data for the purpose of maritime surveillance, is presented in [5].

3.2 Data Quality Assessment

There is no uniform definition of data quality nor a standard or a commonly
used approach for assessment of data quality. ISO9000:2015 defines data quality
as the degree to which a set of characteristics of data fulfils requirements [11]. In
the information systems literature, a lot of various data quality attributes can be
found. The examples are: completeness, accuracy, timeliness, precision, reliabil-
ity, currency and relevancy [12]. Other such as accessibility and interpretability
are also used. Wang et al. [13] identified nearly 200 such quality attributes. Still,
no general agreement exists either on which set of dimensions define the quality
of data or on the exact meaning of each dimension. Batini et al. [14] present
different definitions of popular quality attributes provided in the literature.

Taking into account the fact that there is little agreement on the nature,
definition, measure and meaning of data quality attributes, the European Par-
liament decided to propose its own uniform standards for guaranteeing quality
of results for the purposes of the public statistics, described in the ESS Quality
Assurance Framework [15]. In this standard, seven quality criteria were defined
[16]: (1) relevance (the degree to which data meets current and potential needs of
the users); (2) accuracy (the closeness of estimates to the unknown true values);
(3) timeliness (the period between the availability of the information and the
event or phenomenon it describes); (4) punctuality (the delay between the date
of the release of the data and the target date); (5) accessibility and clarity (the
conditions and modalities by which users can obtain, use and interpret data);
(6) comparability (the measurement of the impact of differences in applied mea-
surement tools and procedures where data are compared between geographical
areas, sectoral domains or over time); (7) coherence (the adequacy of the data
to be reliably combined in different ways and for various uses).

When the quality attributes are defined, the next step is data quality assess-
ment. Also in this matter, the literature provides a wide range of techniques
to assess and improve the quality of data. In general, the assessment consists
of several steps [14]: (1) data analysis (examination of data schemas, complete
understanding of data and related architectural and management rules); (2) data
quality requirements analysis (surveying the opinion of users and experts to iden-
tify quality issues and set quality targets); (3) identification of critical areas
(selection of databases and data flows); (4) process modelling (a model of the
processes producing or updating data); (5) measurements of quality (selection of
quality attributes and definition of corresponding metrics). The measurement of
quality can be based on quantitative metrics, or qualitative evaluations by data
experts or users.
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There exist a number of methodologies for quality assessment and quality
measurement. Batini surveyed thirteen of them [14]. Nauman et al. [17] pro-
pose a quality driven source selection method using Data Envelopment Analysis
technique. A data source is described by three qualities in this method: under-
standability (a subjective criterion), extent (an objective criterion), and avail-
ability (an objective criterion), whereas the efficiency of a given data source
is the weighted sum of its quality scores. Weights are calculated using a linear
programming. An important feature of this method is the fact that it focuses
on each data source selectively. With regard to the step of quality measurement,
it can be performed with different approaches, such as questionnaires, statisti-
cal analysis and involvement of the subject-matter experts (expert or heuristic
techniques) [18].

4 Methodology

While designing and developing an information system, a key role plays the selec-
tion of data sources. These sources can be either internal or external (coming
from outside the organisation). Irrespective of the type of data used, each poten-
tial data source needs to be identified and assessed. This procedure consists of
several steps: (1) identification of potential data sources; (2) definition of quality
criteria; (3) analysis of identified sources and assessment with regard to defined
requirements (quality measurement); (4) selection of sources for a system. For
selected sources a detailed design of data acquisition procedures takes place,
including cooperation model (e.g. politeness policy). When data is obtained it
has to be fused, i.e. a common data model meeting the initial system require-
ments has to be developed and used to organise new data in a homogeneous
and integrated form. It entails semantic interoperability problems related to the
interpretation of data coming from different sources. Although covered in the
SIMMO project, the process of fusion data from various sources is a separate
process from the source selection and as such is out of scope of this paper. In the
following paragraphs, we describe in details the steps of the proposed method,
using a use case from the SIMMO project. The method is presented in Fig. 1.

In order to identify, assess and select internet data sources for the SIMMO
system and then to set up a cooperation model with the selected sources, a
specific methodology has been followed. In the first step, potential data sources
related to maritime surveillance were identified. To this end, conventional search
engines (like Google) as well as meta search engines like Dogpile3, Mamma4,
Webcrawler5 were used. Apart from the search engines, also other data sources
were analysed, including sources indicated in [19] and suggested by maritime
experts, who were interviewed during requirements analysis for the SIMMO sys-
tem. In this paper, we focused only on data sources which are used by the
system regularly, meaning that they are constantly monitored for changes and
3 http://www.dogpile.com/.
4 https://mamma.com/.
5 http://www.webcrawler.com/.

http://www.dogpile.com/
https://mamma.com/
http://www.webcrawler.com/
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Fig. 1. Source selection method

data from them is retrieved at defined time intervals. The conducted analysis
does not encompass the data sources which are to be used only once and will not
be monitored for changes, e.g. internet source with a list of all ports worldwide.

In order to select sources of the highest quality and best suited to the SIMMO
system, the identified data sources are assessed using specific quality criteria.
For each identified data source, its features and characteristics are analysed and
assessed taking into account the functional requirements defined for the SIMMO
system and the selected set of quality criteria. Each potential source is assessed
using the same set of quality measures.

In the proposed methodology, the data quality measures proposed by the
European Statistical System (ESS) were adopted [15]. As a result, the following
six quality measures are used: (1) Relevance (Usefulness); (2) Accuracy and Reli-
ability (Completeness); (3) Timeliness and Punctuality; (4) Coherence and Com-
parability; (5) Accessibility (Availability); (6) Clarity (Transparency). These cri-
teria can be adjusted to the specific of the developed system. For each measure
a four-level rating scale is used (high = 3, medium = 2, low = 1, N/A = 0) and a
weighting factor is assigned. After the assessment in each criteria, a final quality
grade is calculated. The internet sources with the final mark above a defined
threshold is then selected as a source for the system. In case of SIMMO, the
threshold was set to 85 %. The weighting factors and quality threshold were
assigned using the Delphi method [20].

In the final step, a cooperation model for each selected source is defined.
The cooperation model should present how a cooperation with data provider
(selected data source) will look like, including politeness policy and time intervals
between data updates. For this end, each source had to be analysed with regard
to existence of a defined politeness policy or terms of use.
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5 Results

5.1 Identification of Internet Data Sources

As indicated in Sect. 4, the first step of the methodology for system’s sources
selection is the identification of potential sources. In the SIMMO case, poten-
tial data sources related to maritime surveillance and maritime domain were
identified, using search engines, literature review and consultations with sub-
ject matter experts. As a result, over 60 different data sources available on the
Web were found. The identified data sources are part of both the shallow and
the deep Web. They provide information in a structured, semi-structured and
unstructured manner. The list of identified internet data sources is presented
in Table 2. From the point of view of data access, we divided them into four
categories:

1. Open data sources (O) – websites that are freely available to Internet users,
2. Open data sources with registration and login required (OR) – websites that

provide information to users only after registration and logging (e.g. Equasis),
3. Data sources with partially paid access (PPA) – websites that after paying a

fee provide a wider scope of information (e.g. MarineTraffic),
4. Commercial (paid) data sources (PA) – websites with only paid access to the

data (fee or subscription required).

From all the identified sources, for further analysis we selected only the open
data sources. At this stage, we eliminated the commercial data sources and web-
sites that provide access to data only after prior authorization. The elimination
of commercial websites results from the fact that they provide only very general,
marketing information about data they have and access to any data is available
only after paying a fee or signing a contract. Moreover, an attempt to make a
contact with these data providers in order to get access to a sample data failed.
Therefore, we have not been able to verify the data model or scope of data pro-
vided by these sources. As a result, only sources with a public content (open
data sources) were selected for further analysis.

Similarly, two other data sources (IALA, SafeSeaNet) were sorted out due to
the fact that access to the data requires application of the long-lasting procedure
for the needed data with no guarantee that the access will be granted.

5.2 Internet Data Sources’ Assessment

As a result of initial selection, 43 sources were assessed in details. As described in
Sect. 4, each source was analysed from the point of view of six quality measures.
Definitions of these criteria were adjusted to the specific of the SIMMO project
(see Table 1). For each measure a weight was assigned, denoting an importance
of a given measure in the final quality grade.
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Table 1. Quality measures used to assess Internet data sources

Name Description Weight

Accessibility A possibility to retrieve data from a
source; website structure and stability

0.3

Relevance How well the data are fitted to the
use-cases and system’s requirements

0.3

Accuracy & Reliability Data scope, Missing elements, Ship
coverage

0.2

Clarity Explanation of source’s metadata model,
Data provider

0.1

Timeliness & Punctuality Data update, Time delay in publishing
the data

0.05

Coherence & Comparability Definition of a described phenomenon and
units of measure

0.05

Source: Own work.

Each source was assessed taking into account the following measures:

1. Accessibility (A) – here it is assessed, whether it is possible to retrieve data
from a source using a crawler. It takes into account a structure of a source,
technologies used in its development, a form in which data is published as well
as source stability (changes of a structure, errors, unavailability of a service).
This includes also such aspects like terms of use, privacy policy, a requirement
for login or registration, access to data (fees, subscriptions) etc.,

2. Relevance (R) – what kind of information is provided by a source and
whether this information matches the user requirements of the SIMMO sys-
tem,

3. Accuracy & Reliability (AR) – it is assessed, whether information pro-
vided is reliable (a source (owner) of information is trusted). It evaluates also
data scope (how much information is available), ship’s coverage (informa-
tion about how many ships is provided) as well as data accuracy (number of
missing information),

4. Clarity (C) – it is assessed, whether a source provides appropriate descrip-
tion and explanation of data model and source of data (who is a data
provider),

5. Timeliness & Punctuality (TP) – it is evaluated, how often data is
updated (time interval between data availability and an event, which it
describes) as well as what is a time delay in publishing updated informa-
tion,

6. Coherence & Comparability (CC) – it is compared, whether the data
provided in a source describes the same phenomenon or has the same unit of
measure like data available in other sources.

The assessment of the identified sources was conducted by the SIMMO
project’s team, being experts and having experience in data retrieval from var-
ious data sources, including structured and unstructured internet sources. For
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this step, the Delphi method was utilized. For the selected sources, the experts
assigned a grade in each criterion, using a four-level rating scale: high (grade 3),
medium (grade 2), vlow (grade 1), N/A (grade 0).

The rate N/A means that an information required for a particular criterion
(e.g. update interval or ship coverage) is not specified by a source and as a result,
it was not possible to assess a source in this matter. In case of Accessibility
measure, the rate N/A means, that due to the terms of use or privacy policy, it
is prohibited to automatically retrieve or use data published in a given source
The results of quality assessment for each source is presented in Table 2.

5.3 Final Selection of Sources

After sources’ assessment, the final selection took place. Firstly, all sources with
Accessibility measure equals to N/A or Low were sorted out. This elimination
results from the reasons indicated in the previous paragraph and the prohibition
of using information from these sources.

With regard to data sources with Low Accessibility, this encompasses the
sources with unstructured information (e.g. text in a natural language). We
excluded them due to the fact that an automatic retrieval of this information
would require a large amount of work and developing methods in the field of
Natural Language Processing. As a result, we decided to include in the project
only sources with structured or semi-structured information.

Secondly, sources with Relevance equal to Low were eliminated as well. It
results from the fact that it’s pointless to retrieve data that are not well-suited
to the use-cases or requirements defined for the SIMMO system.

In the next step, a final quality grade for each source was calculated according
to the formula:

Xs =
n∑

i=1

xi

3 wi
∑n

j=1 wj
∗ 100%,

where s means number of the analysed sources, n = (1, 6), xi means the grade
assigned by the experts to a given quality measure i, and wi means the measure’s
weight.

Based on the calculated quality grade, a ranking of sources was created (see
Table 2). From the ranked list of sources, only sources with a final grade above a
defined threshold were selected for usage in the SIMMO system (the bold Source
Names in Table 2). The quality threshold was defined by the experts at the level
of 85 %.

5.4 Model of Cooperation with Data Owners

In the final step of the applied methodology, a model of cooperation with exter-
nal data providers was defined. By external data providers we understand the
internet data sources, selected for the SIMMO system. For each selected source,
a separate cooperation model was designed and described in the project’s docu-
mentation. In defining the model, the following aspects were taken into account:



24 M. Stróżyna et al.

Table 2. List of assessed Internet data sources

Type of
informa-
tion

Source Name Type A C R TP CC AR Quality
Grade Selected

General
vessel data

Marine Traffic PPA H M H H H H 98,33% Yes
US Coast Guard O H H H H M H 98,33% Yes
Maritime mobile Access and Retrieval Sys-
tem (ITU MARS)

O H H H H M M 91,67% Yes

Maritime-connector O H H H N/A H H 90,00% Yes
ShipFinder O H M M H M L 73,33% No
AIS HUB O H M M M M L 70,00% No
Equasis OR N/A H H H M H 68,33% No
IMO GISIS OR L H H N/A M H 68,33% No
Vessel finder O N/A L H H H H 66,67% No
FleetMon OR N/A M H H M H 66,67% No
Lloyd’s Register Ship in Class OR M H M L M M 65,00% No
ShipSpotting OR N/A H H H H L 56,67% No
World Shipping Register PPA N/A M M M H H 55,00% No
IHS PA - - - - - - - No
Clarkson PA - - - - - - - No
Internet Ships Register PA - - - - - - - No
Grosstonage PA - - - - - - - No
Lloyd’s List Intelligence PA - - - - - - - No
Vessel Tracker PA - - - - - - - No
International Association of Lighthouse Author-
ities (IALA)

PPA - - - - - - - No

SafeSeaNet Vessel Traffic Monitoring and In-
formation System

OR - - - - - - - No

Ship
owners

InfoMare O H L M N/A M N/A 55,00% No
Seaagent PPA N/A L H N/A L N/A 33,33% No

Weather
ICM Meteo O L H L M L L 40,00% No
Meteooffice O L H L M L L 40,00% No
Sailwx O N/A L L M L M 33,33% No

Classifica-
tion of
ships

International Association of Classification
Societies (IACS) Vessel in class

O H H H H H H
100,00%

Yes

American Bureau of Shipping (ABS) O H H H M M M 88,33% Yes
International Association of Classification Soci-
eties (IACS) Transfer of Class

O H H M H M M 81,67% No

ClassNK O N/A H H M M M 58,33% No
Leonardo Info OR N/A H H N/A M H 58,33% No
Bureau Veritas Group PA - - - - - - - No
China Classification Societies PA - - - - - - - No
International Register of Shipping PA - - - - - - - No

PSC /
Banning /
Detentions

Thetis Company Performance O H H H H L H 96,67% Yes
Tokyo Mou O H H H H L H 96,67% Yes
Mediterranean MoU O H H H H L H 96,67% Yes
Black Sea MoU O H H H H L H 96,67% Yes
Government of Canada - Port State Control O H H M H H H 90,00% Yes
Indian Ocean MoU O M H H H L H 86,67% Yes
Riyadh MoU O M H H H L M 80,00% No
Latin America Mou O M M H H L M 78,33% No
Paris MoU O N/A H H H L H 66,67% No
Abuja MoU O N/A H H M L H 63,33% No
Caribbean MoU O N/A H H N/A L H 56,67% No

Maritime
crimes

ICC Commercial Crime Services PPA M H L H L M 60,00% No
Maritime Safety Information O L H L M L H 53,33% No

Tankers
Q88.com PPA H H H M M M 88,33% Yes
Auke Visser’s International Supertankers O L M H L M M 63,33% No
International Association of Independent
Tanker Owners

PA - - - - - - - No

Container
ships

Containership-info O H M L M M H 73,33% No

Fishing
vessels

Commission for the Conservation of Antarctic
Marine Leaving Resources (CCAMLR)

O H H L H H M 73,33% No

International Convention for the Conservation
of Atlantic Tunas (ICCAT)

O H H L N/A H H 70,00% No

Indian Ocean Tuna Commission (IOTC) O H H L N/A H H 70,00% No
Western & Central Facific Fisheries Commis-
sion (WCPFC)

O H H L N/A H M 63,33% No

FAO Vessel Record Management Framework
(FVRMF)

O M H L L M H 61,67% No

LNG
vessels

Zeus Intelligent PA - - - - - - - No
LNG World PA - - - - - - - No

Oil
platforms

Oil and gas: offshore maps in UK O H H L H H H 80,00% No

Legend: A - Accessibility; C - Clarity; R - Relevance; TP - Timeliness & Punctuality; CC - Coherence & Comparability;
AR - Accuracy & Reliability; H - High; M - Medium; L - Low; N/A - Not available; O - Open; OR - Open with registration;
PPA - Partially paid access; P - Paid access
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– scope of available information – what kind of information is available in a
source,

– scope of retrieved information – which information pieces will be retrieved
from the source by the SIMMO system,

– type of source – whether retrieved content is published in shallow or deep Web
and in what form data is available, e.g. internal database, separate xls, pdf or
csv files,

– update frequency – how often information in a source is updated; whether the
whole content is updated or only new information appears,

– politeness policy – what kind of robot exclusion protocol the website admin-
istrators defined, if any, defining which parts of their Web servers should not
be accessed by crawlers as well as indicating the number of seconds to delay
between requests,

– re-visit approach – how often the SIMMO system will retrieve information
from a source, i.e. the intervals between consecutive downloads from the
source, taking into account the politeness policy, if defined.

To sum up, the application of the proposed sources’ selection methodology in
the SIMMO project allowed us to identify, assess and finally choose open inter-
net data sources of the highest quality, which are about to supply the SIMMO
system with the maritime data. However, it needs to be stressed that the whole
assessment procedure did not focus on the quality of data available in a given
source, rather than on the quality of the source itself. The aspects of data quality
retrieved from the selected sources (e.g. data completeness, validity, consistency,
ambiguity etc.) were dealt in the project at the later steps of the system devel-
opment. Due to limited volume of this paper it is impossible to present them
here.

6 Discussion and Conclusion

The goal of this paper was to propose a methodology for identification, assess-
ment and selection of internet data sources, which are about to be a source of
information for an information system. In a nutshell, the proposed methodology
consists of 5 steps, starting from potential sources identification and ending with
definition of cooperation model. It can be used in designing an information sys-
tem in any domain which requires acquisition of data available in the Internet. In
the paper, the method is described and evaluated based on the running example
of the information system from the maritime domain.

The performed analysis gave us an overview on the scope of the data related
to vessels and maritime domain which is available on the Web and can be freely
used in the maritime information systems. Moreover, the conducted analysis
revealed that there is plenty of data sources with valuable information that
unfortunately cannot be used due to strict terms of use or policies regarding pro-
hibition on the use of any techniques for automatic retrieval of data published
by a given source. There are also sources, which require prior written autho-
rization to use their data. However, an attempt to get such authorization failed
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(there was no response from the information provider regarding our request for
access) or the whole procedure is long-lasting and requires engagement of public
authorities.

At the moment, the proposed method has not been validated in other
domains or industries. Nevertheless, we believe that it could be utilized for assess-
ment of potential internet sources for traffic monitoring systems used in other
transportation areas, such as railway, road or air. Analysis of possible exploita-
tion in these domains may be the subject of the future work on the proposed
methodology.

Moreover, the future work may encompass proposing additional analysis
steps, which would focus more on the quality of the data itself (not only on
the quality of the source). It would require specification of additional quality
measures and development of method(s) for automatic assessment of the data
quality as soon as the data is acquired. Also inclusion of additional attributes,
e.g. domain-related, for assessing the source quality may also be considered.
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Abstract. In today’s increasingly digital business ecosystem, big data offers
numerous opportunities. Although research on big data receives a lot of attention,
research on the business value of big data is scarce. The research project presented
in this article aims at advancing the research in this area, focusing on the identi‐
fication of opportunities towards determining the business value of big data. The
goal of the research project pursued is to develop a framework that supports deci‐
sion makers to identify opportunities for attaining business value form big data
in the financial services industry. The proposed framework was constructed based
on information collected by performing an in-depth literature review and inter‐
views with experts in the area of big data and financial services industry, and it
was empirically validated via a questionnaire sent to experts. A comparative
analysis was also performed, emphasizing the strengths of the proposed frame‐
work over existing approaches.

Keywords: Big data · Business value · Financial services industry · Case study ·
Digital business ecosystem

1 Introduction

The business world is rapidly digitalizing, creating new opportunities for companies [1].
Data and information are currently becoming primary assets for many organizations [2],
which make extensive use of information and communication technologies (ICT) to
collect, store and process digital data. This trend and the recent ICT developments
determined the use of the term big data, which involves storing and analyzing data, and
transforming data into knowledge (and information) that ultimately contribute to the
value of an organization. Characterized by the enormous volume, variety, and velocity
of data [3–6], big data brings numerous opportunities for businesses in today’s increas‐
ingly digital business ecosystem. Examples of applications of big data in commerce and
business, society/administration, and scientific research are illustrated in [7]. Analytical
tools coming from big data can make complex insights easier to understand and make
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this information immediately ready to use at every point in the organization and at every
skill level [8]. The potential of big data to create value is also emphasized in a recent
report by McKinsey Global Institute [9].

Although the potential of big data to generate value is recognized, the review of
previous studies revealed that this topic is not extensively explored, and, in general
insufficiently understood. Most studies are focusing on technological aspects of big data,
neglecting business-related aspects. The business value of big data is of high relevance
especially for the financial services industry. In fact credit card companies represent one
of the main investors in big data [10]. Banks make use of big data analytics for customer
segmentation and profiling, product cross selling based on the profiling, spending
patterns of customers, channel usage, sentiment and feedback analysis and security and
fraud management [11]. However, banks are struggling to profit from increasing
volumes of data [12]. Additionally, a comprehensive approach to identify the potential
value of big data that can support stakeholders or decision makers in the financial serv‐
ices industry is not yet available.

The research project presented in this article addresses this gap. The goal of the
research project pursued is to develop a framework that supports decision makers to
identify opportunities for attaining business value1 out of big data in the financial serv‐
ices industry. The proposed framework was constructed based on information collected
by performing an in-depth literature review and interviews with experts in the area of
big data and financial services industry, and it was empirically validated via a question‐
naire. A comparative analysis was also performed, emphasizing the strengths of the
proposed framework.

This paper is structured as follows. Section 2 presents the methodology followed.
Relevant concepts are referred next. The proposed framework is described in Sect. 4.
The case study validation is presented next. A comparative analysis of the proposed
framework with existing approaches is then discussed. The paper concludes with a
section summarizing the results and addressing the needs for future research.

2 Methodology

The main research question that guided this research work is: How can the business
value of big data be determined in the area of financial services?

The research approach developed to answer this research question is illustrated in
Fig. 1, following a design science approach [13]. Firstly, the environment is established.
In this research study, the need of the design of a framework illustrating the business
value of big data in the financial services industry is posed. The knowledge base is used
as a foundation to build the artefact, which is the actual conceptual framework. A docu‐
ment study (Step 1) and interviews (Step 2) are performed to build the first draft of the
conceptual framework that indicates how business value can be created from investing

1
Within the scope of this research project, the term business value refers to the financial gains
(e.g., expressed in monetary units, such as increased profit), and non-financial gains (e.g.,
competitive advantage, productivity enhancement) of an organization.
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in big data (Step 3). Interviewees were chosen based on their affiliation with business
intelligence and big data. This process was repeated multiple times to refine the devel‐
oped framework. The knowledge base is also used to provide methodologies for the
evaluation step (Step 5). In the first three steps the elements for the framework are
selected. The validity of the cause and effect relations is verified via a questionnaire.
The survey, with the conceptual framework as input, is only distributed to persons with
knowledge on business intelligence and big data. The results of the survey are processed
in the final framework in consultation with experts. As a last step, the developed frame‐
work is empirically validated. Step 5 also served to gain practical insights with respect
to the use of the proposed framework in practice. Altogether, the last part of the research
project concerned the analysis of the results, final refinement of the framework and the
elaboration of a set of recommendations for future research work.

Fig. 1. Research methodology

3 Business Value and Big Data: An Overview

In basic terms, big data refers to datasets that are large in volume, diverse in data sources
and types, and created quickly, resulting in bigger challenges in harvesting, managing
and processing them via traditional systems and capabilities [14].

Companies must undergo substantial changes in order to make use of big data, which
requires a significant investment in technology, and the formulation of an adequate
strategy within the organization [15]. Numerous challenges are associated with big data,
e.g., difficulties in data capture, data storage, data analysis and data visualization [7].
Designing, developing, and implementing data management systems that live up to the
access and speed requirements is a highly complicated process [10]. Big data solutions
become actually successful only when people, processes, and technology are integrated
[10, 16–18].

Big data gets increasing attention in the financial services industry because accurate,
consistent management of both financial data and customer information is essential to
be successful in this industry [10]. The variety of data can have an impact on organiza‐
tion’s risk measurements and its trading and investment performance. According to [5],
using big data can translate into operational, financial, and business gains, and quicker
access to cleaner, more relevant data to drive insights and optimize decision making.
An additional benefit for this sector refers to the use of big data analytics for regulatory
compliance [10]. The impact of big data analytics in the banking sector in India is
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discussed in [11], with emphasis on six aspects: customer segmentation and profiling,
product cross selling based on the profiling, spending patterns of customers, channel
usage, sentiment and feedback analysis and security and fraud management. However,
a comprehensive approach to identify the business value of big data in this sector that
can be used by decision makers is not provided.

As emphasized in [19], the ultimate role of data is to support decision making. Exec‐
utives now want to run businesses on data-driven decisions, to understand optimal solu‐
tions based on complex business parameters or new information and they want to take
actions quickly [8]. The utility of big data for data-intensive decision-making is empha‐
sized in numerous works, e.g., [7, 20]. Researchers, policy and decision makers have to
recognize the potential of harnessing big data that can generate growth in their fields,
and the potential benefits it brings, including: increase in operational efficiency, identi‐
fication and development of new products and services, identification of new customers
and markets [7]. Companies can significantly improve their business performance
simply by focusing on how operating data can inform daily decision making [21]. Top-
performing organizations actually use analytics five times more than lower performers
[8]. A reason for which companies do not make better use of data analytics might be
that their management practices have not caught up with their technology platforms [22].
Besides the technological shift, the difficulties related to the cultural shift made by
adopting an evidence-based decision making tool needs to be considered.

Research on economic and business-related aspects of big data is scarce. Although
several approaches are available to measure value (e.g., value of IT, value of business
intelligence, such as: [23–25]), scarce research focuses on the business value of big data.
Banks are striving to profit from increasing volumes of data [4]. Benefits of big data are
described, but no concrete process or framework is advanced that shows how business
value can be created from investing in big data. However, the importance to understand
the business value of big data is highly emphasized, e.g., [24, 26]. Preconditions that
need to be met to create business value for a specific environment are discussed in [27]:
technical development and project management, strategic alignment, process engi‐
neering, change management. Three main ways for performance assessment are iden‐
tified in [28]: performance indicators, benchmarking methods and frameworks for
performance assessment. In the context of big data, frameworks are recommended to be
used to capture the (potential) business value of big data, representing the most quali‐
tative method for performance assessment.

Several performance measurement frameworks were identified and examined
considering the scope of this research work: the Balanced Scorecard of Kaplan and
Norton [29, 30], Performance Pyramid of Lynch and Cross [31], Kanji’s Business
Scorecard [32], and the Performance Prism [33]. These performance frameworks all
have predefined measurements that are used to compare the organization’s results with
predefined standards. The Benefit Logic Model developed by Capgemini [34] was also
analyzed in this project. Traditionally, the Benefit Logic Model was used to define a
cause-effect diagram that shows how solutions contribute to cash flow generation. The
final solutions presented on the left side of the model are linked to the drivers presented
in the middle of the model that represent the cause and effect relations to reach the final
goal. Only the solutions and drivers that are mentioned more than once are used in the
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conceptual framework. This final goal is presented at the right side of the model, which
is cash flow generation in the traditional diagram. Cash flow generation can be created
by increasing revenue or decreasing costs. Breaking down these two sides into smaller
parts will lead to improvement opportunities that can be reached by implementing the
solutions [16].

Although the (potential) benefits of big data and analytics are generally recognized,
a key adoption obstacle remains the lack of understanding of how to leverage analytics
for business value. This research work covers this gap by advancing a value framework
for investing in big data, following the Benefit Logic Model by Capgemini [34]. This
model is chosen as a basis for the development of a value framework of big data for the
financial services industry because of the clear overview, the focus on value, and the
structured approach of the model. The Benefit Logic Model describes how value can be
created without quantifying it, which makes it very usable for this study. Moreover, with
the Benefit Logic Model it is possible to provide insight into the value of big data without
other elements, e.g., infrastructure, actors.

4 Framework Design and Validation

4.1 Data Collection

The conceptual framework developed and presented in this article was elaborated after
pursuing an in-depth literature review (using various retrieval systems e.g. ABI/Inform,
ScienceDirect, and Emerald) and interviewing experts in the fields of financial services
and big data2. The key design issue was capturing the value of investing in big data for
the financial services industry. The information from the document study was used as
input to define the questions for the semi-structured interviews. Specific information
about factors that influence the value of big data was also considered, e.g., drivers leading
to positive cash-flow, solutions that could be implemented right away. The structure of
the interview and examples of questions in each category are provided in the Appendix.

4.2 Framework Elements

The collected information determined the identification of preconditions, drivers and
solutions that need to be implemented to gain value from investing in big data in the
financial services industry. These elements were included in the first draft of the concep‐
tual framework that shows the cause and effect relationships between all the factors.
Two iterations were performed to optimize the quality of the conceptual framework and
to ensure the focus on big data and financial services industry.

2
In total eight semi-structured interviews with experts in the field of financial services and big
data were conducted. Semi-structured interviews were used because they give the companies’
perspective on this topic and could confirm insights that come from the document study. The
purpose of the interviews was to acquire information about their vision on big data, possible
approaches to assess the business value of big data and the potential benefits an organization
would gain by investing in big data.
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Three preconditions that have to be met at all times in order to gain value from the
investment were included in the framework: privacy, security, and compliance to regu‐
lations. The solutions that have to be implemented to gain value refer to: installing the
hardware and software required by big data, performing analytics and applying visual‐
ization techniques, creating a project team to create culture, methods, and provide
training, and attracting new employees who fit best with a big data environment. It is
important that the hardware and novel software tools are used in combination with the
existing IT landscape to be efficient and cost-effective, and the new processes derived
from using big data techniques are synchronized with the current processes to ensure
that inter- and intra-organizational business processes are executed without errors. Note
to neglect is that employees and management need to change the mindset to a new way
of working with big data and that they need specific trainings to use the new technology.
When employees are trained to work with big data and master it, they will probably be
more satisfied, leading to a decrease in employee costs. The relation between attracting
new employees, employees’ satisfaction, and decrease in employee costs is the only
relation not shown in literature, being based only on information from the interviews.
All the other relations are supported by the document study and interviews with experts.

The drivers for value were also identified. Only the solutions and drivers that were
mentioned more than once were included in the framework. The driver ‘event-driven
marketing’ was combined with the driver ‘customized offering’ because both aim at
providing a personalized offer for a customer. The drivers ‘real time information
delivery’, ‘increase of agility/velocity’, and ‘discovering the total experience of
customers’ are linked to the driver ‘process insight’ because they all refer to the same
factor. This driver includes (real-time) insights in the behavior of customers and
processes and delivers the information as fast as possible. The solution ‘change in
mindset of employees’ was combined with the solution ‘investing in change manage‐
ment’ since it is actually a part of change management.

4.3 Case Study Validation

To validate the developed framework, a case study was performed. The collected infor‐
mation allowed the refinement of the developed framework. The case study analysis was
performed through a questionnaire. Every question included in the questionnaire corre‐
sponded actually to a line of the framework, indicating to what extent the respondent
agrees with this linkage between two factors. All questions are presented with the key
design issue of capturing the value of big data in the financial services industry. The
questions were closed questions with the answering options based on a five point Likert
scale going from ‘strongly disagree’ to ‘strongly agree’. Additionally, personal infor‐
mation was requested to characterize the sample. At the end of the questionnaire it was
possible for respondents to provide comments.

51 experts responded the questionnaire, from which 19 completely filled in the ques‐
tionnaire. To check if the missing data of the respondents is random or systematic, the
Little’s MCAR χ2 test was performed. The significance of the test is 1,000 (> 0,05), which
means that the missing data is completely at random. Therefore it is only possible to use
regression based methods to fill in the missing values [35]. The cases with more than 15 %

Towards Identifying the Business Value of Big Data 33



of missing values had to be deleted because completing them would cause too much bias
[35]. The questionnaire contains 69 variables. Thus, the cases with more than 10 missing
values were deleted. This resulted in a deletion of 24 cases, leaving 27 cases of which 8
were incomplete. These 8 cases were completed using the regression based method mean
substitution to have a slightly bigger dataset. Accordingly, the blank spots were replaced
by the mean of that variable based on answers from other respondents. Ultimately, a
dataset of 27 complete cases was constructed and used for analysis.

4.4 Characterization of Respondents

The respondents were asked to provide information about certain demographics, such
as: gender, age, nationality, education, current industry sector, current company, job
status, and the number of years they worked at the current organization. From the 27
respondents, 21 are males (77,8 %), and 12 respondents belong to the category 21–35
years old (44,4 %), 11 belong to the category 36–50 (40,7 %), and 4 belong to the category
51–65 years old. This division relates to the range of the working population. 20
respondents were Dutch (74,1 %), 6 Indian, and 1 was Norwegian. For the 27 respond‐
ents, 3 completed high school, 9 achieved a bachelor degree, and 15 accomplished a
master degree. This means that 88,9 % of respondents belong to the category higher
education, which is not a representation of the working population. 20 respondents
currently work in the financial services industry (74,1 %), 2 in retail, 1 in care, and 4 are
consultants in the IT sector (14,8 %). For the 27 respondents, 2 are first level supervisor,
5 are in middle management, and 20 have non-managerial jobs (74,1 %), which means
that top management is not represented in this dataset. For the 27 respondents, 1 works
at the current organization for less than 1 year, 10 work for 1–2 years at the current
organization (37 %), 4 work for 3–5 years at the current organization, 4 work for 6–10
years at the current organization, and 8 work for more than 10 years at the current
organization.

4.5 Reliability and Validity

The reliability of the data was tested with the reliability coefficient Cronbach’s Alpha
[35, 36]: α = 0,983 and remains around 0,983 when a construct would be deleted. All
the relations, in both directions, are included, which results in 6o items that are used to
calculate Cronbach’s Alpha. The validity of data represents if a measure assesses the
construct that it is intended to measure [35, 36]. Convergent validity and discriminant
validity are commonly used. A correlation matrix was used to test them. A correlation
matrix provides the strengths of a relationship between two variables without providing
a direction of the relationship. Because the data set contains only 27 cases, it was not
possible to assume that the data is normally distributed. Therefore normality tests have
been performed to test the normality of the data and it was chosen to use Spearman’s
correlation coefficient to check the validity of the data, because this coefficient does not
require data to be normally distributed [35]. Because the proposed relationships between
variables are directional (the relations between cause and effect are tested one-direc‐
tional), a one-tailed test was used [35]. By analyzing the correlation matrix, it was
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concluded that the variables that should have a strong relationship correlate highly and
variables that should not have a relationship correlate on a low level. Though, three
correlations are striking. Firstly, the processes payments, savings, financings, invest‐
ments, and insurances correlate highly with each other for variables such as customized
deals and synchronizing IT, often a correlation of 0,9 or higher.

This is not a problem for the validity; however it could be a signal that the processes
should be combined into one variable. The second correlation that is noticeable is the
relation between cross-selling and retention of the customer, which is quite low while
it was expected to be high. The last correlation is the relation between the employee
costs and costs in general, which is actually lower than expected. Although these last
correlations indicate that the discriminant validity is affected, overall the correlations
do not show many deviations. Therefore, the requirements of convergent and discrim‐
inant validity are met.

4.6 Value Framework for the Financial Services Industry

The results obtained determined the development of the final version of the framework:
Big Data Value Framework for the Financial Services Industry portrayed in Fig. 2. This
framework supports decision makers to identify opportunities for attaining business
value out of big data in the financial services industry. The elements and arrows illustrate
how value can be obtained from each solution. The links are independent of each other,
indicating that reaching a goal is already possible when meeting one of the sub goals.

Fig. 2. Conceptual framework for identifying opportunities to attain business value out of big
data [16]

The solutions that are presented in the framework and have to be implemented to
gain value were grouped on the left side of the framework. The drivers that are repre‐
senting the cause and effect relations to eventually get to the final benefit (increasing
EBIT) are shown in the middle of the framework. The implementation of the solutions
supports the access to accurate real-time information related to the main processes in
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the financial services industry: payments, savings, financings (credits, lending, and
mortgages), investments, and insurances. It also provides support to decision makers,
improving the accuracy of decisions. These more complete insights will lead to an
increase in better targeted marketing (e.g., cross selling, customized deals), better
insights in the competing market, and it also decreases wrong credit scoring and stim‐
ulates fraud detection. When customers are better targeted with marketing it is likely
that the sales, the retention of customer, and the satisfaction of customer will increase
because the customer gets an individual treatment. Moreover, better insights in the
competing market can lead to an increase in the market share because an organization
now has information on how to improve the organization to outperform the competition.
All together this will lead to an increase in revenue.

Table 1. Comparison of Value Framework.

Framework/
Approach

Basic elements/
dimensions

Main strengths for big data
value assessment

Main weaknesses for big
data value assessment

Balanced score‐
card [20, 21]

Four perspectives
(Customer,
financials,
internal busi‐
ness
processes,
learning and
growth) which
are linked to
vision and
strategy

-Customer, financial,
learning and growth
dimensions, and their
relations with strategy
and vision is relevant for
big data;

-Identification of different
objectives and meas‐
ures

Technology is not
addressed

Performance
prism [33]

Five perspec‐
tives: stake‐
holder satis‐
faction, stake‐
holder
contribution,
strategies,
processes,
capabilities

Focus on stakeholders to
indicate what they need
from the big data tech‐
nology

Extensive focus on
processes, which is not
of (high) relevance for
big data

Value Frame‐
work for the
financial serv‐
ices industry

Costs and
revenue, tech‐
nology,
learning and
growth,
internal busi‐
ness
processes,
customer rela‐
tionship
management

-Focus on big data Costs and revenue, tech‐
nology, learning and
growth, internal busi‐
ness processes,
customer relationship
management
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At the cost side, the decrease in wrong credit scoring will decrease the overall costs
because credits are provided based on real insights in behavior and not on predetermined
categories. Together with an increase in fraud detection and a decrease in employee
costs the overall costs will decrease. The increase in revenue and decrease in costs will
eventually lead to a positive cash flow generation.

The preconditions that have to be met at all times are privacy, compliance to rules
and regulations, and security. These preconditions are independent of the solutions,
drivers, and final goal. Personal information should only be used when rules are not
trespassed and the person accepts that the organization uses the information. Moreover,
an organization should be compliant to the rules and regulations that are defined. Espe‐
cially in the financial services industry there are many different rules which change
constantly. Last, the security of information should be optimal at all times to make sure
it will not be used by non-authorized persons.

5 Comparative Analysis and Discussion

The proposed framework was compared to other two approaches for value assessment:
the Balanced Scorecard [29, 30], and Performance Prism [33]. The main elements of
each approach are summarized in Table 1, and the main strengths and weaknesses for
big data value assessment are indicated. The main strengths of the framework advanced
in this article compared to the other two approaches are: (i) it addresses technology-
related aspects which are of high importance in the context of big data, (ii) it provides
support in identifying value creation from an investment, (iii) supports a cause-effect
analysis between the elements included in the framework, (iv) it was constructed explic‐
itly to address the specificities of the financial sector, which is targeted in this research
project.

6 Conclusions and Future Work

Most organizations nowadays are fundamentally dependent on their data and informa‐
tion handling services and tools. Big data services are evolving in an ecosystem in which
diverse technologies, market needs, social actors and institutional contexts fuse and
change over time [37]. Research on big data focuses mainly on technological aspects
(e.g., data interoperability, algorithms, development of tools), and research on business-
economic aspects is scarce. Although big data is associated with numerous benefits, the
literature review performed showed that a value framework for big data, in general, or
for the financial services industry, is not yet available. The Big Data Value Framework
for the Financial Services Industry advanced in this article (illustrated in Fig. 2) repre‐
sents a step towards overcoming this gap. It embeds elements gathered from an in-depth
literature review and interviews with experts in the areas of big data and financial serv‐
ices industry, and it was validated by industry representatives. Accordingly, the solutions
(e.g., installing the hardware and software, create project team) and the drivers (e.g.,
customized deals, cross selling, fraud detection) will lead to an increase in revenue and
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decrease in costs. However, the preconditions privacy, security, and compliance to rules
and regulations have to be met at all times to generate business value.

Although the research work performed was accurately conducted and follows a well-
defined methodology, some limitations of the present work can be identified. Only eight
interviews are performed which provide insights in the opinions of eight experts. This
also holds for the information collected via the questionnaire. With only 27 respondents
(experts in the areas of big data and financial services industry) the framework cannot
be generalized. However, it can be used as an indication of which variables have an
influence on the business value of big data.

Future work will focus on the development of drivers at the cost side of the proposed
framework. Mainly drivers for the revenue side were identified from the interviews and
questionnaire, whereas the drivers of the cost side lagged behind, which might be caused
by the respondents’ focus on revenue instead of costs. It is also intended to develop
specific metrics for the variables included in the framework to quantify the gains from
investing in big data.

Appendix: Excerpt of Interview Questions

General

• For how long do you work at the current organization?

Business Intelligence

• What is your definition of business intelligence?
• What are the core elements of business intelligence?

Big Data

• What is your definition of big data?
• What are the core elements of big data?
• To what extent is it possible that big data provides new insights in information needs

compared to business intelligence?

Value of Business Intelligence and Big Data

• Which measuring methods do you think are appropriate to measure the business value
of big data?

• In which parts of the financial services industry does big data provide business value?
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Abstract. Recommender systems help consumers to find products
online. But because many content-based systems work with insufficient
data, recent research has focused on enhancing item feature informa-
tion with data from the Linked Open Data cloud. Linked Data rec-
ommender systems are usually bound to a predefined set of item fea-
tures and offer limited opportunities to tune the recommendation model
to individual needs. The paper addresses this research gap by intro-
ducing the prototype SKOS Recommender (SKOSRec), which produces
scalable on-the-fly recommendations through SPARQL-like queries from
Linked Data repositories. The SKOSRec query language enables users to
obtain constraint-based, aggregation-based and cross-domain recommen-
dations, such that results can be adapted to specific business or customer
requirements.

Keywords: Linked Data · Recommender systems · Query-based
recommender systems

1 Introduction

Recommender systems (RS) are on the forefront of decision support systems
within e-commerce applications [1,2]. Among the most known examples of rec-
ommender systems are the ones used by well-established e-commerce retailers
such as Amazon1 or Netflix2. Here, users receive personalized suggestions for
items of the product catalog. But both content-based and collaborative filtering
systems suffer from certain shortcomings, such as rating sparsity or limited con-
tent analysis [1]. To address the problem of data sparsity, the Linked Open Data
(LOD) movement gave rise to the type of Linked Data recommender systems
(LDRS). These systems tackle drawbacks of traditional approaches by enriching
existing recommender systems with information from public data sources. But
even though current LDRS show promising results, they do not yet take full
advantage of the potential that LOD offers. The paper addresses this research
gap through:
1 http://www.amazon.de.
2 http://www.netflix.com.
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– Identification of central problems of different types of recommender systems
(Sect. 2).

– Overview of current challenges for RS in e-commerce applications and how
they can be addressed with the help of Linked Data technologies (Sect. 3).

– Technical description of the SKOSRec prototype, that implements these ideas
(Sect. 4).

– Evaluation of the systems’ key components (Sect. 5).
– Discussion of the main findings and of the practical implications of the app-

roach (Sect. 6).

2 Related Work

2.1 Recommender Systems

Upon the presentation of the first systems in the 1990s, the area of recommender
systems has been an established research field. The most common recommen-
dation algorithms apply some form of collaborative filtering technique, where
users are referred to preferred items of like-minded peers [3–5]. In contrast
to that, content-based systems derive recommendations from feature informa-
tion for items in the user profile [1,6,7,9,10]. Thus, similar items are detected.
Content-based and collaborative filtering systems suffer from certain shortcom-
ings. Even though both paradigms can be combined in hybrid systems [7], many
of the problems still remain.

One of the main issues on the operational side is the data sparsity problem,
where user preferences are rare. It mostly occurrs, when new users or items are
added to the system (cold start problem), but it can also arise when the amount
of feedback information is simply not enough to derive meaningful recommen-
dations. Especially in content-based systems, users can receive unfitting recom-
mendations due to incomplete or ambiguous item feature information (limited
content analysis) [1].

2.2 Linked Data Recommender Systems

Recently, researchers have started to utilize Linked Data information sources
to address the problem of insufficient item feature information. The LOD cloud
comprises data on almost any kind of subject and offers general purpose informa-
tion (e.g. DBpedia3) as well as data from special domains [8]. LOD resources are
usually identified through URIs. Thus, the LOD cloud provides less ambiguous
information than text-based item descriptions [9]. Experiments on historic data
showed that LDRS are at least competitive with classical systems and sometimes
even outperform them in terms of accuracy [9–12,21].

But even though LDRS achieve considerable results, they do not yet take full
advantage of the LOD cloud. Current approaches require a considerable amount
3 http://wiki.dbpedia.org/.

http://wiki.dbpedia.org/
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of pre-processing, such as the selection and extraction of item features. Once a
set of item features has been selected, the recommendation model is ‘hard wired’
into the system and can not be adapted to changing user or business demands.

2.3 Query-Based Recommender Systems

Due to the fact that most LDRS and non-LDRS are not capable of customiza-
tions, there have been efforts to enable systems to produce query-based rec-
ommendations. In the field of non-LDRS this is achieved through enhancing
relational databases with recommendation functionalities [13]. For instance,
the REQUEST system integrates the personalization process with OLAP-like
queries, such that the selection of items/users can be based on certain condi-
tions and aggregations. Thus, recommendation models are adaptable to different
requirements at runtime [14,15]. But as information on user preferences is usu-
ally sparse, this information becomes even sparser when only certain items or
users are selected. This often leads to unreliable recommendation results [15].

The issue of data sparsity could be addressed through content-based
approaches that enhance item feature information with LOD resources. To date,
there are only a few systems that consider user preferences in conjunction with
Linked Data technologies, such as SPARQL queries [16–19]. With these systems,
expressive user preferences can be formulated. But we argue that the potential
of LOD is not yet fully exploited for recommendation tasks. Query-based LDRS
either follow a fixed workflow of similarity detection and SPARQL graph pattern
matchings [16,17] or face long execution times when processing a large number
of triple statements [18].

Therefore, the main goal of the paper is the development of a system that
flexibly integrates user preferences with SPARQL elements at reasonable compu-
tational cost and hat provides novel and meaningful recommendations in update-
intensive environments, where local databases do not provide sufficient data.

3 LOD for Flexible Recommendations in e-Commerce

The following aspects give an overview of current challenges of RS applications
in the e-commerce sector and describe how they can be addressed with the help
of Linked Open Data:

– Comprehensiveness: As stated in the previous sections, e-commerce RS
have to deal with the issues of data sparsity and low profile overlap among
users. Especially small sites do not have a customer base that is big enough to
provide enough ratings [2]. That is why the integration of Linked Data sources
into recommender systems could help to overcome existing limitations on the
data side. The LOD cloud comprises billions of triple statements ranging from
general purpose data to information sources from domains, such as media or
geography. These datasets can be of value in multimedia retailing or online
travel agencies [8].
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– Adaptability: RS of e-commerce sites usually do not offer functionalities
where customers can restrict recommendation results to specific criteria. But
to achieve deeply personalized results, it would be desirable to apply pre- or
postfiltering on the product catalog [2,13]. For instance, think of a customer
of a media streaming site who, in spite of his/her purchasing history, wants
to provide the information that he/she is strongly interested in European
movies. Above that, in areas like tourism, user preferences depend on many
factors, such as context, travel companions or travel destination preferences
[20]. In addition to that, not only consumers could profit from customization
functionalities, but also marketing professionals and administrators [2,15]. For
instance, marketing campaigns could be fit to special holiday occassions of the
year to promote long-tail items. These aspects require data-rich applications,
that can be accessed with expressive queries.

– On-the-fly recommendations: Current RS usually rely on pre-computed
recommendation results. But the aspect of adapatability is strongly tied to the
aspect of just-in-time recommendations. As customer and business require-
ments can not be foreseen, recommendation models should be configurable
at runtime, such that a user can select the right data when it is actually
needed [21]. To enable flexible recommendations results from Linked Open
Data repositories, efficient strategies for processing large numbers of triple
statements have to be identified.

4 The SKOS Recommender

In this section we present SKOSRec, a system prototype that addresses the
previously identified challenges of RS in e-commerce applications.

4.1 Scalable On-the-Fly Recommendations

Most LDRS identify similar items through their features. But considering the
large amount of information, using all known features of a resource leads to poor
scalability and long processing times. Thus, in the context of LDRS it was pro-
posed to select certain item features (properties) for the recommendation model
[9,10,22–24]. But due to the large amount of information in the LOD cloud, the
selection process can be error-prone and time consuming. Thus we propose to
perform similarity computation on URI annotations that are part of commonly
used vocabularies, such as the Simple Knowledge Organization System (SKOS).
SKOS vocabularies have become a de-facto standard for subject annotations,
since a majority of Linked Data sets are annotated with SKOS concepts. We
implemented a system, called SKOS Recommender that uses its own SPARQL-
like query language (SKOSRec) to produce flexible on-the-fly recommendations.
For identifying similar items the systems relies on SKOS concepts, but can be
extended to other URI resources from the LOD cloud. The system uses Apache
Jena4 and can be applied on local as well remote SPARQL endpoints. The fol-
lowing section summarizes the general workflow of the SKOSRec system.
4 https://jena.apache.org/.

https://jena.apache.org/
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1. Parsing: Parse the SKOSRec query.
2. Compiling: Decompose the query into the preferred input resource r (e.g. a

movie) and a SPARQL graph pattern P .
3. Resource retrieval: Retrieve relevant resources from SKOS annotations of

r in conjunction with P .
4. Similar resources: Score and rank the resources according to their condi-

tional similarity with the input resource p.
5. Recommendation: Output the final recommendation results.

In the following, we will now rigorously define keywords in italics by using
the notation for SPARQL semantics that was introduced by [25].

Definition 1 (SKOS annotations). Let AG be the annotation graph of an
RDF dataset D (AG ⊂ D), where resources are directly linked to concepts c of
a SKOS system via a predefined property (e.g. dct:subject). All nodes of the AG
are IRIs and the annotations of an input resource r are defined as follows:

annot(r) = {c ∈ AG |∃ < r, subject, c >} (1)

Upon retrieval of input resource annotations, similarity calculation does not
have to be performed on the whole item space.

Definition 2 (Relevant resources). The mapping Ω of relevant resources and
their annotations is obtained by retrieving all resources Pr that share at least one
SKOS concept with resource r. In addition to that, relevant resources are joined
with a SPARQL graph pattern P , so that resources are excluded when certain
user requirements are defined.

Pr = (r, subject, ?c) AND (?x, subject, ?c) (2)

Ω = {μ(?x)|μ ∈ �P �D} �� �Pr�AG (3)

After querying all relevant resources and their annotations, similarity values
can be calculated. They are based on the Information Content (IC) of the shared
features of two resources. This idea was introduced by [23], but is expanded to
the case when the item space is restricted to match a user defined graph pattern.

Definition 3 (Conditional similarity). Let annot(r) be the set of SKOS fea-
tures of resource r and annot(q) the set of SKOS features of resource q and
q ∈ {μ(?x)|μ ∈ Ω}, then their similarity can be derived from the IC of their
shared concepts C = {annot(r) ∩ annot(q)}

sim(r, q) = ICcond(C) (4)

Definition 4 (Conditional Information Content). The IC of a set of
SKOS annotations is defined through the sum of the IC of each concept c ∈
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{μ(?c)|μ ∈ Ω}, where freq(c) is the frequency of c among all relevant resources
and n is the maximum frequency among these resources.

ICcond(C) = −
∑

c∈C

log

(
freq(c)

n

)

(5)

The retrieval of relevant resources and concept annotations can lead to
long processing times, especially in cases when concepts are frequently used
in a dataset. Hence, the number of records from SPARQL endpoints should be
reduced. By knowing the length of the top-n recommendation list, it can be
calculated which resources can be omitted without influencing the final rank-
ing. This is the case when the maximum potential score for a certain number of
shared features is smaller than the minimum potential score for a higher number
of shared features. By this means, it is determined how many annotations have
to be shared at least with an input resource (cut value) (see Eqs. 6 and 7).

Ωcut = {μcut(?x)|μcut ∈ Fcount(?c)(Ω) > cut} (6)

Ωreduced = Ω �� Ωcut (7)

4.2 Expressive SPARQL Integration

In the course of this paper, we are only able to give a short overview of the
SKOSRec query language. Central to the idea of customizable on-the-fly rec-
ommendations is that both item similarity computation and querying of LOD
resources can be flexibly integrated in a single query language. Even though there
already exist some language extensions that combine SPARQL with imprecise
parts [16,17], they do not take full advantage of the expressiveness of the RDF
data model. Hence, we propose the SKOSRec query language that extends ele-
ments of the SPARQL 1.1 syntax (see underlined clauses in Listing 1) [26]. It
enables flexible and powerful combinations of graph pattern matchings and sub-
querying with recommendation results. The ‘RECOMMEND’ operator issues
the process of similarity calculation based on the input resource and potential
user defined graph patterns, whereas the ‘AGG’ construct ensures that certain
resources are exluded from the result set.

Listing 1. Grammar of SKOSRec
RecQuery ::= Prologue SelectPart? SimProjection

Aggregation? ItemPart*
SelectPart ::= SelectQuery
SimProjection ::= RECOMMEND Var ItemLimit
Aggregation ::= AGG IRIref
ItemLimit ::= TOP INTEGER
ItemPart ::= PREF (DECIMAL )? (VarPart | IRIPart)
IRIPart ::= IRIref (ConceptSim )? (WherePart )?
VarPart ::= Var (ConceptSim )? (WherePart)
ConceptSim ::= C-SIM Relation DECIMAL
Relation ::= ( < | > | <= | >= | = )
WherePart ::= BASED ON WhereClause ()
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The central contributions of the new language are summarized below.

– Recommendations for an input profile: Whereas recommendations can
be generated from both user and item data [16], we argue that the integra-
tion of local customer information and LOD resources is not feasible. An
e-commerce retailer might avoid such a solution because of privacy concerns
and additional costs and would rather prefer to obtain recommendations from
outsourced repositories.

– Graph pattern matching for preference information: The SKOSRec
language allows expression of preferences for variables that are contained in
graph patterns. Thus, users can formulate vague preferences.

– Subquerying with recommendation results: In some areas it might be
helpful to reuse recommendation results as a SPARQL-like subquery. Thus,
triple stores can be powerfully navigated.

5 Experiments

We conducted several experiments to evaluate the viability of our approach. The
goal of the evaluation was to find out, whether it is possible to get meaningful
recommendation results with highly expressive queries from existing LOD repos-
itories at reasonable computational cost. For this purpose, we issued SKOSRec
queries from different target domains (movies, music, books and travel) (Table 1)
to a local virtuoso server containing the DBpedia 3.9 dataset.

5.1 Scalable On-the-Fly Recommendations

The effectiveness of the optimization approach presented in Sect. 4.1 (Eqs. 6 and
7) was examined on 4 different datasets, where each dataset comprised 100 ran-
domly selected DBpedia resources from the target domains. The performance
test was carried out on an Intel Core i5 2500, clocked at 3.30 GHz with 8 GB
of RAM. Evaluation results showed that, even though our approach imposes
overhead that leads to slightly increased computational cost for smaller datasets
(e. g. Fig. 4), it considerably reduces processing times for a growing number of
triple statements for bigger datasets (Table 2, Figs. 1, 2 and 3).

Table 1. Overview of the target domains

Movie Book Music Travel

rdf:type dbo:Film dbo:Book Schema:MusicGroup dbo:Place

# items 90,063 31,172 86,013 725,546

# annotions p. item (∅) 7.207 4.410 6.060 2.422
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Fig. 2. Book domain
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Fig. 4. Travel domain

Table 2. Results of the performance test

Domain Exec. time in ms (∅) # records (∅)

Regular Optimized Regular Optimized

Movie 9,961 1,921 23,542 20,535

Book 303 92 1,206 837

Music 4,145 501 7,662 501

Place 218 73 621 134

5.2 Expressive SPARQL Integration

As former research on LDRS has already shown that the application of SKOS
annotations leads to good precision and recall values in comparison to standard
RS algorithms [9,10], we followed an explorative approach. We investigated,
whether it is possible to formulate highly expressive SKOSRec queries that pro-
duce meaningful recommendation results from the DBpedia dataset. We issued
advanced queries to showcase the viability of our language in several usage sce-
narios of the target domains.
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Conditional Recommendations. This query template generates highly indi-
vidual or business relevant recommendations. In the example depicted below,
a marketer wants to obtain query results that are personalized and promote
Christmas movies at the same time.
PREFIX dct: <http :// purl.org/dc/terms/>
PREFIX skos: <http ://www.w3.org /2004/02/ skos/core#>
PREFIX dbc: <http :// dbpedia.org/resource/Category:>

RECOMMEND ?movie TOP 3
PREF <r1> <r2>
WHERE {
?movie dct:subject ?c .
?c skos:broader* dbc:Christmas_films .

}

Input (r1, r2) Output
The Devil Wears Prada Love Actually
Bridget Jones’s Diary The Family Stone

Scrooge
The Terminator Ben-Hur
Raiders of the Lost Ark Die Hard

Trancers

Aggregation-Based Recommendations: Roll Up. When user preferences
can be derived from their sublevel entities, the roll-up template might improve
recommendations. Think of a travel agency intending to suggest city trips. Two
customers would receive similar trip recommendations once they have been to the
same cities even though they have visited different points of interest (POI). The
example shows that it can be reasonable to instantiate the process of similarity
calculation on sublevel entities to better fit recommendations to customer needs.
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
PREFIX yago: <http :// dbpedia.org/class/yago/>
PREFIX dbr: <http:dbpedia.org/resource >

SELECT DISTINCT ?place (count(?place) as ?count)
WHERE {
?sight ?locatedIn ?place .
?place rdf:type yago:City108524735 .

}
GROUP BY ?place
ORDER BY DESC(COUNT(?place))
LIMIT 5
RECOMMEND ?sight TOP 1000
AGG <http :// dbpedia.org/resource/Berlin >
PREF <r1> ... <r5>

Input (r1 ... r5) Output
Checkpoint Charlie Moskau
East Side Gallery East Berlin
Berlin Wall Hamburg
DDR Museum Trieste
Stasi Museum Warschau
Re:publica Vancouver
Berghain London
Friedrichshain Amsterdam
E-Werk Paris
Bauhaus Archive Montreal
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Aggregation-Based Recommendations: Drill Down. Sometimes cus-
tomers find it hard to concretize their preferences. They might have a vague
understanding of what they like, but could not tell why. In this example a user
knows that somehow he/she likes movies directed by Quentin Tarantino. A drill-
down query would find the most similar films to those that were directed by him
and aggregate the results, such that related directors and their movies would be
recommended.
PREFIX dbo: <http :// dbpedia.org/ontology/>
PREFIX dbr: <http :// dbpedia.org/resource/>

SELECT DISTINCT ?director ?movie WHERE {
?movie dbo:director ?director .

}
RECOMMEND ?movie TOP 3
AGG dbr:Quentin_Tarantino
PREF ?prefMovie BASED ON {
?prefMovie dbo:director dbr:Quentin_Tarantino

}

?director ?movie
Robert Rodriguez From Dusk till Dawn
Frank Miller Sin City
Robert Rodriguez Sin City
Tony Scott True Romance

Cross-Domain Recommendations. Even though, standard collaborative fil-
tering algorithms sometimes generate recommendations that are from a differ-
ent domain than the items in a user profile, marketers cannot directly control
the outputs. In contrast to that, the SKOSRec language enables explicit cross-
domain querying. The following example shows that suggestions for novels (e. g.
Beat novels) can be obtained by examining the user preference for a music group
(e. g. The Beatles).
PREFIX dct: <http :// purl.org/dc/terms/>
PREFIX skos: <http ://www.w3.org /2004/02/ skos/core#>
PREFIX dbc: <http :// dbpedia.org/resource/Category:>
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
PREFIX dbo: <http :// dbpedia.org/ontology/>
PREFIX dbr: <http :// dbpedia.org/resource/>

SELECT ?book (COUNT(?book) as ?count) WHERE {
?book dct:subject ?c .
?c skos:broader {,2} dbc:Novels . {
SELECT ?book WHERE {
?book ?p1 ?o . ?o ?p2 ?band . ?book rdf:type dbo:Book . }}}

GROUP BY ?book
ORDER BY DESC(COUNT(?book))
RECOMMEND TOP 10
PREF dbr:The_Beatles

Output (?book)
On the road
One Flew Over the Cuckoo’s Nest
Sometimes a Great Notion
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6 Conclusion

This paper demonstrated how Linked Open Data technologies can be utilized
for highly flexible on-the-fly recommendations in e-commerce applications. For-
mer LDRS calculated user preference predictions offline and thus prevented cus-
tomizations and frequent updates of data sources as well as recommendation
models. Although there have been efforts to enable user restrictions at runtime
in query-based recommender systems, most of them either do not scale to large
item spaces or do not handle data sparsity issues that arise when restricting
the set of potential products to certain criteria. Above that, existing query-
based LDRS do not yet take full advantage of the expressiveness that RDF and
SPARQL graph patterns offer.

The SKOSRec prototype addresses this research gap by offering a powerful
combination of similar resource retrieval and SPARQL graph pattern matchings
from Linked Open Data repositories. Thus, individual and/or business prefer-
ences can be flexibly integrated. With the SKOSRec query language at hand,
e-commerce retailers could define various recommendation workflows that can be
adapted to specific usage contexts. For instance, the marketing department could
use campaign templates and end users could enter their preferences through a
user interface.
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2001. LNCS, vol. 2232, pp. 180–192. Springer, Heidelberg (2001)

15. Adomavicius, G., Tuzhilin, A., Zheng, R.: REQUEST: a query language for cus-
tomizing recommendations. Inf. Syst. Res. 22(1), 99–117 (2011)

16. Ayala, A., Przyjaciel-Zablocki, M., Hornung, T., Schätzle, A., Lausen, G.: Extend-
ing SPARQL for recommendations. In: Semantic Web Information Management,
pp. 1–8 (2014)

17. Kiefer, C., Bernstein, A., Stocker, M.: The fundamentals of iSPARQL: a virtual
triple approach for similarity-based semantic web tasks. In: Aberer, K., et al. (eds.)
ASWC 2007 and ISWC 2007. LNCS, vol. 4825, pp. 295–309. Springer, Heidelberg
(2007)

18. Rosati, J., Di Noia, T., Lukasiewicz, T., Leone, R., Maurino, A.: Preference queries
with Ceteris Paribus semantics for linked data. In: Debruyne, C., Panetto, H.,
Meersman, R., Dillon, T., Weichhart, G., An, Y., Ardagna, C.A. (eds.) OTM 2015.
LNCS, vol. 9415, pp. 423–442. Springer, Sierre (2015)

19. Siberski, W., Pan, J.Z., Thaden, U.: Querying the semantic web with preferences.
In: Cruz, I., Decker, S., Allemang, D., Preist, C., Schwabe, D., Mika, P., Uschold,
M., Aroyo, L.M. (eds.) ISWC 2006. LNCS, vol. 4273, pp. 612–624. Springer,
Heidelberg (2006)

20. Felfernig, A., Gordea, S., Jannach, D., Teppan, E., Zanker, M.: A short survey of
recommendation technologies in travel and tourism. OEGAI J. 25(7), 17–22 (2007)

21. Marie, N., Gandon, F., Ribiere, M., Rodio, F.: Discovery hub: on-the-fly linked
data exploratory search. In: 9th International Conference on Semantic Systems,
pp. 17–24 (2013)

22. Khrouf, H., Troncy, R.: Hybrid event recommendation using linked data and user
diversity. In: 7th ACM Conference on Recommender Systems, pp. 185–192 (2013)

23. Meymandpour, R., Davis, J.: Recommendations using linked data. In: 5th Ph.D.
Workshop on Information and Knowledge, pp. 75–82 (2012)

24. Ostuni, V., Di Noia, T., Di Sciascio, E., Mirizzi, R.: Top-n recommendations from
implicit feedback leveraging linked open data. In: 7th ACM Conference on Recom-
mender systems, pp. 85–92 (2013)
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Abstract. Sustainable use of energy is one of the guiding principles of today’s
society. But there is a lack of comprehensive analysis solutions for the energy
consumption of private households to provide real insights. In order to provide
useful information, feedback systems may be the answer. Numerous studies
about feedback systems have been conducted so far and each individual com-
ponent of such a system has been tested. The combination of these components
leads to a dashboard for decision support of private households. Within this
study the individual components were combined in several configurations and
implemented as a prototype dashboard. A Conjoint measurement is used for
evaluation and observation of user preferences collected in over 1,000 ques-
tionnaires. The result, an evaluated dashboard, combines several effective
feedback elements based on user preferences and helps to save energy based on
decision support and transparency.

Keywords: Feedback system � Smart metering � Energy intelligence � Decision
support � Conjoint

1 Introduction

Sustainability is one of the core concepts in economics and social research. A big focus
within these fields of research relates to energy suppliers. These companies are
responsible for shaping the future in terms of replacement of fossil fuels and nuclear
power sources by renewable energy sources. Besides supporting the shift to renewable
sources in the future, they are also able to create incentives towards responsible
boundaries for energy consumption in private households [1]. A problem that often
occurs in that context is the lack of information provided by the supplier companies.
Information are often sparse and not suitable for detecting inefficient energy con-
sumption patterns [2]. This mainly concerns the fact that billing is only provided on an
annual level, at least, in Germany. That leads to unspecific, time delayed reactions on
the consumer side. With the comprehensive rollout of smart meter technology a new
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data source is available that yields high potential when it comes to optimization on the
consumer side as well as the development of new business models on the supplier side
[3, 4].

In order to supply consumers with the required information, energy feedback
systems are designed. These systems can help to reduce energy consumption up to
20 % [4]. However, the research field of feedback systems in the area of energy
consumption is comprehensive. Therefore we conducted a systematic review [5]. We
found that while most of the systems suggest visualization concepts in order to give
feedback to the consumer, they were limited to a certain part of feedback rather than
looking at the whole system. The latter is important to optimize energy savings and
present optimal visualization depending on the data and customer preferences. For
example, a study examined the consumption reduction over a test period of 100 days
using only an in-home display [5]. In this preliminary study of feedback systems all
described elements were characterized and a systematic overview of possible compo-
nents for feedback and goal setting systems was presented (Fig. 1):

The problem of single components not being integrated into a feedback system
which is able to visualize information for the consumer poses a challenge and acts as a
basis for this paper.

According to [6], feedback systems are a special case of decision support systems
and should employ rules of visualization in order to generate added value on the
consumer side. Concepts of user friendly software and usability have to be applied to

Fig. 1. Systematic overview over feedback system elements [5]
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create an advantage for the consumer using these systems. This is an important factor
considering the technology acceptance level of the consumer and the consumer
motivation to use feedback systems.

2 Research Design and Methodology

Considering the information in [5], our goal can be stated as the evaluation of visu-
alization components and their combination in order to design an energy feedback
system for private households.

To evaluate user preferences for certain combinations of components we conduct a
choice-based conjoint measurement analysis [7]. The conjoint measurement enables us
to access a user’s preferences for each component in the context of the whole feedback
system [8]. We will refer to the feedback system as a product and the components as
attributes of that product, since this terminology is more common in conjoint analysis.

2.1 Choosing the Attributes

The first step of developing conjoint measurements is to select product attributes which
the user is required to access according to his preferences. First, the attributes selected
for conjoint measurement have to be checked on the fulfilment of the general
requirements of the conjoint analysis [8]. Table 1 shows the attributes according to [5]
and their applicability according to the requirements of the study.

Table 1. Alignment of feedback elements with the conjoint measurement analysis [5]

Attribute Description

Media and frequency These attributes are highly correlated and cannot be separated.
According to [5], electronic media has the highest potential
for energy savings and will therefore be used in the study. As
a representative media we choose “Website”

Device listing Details on every electronic device are somewhat difficult from a
technological perspective, so we only use aggregated figures
over all devices

Units Mainly monetary units are preferred by the users, as well as
consumption- and environmental-focused units are used. To
evaluate these findings the monetary unit “Euro” and
consumption unit “kWh” are chosen

Visualization Visualization concepts depend on the statement that should be
visualized and therefore vary varied using a conjoint
measurement

Social comparisons User preferences regarding comparisons between households
are very different. Therefore the attribute “Social
Comparison” is included in the study with the values “Yes”
or “No”. We use comparisons between the target household
and an average consumption of households with the same
number of persons

(Continued)
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2.2 Visualization of the Components

We combined the attributes described above to products which had to be evaluated. In
order to yield realistic visualizations we used standard consumption profiles from real
households [9]. Figure 2 shows combinations of the attributes “Time Comparison”
with monthly and annual comparisons.

Table 1. (Continued)

Attribute Description

Comparisons over
different time periods

Using information in order to make decisions regarding energy
consumption in past periods can decrease energy
consumption. Therefore this attribute acts as a basic element
of every feedback system. While it is uncommon to vary this
during the conjoint measurement we will later implement
different visualizations for hourly, monthly and annual
comparisons. Since there are no studies concerning
consumption prognosis, we will vary future prognosis
between annual and monthly comparisons. These time
intervals were chosen because the month is a basic billing
interval for monthly bills like rent, phone bill or salary.
Summarizing the above, we used the attribute “Time
Comparison” with the values of “Yes” and “No”

Goals We only conduct the analysis with personal goals rather than
pre-set goals from external sources. Since users do have
different preferences concerning goals we choose to include
this attribute in the analysis as the attribute “Goals” with the
values “no goals”, “detailed description”, “rough description”

Fig. 2. “Time Comparison” with monthly and annual comparisons
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2.3 Empirical Survey

An empirical survey for conjoint measurements consists of choice situations which
themselves are orchestrated from certain stimuli. The subject chooses the product
variation that earns the highest utility. In order to keep up motivation during the
experiment only two stimuli are presented [10]. We used SPSS to generate the choice
situations. We have included four attributes with two or three values and two stimuli
per choice situation which results in a total of 16 choice situations. Since these are too
many choice situations for one subject, we split the situations in two blocks of eight.
You can find all stimuli in the appendix [14].

2.4 Quality of the Measurement

In order to measure the quality of the empirical design we use D-efficiency criteria [10].
In order to yield the design matrix with orthogonal coding we transform the original
matrix, which is important to evaluate the balance and accuracy. The results are shown
in Table 2 respectively for the first four stimuli. Now we calculate the D-efficiency of a
ND � p design matrix X as [10]:

D� efficiency ¼ 100
1

ND X
0
X�1

�
�

�
�
1=p

ð1Þ

Our design results in an efficiency value of 98.5 which is fairly close to the optimal
value of 100 that represents perfect orthogonality of the design matrix. We can
therefore proceed to parameter estimation of our conjoint model in order to create the
stimuli for the conjoint analysis (please mind: this is a snapshot).

2.5 Model Specification and Estimation

Preference Model: In order to explain a subject’s preferences we use the
part-worth-model. This entails in comparison to the vector model or the ideal-point
model to apply the variation onto qualitative attributes as well. The part–worth model
only describes the utility of an attribute. The utilities are later aggregated to yield the
overall utility model, so that we can calculate the utility of a stimulus.

Table 2. Snapshot of the design matrix with binary coding (0: element variation not present, 1:
variation present)

Comparisons
over different
time periods

Social
comparison

Goals Units Selection situation – stimulus (block,
please check [14] for a visual
impression of the stimuli)

1 1 1 0 0 1-1 (1)
1 0 1 0 0 1-2 (1)
1 0 0 1 0 2-1 (1)
0 0 0 1 1 2-2 (1)
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Choice Model: In addition to the preference model, we need to define a choice model
that describes how subjects based on the preference model will select certain products.
We will employ the most common model at this, which is the multinomial logit choice
model [10].

Estimation: We use maximum likelihood estimation to yield probabilities for the choice
of a certain stimulus [10].

3 Executing the Survey

3.1 Survey Questionnaire

Introduction questions serve the purpose of familiarizing the subject with the topic and
ease the participant into the questionnaire. For this purpose, we defined six questions
about personal energy consumption that were personal, topic-based and easy to answer.

After introducing that the questionnaire is about energy consumption, we offer the
subjects the possibility to monitor their energy consumption in an online dashboard
(that serves as the feedback system). At this point the choice situations are presented
and the choice based utility is measured in regard to the stimuli of every choice
situation. The subjects are confronted with a detailed description of each choice situ-
ation that represents the main part of the questionnaire. Since we split the subjects up in
two groups each subject was given eight choice situations. We choose the two blocks
and choice situations in each block at random in order to avoid order effects. Following
those choice situations a subject is confronted with five questions regarding comparison
of energy consumption over time (comparison to historical data). The last part of the
questionnaire consists of demographic items in order to match the answers of the
preceding questions with a profile.

3.2 Pretest and Sample

We conducted a pretest according to [11] before conducting the study in an online
survey tool. The pretest was conducted with 13 participants and led to marginal
alterations of the questionnaire. Since the medium is an electronical feedback system
implemented via website, we expect the main users to be digital natives who prefer
graphical visualizations instead of plain text [12]. Therefore we focus our survey on
that target group. We choose our subjects so that they make up a representative sample
regarding the target groups of digital natives which in this case is our population with
focus on motivated students [13]. We conducted the survey within 3 months collecting
1,207 questionnaires from which 1,072 were completed and contained no missing
values.
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4 Results

4.1 Demographics

The most important information about the subjects are given below:

– Gender: 40.5 % female, 57.6 % male
– Age: 84.1 % 20–29 years old
– Education: 49.6 % High school, 26.7 % College Degree
– Size of household: 21.6 % 1 person, 39.6 % 2 persons, 21.2 % 3 persons
– Type of household: 89.3 % rented apartment
– Monthly net income: 73.4 % below 1,000 Euro

4.2 Results of Introduction Questions

Only 13 % of the subjects have a clear understanding or knowledge of their annual
power consumption and only 19 % of all subjects know what their annual energy bill
states in terms of energy costs. This is supported by the facts that only 18 % look at
their meters more frequently than once a year. However, more than 70 % of the
subjects want to reduce their energy consumption. Also, 70 % of the subjects plan to
reduce consumption due to environmental awareness.

4.3 Preliminary Rating of the Features

The feature rating uses a scale from 1 (I do not like it) till 5 (I like it very much). The
result of the rating was shown in Table 3. This table shows the arithmetic mean and the
standard deviation of the separate features in three dimensions. The first one gives the
average-score for the appearance, the second one for the content and the third calculates
the average for both categories (in case of mean).

Table 3. Results of the separate feature-rating

Feature Arithmetic mean Standard deviation
Appearance Content Both Appearance Content

Rate of consumption: last years 3.43 3.73 3.58 0.97 1.06
Rate of consumption: same months 3.43 3.74 3.58 0.98 1.03
Additional prediction 3.36 3.77 3.57 1.08 1.18
Comparison households with same size 2.99 3.46 3.22 1.17 1.24
Saving target: bar chart 3.16 3.39 3.28 1.07 1.16
Saving target: speedometer 3.49 3.39 3.44 1.20 1.18
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With exception of the social comparison all features reach a score bigger than 3 in
the dimensions appearance and content. The highest score of the appearance with a
score average of 3.49 shows the saving target shown in a speedometer, followed by the
rate of consumption of the last years and the rate of consumption of the same months
about the last years with a score of 3.43.

In the dimension of content, the feature of prediction reached with 3.77 the highest
score, even followed by the rate of consumption of the last years and the rate of
consumption of the same months about the last years.

Weighted both categories with 0.5 the retrospective comparisons get with 3.58 the
highest scores, followed by the prediction with 3.57. Whereas the social comparisons
get the lowest score with 3.22. But this score is bigger than the average evaluation point
3 and shows in this way a positive trend as well.

The rating results of the feedback features show a mainly positive judgement. But
especially the dimension of appearance offers potential for improvements as this cat-
egory shows the worst results in comparison to the other dimension.

4.4 Results of the Conjoint Measurement

Table 4 shows the results regarding the attributes in product combinations.

We yield an increased utility for prognosis on a monthly or annual basis. The same
result is true for the social comparison. Highest utility values within the goal category
were achieved when visualizing “rough goals”. The measurement unit “kWh” is pre-
ferred. We can now calculate overall utility values from the part-worth values. The
highest utility (0.54) is given by stimulus 2 (see Fig. 3) in choice situation 3 in block
two, using “kWh”, “social comparison” and “prognosis”. This is followed by stimulus 1,
which is described exactly as above but using “Euro” as the unit of measurement.

Table 4. Part-worth utility of all attributes

Attribute j Value m Part-worth utility bjm
Time comparison 1 Yes b11 = 0.285

2 No b12 = −0.285
Social comparison 1 Yes b21 = 0.160

2 No b22 = −0.160
Goals 1 No goals b31 = −0.343

2 Detailed goals b32 = 0.012
3 Rough goals b33 = 0.331

Measurement unit 1 Euro b41 = −0.002
2 kWh b42 = 0.002

None-option b5 = −1.386
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To yield attribute weights from the choice based analysis we use the range of the
part-worth utility counts in order to derive relative importance of each attribute. The
relative importance is shown in Fig. 4.

From Fig. 4 we can state that, while the goals are the most important attribute, the
measurement unit importance is only marginal (0.003).

4.5 Evaluation of Results

We employ a likelihood ratio test in order evaluate the goodness of fit regarding the
model.

Fig. 3. Stimulus 2 in choice situation 3 with highest utility (Color figure online)

Fig. 4. Relative importance of attributes
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Therefore, we compare our model to the random choice model. The LLR test
statistic yields the following results:

LLR ¼ �2 � ðLL0 � LLÞ ¼ �2 � ð�9; 430:488þ 7; 993:058Þ ¼ 2; 839:558 ð2Þ

This results in a p-value close to zero. The hypothesis that the random model holds
can be rejected. Furthermore we check the significance of the part-worth utility counts
that are presented in Table 5.

While the utility values of prognosis of the attributes “yes”, social comparison “no”
and “no goals” are highly significant, the attributes “detailed goals” as well as mea-
surement unit “euro” are not significant.

5 Conclusion

5.1 Summary

We conducted a conjoint measurement analysis among n = 1,072 students that natu-
rally were assumed to be digital natives. A feedback system was designed according to
principals of visualization in IS research. The subjects assessed the components with
above average ratings.

The assessment of the visualization elements mostly revealed positive feedback, yet
there is potential for improvement. Based on the gathered data we can suggest using
saving goals, social comparisons and consumption prognosis as components for a
feedback system. The relative importance of the attributes goals and social comparisons
contradict the rejection of those components within the meta-study that was conducted
as a preliminary research project [5]. A feedback system designed for digital natives
should therefore contain the feedback elements prognosis, social comparison, saving
goal which is visualized by a speedometer, history based comparisons of energy
consumption visualized by bar charts as well as daily consumption visualized by line
plots. The measurement units should be kWh as well as Euro.

Table 5. Likelihood ratio test for utility values

Utility LLRj p-value

b11 (Prognosis “yes”) 353.552 0.000 %
B21 (Social comparison “no”) 102.037 0.000 %
b31 (No goals) 256.950 0.000 %
b32 (Detailed goals) 0.229 0.640 %
b41 (Euro) 0.023 0.882 %
b5 (None-option) 2298.717 0.000 %
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5.2 Limitation

While conducting the analysis it was apparent that assessment of the content was more
positive than assessment of the visualization. For future research we suggest improving
visualization in feedback systems. Using final comments of the subjects, they often
complained about the colors. This observation leads to the conclusion, that the stan-
dards of the visualization of information in business [6] are not fully applicable to
private households, although they both follow similar goals. Furthermore, consumers
have a low readiness to pay for a feedback system. On one hand, this can correlate with
the opinion of the subjects that such system has to be provided for free as an additional
benefit by the supplier companies. On the other hand, the small income of the subjects
in this study can explain the low willingness to pay.

Another issue that the subjects mentioned in connection with feedback system was
the worry of a potential lack of security of the private data by data transmission through
a website. To be able to give answers on how data security can be guaranteed further
research needs to be undertaken.

In general, to increase the acceptance for such systems by the consumer the benefits
of using them need to be clarified and communicated in an appropriate way. Fur-
thermore the developed feedback system didn’t have only investigated about the user
preferences but also regarding about the effect on the energy consumption of the
households.

This study uses the theoretical concept of digital natives although the social science
criticizes the quality and empirical evidence of this concept. Nevertheless this study has
preferred a prototypical way to generate data and the technical affinity of the target
group which is connected to this theoretical concept. This analysis can be used as a first
step for the construction of an evaluation of a feedback system for energy consumption
of private households. Further research should transfer this concept to other groups of
consumer, besides the target group of this study.

Moreover, the possibilities and contribution of such a feedback system to the
sustainability in energy consumption have to be explored. The focus for this research
should lay on the effect of a feedback system for a long-term change of energy con-
sumption by consumers.
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Abstract. Fraud is a widespread international problem for enterprises. Orga-
nizations increasingly use self-learning classifiers to detect fraud. Such classi-
fiers need training data to successfully distinguish normal from fraudulent
behavior. However, data containing authentic fraud scenarios is often not
available for researchers. Therefore, we have implemented a data generation
tool, which simulates fraudulent and non-fraudulent user behavior within the
purchase-to-pay business process of an ERP system. We identified fraud sce-
narios from literature and implemented them as automated routines using SAP’s
programming language ABAP. The data generated can be used to train fraud
detection classifiers as well as to benchmark existing ones.

Keywords: Data generation � Fraud scenarios � User simulation � SAP ERP �
Purchase-to-pay process � ABAP � BAPI � BDC

1 Introduction

Fraudulent behavior is a prevalent issue with tremendous effects on the world economy,
consuming an estimated 5 % of a typical organization’s annual revenues [1]. Hence,
avoiding fraud is an important challenges of modern enterprises [1]. In the recent past,
self-learning classifiers have been increasingly used for detecting fraud in companies
[2]. For testing and training such classifiers, a sufficient amount of authentic user data
from a company’s respective IT systems is necessary. These datasets should contain as
many different fraud scenarios as possible in order to “literate” the classifier [3].

Due to security reasons, however, only a few companies are willing to hand over
real-life datasets to researchers, especially, when the dataset is suspected to contain
actual traces of fraudulent behavior [4].

As a possible remedy, we aim to develop a data generation tool, which simulates
normal and fraudulent behavior. Due to the higher likelihood of being a target for
fraudulent behavior, we chose the purchase-to-pay process of an SAP ERP system as
simulation environment [5]. Compared to other data generation tools [6], we simulate
user interactions within an SAP ERP system using respective automation technologies,
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like Business Application Programming Interfaces (BAPIs) or Batch Input Maps. We
have built our prototype directly in the ABAP programming language ABAP and also
implemented a graphical user interface. The generated data can be used to train
self-learning classifiers with known fraud cases as well as for testing existing fraud
detection methods.

2 Method

We developed the fraud data generation tool based on the design science guidelines of
Hevner et al. [7]. The prototype simulates fraudulent and non-fraudulent user inter-
action within the purchase-to-pay business process of an SAP ERP system.

To identify known fraudulent scenarios, we conducted a literature review following
the guidelines of Webster and Watson [8]. In order to cover material from a wide
number of scientific journals and conference proceedings, we utilized the databases
EBSCOhost, ScienceDirect, IEEE Explore and Google Scholar.

Our search string was “fraud” or “white collar crime” or “misappropriation” or
“corruption” or “conflict of interests” or “bribery” or “kickback” or “shell company”
with the combination of “purchase-to-pay” or “procure-to-pay” or “accounts payable”
or “procurement”. While excluding all papers not dealing with fraud scenarios within
the purchase-to-pay process, our search revealed 89 papers. From these papers, we
extracted typical fraud scenarios, which we then implemented in our prototype.

3 Related Literature

First, we want to discuss related literature in the context of synthetic data generation.
Synthetic user data can be defined as data, which is generated by a simulated user
performing simulated actions in an artificial system [3]. Two approaches for data
generation are available: the analytical and the constructive approach.

The analytical approach is based on the extrapolation of historic user data. It
consists of five phases [3]: Data collection, analysis of historical data to identify
parameters, building user profiles and modelling user and system behavior. The ana-
lytical approach’s advantage is the dataset’s authenticity. The main disadvantage is that
the quality of the dataset is dependent on the sample dataset’s quality. Noteworthy
examples of this approach in the context of fraud detection can be found in Lundin
et al. [9] or Barse et al. [3]. In the related field of intrusion detection we found the
works of Chinchani et al. [10], Greenberg [11] or Schonlau [12] interesting.

The constructive approach models user behavior based on expert knowledge. First
off, user interactions are defined in different abstraction levels within a transition
system [10]. Afterwards, a three layer stochastic user simulation modeled as a Markov
process chain is generated [4]. The advantage of this approach is that user behavior can
be designed based on specific requirements. The main disadvantage is the mathematical
complexity of the approach. The constructive approach can for example be found in
Yannikos et al. [4].
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In this paper, we aim to adopt the constructive approach, as our dataset should
contain as many fraud scenarios as possible. Furthermore, we need a dataset with a
disproportional high amount of fraud cases in order to prevent a classifier algorithm
from marking all frauds as “rule compliant” (i.e. false negatives) [4].

An approach similar to ours can be found in Islam et al. [6], who simulate user
behavior in an ERP system’s purchase-to-pay business process. They fill respective
tables with random data by means of a random generator [6]. The user-simulation does
not conform to any modelling approach. Our approach is to identify typical fraud
scenarios from literature and to implement them in the proposed simulator.

4 Requirements for the Fraud Data Generator

A typical example of automatic fraud detection algorithms are data mining algorithms
like Decision Trees, Naïve Bayes, Neuronal Networks or Support Vector Machines. All
four share the need for a sufficiently large training dataset. A large dataset is also
necessary for evaluating existing fraud detection algorithms [3]. We thus have derived
requirements for the proposed fraud data generator from related data generation and
fraud-related papers. The requirements differ for training and test data.

General Requirements

• The generation of sufficiently large data amounts should be possible in order to test
the scalability of the detection algorithms [13].

• Fraudulent and non-fraudulent (compliant) data has to be present in the generated
dataset [3]. Some algorithms learn better, when the dataset is skewed towards
malicious behavior patterns.

• A graphical user interface is necessary. The user of the prototype should be able to
configure the ratio of each to-be-generated fraud scenario in relation to the “normal”
data.

• The user conducting a process step in a simulation run should be identifiable [14].
• Normal behavior should be modelled close to reality, as this has influences on the

hit rate of the detection algorithm [15].
• Random generation of parameters necessary throughout the process’ steps like the

amount of ordered goods or time stamps are required.

Training Data Requirements

• The audit record for a simulation run should contain a clear indication if a particular
transaction was fraudulent or not [9].

• As many realistic fraud scenarios as possible should be included [9].

Test Data Requirements

• The amount and distribution of fraud activities should be as close to reality as
possible [9].
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To be able to model normal and fraudulent behavior, we first extracted the “stan-
dard” purchase-to-pay business process and known fraud scenarios from literature. This
preliminary research was conducted to ensure the generated data’s authenticity.

The purchase-to-pay business process is part of all businesses and represents the
prime value chain [16–18]. The standard process’ steps are shown in Table 1 and are
based on [18–20].

For our data generation tool’s development, we assume a single-level approval
procedure for the purchase requisition and purchase order, as different attempts to
bypass the approval process exist. We conducted a literature review to detect fraud
scenarios within the purchase-to-pay business process. In the following, we shortly
describe the most often mentioned fraud cases in literature, that we implemented and
refer to the most relevant contributions [4, 6, 18, 21] (Table 2).

5 Technical Implementation of the Data Generator

In the following we describe how the data generation tool has been implemented in
SAP ERP 6.06 IDES system. IDES is an SAP-own demo company with customizing
settings and exemplary data for teaching and showcasing purposes. To gain an
understanding of the implemented generation tool, we first describe typical SAP arti-
facts that we have used, followed by the tool’s devised architecture.

Table 1. Standard purchase-to-pay business process (Source: own design)

1. Purchase requisition A need for a good or service is identified within a department
and a purchase requisition is created. Optionally, an
authorized user should release the purchase requisition
(depending on the customizing settings)

2. Vendor selection (e.g.
framework contract)

The purchasing department selects a supplier. Framework
contracts with a supplier may exist. A framework contract
includes general agreements, which govern terms and
conditions for making specific purchases (call-offs)

3. Purchase order After the vendor selection, a purchase order is send to the
supplier. Again, an authorized user releases the purchase
order.

4. Goods receipt The supplier delivers the goods. Usually, they are recorded in
the system with reference to the purchase order

5. Invoice receipt An invoice is send to the purchasing company. This invoice
is recorded in the system with reference to the purchase
order and goods receipt. Usually, the quantity and price of
the delivered goods are checked automatically for
discrepancies in the so-called three-way match

6. Invoice payment The last step includes the invoice payment either through a
payment run or through manual payment
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Table 2. Implemented fraud detection scenarios (Source: own design)

Description

To simplify business processes in a company, the approval process is not
necessary when using a framework contract. This may be abused by a fraudster,
for example, by using an invalid or expired framework contract. SAP ERP
maintains framework contracts as amount or prize contracts [23]. Our data
generation tool simulates the misuse of a quantity expired contract

Typically, the purchase-to-pay business process starts with a purchase requisition
recognizing a demand. However, the purchase requisition and purchase order
may be conducted in a separate system. Invoices are then posted in the ERP
system as “Invoice without Reference”. Such transactions are risky, as no check
for correctness (quantity or price) is possible. Especially services have a high
risk of fraud due to their immaterial character. Our fraud simulation tool is able
to simulate missing purchase requisitions, purchase orders or goods receipts

Conto pro Diverse (CpD) represents an anonymous collective account, used for
one-time suppliers without master data. The CpD-account can be used for
numerous creditors. For each payment, information about the supplier (address,
account number etc.) has to be filled in manually. The CpD transaction’s
anonymity can be exploited, e.g. by processing purchases from a blocked
supplier

Normally each payment is generated and triggered through the automatic payment
run in an ERP system. An automatic payment run can only be started, if an
invoice has been posted correctly, the master data of a creditor contains banking
accounts and no payment block is set. Manual payments are possible without
the mentioned restrictions and are more prone to misuse. Within the ERP
system, different possibilities of manual payments are available. We conduct the
manual payment through a posting in the general ledger. This results in an open
payment without any liability in the accounts payable of the subsidiary ledger.
The reference to the invoice receipt has to be created manually through the
clearing of the invoice

The scenario “Payment without reference” is similar to Manual Payment, as in
both scenarios the payment is conducted manually. The difference lies in the
order of the pertaining process steps. In this scenario, the payment is conducted
before the invoice receipt or even before goods receipt

The double payment fraud involves a good or service being paid twice. There
may be different reasons for a double payment:

– Multiple invoice receipts – one with reference to the goods receipt and one
without
– Double record of an invoice is posted due to a reminder
– Double record of an invoice due to duplicate master data of a creditor
– Double record of an invoice within a different accounting area
Most ERP systems have implemented controls to detect double payments in
general. However, paying in different currencies for example is not handled by the
checks. Our tool is able to simulate double invoice payment (first automatic
payment run, then manual payment)

(Continued)

Fr
am

ew
or
k

co
nt
ra
ct

In
vo

ic
e
w
ith

ou
t

re
fe
re
nc
e

C
pD

tr
an
sa
ct
io
n

M
an
ua
l
pa
ym

en
t

N
on

-r
ef
er
en
ce

fr
au
d

D
ou

bl
e
pa
ym

en
t

Specification and Implementation of a Data Generator 71



5.1 Used SAP Artefacts

The aim of our fraud data generator was to simulate the already laid out fraud sce-
narios, as well as normal behavior. In our model, the scenarios are composed of
discrete atomic steps, which either create or modify documents in the SAP ERP system.
There are two basic ways to implement process steps programmatically: the use of
Business Application Programming Interfaces (BAPI)-calls [24, 25] or Batch Input
Maps (BDC) [26].

BAPIs are remote enabled RFC function modules [25]. They are part of the
service-oriented architecture of SAP and can be seen as an API for the modification of
business objects [25]. Unfortunately, the runtime environment does not provide BAPIs
for all process steps, e.g. for triggering the automatic payment run or clearing activities.
For simulating process steps not available as BAPIs, we therefore used Batch Input
Maps (BDCs). A Batch Input Map can be seen as the recording of an SAP Dynpro
execution, encapsulated in a function module, which can be filled with user-specified
input parameters [27]. In our work, the use of BAPIs turned out to be more comfortable
and robust. On the other hand, BDCs offer a more realistic simulation of the user
behavior as they simulate data input via standard SAP Dynpros. Consequently, a BDC
execution achieves the same consistency and undergoes the same authority checks as
any regular execution of an SAP transaction. Furthermore, identical documents are
created and posted.

Table 2. (Continued)

Description

In this scheme, the fraudster’s aim is to redirect the payment to his own or an
accomplice’s bank account. Therefore, the bank account of the creditor master
data is changed before the payment and changed back right after the payment to
wipe traces

An overpriced invoice for goods receipt is posted in the system. With respective
customization settings an automated payment block is set [24]. The block is
released manually by the fraudster and the payment is triggered through the
automatic payment run

The aim of this fraud is to steal company property, for example by purchasing
personal goods on the company’s account. This scenario is possible through
erroneous or missing segregation of duties. In our example, one person has the
rights to post the purchase requisition as well as the purchase order and to
release both

This scenario encompasses faking the reception of goods in order to generate a
payment flow to a cooperating creditor. There are two variants of this fraud
scenario: (1) The supplier sends an invoice without sending goods. This is
usually blocked by the system. However, the fraudster unblocks it and the
invoice is paid. (2) A goods receipt is posted by the fraudster although no
physical goods have been received
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5.2 Software Architecture of the Generation Tool

The software prototype of our fraud data generator was implemented using a
4-layer-architecture:

The first and lowest layer, i.e. the closest layer to the database, models the single
user actions of the SAP purchase-to-pay process. Here, the creation of a purchase
requisition, a purchase order or the execution of a payment run were implemented. The
layer consists of a set of 14 ABAP Objects classes encapsulating the previously
mentioned BAPI or BDC calls in a perform_step() method. Aside from the BAPI or
BDC function call, the perform_step() methods contain logic for input parameter
conversion and error handling. The execution of each action is triggered by a method
call and results in the creation or modification of one or more SAP documents. The IDs
of the created or modified documents are given back as output parameters. Table 3
shows a list of the used BAPIs and BDCs.

The second layer models normal and fraudulent user behavior by concatenating the
single user actions (process steps) from the underlying layer. We have implemented an
ABAP Objects class for each fraudulent scenario as well as normal process behavior,
which can be called by the perform_scenario() method. Between the steps of a sce-
nario, input and output data are transferred in order to assure that each process step
works on the output document of the previously executed step. The input data either are
taken from the output parameters of a previous step or are randomly generated (in layer
three). As the self-learning classifiers need a label that indicates if a process instance is
fraudulent or not, the second layer of our tool logs information like the process steps, a
label (fraudulent or not), input and output parameters of the process’ steps and (if
applicable) error messages from BAPI or BDC executions.

The third layer of our architecture executes an arbitrary number of different
fraudulent or non-fraudulent scenarios by repeatedly instantiating scenario classes of

Table 3. BAPIs and BDCs used for process step simulation (Source: own design)

Process step BAPI

Create purchase requisition BAPI_REQUISITION_CREATE
Release purchase requisition BAPI_REQUISITION_RELEASE_GEN
Create purchase order BAPI_PO_CREATE1
Release purchase order BAPI_PO_RELEASE
Create goods receipt document BAPI_GOODSMVT_CREATE
Create incoming invoice document BAPI_INCOMINGINVOICE_CREATE
Create incoming invoice document (without
reference to purchase order)

BAPI_ACC_DOCUMENT_POST

Release blocked invoice BAPI_INCOMINGINVOICE_RELEASE
Change creditor’s bank details BDC for transaction XK02
Automatic payment run BDC for transaction F110
Manual payment run BDC for transaction FB01
Clearing BDC for transaction F-44
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layer two and calling their perform_scenario() methods. We call a full set of n scenario
executions a ‘generation run’. Aside from the generation runs, the third layer uses a
randomizer for selecting scenario types and random generation of parameter sets for the
scenario execution. Before each scenario execution, the randomizer first determines the
type of the scenario, as this information is needed for the generation of a suitable input
parameter set. The scenario type selection is based on a discrete probability distribu-
tion, which can be selected in the GUI. In a second randomization step, the scenario
parameters are sampled. Each of the scenarios requires (depending on its process steps)
a special set of numeric and non-numeric parameters, e.g. material identifiers, quan-
tities of ordered material, price variations in invoices, date and time of action execution
and the IDs of the vendors or other organizational entities involved in the scenario. The
sampling of consistent and unambiguous parameter sets was one of the most complex
tasks of our work (e.g. depending on the configuration of the SAP system, not every
material can be ordered for every organizational unit, by every user or respectively at
every point in time). We chose an SAP system preloaded with an IDES dataset as
environment for our generation runs as we required realistic and highly integrated
master data [28].

The forth layer of our prototype represents the user interface, which we imple-
mented as an SAP Dynpro transaction. Via the front-end mask, users can start new
fraud data generation runs, configure the number of the generation rounds or select a
discrete probability distribution defining the frequency of the different fraud scenarios.
Figure 1 gives an impression of the GUI’s configuration editor.

Additionally, the user is able to stop runs currently executing and extract information
about terminated runs (e.g. logging data). A run execution is implemented as an
asynchronously executing SAP job, which decouples the data generation from front-end

Fig. 1. Configuration editor (Source: own design)
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processing. The prototype adheres to the object-oriented programming style and can
easily be extended by adding new process steps or composing new fraud scenarios.
Besides the central classes for the process step and scenario implementation, we used
many utility classes provided by the SAP system for database access, logging, error
handling and data transfer between the process steps.

6 Validation

Following the guidelines of Hevner et al. [7], we have performed several tests to ensure
the fraud data generation tool’s functionality. The aim of the tests was to verify the
fulfilment of the previously identified requirements. Within our first data generation
run, we selected 100 process instances to be generated with all fraud scenarios having
the same probability of occurrence. In the second run, we changed the probability of
the different scenarios and decreased the number of runs to 50 executions.

After a performed run, the prototype displays a fraud distribution chart, visualizing
how often each fraud scenario was actually executed and what parameters (e.g. Pur-
chase Order Number or Invoice Number from the SAP ERP system) have been applied
and received by the system. A screenshot displaying an output chart can be seen in
Fig. 2.

We have determined the performance and error log of the execution of both tests,
summarized in Table 4.

The error rate is quite small, although we had issues when feeding the random
generator initial values. Some typical errors were, that a randomly chosen material and

Fig. 2. Fraud detection tool - configuration editor (Source: own design)
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corresponding company code did not match, as not all materials are available in each
company code. However, such errors, often referred to as noise, also happen in real-
world companies (e.g. unexperienced users). Each fraud scenario was created at least
once.

7 Discussion and Conclusion

The development of effective algorithms for automatic fraud detection is a challenging
task as large amounts of data has to be analyzed, sometimes even on-the-fly.
Self-learning classifiers present a reasonable approach to overcome this issues [29].
However, such algorithms need sufficiently large training and test datasets [9].
Authentic real-world datasets are usually not handed over to researchers [4]. Therefore,
we developed a data generator able to simulate normal and fraudulent user behavior
within the purchase-to-pay business process of an SAP ERP system. First, we con-
ducted a literature review to reveal fraudulent scenarios, which we then implemented.
The fraud data generation tool allows determining the proportion of each fraud within
the dataset and start a fraud data generation run. The generated data can then be used to
train classifiers or to benchmark other detection methods.

Our contribution to theory is the conception and design of a user simulator that
generates fraudulent and non-fraudulent behavior within the purchase-to-pay business
process. To the best of our knowledge, all existing published approaches with the same
goal as ours are currently conducted with external tools (e.g. Java-programs) and do not
systematically implement fraud cases. The advantage of an embedded tool is that the
same software components that are used by the SAP GUI can be used to simulate data.
As data in SAP tables are often stored redundantly in different tables, using the stan-
dard implementation of SAP assures that no inconsistencies in the database exist.

Practitioners benefit from the tool’s implementation, as it is able to generate data for
benchmarks of existing fraud classifiers or for training datasets. Using a simulated
dataset with a higher amount of fraudulent data will lead to a better learning phase and
therefore a better detection of real-world fraud.

For future research, we suggest to extend the fraud data generation tool with further
fraud scenarios and to further relevant standard business processes. An interesting
candidate is the order-to-cash process which describes the selling of goods [19]. Fur-
thermore, the data produced by the data generator should be used to train classifiers,
which then should be tested within a real-world example. In addition, existing clas-
sifiers should be benchmarked using the generated dataset. As we have labeled each
process as fraudulent or not, it is possible to measure error rates.

Table 4. Fraud detection tool – performance KPIs (Source: own design)

Parameter Test 1 Test 2

Number of rounds 100 50
Total duration 895 s 466 s
Average duration of a scenario 8,95 s 9,32 s
Number of errors (abs.) 1 2
Number of errors (rel.) 1 % 4 %
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Abstract. In the paper we investigate new approaches to quantitative
art market research, such as statistical analysis and building of market
indices. An ontology has been designed to describe art market data in a
unified way. To ensure the quality of information in the knowledge base
of the ontology, data enrichment techniques such as named entity recog-
nition (NER) or data linking are also involved. By using techniques from
computer vision and machine learning, we predict a style of a painting.
This paper comes with a case study example being a detailed validation
of our approach.

Keywords: Art market · Semantic web · Linked data · Machine learn-
ing · Information retrieval · Alternative investment · Digital humanities

1 Introduction

Due to the constantly growing interest in the alternative investment area, the
art market has become a subject of numerous studies. By publishing sales data,
many services and auction houses provide a basis for further research in terms
of the latest data analysis trends. A closer look at available data shows missing
information or inconsistency in many cases, though. An intense effort (see the
next section) has been observed among scientists carrying out research on auc-
tion markets, especially in the field of constructing indexes. To the best of our
knowledge, the problem of data quality has not been raised often in that field.
To tackle this issue, we propose mixing standard econometric analysis with the
usage of the latest solutions known from the computer science domain.

To address the issue of data quality (influencing the indexes being built)
regarding paintings sold in auction houses, a framework for quantitative art
market research using ontologies, named entity recognition (NER) and machine
c© Springer International Publishing Switzerland 2016
W. Abramowicz et al. (Eds.): BIS 2016, LNBIP 255, pp. 79–90, 2016.
DOI: 10.1007/978-3-319-39426-8 7
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learning has been introduced in this paper. This can be reached by combining
various data sources and by employing recent developments in data science, such
as semantic annotation of text and automated visual analysis. Visualising various
trends or indicating economic incentives influencing the market is a possible
outcome of this framework.

The remainder of this paper is organised as follows. The next section is a
review of literature relevant to our framework. After that, we shed a light on the
approach by explaining methods behind it. Since this paper introduces a new
art market ontology, the following section is fully devoted to it. The next section
contains a case study, being a detailed example of the usage of our method on a
single Monet’s painting. A short summary with future work closes this paper.

2 Related Work

Art Market Research. Quantitative analysis of art market data has been a
subject matter for many studies, such as portfolio diversification [1] and mea-
suring the volatility of the market [2]. The vast majority of conducted research
relies on building art market indices, which are to show price movements of a
standard artwork in a given period (typically on a year basis). The most popular
types of indices for art market research are built on top of a hedonic regression
(HR) and repeat-sales regression (RSR) [3]. No matter which type has been cho-
sen, the problem of availability of data always arises. Models based on RSR rely
on prices of artworks sold at least twice [4]. The famous Mei Moses Fine Art
Index1, an example of the employment of RSR, considers only lots sold in the
two biggest auction houses - Christie’s and Sotheby’s. Due to its nature, repeat-
sales regression can operate on significantly smaller datasets. Art is considered
to be a long-term investment, so it may be a challenging task to collect a decent
dataset of lots sold at least twice - in some auction houses it is even strictly
forbidden. Models based on HR take into account all sold lots and rely on the
relation between (typically) a hammer price of a given lot and all its features. An
example of this model is the Two-Step Hedonic Regression [5]. HR-based calcu-
lations are prone to feature selection bias, however. To overcome the limitation
of taking into account only sold lots, a probit estimation may be employed [6].

Knowledges Bases for Art Market Data. Our work proposes the use of
semantic web technologies and linked open data principals [7] to store informa-
tion about artworks sold in auctions. While the use of ontologies in the auction
domain is rather small, different works exist in the art domain. The openART
ontology [8] was developed to describe a research dataset about London’s art-
world. Its focus is on events related to artworks in that time, but some parts
deal with sales data. Europeana is a research initiative to provide access to mil-
lions of cultural heritage objects (e.g., books, films, paintings). The Europeana
Data Model (EDM) is a semantic web-based framework to describe cultural her-
itage objects. The DBpedia ontology [9] also covers parts of artwork descriptions

1 http://www.artasanasset.com.

http://www.artasanasset.com
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and can be used in art research [10]. Following the linked data principals we link
these ontologies where necessary and reuse existing properties. In order to popu-
late our auction knowledge base we apply state-of-the-art information extraction
methods [11], in particular named-entity recognition and disambiguation [12–14].

Computer Vision Tools for Art Market Data. Typically, computer vision
tools focus on the classification of real-world objects and scenes (e.g. “sunset”,
“faces” and “car”). Classification of paintings into different styles and art epochs
has gained relatively little attention in the past. Several authors have evaluated
the aesthetic quality of photographs. Datta et al. [15], designed algorithms to
extract visual characteristics from images that can be used to represent con-
cepts such as colourfulness, saturation, rule-of-thirds, and depth-of-field, and
evaluated aesthetic rating predictions on photographs. The same methods were
applied to a small set of Impressionist paintings [16]. Murray et al. [17] intro-
duced the Aesthetic Visual Analysis (AVA) dataset, annotated with ratings by
users of a photographic skill competition website. Marchesotti and Peronnin [18]
proposed a method to predict aesthetic ratings by using data gathered from user
comments published on the website. The attributes they found to be informative
(e.g., “lovely photo,” “nice detail”) are not specific to image style though. Sev-
eral authors have developed approaches to automatically classify classic painting
styles, including [19,20]. These works consider only a handful of styles (less than
ten apiece), with styles that are visually very distinct, e.g., Pollock vs. Daĺı.
These datasets comprise less than 60 images per style. Mensink [21] provides
a larger dataset of artworks, but does not consider style classification. Finally,
the authors in [22] publish a dataset of 85,000 paintings annotated with 25
genre labels ranging from Renaissance to modern art (e.g. “Baroque”, “Roc-
coco” and “Cubism”). The authors present an approach for automatic classi-
fication of paintings into art epochs using latest computer vision methods and
report per-class accuracies ranging from 72 % (“Symbolism”, “Expressionism”,
“Art Nouveau”) to 94 % (“Ukiyo-e”, “Minimalism”, “Color Field Painting”).

3 Our Approach

Since numerous auction house websites are publishing data about sold lots in a
well-structured manner, this information may be gathered using web crawlers.
The quality and availability of information about a given artwork is the subject
matter of this paper. There is a so-called garbage in, garbage out rule in data
analysis and the art market is not different. Therefore, the process of collecting
the data should be planned carefully. This should involve data refinement, due
to the possible errors in collected data. A typo in the author’s name may result
in assigning artworks to two different creators. These problems can be mitigated
by data cleansing techniques. On the other hand, some lots have missing values
(for example, the style of an artwork is often not provided). We explain how to
deal with this problem in further sections. Having gathered the data, standard
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linear regression (estimated by Ordinal Least Squares) may be used to indicate
the relation between painting’s price and its qualities:

ln Pit = α +
z∑

j=1

βjXij +
τ∑

t=0

γtDit + εit (1)

where ln Pit is the natural logarithm of a price of a given lot i ∈ {1, 2, ..., N}
at time t ∈ {1, 2, ..., τ}; α (intercept), β and γ are regression coefficients for
estimated characteristics included in the model. Xij represents hedonic variables
(numeric and dummies, explained in the next paragraph) included in the model,
whereas Dit stands for time dummy variables. The last parameter, εit represents
the error term.

Suppose there is a non-numeric parameter, like the presence of the signa-
ture. This information can’t be included in a model in that form. To overcome
this problem and to not lose the information, so-called dummy variables are
introduced. They are characterized by the amount of possible levels l (in this
case l = 2). A well-defined ontology (see Sect. 4) can help to summarize the
possible levels. For the each level, an explanatory variable takes “1” if the condi-
tion is true (there is a signature) or “0” otherwise (lack thereof). Coefficients of
dummy variables equal the average difference in impact on the model between
these cases. Another example is the year of sale (Dit). For each sold lot, this
variable is equal to “1” only if a given painting i was sold in a period t (other-
wise it is equal to “0”). Supposing only paintings sold in 2014, 2015 and 2016
are considered, those years become dummy variables for representing time in the
equation. Supposing a given observation is sold in 2016, only the last one takes
the value of “1”, the rest is equal to “0”.

Although it will be hard to have more predictors than observations (so called
p > n setup) in our case, the correct selection of used explanatory variables is
crucial and the overall result depends on it. Measures like statistical significance
can be helpful here. It has to be remembered that one must not include l levels
in the model, because this leads to multicollinearity. A simple way to avoid this
situation is to use l − 1 levels.

The most important dummy variable is the one representing the year of sale.
By calculating the coefficients, one can build an index to measure the art market
and compare lots sold in a given year to other forms of assets (such as stocks).
At the same time, this value is separated from the painting’s qualities, such as
its author or price. This allows to measure the impact of the given year on the
hammer price without examining sold lots and regardless of their features (which
typically involves experts with domain knowledge). A standard way to calculate
the hedonic price index for a period t is:

Indext = eγt (2)
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where γs are taken from the Eq. (1). A more sophisticated way to calculate the
index, like the Two-Step Hedonic Index considers following calculations:

Indext+1 =
∏n

i=1(Pi,t+1)1/n/
∏m

i=1(Pi,t)1/m

exp
[∑z

j=1 βj

(∑n
i=1

Xij,t+1
n − ∑m

i=1
Xij,t

m

)] (3)

No matter which way of building a hedonic index is used, the quality of
information (i.e. observations in our case) always seems to play an important role.
A higher number of explanatory variables allows examining the importance of
each one more accurately. This also leads to a higher coefficient of determination
(R2) – it is not a good indicator of the quality of the model, though2.

To improve the generalization of the model, the number of explanatory vari-
ables should be reduced. This can be achieved by e.g. univariate feature selection,
recursive feature elimination or hill climbing solutions. Performing those meth-
ods makes sense only if a decent number of variables is available. As it was stated
previously, some observations suffer from a lack of data. Therefore, we decided
to extend the amount of available information.

The goal of data collection is the processing of different kinds of data sources
and the extraction of data values and descriptions regarding lots sold in auctions.
The extraction is performed in two steps. First, we crawl auction house websites
and download all data on sold lots. Values that can be directly extracted using
standard techniques (e.g., regular expressions) are stored as RDF data using our
art auction ontology. Secondly, during data enrichment, extracted information
are processed with named entity recognition and natural language processing
in order to link them to external data sources, such as DBpedia or Europeana.
This enables the acquisition of additional variables for art market analysis.

Finally, information automatically extracted from the visual domain may
provide further information on the art object at hand. By using techniques from
computer vision and machine learning we predict the style of a painting in order
to further enrich extracted metadata. Our approach uses features extracted from
a Deep Convolutional Neural Network (CNN) trained on the well-know ImageNet
[23] dataset. The model architecture is based on the CNN architecture winning
the 2012 ImageNet challenge [24] with some minor modifications (for the sake
of increased training performance, the size of the full connect layer is reduced
from 4,096 to 2,048 neurons). We follow the approach presented in [25] by tak-
ing the pen-ultimate (fully connected) layer of the trained CNN as a feature
extraction layer yielding a 2,048 dimensional feature vector per image which is
L2-normalized. Model training is conducted in a One-vs.-Rest-approach using a
Support Vector classifier with a linear kernel. We optimize the cost parameter
in a three-fold stratified cross-validation.

Groundtruth data is taken from the “WikiArt.org – Encyclopedia of fine arts”
project3 which contains a collection of paintings from different art movements,
ranging from Renaissance to modern art. All paintings are manually labeled

2 Due to the problem of overfitting.
3 WikiArt.org – Encyclopedia of fine arts, http://www.wikiart.org.

http://www.wikiart.org
http://www.wikiart.org
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according to the respective art movement. We used the dataset to generate
groundtruth data by randomly selecting 1,000 images for training and 50 images
for testing purposes. Since the number of images in the WikiArt.org paintings
collection varies a lot (e.g., for some art movements less than 100 images are
available while others provide more than 10,000 images), only those classes were
selected that are supported by at least 1,050 images (we obtained a total of 22
classes).

4 Ontology

We designed an art auction ontology that is able to capture information gathered
from different sources, such as auction house websites, linked data sets, and other
art market databases. Currently, the ontology concentrates on the description
of paintings that appeared in auctions, but the model is extensible for differ-
ent kinds of artworks. We use Web Ontology Language (OWL) and Resource
Description Framework Schema (RDFS) to specify the schema.

Figure 1 shows part of the ontology schema that is responsible for the sales
data. The central entity is the Lot. In a lot a particular item is offered for sale,
in our case Artwork items. The Sale event is organized by an AuctionHouse
at a certain location. We link to the vCard ontology and reuse it for address
description. The most important information for price indices is the date of the
auction and final selling price. A lot is associated with different types of prices:
upperEstimate and lowerEstimate are an appraisal of what price the lot will
fetch. The initialPrice is the suggested opening bid determined by the auctioneer.
hammerPrice is the final price at which a lot was sold (without any fees and
taxes), and premiumPrice includes fees and taxes, such as buyer’s premium and
sales tax. PriceSpecification is done using the schema.org vocabulary (price value
and currency). Additionally, the lot class is linked to the openART ontology [8]
that provides additional properties for the artwork domain.

Fig. 1. Schema of the art auction ontology – sales data (excerpt).

The lot has a reference to the artwork as shown in Fig. 2. This part of the
ontology is responsible for modeling the auction items and their creators in detail.

http://www.wikiart.org
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The Artwork class is the general description for different types of artworks, and
has a creation date (in case it is known). The artwork class is linked to the
DBpedia ontology [9] enabling reuse of its properties (dbo prefix). As mentioned
before, our work currently operates on paintings data, thus one specialization
Painting exists. Other kinds of specific artworks can be added later using the
subclass relation. A painting is described by several datatype properties, such as
name and a natural language description. The ontology is capable of describing
the painting’s size and information on the author’s signature (present or not, and
the location of the signature). An item can be categorized using the artMove-
ment and paintingTechnique properties. We also provide properties to store art
movement information that was classified automatically by image analysis (art-
MovementClassified, and artMovementClassifiedConfidenceValue, not shown in
the Figure). A painting can be associated with provenance information describ-
ing previous owners, such as organizations and persons. Therefore, we link to the
DBpedia Agent class. Similarly, exhibitions are described in which the painting
appeared (not shown in the Figure).

Fig. 2. Schema of the art auction ontology – artwork data (excerpt).

An artwork item is usually associated with an Author. We inherit from the
DBpedia Artist class that offers a wide range of person properties, such as birth
date, death date and nationality, as well as artwork-specific properties (e.g.,
influencedBy, works). In case the author is not known the ontology offers an
origin property to be able to describe nationality or other indicators of the
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painting’s source. Both the author and the artwork can be linked to other entities
using the relatedConcept object property in order to store additional information,
such as important cities, other artists or related artworks.

5 Case Study

This section applied our method on a real world example. We have cho-
sen Monet’s Le Parlement Soleil Couchant4, sold at Christie’s New York for
$40,485,000 (hammer price plus buyer’s premium) in 2015.

5.1 Data Collection

In our example, we illustrate the extraction of data values from Christie’s web-
site. We use techniques from information extraction [26] in order to transform
data provided in an unstructured manner into a structured machine-readable for-
mat. In particular boilerplate removal (deletion of unnecessary HTML content),
filtering, tokenization and regular expressions are applied to build a wrapper for
the auction data. Figure 3 depicts an excerpt of the RDF visual representation
that could be extracted from the example website. It shows that the painting
“Le Parlement, soleil couchant” by Claude Monet was sold on 11 May 2015 for
a premium price of USD 40,485,000.

Fig. 3. Auction data in RDF format extracted from the auction website (excerpt).

5.2 Data Enrichment

We pursue two strategies to obtain additional data on artworks and artists. First,
we employ named entity recognition [13] on text values and natural language
descriptions. The identified entities are then disambiguated [14] and linked to
other semantic data sets. Secondly, we use image classification to retrieve the
style (art movement) of the painting which is often not provided.
4 http://christies.com/lotfinder/paintings/claude-monet-le-parlement-soleil-couchant

-5895978-details.aspx.

http://christies.com/lotfinder/paintings/claude-monet-le-parlement-soleil-couchant-5895978-details.aspx
http://christies.com/lotfinder/paintings/claude-monet-le-parlement-soleil-couchant-5895978-details.aspx
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Named Entity Recognition. The task of named entity recognition (NER)
concerns the identification of words or phrases in natural language texts that
refer to names. These names are associated with categories (e.g., person, loca-
tion). NER on the already obtained name of the author and painting is relatively
easy and used to verify the data collection task. We also apply NER on the long
description of the lot (lot notes). From that we learn that London is the most
important city related to the lot (mentioned 27 times), as well as the River
Thames (natural feature, 10 times). Two organizations have been found: St.
Thomas’s Hospital and Saint James’s Hospital (mentioned 16 times, also indi-
rectly just with “hospital”.) Paul Durand-Ruel could be identified as the most
important person related to Monet.

Data Linking. Whereas NER can only identify position and category of a
named entity, named entity linking performs disambiguation of the name and
connects it to a specific instance in an existing knowledge base. Currently, we
link to the DBpedia knowledge base [9]. In our case study, we are able to link
the artist value (Claude Monet) to the DBpedia resource Claude Monet5. The
link allows the retrieval of additional structured data values (e.g., exact birth
and death date, nationality, or author description). Furthermore, we are able to
query additional information from the knowledge base using pre-defined prop-
erties from the DBpedia ontology and SPARQL language. For example, using
the dbo:movement property we retrieve “Impressionism”. In case this informa-
tion or the artist is not available in DBpedia, we apply image analysis (see next
Section). The other identified named entities (e.g., London, Thames) are linked
to the lot using the relatedConcept property of our art auction ontology.

Art Movement Classification. Figure 4 shows the scores of our art move-
ment classifiers when applied on Monet’s Le Parlement Soleil Couchant. For
reasons of brevity we visualize only positive classification scores. As can be seen,
the SVM classifier for the art movement “Impressionism” produces the highest
classification score.

Fig. 4. Classifier scores for positively classified epochs.

5 http://dbpedia.org/resource/Claude Monet.

http://dbpedia.org/resource/Claude_Monet
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5.3 Data Analysis

Having enriched and refined a dataset, it is possible to perform the analy-
sis en route to build the indices. The natural logarithm of the realized price
(40,485,000) becomes the dependent variable. The currency is omitted, provided
that all of the observations will be presented in USD. Table 1 shows the excerpt of
possible explanatory variables for Eq. (1). Signature is an example of a dichoto-
mous variable. Nominal variables, such as Author can’t be employed in the
equation in the original form. Therefore, Claude Monet becomes a dummy vari-
able (equal to one) among expected other ones, for example Pablo Picasso which
takes zero as the value. Ordinal variables, such as Year of sale may be transferred
to the set of dummies representing each year. Concepts found by NER in text
descriptions are also included as dummies (like London). These ones related
directly to the painter (such as Paul Durand-Ruel) can’t be included, due to
the presence of the Author variable group, which may lead to multicollinearity.
Because of the possibly large number of variables, a selection process is a must.

Table 1. Explanatory variables (excerpt) for Le parlement, soleil couchant

Group Variable Value

Author Claude Monet 1

Pablo Picasso 0

Claude Monet 0

Dichotomous Signature 1

Continuous Size A 81.3

Size B 93

Year XIX 1

Technique Oil on canvas 1

Tempera 0

Concept London 1

River Thames 1

Berlin 0

Such an approach applied for various artworks and various artists would
enable us to construct indices describing markets, and lead to comparisons of
markets in case of choosing between investments. Gathering such values enables
also for other analyses which are subject to further research.

6 Conclusions and Future Work

This paper presented a method for quantitative art market research using ontolo-
gies, named entity recognition and machine learning. By connecting concepts to
a given artwork or using linking to another data source we presented the value
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of data enrichment in this particular case. To suit our needs for data storing and
provide a possibility to create a standard for presenting art market data, the
art market ontology was developed. As for overcoming problems with missing
style information, an artwork classifier was prepared, trained and employed in
our research. A one-example use case illustrates the usage of the proposed solu-
tion. The next steps consider gathering data as a base for further research. Data
refinement seems to be a challenge after that. It has to be decided which vari-
ables are playing a significant role regarding the description of a considered lot.
This can be achieved by statistical analysis. Finally, we expect to build precise
art market indices on a large-scale data sample.

Future work may consider extending the ontology to the other artworks (e.g.
sculptures). This might even enable a possibility to carry out research on all
of lots sold in auction houses – not only paintings. Adding other data enrich-
ment sources is also a feature worth considering. Using an ontology enables the
transfer of cultural knowledge or artworks itself more efficiently between differ-
ent countries, so the further steps might consider publishing data and making a
translational effort. An extensive study of the behavior or correlation of different
indices on an enriched dataset is the next possibility.
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Abstract. “Search engine (optimization) visibility indices” or also called “SEO
visibility indices” are a widespread and important key performance indicator in
the SEO-Communities. SEO visibility indices show the overall visibility of a
website regarding the search engine result page (SERP). Although search engine
visibility indices are widespread as an important KPI, they are highly contro-
versial regarding the aspect of a correlation between real website visitor traffic
and search engine visibility indices. Furthermore, only a few online-publications
examine this controversial aspect. Therefore, we designed a study, analyzing the
correlation between organic visitor traffic and search engine visibility indices,
the correlation amongst the indices themselves and the impact of Google
Updates on the indices. The study is based on 32 websites of German enterprises
from various business branches. Key findings imply that there is no high cor-
relation between organic visitor traffic and search engine visibility indices, but a
high correlation between the indices themselves. Furthermore, there is no
identifiable pattern relating to the expected effect that Google Updates influence
the search engine visibility indices.

Keywords: Search engine � Visibility � Indices � Traffic � Websites

1 Introduction

Based on emerging markets and a number of new technologies like mobile computing,
cloud-computing and big data the importance of internet services is growing rapidly
[2, 9, 26]. According to ITU [13], the volume of worldwide internet users surpassed 2.9
billion in 2014 – a growth by a factor of 8 over 14 years and is expected to continue its
rise in the future. In the context of these developments, a widespread use of digital
marketing activities appeared.

On B2C markets, Social Media Marketing and especially Search Engine Marketing
became important [6, 37]. Especially online information search is a very important
activity for customers in e-commerce [6, 10]. Google is the most used search engine
with a global market share of 88.1 % (Jan 2015) [32] and registers 5.74 billion searches
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averagely per day (2014) [33]. For enterprises it is very important to be ranked within
the first few search results of Google. According to Mediative’s recent eye tracking
study 83 % of all people participating looked at the top organic listing of the SERP
(search engine results page). 76 % of page clicks went on the top four organic listings
of the SERP [24]. Enterprises being ranked within the first few ranks of the SERP have
a higher chance of gaining web traffic as a result.

Current research shows the importance of Search Engine Optimization e.g.
according to ranking quality, visitor satisfaction etc. [1]. In almost all enterprises on
emerging markets, increasing budgets for digital marketing have to be stated [24]. In
some industries the budgets have even exceeded the spending for traditional marketing.

Digital marketing does not only represent the planning and coordination of elec-
tronic supported marketing campaigns, it also means the monitoring of success. We can
distinguish two approaches to control the success of digital marketing [16, 29]. The
first approach is represented by off-the-page tools which check single digital marketing
activities and especially the visibility rank of hosted websites. The second approach is
represented by on-the-page Webanalytic-Tools (e.g. Google Analytics (GA)) which
check the utilization figures and client data [25].

Regarding the first approach there are various companies offering a large range of
different tools. A very important segment are SEO-Tools (e.g. [30, 31, 35]) which are
calculating search engine visibility indices as KPIs (Key Performance Indicators). For
our research we chose SISTRIX, XOVI and SEOlytics, one of the most important
Tool-Providers of the German SEO-Community.

By enlarging the visibility, an increase of the web traffic is usually expected [7].
With focus on e-business a higher number of website visitors are expected. Therefore,
it can be assumed that there is a high correlation between organic visitor traffic and
search engine visibility indices. Although experts note that there could be a growing
divergence between both KPIs based on the implementation of several Google algo-
rithm updates by Google itself [34]. Google uses as many as 200 factors for its
algorithm and there are more than 500 changes per year [38]. Important updates are the
so called Penguin and Panda updates. Penguin 2.0 was launched in May 2013 (2.1 in
Jan 2014) and relevant update Panda 4.0 in May 2014. Both updates were responsible
for major changes in the ranking structure of SERPs.

Despite the divergence, the visibility indices are highly valued in the industry and
the SEO community. Therefore, we designed a study to examine the research questions
of the divergence between web traffic and the visibility index by comparing their
correlations. The study is based on data gathered from 48 websites. Having eliminated
incomplete and inconsistent data sets, 32 websites were used for data analysis. Each
website data set contains real website visitor traffic (extracted from Google Analytics)
and three search engine visibility indices (extracted from SISTRIX, XOVI and
SEOlytics) over an extended period of 126 weeks, beginning in the second week of
August 2012 and ending in the last week of December 2014.

Our paper proceeds as follows: First we discussed the basic properties of the foreign
search engine visibility index. In Sect. 2 we introduce the function and the method of
calculation of the search engine visibility index. In the Sect. 3 the research design and
the process of data collection is presented. The results of our research are given in
Sect. 4. To top off our paper, we present further thoughts on the topic in Sect. 5.
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2 Search Engine Visibility Index

The search engine visibility is highly valued and important [11] and therefore tools for
search engine visibility indices are widespread. The KPI is calculated by several tools
offered by SEO-Tool providers and shows the visibility of a domain for the search
engine result pages of Google. Within our examination we covered the visibility
indices of three SEO-Tool providers, as already mentioned in chapter one (please refer
to the introduction).

The visibility index of a website is generally created by a keyword pool in which
each keyword is being ranked and weighed within the Google search results [19].
SISTRIX GmbH for example calculates the index through a keyword pool of one
million keywords and keyword combinations weekly. 10 % of these keywords are
formed by current and important occasions whereas 90 % always stay the same. Every
week the top 100 positions in Google are being registered and analyzed for the specific
keyword pool. The results are weighed regarding the aspects of position and anticipated
search volume for each keyword [15]. Providers although vary their approaches and
keep the exact algorithm for their calculation of the KPI a secret.

A huge impact factor on the development of search engine visibility indices are
changes in rankings of keywords which can also be caused by updates of the Google
algorithm. Each Google update targets different aspects of a website and each website
is constructed differently. As a result, websites show different developments regarding
their website visibility [21]. Regarding the SEO-Tool suppliers’ statement on corre-
lation developments between visibility indices and organic traffic, a drop of the visi-
bility index should result in a drop in organic traffic. The following Figs. 1 and 2 show
quite a different development for a selected enterprise website.

The three visibility indices show a significant drop after the Google Panda 2.0
update in May 2013 whereas the organic traffic develops differently. Current research
focuses on aspects like the importance of Search Engine Optimization [1] and e.g. the
constructions of visibility indices (e.g. [7, 27, 28]) as well as specific visibility factors
and influences [18] of on- and off-the-page SEO-activities. There is no extensive
research in the field of “established visibility indices in the real world versus visitor
traffic on websites” based on a literature review [5] in scientific databases such as
SpringerLink, IEEExplore, EbscoHost, Sciencedirect.

Fig. 1. Organic traffic by Google analytics
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3 Research Design

In order to investigate the assumed correlation between organic visitor traffic and search
engine visibility indices in a deeper way, we designed an empirical observation study
based on the following three hypotheses. Several sources of the German-speaking
SEO-community indicate a high correlation between the organic visitor traffic and the
search engine visibility index of several SEO-Tools [12]. To investigate this statement,
we created our hypothesis 1:

H1: Search engine visibility indices are highly correlating with the organic (visitor) traffic on
websites.

The next hypothesis discovers the relation of the search engine visibility indices among
each other. According to [23] case studies, the visibility indices of different providers
of SEO-Tools have similar performances, even if the exact characteristics of the indices
are not published by the providers. Therefore, we designed the following hypothesis 2:

H2: Search engine visibility indices are correlating amongst each other.

A further field of our research is the impact of Google Updates on search engine
visibility. Based on hypothesis 1 and in reference to [12] we can also indicate an
influence on the correlation between organic visitor traffic and search engine visibility
indices. Therefore we created hypothesis 3:

H3: Google updates influence the correlation between the search engine visibility indices and
the organic traffic.

4 Research Methods and Data Collection

To investigate our empirical research model, we implemented an empirical study with
real data based on extracted and collected SEO data of different commercial websites in
Germany according to general empirical research guidelines [36].

Fig. 2. Visibility indices by XOVI, SEOlytics and SISTRIX
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We asked different leading internet marketing enterprises and their customers in
2015 to get real data for our research. In contrast to e.g. survey researches or laboratory
settings, the analysis of real data can generate real insights in correlations as well as real
world implications. We collected various search engine and SEO data (e.g. Google
Analytics organic traffic, SISTRIX, XOVI, SEOlytics visibility indices) from 48 dif-
ferent enterprises to ensure a good quality of research. All enterprises are small or
medium sized. Their business is mainly focused on BtoC-markets. E-commerce is very
important.

After data cleaning (e.g. missing data), we got a final sample of 32. All websites are
developed in German language. The timeframe of the collected data comprised the
second week of August 2012 until the last week of December 2014 (126 weeks).

Regarding the whole time frame and all 32 websites, the overall average was
100.55 visitors per website weekly. The investigated websites represent a wide area of
different sectors (e.g. online retailer, service enterprises) according to Table 1.

For analyzing our hypothesis, we used correlation analysis [14] to investigate the
linear relationship between the different factors. The correlation analysis is often used
in research [37]. According to [4, 14, 17], the correlation coefficient r can be interpreted
as follows (e.g. in behavioral sciences): Table 2

To ensure a high quality of our research, we tested the significance of the results of
the correlation analysis according to general statistical guidelines [22]. All analysis
were based on IBM SPSS 22 and Microsoft Excel [8, 20].

Table 1. Industry sector in percentage terms

Industry sector Percentage

Online-retailer 46.875 %
Service industry 21.750 %
Recommendations sites 9.375 %
Offline-retailer 6.250 %
Real estate 6.250 %
Medicine 6.250 %
Education 3.125 %

Table 2. Correlation coefficient r according to Cohen [4]

Correlation coefficient Interpretation

r = 0 No correlation
r > = |0.1| Weak correlation
r > = |0.3| Moderate correlation
r > = |0.5| Strong correlation
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5 Results

According to our research model (hypotheses) we tested our collected empirical data
via the research approach we stated in the last section. The first hypothesis explores the
correlation between search engine visibility indices and the organic website traffic
measured via Google Analytics (GA) [3, 15]. Based on the correlation analysis, we got
the following results:

Table 3. Correlation matrix between GA and visibility indices

Enterprise Correlation coefficient R / P-value
GA - XOVI GA - SEOlytics GA - SISTRIX

1 0.70004967 0.6378532 0.69764889
p = 0 p = 0 p = 0

2 -0.4092155 0.3335812 0.15931457
p = 0 p = 0 p = 0.075

3 0.58921932 0.47852415 0.63475365
p = 0 p = 0 p = 0

4 0.13882503 0.1177219 0.1475417
p = 0.121 p = 0.189 p = 0.099

5 0.12055815 0.00010472 0.06712095
p = 0.179 p = 0.999 p = 0.455

6 0.42899444 -0.3959563 -0.35883255
p = 0 p = 0 p = 0

7 0.09264655 0.33058752 0.10906778
p = 0.302 p = 0 p = 0.224

8 -0.200939 0.1701752 0.04470587
p = 0.024 p = 0.057 p = 0.619

9 0.90105743 0.14250452 0.73440312
p = 0 p = 0.111 p = 0

10 0.46615647 0.20220485 0.5954684
p = 0 p = 0.023 p = 0

11 −0.11268737 0.19409895 0.17169686
p = 0.209 p = 0.029 p = 0.055

12 −0.5810689 0.62416979 0.61793799
p = 0 p = 0 p = 0

13 0.86117132 0.79395815 0.84526154
p = 0 p = 0 p = 0

14 0.85507914 0.86238761 0.90542583
p = 0 p = 0 p = 0

15 0.53465695 0.13133665 0.51189498
p = 0.143 p = 0,143 p = 0

(Continued)
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Regarding the correlation between GA and XOVI, there are 12 out of 32 (37.5 %)
websites with a significant correlation of r > 0.5 (see bold results in Table 3). Only 8 of
32 (25 %) websites show a significant correlation of r > 0.5 for GA and SEOlytics.
Examining the correlation between GA and SISTRIX 15 of 32 (46.875 %) websites

Table 3. (Continued)

Enterprise Correlation coefficient R / P-value
GA - XOVI GA - SEOlytics GA - SISTRIX

16 −0.29170908 −0.02862762 0.15882151
p = 0.001 p = 0.75 p = 0.076

17 −0.3240669 −0.25480318 −0.38461682
p = 0 p = 0.004 p = 0

18 0.72030351 0.5494804 0.76038277
p = 0 p = 0 p = 0

19 0.28363493 0.30987148 0.37363679
p = 0.001 p = 0 p = 0

20 0.29076247 0.30231945 0.51135295
p = 0.001 p = 0,001 p = 0

21 0.43304034 −0.52622806 −0.66358449
p = 0 p = 0 p = 0

22 0.46860094 0.1225066 0.09210708
p = 0 p = 0.172 p = 0.305

23 −0.18371463 −0.12090527 0.20658401
p = 0.039 p = 0.177 p = 0,02

24 0.88745965 0.47034633 0.82426966
p = 0 p = 0 p = 0

25 0.5618975 0.85226357 0.83268613
p = 0 p = 0 p = 0

26 0.41310372 0.36040141 0.48386392
p = 0 p = 0 p = 0

27 −0.02235333 0.16923673 −0.07972043
p = 0.375 p = 0.058 p = 0,375

28 0.48248523 0.24522369 0.40909071
p = 0.006 p = 0,006 p = 0

29 0.76633391 0.4857807 0.80676352
p = 0 p = 0 p = 0

30 −0.43770324 −0.50382589 −0.25085629
p = 0 p = 0 p = 0.005

31 0.79020062 0.69313593 0.76376549
p = 0 p = 0 p = 0

32 0.89987365 0.67190309 0.87920129
p = 0 p = 0 p = 0
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show a significant correlation of r > 0.5. Based on these results we cannot confirm
hypothesis 1 (search engine visibility indices are highly correlating with the organic
(visitor) traffic on websites).

Hypothesis 2 explores the correlations among the three different visibility indices.
The search engine visibility indices of XOVI and SEOlytics only show a moderate as
well as a significant correlation (r = 0.48884375). XOVI and SISTRIX show a high
significant average correlation of r = 0.60246875 regarding their search engine visi-
bility indices. SEOlytics and SISTRIX also show a high average correlation of
r = 0.574125. The exact index-characteristics are not published by the tool-providers.
But the results suggest that the calculation of the KPI is based on similar criteria and
keyword pools. Therefore, we can confirm hypothesis 2 (search engine visibility
indices are correlating amongst each other).

Finally, hypothesis 3 explores the influence of the different Google Updates on the
visibility indices vs. organic traffic via a correlation analysis (according to Fig. 3 with
significant values p < 0.05):

Based on these results, we can confirm hypothesis 3 (Google updates influence the
correlation between the search engine visibility indices and the organic traffic). On
the one hand, each website is reacting individually to Google updates. The correlation
between organic visitor traffic and search engine visibility indices can either increase,
decrease or stay the same, depending on the website itself. On the other hand, there is a
general downward trend for the average correlation of all three indices with the organic
traffic until the introduction of the update Panda 4.0.

Fig. 3. Correlation diagram influenced by Google updates
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6 Conclusion

Our paper discovered the important practical and research topics influencing the search
engine visibility indices and the real organic traffic measured with Google Analytics.
After theory and hypotheses development, we designed a quantitative study of different
German enterprises and analyzed these data with correlation analysis. Based on the
results, we found a gap between the indices and the organic traffic. The indices mostly
correlate with each other and there are different degrees of correlation between each of
the three indices and the organic traffic.

Practical users can apply our results to choose an adequate index. They get a deeper
understanding of the indices and are able to develop more accurate interpretations.
Research can benefit from new knowledge about the indices and search engine
behavior.

Our data set consists only of German enterprises in different industry sectors.
Future research should enlarge the sample and integrate more countries.

Furthermore, there are additional explanations for a negative or weak correlation
between the examined KPIs. One influencing aspect we investigated are Google
updates. Google updates influence the search engine visibility indices and the corre-
lation with organic visitor traffic. Correlations can increase, decrease or stay the same
for each website itself. But our research showed a pattern for the average correlation of
all data.

Another aspect for a weak correlation can be all traffic that is not being sufficiently
considered by the SEO-Tool providers and their calculation of the search engine vis-
ibility indices. Examples are traffic from social media and bookmarks or type-in traffic.
A further feature is the limited keyword-pool being used to calculate the indices.
Keywords of niche industry branches are often not represented in the keyword pools.
The same situation applies for strongly regional oriented websites.

Final aspects may be that SEO-Tool providers do not update their data records and
keep the exact algorithm for the calculation of the search engine visibility indices
secret. These aspects are up for discussion and would profit from further research.
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Abstract. The evaluation of credit applications is among processes that
should be conducted in an efficient manner in order to prevent incorrect
decisions that may lead to a loss even for the bank or for the credit appli-
cant. Several approaches have been proposed in this context in order to
ensure the enhancement of the credit evaluation process by using vari-
ous artificial intelligence approaches. Even if the proposed schemes have
shown their efficiency, the provided decision regarding a credit is not cor-
rect in most cases due to the lack of information for a provided criteria,
incorrect defined weights for credit criteria, and a missing information
regarding a credit applicant. In this paper, we propose a hybrid neural
network that ensures the enhancement of the decision for credit appli-
cants data based on a credit scoring by considering the big data related
to the context associated to credit criterion which is collected through
a period of time. The proposed model ensures the evaluation of credit
by using a set of collectors that are deployed through interconnected
networks. The efficiency of the proposed model is illustrated through a
conducted simulation based on a set of credit applicant’s data.

Keywords: Credit · Neural networks · Big data · Credit scoring ·
Collectors · Context · Decision

1 Introduction

Nowadays, credit scoring is considered among the most important tasks in finan-
cial institutions. In fact, the number of credit applicants is increasing through
time which requires that financial institutions manage and predict financial risks
to reduce losses that they can face in borrowing money to applicants.

Credit scoring consists of the assessment of risk associated with lending to an
organization or a consumer (an individual) which is represented in most cases as
a measure of creditworthiness of the applicant. It measures the default of credit
based on credit applicant data such as the benefit value, the sector growth value,
the guarantee value and the sales value. Moreover, the credit scoring helps finan-
cial institutions to make the good decision, reject or grant credit to applicants. As
a consequence, financial institutions can reduce the percentage of loan not paid
through the decrease of the number of non-performing loans. In fact, the credit
c© Springer International Publishing Switzerland 2016
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evaluation includes data reliable to human, technical, environmental and polit-
ical. In the last years, several research works have studied the application of
artificial intelligence models for credit risk management. The major problem of
any financial institution or lender is to differentiate between “good” and “bad”
applicants. Such differentiation is possible by using a credit-scoring model. In
this paper, we propose a hybrid neural network for credit scoring that enhances
the decision made by using big data that is defined as a huge volumes of data
observed by several deployed collectors through interconnected networks. In [4],
the development of Credit scoring models supports decision making mainly in
the case of retail credit business. In this context, we focus our research on the
evaluation of credit applicant data related to corporations where a set of collec-
tors are selected according to their activities.

The paper contributions are four folds: (1) the definition of the context in
the case of a hybrid neural network for credit evaluation that enhances the
decision made during the credit evaluation process by using a hybrid model
built upon combining Elman neural network and RBF (Radial basis function)
neural network. The RBF neural network enables the classification in real time
of credit applicant’s data. The Elman neural networks ensure the enhancement
of the decision made by the RBF neural network by considering the required
data during a laps of time.

In order to ensure the evaluation of the credit in an efficient manner, the
context is defined for each credit criterion which includes the set of needed
attributes that enhances the classification of applications. (2) The enhancement
of the decision made by the use of a hybrid neural network model that enables
real time classification and the processing of the history through a period of
time. (3) The identification and the use of observers that enable the collection of
big data in relation with the credit applicant data. (4) The analysis of collected
big data in order to extract knowledge needed for the defined contexts.

The remaining of the paper is organized as follows: Sect. 2 gives a survey of
the proposed techniques for credit scoring and for decision making using neural
networks. The next section discusses the need for big data to enhance the credit
scoring by introducing the context for neural networks and the use of collectors
to extract required knowledge from big data. Section 4 presents the proposed
hybrid neural network that enables the enhancement of the credit scoring by
considering the context based on available big data. Section 5 details the con-
ducted simulation in order to evaluate the proposed hybrid neural network and
to illustrate the importance of the context based on big data to enhance credit
scoring. Section 6 concludes the paper and discusses some future prospects for
the provided model.

2 Related Work

Several research works have used neural network to enhance the decision based
on credit scoring. In this context, numerous studies have proven that Neural
Network perform remarkably the best.
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Artificial neural network (ANN) is used widely in intrusion detection sys-
tems but cannot restore the memory of past events and it takes a long time to
train a Multilayer Perception neural network because of its non-linear mapping
of global approximation. In [5], ANNs are able to classify normal traffic correctly
and detect known and unknown attacks without using a large data. A detection
rate of 88% on 50 attacks (known and unknown attacks) for four hidden lay-
ers is obtained while a false positive rate of 0 % is achieved. Hence, all normal
sessions were classified correctly as normal traffic. Their results are promising
compared to other researches but they suggest that the limit in this case is the
need to update data over the time to consider known and unknown attacks.
Recurrent neural network (RNN) remedy the shortcoming of ANN which is the
ignoration of time. In fact, this neural network represents a dynamic model that
accepts for each timestamp an input vector, updates its hidden state via non-
linear activation functions, and uses it to make a prediction of its output. It’s
a rich model because their hidden states can store information as high dimen-
sional distributed representations and their nonlinear dynamics can implement
rich and powerful computations, allowing it to perform modeling and prediction
tasks for sequences with highly complex structure [4]. In [3], the pH process is
modeled based on RNN. The pH is one of the highly nonlinear dynamic system,
hence it is difficult to identify and control it. The data set is then divided into
70 % for training and 30 % for testing data set. Given training data of input-
output pairs where output is “pH of the solution” and input is “Base flow rate”.
The model structure selection consists of two sub problems: choosing a regressor
structure and choosing network architecture. Neural networks utilized in mod-
eling and identifying the pH process, have overcame successfully the nonlinear
characteristic of the pH process. The recurrent neural networks models enhance
the control performance of pH process, due to the important capacity in learn-
ing nonlinear characteristic. These results can be applied to model and identify
not only the pH process but also other nonlinear and time-varied parametric
industrial systems without considering changing in external environments.

Moreover, credit scoring model based on back propagation neural networks
has been proposed in [1]. This model has enhanced the decision made regarding
credit applicants’ data which may be more enhanced if related big data is ana-
lyzed and considered as input to this network. In this way, combining two neural
networks may be also a way to enhance the decision. At present, hybrid models
that synthesizing advantages of methods is the focus of researchers, because they
can lead to better results. This combination covers the weaknesses of the others
and enhances the generated results. A hybrid RBF/Elman neural network model
for both anomaly detection and misuse detection has been proposed in [6]. The
hybrid neural network can detect temporally dispersed and collaborative attacks
effectively because of its memory of past events. The RBF network is employed as
a real-time pattern classification and the Elman network is employed to restore
the memory of past events. When a classification result of an input is analyzed
by RBF, the result will be feed forward and can be restored by Elman network
connected to the output units of RBF network. The results demonstrate that the
hybrid neural network, RBF/Elman neural network model, can detect intrusions
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with higher detection rate and lower false positive rate than current neural net-
work. The use of the context in the case of this work has enabled better detection
since the monitoring of the activity is considered for a period of time using the
Elman network. Introducing context is helpful in this case but it is not sufficient
since even for RBF, the classification may be also enhanced when introducing
the context.

3 The Need of Big Data for Enhancing the Credit
Accreditation Decision

Most credit scoring schemes may provide a false decision based on the provided
set of values for credit criterion that does not reflect really the credit applicant
capabilities to refund the requested credit. In this context, additional information
related to the credit applicant should be collected based on the huge volumes of
data in relation with the credit applicant profile. Facing this need, we introduce
in this Section the context that should be defined for credit applicants’ data in
order to collect the required knowledge for the needed criterion using a set of
collectors that are then introduced by detailing their specification. The collection
of big data through time and techniques needed to process such data is then
presented.

3.1 Context Specification

The evaluation of the credit is based on a set of parameters that are defined as
credit applicant data. For each parameter, the evaluation is based on the pro-
vided values, it is difficult to evaluate credit applications in an efficient manner
since this value may be incorrect or invalid for a laps of time. The context is
defined based on a set of parameters that are related to the used credit criterion.
The parameters are determined according to two methods. The first method is
based on the elaboration of questionnaires that ensure the collection of infor-
mation about personnel and professionals regarding the set of attributes that
may be added to the context. The second method is a big data analytics that
enable the extraction of knowledge from huge volumes of data in order to define
the needed context parameters. This operation is performed for each credit cri-
terion by considering the credit applicant’s data and the credit type. A set of
attributes are added to the context that are needed to enhance the evaluation
of a criterion such as the benefit determined by information included in the
balance sheet. These attributes may include: information about corporation’s
activities, the potential number of customers, etc. For each context parameter,
a set of observers are defined in order to collect information. All attributes are
considered in order to check if the provided value is correct or that should be
updated considering the related big data collected from deployed observers. The
time period used to collect big data needed for the defined context parameters
is considered as an additional attribute for such context that may be varied
depending to the degree of importance of the criteria for the evaluated credit
type.
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3.2 Big Data Collectors Specification

A collector or observer is a software module that is attached to running services
through interconnected networks and that enables the collection of the needed
data in relation with attributes associated to a credit criterion. The collection
is performed based on the available big data generated by running services and
stored in an attached storage devices. The collection of big data is ensured by
querying data sources based on the defined values for the attributes in relation
with the credit applicant data. For example, the collectors ensure the querying
of the data sources (e.g. a database) that hold the users records that include
information on their identity, their responsibilities and the generated amount of
benefit even if the credit applicant recognizes more depreciation expense because
of the ownership of assets more than is required by the business. In this case,
the querying considers as input the credit applicant data that includes: benefit,
guarantee, sector growth rate, etc. These criteria are used by the collector during
the querying in order to enable the selection in first step of the organizations
where the credit applicant may be solicited then to check the returned records
(for structured big data) in order to collect useful information for the defined
attributes (e.g. Assets value). Based on these querying criteria, a collector iden-
tifies the data sources that are available in the zone where it is deployed and it
ensures the interrogation of remote collectors in a distribute manner in order to
update the attribute value belong to an active context. For a specific criterion,
many collectors may be able to provide needed data related to credit applicant’s
data with a varied degree of accuracy that may affect the final decision made
by the neural network considering the context. In this way, a weight related to
this criterion should be considered in the context and that should be considered
when evaluating data collected from such observer.

3.3 Requirements for Decision Based on Collected Big Data
Through Time

The decision regarding a credit may be affected by the available values for the
credit criteria that are valid for an instant t but it may be not correct after that
instant. The provided credit applicant’s data are evaluated not immediately for
the most cases but by considering a delay that leads to the use of incorrect value
that may engender an incorrect decision since these values are considered during
the evaluation process. Moreover, considering the additional context attributes
at instant t may enhance the decision since the criteria attached to this context
is updated but it is insufficient. This value may be enhanced if it is observed
through a period of time that is defined in accordance with the credit applicant
data. For example, the guarantee is evaluated for an amount at the time of
filing the credit application but this value is updated at the moment of decision
making, it can increase or decrease according to the market value. In this case,
the attributes’ values are updated for these periods of time which increase the
probability of convergence for the real value that may contribute to the correct
decision regarding the credit applicant’s data.
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3.4 Data Mining Techniques for Collected Big Data

These techniques are needed to extract knowledge from the collected big data
using observers. These techniques are based on the use of keywords that char-
acterize the credit applicant data that may be used to extract knowledge from
the collected and stored big data. For example, the type of activity of the credit
applicant and its specialty may be used as keywords to extract knowledge from
databases, from stored files and data sheets in relation with the applicant. In
addition, some additional techniques may be used to ensure the merge and fusion
of data from multiple data sources that enables the processing of more rich
records to generate more interesting analytics for an applicant. A querying of
different databases based on the applicant data may enable the collection of dif-
ferent records from different databases that may be merged in order to collect
more attributes attached to the applicant. In this case, the first record from the
first fetched database enables the identification of the name of the corporation,
the address, the activity sector however the second database provides additional
fields that are attached to the applicant such as: the sector growth that may
help to identify the additional potential data sources that may be used to collect
data needed for the identified contexts.

4 A Model for Credit Evaluation Using RBF/Elman
Neural Networks

In this section, a hybrid RBF/Elman neural network model for credit scoring
using big data through defined context is introduced.

Model Principles. The processing of the credit applicant data should be per-
formed based on the collected information for the different criterion related to
the credit applicant’s data. The processing of such information should be per-
formed according to two steps. The first step aims to check the validity of the
provided information at the instant of the demand processing. The provided
decision should be then refined by considering the history for a defined period
for each investigated criterion. This verification step is based on the collected
big data related to the processed criteria. The collection of needed big data is
performed using a set of observers that ensures the collection and the analysis
in order to validate the provided credit applicant data. This principle is imple-
mented by the use of a hybrid model that enables the real time processing of the
provided data in order to ensure the classification and then to refine the decision
based on credit applicant history related to the checked criterion.

4.1 Model Hypothesis

The proposed model ensures the evaluation of credit applicant’s data if a set
of the following assumptions are considered: (1) Sufficient credit criterion are
considered as input for the credit evaluation process; (2) the processing of the
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provided input should be performed first by the RBF neural network then refined
by the Elman neural network. The first step ensures the evaluation of the credit
criteria using an RBF neural network. The second step processes the RBF out-
put by an Elman neural network; (3) the evaluation for the both steps should
consider the attached contexts in addition to the defined criterion, and (4) The
number and location of collectors should be dynamically defined according to
the complexity of the credit applicants’ data.

4.2 Big Data-Based RBF/Elman Neural Network Model

The evaluation of the credits is performed based on a hybrid model that is
composed of an RBF neural network which is a kind of feed forward neural
network, ensuring the real time classification of credit applicant’s data using
collected big data that are valid for the current processing time of the credit
applicant’s data. The provided decision is then refined using an Elman neural
network that keeps memory of the information in relation of the checked credit
criteria that are collected and extracted from huge volumes of data.

An input vector is defined for the hybrid model that is expressed as fol-
lows: Va = {va1 , va2 , ..., vak

}. This vector represents the possible values asso-
ciated to each credit criterion where k represents the number of criteria used
to evaluate a credit for an applicant a. Each credit criterion vi, is represented
through a set of additional variables where the possible values for each variable
are defined as follows: vi = {vi1, vi2, ..., vin} where n represents the number of
additional variables that are used to evaluate a criteria. The first decision pro-
vided by the RBF neural network is modeled as: Ri = {ri1, ri2, ...., rij , ..., riN}
where N represents the number of output units for the RBF neural network.
The weights that connect the outputs of the RBF network to the input of the
Elman network is: WR = (wR

1 , wR
2 , ...., wR

i , ...., wR
N ). The recurrent weights of

the Elman neural network are: WE = (wE
1 , wE

2 , ...., wE
i , ...., wE

N ). The values in
context units of RBF are modeled as follows: CR = [cR

1 , cR
2 , ..., cR

i , ...., cR
N ]T .

Each element of the provided context vector represents the collected big data
in relation with the defined criteria as input to the RBF neural network
defined in the vector V . For the Elman neural network, the context is defined
as follows: CE = [cE

1 , cE
2 , ..., cE

i , ...., cE
N ]T . The weights connect the outputs

of the RBF to the inputs of Elman is W = (w1, w2, ..., wN )T . The recur-
rent weights of the Elman are expressed as follows: W ′ = (w′

1, w
′
2, ..., w

′
N )T .

The output of the RBF network is expressed using the following formula:

rik =
n∑

[l=1]

vik·wik + cR
i ·wR

i . The output of the Elman network is modeled as

follows: Oi = [oi1, oi2, ...., oij , .....oiN ]T . Each element of the vector Oi is deduced
using the following expression: oij = rij ∗ wi + cE

i ∗ wE
i . The hidden nodes are

used to activate the context nodes when it is required to enhance the provided
decision by the RBF neural network. The expression of Elman non-linear state
space is as follows:

⎧
⎨

⎩

x(t) = f(WAxc(t) + WBu(t − 1))
xc(t) = x(t − 1)
y(t) = g(WCx(t))
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where x(t) is the output of hidden layer in general, y(t) is the output of the
output layer, u(t − 1) is the input of Elman network. WA is the weight of the
connection between context units and hidden layer, WB is the weight of con-
nection between input layer and hidden layer, WC is the weight of connection
between hidden layer and output layer, f() and g() are respectively the activa-
tion functions for hidden and the output layer. The Gaussian activation function
used as a basis function has the following expression: φ(Xk, ti) = G(‖Xk − ti‖) =
exp(− 1

2σ2
i

‖Xk − ti‖) = exp(− 1
2σ2

i
(xkm − tim)2) where ti = [ti1, ti2, ..., tiM ] is the

central of the Gaussian activation function, and σi is the variance of gaussian
activation function. Three parameters should be learned for the RBF network
that are: the center of radial basis function, the variance of radial basis of func-
tion and the weight. Each context node receives input from a single hidden node
and sends its output to each node in the layer of its corresponding hidden node.
The activation function is defined as a sigmoid function that is given by [2]:
f(x) = 1

1+e−ax+b and g(x) = kx
The proposed hybrid neural network is illustrated by Fig. 1.

Fig. 1. Proposed hybrid neural network for credit scoring

The context elements are dynamically identified based on the values of the
different weights. This process is activated by considering a set of thresholds
that are checked to either activate or deactivate the collection of big data for a
defined context element. The threshold vector is defined respectively for RBF
and Elman neural networks, as follows: TE = {tE1 , tE2 ......, tEi ......, tEn } and TR =
{tR1 , tR2 ......, tRi ......, tRn }. The obtained score is computed from the neural network

outputs using the following expression:

N∑

[1]
oi

N . The sensitivity of the proposed
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model can be modified when the recurrent connection weight and the threshold
of the output nodes are varied. Moreover, the hybrid RBF/Elman neural network
keeps a memory of the collected data in relation with the defined parameters for a
credit applicant. When the RBF network identifies a new value for the monitored
credit parameters, the Elman network will accumulate a large value in its context
unit. Based on this processing, the proposed hybrid neural network emphasizes
the modification made on the given parameters. The weights associated to both
contexts for RBF and Elman neural networks are updated based on the results
obtained from the collectors and associated to the possible effects detailed in
Sect. 5.1.

5 Simulation

In order to illustrate the efficiency of the proposed model, a simulation is con-
ducted for the proposed model using the matlab neural networks toolbox.

5.1 Scenario Description

Using the matlab neural network toolbox, we have built the hybrid neural net-
work, illustrated by Fig. 2, according to the proposed model detailed in Sect. 4.2.
Four classes of observers are defined to collect the needed big data associated to
the provided values for the context parameters that are used as a way to eval-
uate credit applicant’s data. The configuration is made for the neural network
considering 4 neurons for each layer, except the last layer which is composed
of single neuron in order to minimize the mean square error. 70% of data is
used for training the proposed neural network and 30% are used for the testing
data set. The Return On equity (ROE), the Sector growth rate and the guaran-
tee value are the three input variables (V = {v1, v2, v3}) to the studied neural
network. The aforementioned variables are defined according to the following
expressions: ROEt = Netincomet

ShareholderEquityt
, Sector growth ratet = Prodt−Prodt−1

Prodt−1
,

where Prodt represents the Gross Product of Sector for the year t and Guaran-
tee in percentage of credit valuet = GuaranteeV aluet

CreditV alue . Three transfer functions
are used respectively for the four layers: a Gaussian, a linear, a sigmoid and a
linear functions. Moreover, 30 credit applicants’ data are considered as input
for the proposed neural network. Weights are initialized randomly for the RBF,

Fig. 2. The hybrid Elman/RBF neural network using matlab neural networks toolbox
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Elman and defined contexts for layer 1 and layer 3 respectively for RBF and
Elman neural networks. Three effects of context on the credit applicant’s data
are defined as follows: (1) A positive effect is introduced when an update is
available through the analysis of the collected big data related to the set of
input variables, (2) A negative effect is applied when an erroneous value is pro-
vided by the credit applicant for the input variables, and (3) Neutral effect is
applied when no change to be made to the provided input values regarding the
credit applicant data. According to each effect, context weights values are then
updated. The context in this case aims to enhance the decision, by checking the
set of deployed collectors through networks in order to analyze related big data.

A subjective evaluation of credit applicant’s data is also performed based
on a set of rules that are defined for the possible values for each considered
variable in order to perform a comparison between the obtained scores by the
traditional technique (subjective score) and the scores provided by the proposed
hybrid neural network. As an example for the defined rules for the subjective
technique, we can mention the following rule: scoreROE = 1 if ROE ∈ [0, 10%].
For this rule, the score associated to the ROE provided as an input for a credit
applicant is equal to 1 when provided value as input is between 0 and 10%.

5.2 Results Interpretation

After training the proposed neural network using a set credit applicant’s data
samples and by defining the appropriate targets associated to these data, the
simulation is then conducted for 30 cases that represent the credit applicant’s
data as input. First, the simulation is performed by disabling the context while
considering the hybrid RBF/Elman neural network. The obtained scores related
to this step in addition to the subjective scores are illustrated by Fig. 3. As
shown by this figure, two respective score values are defined respectively for a
rejected and an accepted credit applicant’s data that are: 0 and 1. By consider-
ing the proposed model, the generated scores are fluctuating between these two
aforementioned values where a threshold, which is equal in this case to 0.5, is
considered to decide whether the credit applicant data is accepted or rejected.
For example, credit applicant #5 in Fig. 3 for the second curve, has a score
that is lower than this threshold then it is considered as rejected. For the appli-
cant #25, the score is greater than this threshold, as a consequence the credit
applicant data is accepted. This result is coherent with the decision provided
by the subjective approach. The provided scores using the neural network help
to decide better in this case to distinguish the weak accept and reject among
the obtained decisions. In addition, there is some few cases where the proposed
technique detects a false made decision such as for the applicant #20.

The next step is to enable the context for the score evaluation by using the
results collected by the set of deployed four collectors to explore big data related
to the three variables considered as credit applicant’s data. In order to illustrate
the effect of the context on the generated decision by the proposed hybrid neural
network, the same input data is processed by the simulated network. The set
of defined collectors have deduced a negative effect for the applicant #15 data
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Fig. 3. Illustration of obtained scores using the hybrid neural network without context
and subjective evaluation

Fig. 4. Illustration of the proposed hybrid neural network with context enabled

that is illustrated through Fig. 4 by a new score that is less than 0.5. For the
applicant #28, the context has enabled the update of the provided values for the
defined three variables which has induced a positive effect, illustrated by Fig. 4.

6 Conclusion

In this paper, we have introduced a novel hybrid neural network that enables the
evaluation of the credit applicants’ data that may enhance the decision based
on the defined context using big data. The proposed hybrid model has enabled
the classification of credit applicant data based on the use of RBF and the deci-
sion is enhanced based on Elman neural network by considering the collected
big data through a period of time. The set of defined weights for each layer are
updated in a dynamic manner considering the related big data identified by the
set of deployed collectors through interconnected networks. The proposed model
has shown its efficiency through the conducted simulation using the neural net-
work toolbox to enhance the credit scoring compared to conducted subjective
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evaluation. Some enhancements still possible for the proposed neural network
by integrating weights associated to the collectors’ efficiency that will be con-
sidered for credit scoring processing in addition to the identification of the most
appropriate period of time in order to converge to the best credit scoring. The
selection of required collectors should be enhanced by considering the depen-
dency between the available data sources and the level of trust associated to
the deployed collectors. The application of the proposed model for additional
financial problems will be also investigated.
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Abstract. The paper presents an innovative architecture for push-based
Context-aware Recommendation Systems (CARS) that integrates differ-
ent description and reasoning approaches. Complex Event Processing
(CEP) is applied on live data to provide situation awareness. Ontolo-
gies and semantic rules are used to define domain expertise that allow
individualized and domain-specific recommendations. A case study of a
museum serves as a proof of concept of the approach.
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1 Introduction

During the last years, with the rise of information technologies, many differ-
ent sources of data may be used in order to support decision making processes.
Besides, this enormous quantity of information might make the user feel over-
whelmed and incapable of making appropriate decisions. For that reason, dif-
ferent techniques have been used in order to help users refine information in
different ways to focus only on relevant data to make more accurate decisions.
Some examples of these techniques are Information Fusion [17], Big Data analy-
sis [6] or Complex Event Processing (CEP) [14]. In this paper, we focus on
recommender systems as specific instances of decision-making processes. In par-
ticular, we are interested in the so-called Context-Aware Recommender Systems
(CARS) [2] that use context (e.g. location of the users, weather, time, mood, etc.)
to assess recommendations on items or activities the user is potentially interested
in. We claim that significant progress in the field of CARS has not yet been fully
accomplished, as issues related to the high dynamicity in some scenarios, which
may involve a continuous change in the locations of the users, and changes in
other contextual elements, are still hard challenges [8]. Besides, users typically
interact with mobile devices using wireless communications and the concept of
environment should be carefully defined and exploited to articulate an appro-
priate recommendation process. The final goal is to enable context-aware and

c© Springer International Publishing Switzerland 2016
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adaptive information systems that pro-actively recommend interesting items or
activities to mobile users.

The massive proliferation of mobile devices yields an enormous amount of
events that can be exploited for improving recommendation processes. In this
paper, we propose an innovative push-based CARS architecture that integrates
CEP and semantic rules for providing the following benefits: (i) situation and
context awareness by taking the current situations and contexts of all users into
account (e.g. locations, movements, surrounding objects, time); (ii) flexibility by
declarative rules (in particular CEP and semantic rules) that define all triggering
and reasoning in the recommendation processes, respectively; and (iii) real-time
processing by using CEP that can handle high-frequent data streams from mobile
phones and sensors in real-time.

In summary, our approach provides a flexible CARS architecture that can
give individualized recommendations for users, based on the context assessed
along with the users preferences, in real-time.

The paper is structured as follows: in Sect. 2, we present the reference model
we adhere to build push-based context-aware recommender systems. Then Sect. 3
shows our architectural approach. We explain it in more detail by using a case
study of a museum scenario in Sect. 4. In Sect. 5, we consider related work.
Finally, Sect. 6 summarizes our work and sketches some future avenues.

2 Reference Model

We present in this section an architectural model for articulating push-based
recommendation processes based on contextual information. We adhere to the
model presented in [11].

2.1 Contextual-Based Model

In this section we introduce the elements forming part of the model namely
contexts, environments, agents, events and activities.

Context. A context must be considered as a purpose unit for the recommen-
dation process. A context delimits the scope or purpose of a recommendation.
For example, in the context of an art museum, which artwork to go next is a
valid recommendation outcome, while suggesting a route to get to work results
meaningless. Formally we define a context as follows:

Definition 1. A context c is a tuple 〈E , δ〉, in which E = {e1, ..., en} is the
set of environments in which the user is active and δ is the purpose of the
recommendation process.

Environment. This entity allows encapsulating a recommendation process and
its associated contextual information, as well as the communication among dif-
ferent entities. Formally:
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Definition 2. An environment ec = 〈U,Θ,Act〉, belongs to context c, and is a
common area, physical or virtual, in which users U (the set of users currently
active in the environment) coexist to perform a set of activities Act under certain
environmental constraints Θ = {θ1, θ2, ..., θn}.

Constraints in Θ are physical or virtual boundaries used to unambiguously
delimit the environment (e.g. physical location, time delimiting the duration of
the environment, the max number of agents accepted, etc.). Moreover, note that
contexts with the same purpose but different associated environments might
result in different recommendation outcomes.

Agents. They represent actors in the recommendation process. Agents are
divided into two subgroups namely: users and Environmental Managers (EMs).
The former are either the receivers of the recommendation or representatives of a
third party while the latter are special agents associated to specific environments,
being in charge of controlling the membership of users and communication issues
in that environment.

A user ui belongs to an environment ec iff he/she fulfils all the constraints
Θ of that environment. Formally, let ec = 〈U,Θ,Act〉 be an environment, then
belong(ui, ec) ↔ ∀θj∈Θ fulfills(ui, θj). Consequently, the user ui leaves an envi-
ronment he/she belonged to iff any of the constraints in Θ is no longer fulfilled
by him/her.

Events. We divide the set of possible events into two non-overlapping sets: phys-
ical and communicative. The former are perceived by physical sensors and repre-
sent uncontrollable phenomena that can occur due to the inherent nature of the
environment, such as weather conditions, time or location. Contrary, communica-
tive events are released by agents in order to inform users in the environments
about different issues. For example, a museum might broadcast a guided tour
for a short period of time to those users already in the environment.

Activities. Activities are denoted by the set Act = {act1, ..., actn} and represent
the actions the user can carry out in an environment. For example, a museum
visitor can be recommended to go to join a guided tour, to go to a certain
painting, depending on the circumstances.

2.2 Management of Environments

In order to obtain recommendations in a certain environment a user needs to
be part of that environment. This membership management is handled by the
EM of each environment. EMs poll the users with periodic messages indicating
which constraints they must fulfil to be active in the environment. Once a user
receives a poll message, his/her device checks whether the constraints are (or
are not) satisfied; if they are it replies to the EM with an ACK message, and so
becoming a member of the environment.
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3 Situation-Aware Recommendation Process

In this section, we present our architectural approach. In particular, we discuss
how User Agents and Environmental Mangers exploit their specific knowledge
for deriving individualized recommendations for certain users. An overview of
our architecture is given by Fig. 1.

Fig. 1. Architectural approach of a recommendation system

User Agents (UAs) implement the recommendation process on user side by
providing the recommendation system with the current situations of the present
users. Furthermore, UAs foster privacy, because they transfer only information
that users explicitly permit forwarding to the recommendation system.

To understand the users’ personal situation, each UA is monitoring contin-
uously its sensor data, e.g. the current GPS coordinates (in outdoor locations)
or the strength of detected beacons signals (if the user is in indoor facilities).
Monitoring this data, the UAs have to deal with two different use cases:

1. Recommendation triggering: If the user is in an appropriate situation to
receive a new recommendation, its UA contacts the EM and requests a rec-
ommendation. We can distinguish two types of such situations:
(a) The user is entering a new environment: according to the monitored sensor

data, the UA detects that the user fulfills all environmental constrains
Θ = {θ1, θ2, ..., θn}.

(b) The users’ situation has significantly changed (e.g. her location) and fur-
thermore she is in an appropriate situation for receiving new recommen-
dations. For instance, the user is not occupied and it has passed some
time since the previous recommendation has arrived.

For triggering a new recommendation, the UA has to pass context information
to the EM. This includes all the preferences the user wants to reveal and
additional information about the actual situation.

2. Post Filtering: When a UA receives new recommendations from the EM,
it processes a filtering step. According to the users’ private preferences and
her current situation the UA selects the most appropriate recommendations
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and filters out what is not acceptable due to the users’ personal constraints.
Afterwards, the UA shows the selected recommendations on the agents’ user
interface. Note that this step cannot be done by the EMs, because they lack
the users’ private preferences.

Environmental Managers (EMs) implement the recommendation process on
the environment side. When an EM receives a users’ request for a new recom-
mendation, it processes the following steps:

1. First, the EM evaluates the current situation of that user by exploiting its
detailed knowledge about the environment.

2. Then, it infers the global situation of the environment by taking the situations
of all present users, as well as the domain knowledge into account.

3. On base of the users’ local and the environments’ global situation, the EM
applies domain-specific recommendation rules to deduce appropriate and per-
sonalized recommendation for the user.

The proposed architecture presented in Fig. 1 yields a situation-aware rec-
ommendation system due to the following aspects:

– First, each UA infers the actual situation of the user by exploiting its sensor
data. With the knowledge about the current situation it decides, if the user
wants a new recommendation. Then, the situation context is propagated to
the EM for enabling personalized recommendations.

– Secondly, an EM makes situation-aware decisions, because it takes the situa-
tions of all known users into account. So the manager can find a compromise
between the conflicting desires of users with regard to the requirements and
constraints of the environment.

Situation-aware recommendation systems have to exploit two different types
of knowledge: structural and situational knowledge.

– Structural Knowledge describes the expert knowledge about a certain
domain by means of an ontology [13]. An ontology contains an TBox describ-
ing terminological or conceptional knowledge, and an ABox defining the given
facts or the assertional knowledge. Structural knowledge can be characterized
as stable knowledge that does not change over time (as the TBox) or at least
in a very low frequency as the facts defined by the ABox.

– Situational Knowledge defines the current state in an environment by
exploiting live data. Usually, live data is produced by a continuous stream of
sensor data. Such sensors could be in-built sensors of the users’ smartphones,
or permanently installed in the environment (e.g. movement sensors, cameras
or smoke detectors). Situational knowledge can be seen as dynamic knowledge
with a high change frequency. Each data set corresponds with a particular
event in the environment. The stream of events must be evaluated in realtime
to achieve situation awareness.
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4 System Design

4.1 Case Study: A Museum Scenario

A recommendation system for museum visitors serves as a case study to explain
the proposed architecture in detail, with the following actors involved:

User Agents: The UAs are software agents running on the smartphones of all
museum visitors. Each UA represents the intentions and desires of a particular
visitor. For instance, it contains data about preferences of certain artists or art
styles, but also specific restrictions and constraints, such as spoken languages or
coming-up appointments outside the museum. Furthermore, User Agents exploit
sensors such as GPS, beacons1 and acceleration sensors to infer the current
position and behavior of its user. Museum guides have their own specific UA
running on their smartphones. This UAs know about the guides’ expertise and
their current situation, e.g. in which museum room they are.

Environmental Manager: The EM has a detailed structural knowledge about
the museum, which is necessary to make appropriate recommendations: for
instance, it knows about the floor plan, the locations of all artworks and the posi-
tions of all installed beacons. Furthermore, the EM has a general understanding
of art. It knows about different art styles, which artists belong to certain styles,
and how to relate visitors’ preferences to certain artworks. Furthermore, the EM
exploits situational knowledge provided by all UAs: i.e. it knows the current
situations of all visitors and guides. Therefore, the EM can adjust its recommen-
dations to reduce the walking distances of visitors and to prevent overcrowded
museum rooms. For simplification reasons we assume a single EM.

Cooperation: The UAs and the EM cooperate due to the following process:

1. As soon as an UA detects via GPS that its user is entering the museum, it con-
tacts the EM sending the location, as well as the users’ personal preferences
for triggering a recommendation.

2. The EM evaluates the current situation and context of the new visitor, the
occupancy of rooms and the situations of appropriate museum guides to infer
some individualized recommendations that it sends back to the UA.

3. When a UA receives recommendations from the EM, it processes a post-
filtering step by taking private preferences of the user into account before
presenting the results to its user.

All UAs are continuously sending their positions to the EM, in particular,
when they are in the mood of receiving new recommendations.

1 Beacons are sensors that send continuously an unique ID, which can be used by
smartphones for indoor localization.
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4.2 Design of the User Agent

The detailed architecture of the User Agent is based on various technologies as
illustrated in Fig. 2.

Fig. 2. Design of the User Agent

Knowledge Base: The knowledge of each UA can be described by Semantic
Web Technologies [13]. The UA basically contains only facts (or ABox) that can
be described by RDF [1] triples, but has no specific terminological knowledge.
Using RDF provides numerous advantages: RDF is the most general format
for exchanging data in open systems. Furthermore, it is easily integrated with
ontology languages such as OWL [12] and rule systems like Jena Rules2. The
following knowledge base is written in RDF and gives an idea of a possible
knowledge base content.

:User1 :likesArtist :Kandinsky;

:likesStyle :Expressionism;

:speaks :Spanish;

:isLocatedIn :EntranceHall;

:hasAppointmentAt :"12:30".

There are different types of facts. We can distinguish the users’ preferences (lik-
ing Kandinsky and expressionism) and capabilities (speaking Spanish), her future
plans (appointment at 12:30), and the current situation (located in the entrance
hall).

Situational Rules: CEP rules capture the dynamic aspects in the recommen-
dation system and are applied to provide the current situation of the UAs’ user.
The following CEP rule correlates two different iBeacon events to infer that its
user has changed her location.

2 https://jena.apache.org.

https://jena.apache.org
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CONDITION: iBeaconEvent AS B1 → iBeaconEvent AS B2

∧ B1.id �= B2.id

ACTION: create ChangedLocationEvent(from:=B1 , to:=B2)

Note that this rule creates a new complex event of type ChangedLocationEvent
that must be integrated in the knowledge base. The integration is provided by
the CEP2RDF component that maps this event to the :User1 :isLocatedIn
:B2 RDF fact. Because the role ‘isLocatedIn’ is functional, a former ‘isLocatedIn’
role assertion must be deleted from the knowledge base.

CEP rules can be expressed in an Event Processing Language (EPL) such as
Esper, and executed on the corresponding event processing engine.

Recommendation Triggering: DL rules such as Jena Rules access the knowl-
edge base to detect a situation that is appropriate for requesting a new recom-
mendation from the EM. The following rule written in pseudo code describes a
situation, when a user is ready for a new recommendation:

IF currentTime >timeOfLastRecommendation +15min

∧ changeLocation (?user)

∧ notInMuseumShop (?user)

∧ noUpcomingAppointment (?user ,currentTime +20 min)

THEN triggerRecommendation (?user)

The rule formulates four conditions to trigger a recommendation: at least 15 min
have been elapsed since the last recommendation, the user has changed her
location, she is not in the museum shop and has no upcoming appointment
within the next 20 min. Note that this rule combines different types of facts: the
facts about the users’ location are situational. They are provided by CEP rules
and the corresponding RDF facts (produced by the CEP2RDF component). The
appointment fact is from the part of the knowledge base dealing with plans and
could be provided by the users calendar.

Post Filtering: Finally, there might be some post filtering rules of DL type,
which deal with incoming recommendations. For instance, the user might not
want to reveal to the EM, which artists she dislikes. Therefore, recommendations
for affected artists must be filtered out by the UA.

4.3 Design of the Environment Manager

Figure 3 shows the essential components of the Environment Manager, and which
technologies they use.

Situation Awareness: This component monitors the data streams arriving
from the UAs by using CEP. Appropriate CEP rules derive the current situation
of all museum visitors, as well as all the global situation in the museum. The
following rule infers that a particular user stays in a certain room by using the
ChangedLocationEvent event received from that user. This UserPositionEvent
event can be mapped to corresponding RDF fact stored in a related triple store.
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Fig. 3. Design of the Environment Manager

CONDITION: ChangedLocationEvent AS L

∧ L.to.location_type = ’room ’

∧ L.user_type = ’user ’

ACTION: create UserPositionEvent(room_id :=L.to.id ,

user:=L.user)

The following rule captures all UserPositionEvents to transform them into a
RoomOccupancyEvent: it aggregates all UserPositionEvents of the last 5 min
in a certain room and counts them.

CONDITION: (UserPositionEvent AS P )[win:time:5min]

∧ group_by(P.room_id)

∧ count(P) AS C

ACTION: create RoomOccupancyEvent(room_id :=P.room_id ,

nb_users :=C)

The RoomOccupancyEvent events reflect the occupancies of the museum rooms,
and can also be stored as RDF facts in the EM knowledge base.

Knowledge Base: Besides the situational knowledge produced by CEP rules,
the EM contains an OWL ontology describing terminological and assertional
knowledge about the domain. The following part of an ontology defines some
concepts (Painter, Expressionism,.. ) and facts about artists and paintings.

:Painter rdfs:subClassOf :Artist.

:Expressionism rdfs:subClassOf :ModernArt.

:Kandinsky :a :Painter;

:style :Expressionism;

:hasPainted :The_Rider.

:Macke :a :Painter;

:style :Expressionism;

:hasPainted :Promenade.

:The_Rider :hangingIn :Room_13.

:Promenade :hangingIn :Room_15.
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Recommendation Rules: These rules infer a personalized recommendation
for a particular user. The following rule gives a simplified example.

IF likesArtist (?user , ?artist1)

∧ style (?artist1 , ?style)

∧ style (?artist2 , ?style)

∧ hasPainted (?artist2 , ?painting)

∧ hangingIn (?painting , ?room1)

∧ located (?user , ?room1)

∧ nearBy (?room1 , ?room2)

THEN recommend (?user , ?painting , ?room1)

If a user likes ?artist1, who has a certain style and there is another ?artist2
with the same style, who has a painting in the museum, then it is concluded
to send the user to that painting. Note that this rule correlates facts from the
art ontology about artists, their styles and paintings with facts of the museum
ontology about the location of relevant paintings.

5 Related Work

Complex-Event Processing has become a major paradigm to identify situations
in environments in which multiple events may take place in a short period of
time [14]. This is particularly relevant in context-aware systems, since identifi-
cation of complex events must bring about appropriate decision-making. There
exist approaches combining CEP and context-awareness in different application
domains, spanning from medical scenarios [4,18] to dynamic business process
adaptation [10]. As a special case of decision-making support, recommender sys-
tems have also benefited from the rise of CEP. Authors in [5] present StreamRec,
a recommender system designed as a CEP application taking into account differ-
ent types of events. Although StreamRec can work as both pull and push-based
modes, its main difference with our approach relies on the use of contextual infor-
mation. In particular, StreamRec does not rely on domain knowledge specified
by semantic web technologies and DL rules.

In line with push-based approaches, there exist some advances in ontology
definition for recommender systems. [7] presents an ontology to allow the repre-
sentation of event-based rules that trigger recommending processes.

An interesting work supporting our idea of using event processing for push-
based processes is described in [3]. In there, authors present a context-aware
information push service for the tourism domain by using ECA rules. In contrast
to our work, users must subscribe to certain types of messages in order to allow
the push-based mechanism to work. We consider our approach is more flexible
and transparent for the user, since no subscription is needed, as well as it has
a stronger recommender system flavor, as it takes into account user preferences
to assess recommendations. Furthermore unlike CEP rules, conventional ECA
rules are not suited for processing sensor data streams in real-time.

Tourism domain is a recurrent case of study when attempting to test the
validity of a mobile recommender system [9]. Authors in [15] present a mobile
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recommender system for visiting museums, in which user’s preferences as well
as museum’s constraints are taken into account to provide individualized recom-
mendations so improving the quality of the experience. Here, recommendations
are mainly focused on minimizing walking time in the museum (by checking
other visitors routes) as well as satisfying (if possible) the user personal interests.
However, this work does not take into account much relevant contextual infor-
mation that could potentially lead to a more accurate recommending process.
Other approaches such as [16] propose a context-aware recommender system
in which knowledge is represented by semantic web languages to recommend
objects according to a user profile and the gathered context information. How-
ever, context in this work is merely the location of the user collected by the
mobile built-in sensors. In our approach, context can contain arbitrary infor-
mation about the user and her situation, e.g. time restrictions or preferences.
Moreover, our approach uses CEP in order to process events what brings about
more flexibility in scalable environments, in terms of events.

Another important issue is to state the position of our proposal in terms of the
existing literature about CARS. Our work is based on a knowledge-based app-
roach instead of a collaborative filtering or content-based flavours other authors
have addressed. We claim both approaches are complementary and can be used
together depending on the constraints of the domain, i.e. the privacy of the data
the users have to share.

6 Conclusions

In this paper, we have presented an innovative architecture for Context-aware
Recommendation Systems (CARS) that integrates different description and rea-
soning approaches for particular purposes: (i) Complex Event Processing is
applied to achieve situation awareness, (ii) ontologies are used for describing
structural domain knowledge and (iii) semantic rules for specifying individual-
ized recommendations.

Our approach has various advantages: it provides situation and context
awareness: both the current behavior of particular users and the state of the
entire system can be inferred in real-time to entail more personalized (and prob-
ably more accurate) recommendations. Furthermore, the general usage of rules
and semantic web technologies endows the system with enough flexibility to
be adapted to different domains/scenarios. Moreover, the proposed architecture
supports privacy: private information that the user does not want to disclose, is
considered in the post-filtering phase on user side only.

To describe our approach in some detail, we have presented a museum sce-
nario as a case study, in which we are currently testing our work.

There are different future lines of research. First, we want to integrate some
mechanisms to learn automatically recommendation rules by correlating between
user behavior. For instance in the museum scenario, visitors who linger a long
time in front of a certain artwork, could be nearly always interested in a partic-
ular other piece of art. As future work we intend to cover some important open
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issues, such as adding the concept of uncertainty to the information inferred
from the events, since they often offer inaccurate information. This is of partic-
ular interest, since we could take advantage of advances on sensor uncertainty
treatment as well as on promising works on incorporating uncertainty into CEP.
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8. del Carmen Rodŕıguez-Hernández, M., Ilarri, S.: Pull-based recommendations in
mobile environments. Comput. Stand. Interfaces 44, 185–204 (2015). doi:10.1016/
j.csi.2015.08.002

9. Gavalas, D., Konstantopoulos, C., Mastakas, K., Pantziou, G.: Mobile recom-
mender systems in tourism. J. Netw. Comput. Appl. 39, 319–333 (2014)

10. Hermosillo, G., Seinturier, L., Duchien, L.: Using complex event processing for
dynamic business process adaptation. In: 2010 IEEE International Conference on
Services Computing (SCC), pp. 466–473. IEEE (2010)

11. Hermoso, R., Ilarri, S., Trillo-Lado, R., del Carmen Rodŕıguez-Hernández, M.:
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Abstract. The main goal of this paper is the development of a plat-
form which can insure the effectiveness and the simplification of the
loan granting process performed by financial credit institutions and
banks oriented to small and medium enterprises. The factors considered
include employee’s education, experience, philosophy, self-beliefs and self-
understanding of the bank’s target and values and his self-commitment to
the bank’s objectives. This paper proposes a platform which implements
a statistical model, containing financial indicators. The model is flexible,
being able to include, besides financial indicators, some emotional ones,
considered as model corrections pertaining to the decision maker. The
latter indicators are important in borderline decisions. Our platform has
been validated on samples containing financial data for Romanian small
and medium sized enterprises.

Keywords: Adaptive Reference System · Risk assessment · Risk
Culture · Credit risk

1 Introduction

The credit risk taken by these institutions constitutes a major problem, largely
debated by the specialized international communities. In accordance with the
rules of lending, as specified in Basel II (2006) [7] and Basel III (2010) [8], the
objective of the banking institutions is to identify factors having a significant
impact on the probability of granting a loan, and to construct credit risk models.
Basel II encourages banking institutions to implement their own internal models
for measuring financial risks. The credit risk remains one of the major threats
which financial institutions face, so therefore it is essential to model it. Consumer
finance has become one of the most important areas of financial credit institu-
tions and banks because of the amount of credits being lent and the impact of
such credits on global economy. Lately, an increasingly large number of scientists
have obtained remarkable results in estimating the credit risk [32–34]. A signif-
icant number of international journal articles have addressed different credit
c© Springer International Publishing Switzerland 2016
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scoring techniques. The problems resulting from the non-performing loans can
cause financial distress in banks, which in turn creates economic and social tur-
moil. As we are facing a constant increase of credit solicitors, the analysis of the
credit requests becomes a major problem for the creditor.

Our work is based on two models: the Adaptive Reference System (ARS)
[35], a general framework dedicated to evaluate and improve the behavior and
proficiency of an decision maker, and a logistic regression model for the credit
risk assessment.

The main goal of this paper is the development of a platform which can insure
the effectiveness and the simplification of the loan granting process, available for
both the financial institutions and the ones who want to be given a loan. As we
live in a high speed era, we are trying to propose through ARS a publicly exposed
platform where potential credit consumers could create profiles and upload their
financial data which could save time for the financial institutions while pre-
filtering their loan granting customers. While doing so, all data being centralized,
we can automatically evaluate the proficiency of each financial institution, of
each of their agencies and provide both comparison means and also suggest
improvements for the lower performers.

The structure of the paper is as follows. After this introductory section, the
next one gives a literature review, including a brief description of ARS. The rest
of the paper contains our original work, which finally leads to an application
of the general methodology specific to ARS in a particular field, namely credit
assessment. This way, Sect. 3 presents the statistical methodology involved (i.e.
the logistic regression model), while Sect. 4 describes the physical platform imple-
menting ARS methodology in the above-mentioned field. Final section contains
conclusions and future work.

2 Related Work

The focus of this paper is a split between the evaluation of the risk assessment,
the proficiency of a decision maker and the implementation of a tool (software
platform) that handles them. So, the areas for the background documentation
are consequently.

The main goal of the financial institutions is to ensure the flow of resources
from sectors with an excess of funds to those with a deficiency in funds. Our paper
fits into the trend of finding advantageous solutions for the credit risk manage-
ment. The growth in consumer lending has known during the past decades could
not have been possible without a formal and automated approach to assessing
the risk that a loan to a consumer will not be repaid. The papers [22,29] are
relevant in this respect.

There are many papers and reviews dedicated to the evaluation of agencies
and their proficiencies, like Fitch, Moody’s and Standard&Poor’s [26]. Out of
the results we have read, when it comes to credit assessment, their conclusions
remain in the area of financial indicators.

Also, there are many studies concerning the relevance and efficiency of the
decision maker and there are quite a few methodologies to follow:
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– One study we found relevant is about the usage of expected utility theory
versus the use of prospect theory by which it has been demonstrated that
probabilities should be replaced by decision weights [20].

– Another researched approach is the model of herd behavior, by which the
decision maker looks at the decisions made by previous decision makers [6].

As the banking system is consistently constrained by the confidentiality of
data, we couldn’t find any public tools nor platforms available for research.
Neither could we find any description of algorithms for computing the credit
assessment.

In terms of managing the risk, our aim is not the study of the risk manage-
ment directly, but better yet offer valuable output about the consequences of the
potential of conflicts [19,21] induced by ignoring (at the management level) the
cultural differences between remote agencies of the same organization [27,30]. In
this case, the conflicts take the shape of lower performance in credit assessment
in comparison with the context specified by the financial institution.

3 The Problem Context

The decision to either grant a loan or not, is a multi-criteria decision [36], involv-
ing objective factors (client data, usually financial indicators), as well as subjec-
tive factors, specific to the decision maker.

3.1 Input Data

There is a wide range of mathematical models which combine financial indicators.
The best performing equations used to compute the risk assessment are the non-
linear ones which dis-associates the degree of dependency between the indicators.

Our study has demonstrated that the analysis of the financial indicators
alone in credit scoring can easily reach a gray area of decision (i.e. borderline
decisions) either to grant the loan or not. When they do so, the bank tends to
ask for extra information about the client’s financial status which could give the
bank an additional perspective over that specific company.

We believe that there should be an additional indicator, computed by the the-
ory of planned behavior and enclosed by the name of Risk Culture [3], computed
out of several cognitive criteria which carefully selected and evangelized across
the bank, could influence the bank’s overall proficiency in its credit engagement.
This indicator is a subjective one, belonging to the decision maker [10].

3.2 Adaptive Reference System

An automated data processing technique which gives an accurate description
over the current status of future clients as well as an accurate perspective over
the future behavior of current clients, requires a broader approach which is suit-
able for the Adaptive Reference System (ARS) [35], described shortly below.
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The Adaptive Reference System (ARS) is used to evaluate organization’s per-
formance. ARS can adapt easily to any organizational environment change by
tracking three very specific values: Standard Value (ARS(Cr, SV )), Expected
Value (ARS(Cr,ExV )) and Actual Value (ARS(Cr,AV )). These values need
to be acknowledged and fairly well-identified by the decision maker and/or well-
computed inside each industry field in join with each evaluation criterion. Each
such assembly of these values in the context of an evaluated criteria set grouped
by a very specific Area of Interest (AoI) constitute a powerful key performance
indicator, KPI we can use to track the organization’s performance level by
the chosen AoI which can be an actual department of the organization (Sales,
Accountancy, etc.). Each AoI has its specific set of KPIs. The adaptability
capacity of the ARS resides in its historical stored context of all KPIs which
can be tracked in time to evaluate the decision performance by individual context
(natural state).

3.3 Financial Indicators Considered

AoI in our case is credit risk department of an financial institution. Having con-
sidered the important role of the financial institutions in the economic activity
development, we consider as relevant the choice of such an institution for an par-
tial implementation of ARS that can help a Relevant Decision Maker (RDM)
[35] to better evaluate his alternatives. The problem of either acquirement/non-
acquirement of loan can be viewed as a binary classification problem where
applicants for credit are predicted to be either good or bad risk. The practical
problems of consumer credit modeling relate to how to measure the performance
of the future client, how to build a score for a new credit based on the existing
data, how to improve the monitoring of the score and how and when to adjust
and rebuild score or change the operating policy. It was always required a con-
siderable emphasis in consumer credit modeling on ensuring that the data is
timely, valid and free from error.

The goal of this paper is to improve the quality of loan granting decisions
taken by an RDM in financial credit institutions and banks. Having in con-
sideration the above statements, we can definitely say that the viability of a
credit granting institution is depending on the scientific grounding of decisions
in the Risk Department. The criteria underlying the estimation of credit risk,
accredited in the scientific literature, are based on the following financial ratios
described below. According to ARS, these variables are resembled as KPI [23,25]
and are grouped as follows:

1. Profitability KPIs
– Return on assets (ROA), Return on equity (ROE), Net profit margin

(NPM) and Earnings Before Interest, Taxes, Depreciation and Amorti-
zation (EBITDA)

2. Leverage KPIs
– Leverage ratio (LEV ) and Stability ratio (SR)

3. Liquidity and solvency KPIs
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– Current liquidity ratio (CL), Flexibility ratio (FLEX), Cash-flow (CWR)
and General solvency (SOLV )

4. Activity KPIs
– Assets turnover (ASTU), Current assets turnover (CASTU) and Current

debts turnover (CDTU)

The ARS’s KPIs measure the company’s economic proficiency, by several
market perspectives. The many observations, the more relevant the accuracy
of interpretation. And since data computing automation is commoner and no
longer a blocker in the credit scoring process, we should consider as many as we
find to be statistically and economically relevant.

4 Statistical Methodology

This section presents some theoretical references considered necessary regard-
ing statistical methodology implemented in ARS. A special place is granted
to evolutionary computing techniques, necessary for an integrating approach
regarding: classification, variable selection, and parameter optimization, specific
to the credit risk assessment as introduced by Marques et al. (2013) [24]. The
regression approach in credit risk assessment of an applicant or current bor-
rower is logistic regression, now being the most common approach, presented by
L.C. Thomas et al.(2005, 2010) [33,34]. This approach allows one to indicate
which are the important questions for classification purposes, as described in
L.C. Thomas (2000) [32]. Further we will describe shortly the defining elements
of a binary outcome model. The dependent variable (denoted V D) is a binary
variable as in: V D = 1 for companies that have accessed credits, representing
the default event; V D = 0 for companies that have not accessed credits yet.
The binary outcome models are used for identifying the probability of success
(granting credit), which is modeled to depend on regressors. One such model
explains an unobserved continuous random variable y∗, further on called latent
variable. What needs to be observed is the binary variable y, which may take the
value 1 or 0, as y∗ exceeds a threshold (in our case 0.5). Let y∗ be an unobserved
variable, and regression model for y∗ is the index function model (see Cameron
and Trivedi (2005) [12]).

y∗ = X ′β + u (1)

where the regressor vector X is a K ×1 column vector, the parameter vector
β is a K × 1 column vector, and the error vector u is a K × 1 column vector.
Then X ′β = β1X2 + β2X2 + . . . + βkXk. The parameter vector β from model
(1) cannot be estimated, because y∗ is not observed. We have

y =
{

1 if y∗ ≥ 0.5
0 if y∗ < 0.5 (2)

where 0.5 is the threshold. The threshold is being chosen randomly by the
institution, according to its own credit granting claims. From (1) and (2) we
have

Pr(y = 1/X) = F (X ′β) (3)
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where F (X ′) is the cumulative distribution function (c.d.f.) of −u. If u is
logistically distributed is obtained the logit model. The probability of default (the
probability of success), is related to the application characteristics (the ARS’s
Key Performance Indicators) X1,X2, . . . , Xk by (3). Let a vector of data for
KPI, denoted as Xi = (X1i, . . . , Xki), where i = 1, . . . , N from N observations,
then from the model (3), the conditional probability is given by

pi ≡ Pr(y = 1/X) = F (Xiβ). (4)

The conditional probability pi is a positive sub-unitary value which measures
the credit risk for entity i, who’s performance gets synthesize by the KPI data
vector. The maximum likelihood estimator (MLE) is the estimator for binary
models. Given a sample (yi,Xi), where i = 1, . . . , N of N independent observa-
tions, we obtain a ML estimation vector β̂ = (β̂0, β̂1, . . . , β̂k). The estimated
coefficients β̂i help us to weight the impact of each of the independent Key Per-
formance Indicator i on the estimated probability of default (credit risk). The
β̂i estimates are forming the weights ICri needed to compute the Risk Culture
Indicator of the Credit Department. The change on the probability Pr(y = 1),
respectively Risk Culture Indicator, uses the following equation:

(∂Pr(yi = 1/Xi))/(∂xij) = F (Xiβ)βj , (5)

and represents marginal effects of Xi. In conclusion the weight β̂i measures the
impact of criterion i over the credit risk (the Risk Culture Indicator) specific
to the Risk Department. The relationship of calculation for the Risk Culture
Indicator, adapted accordingly to the financial institution, becomes the following:

RCj =

[
∑

i∈D

(ICri × KPIi)

]

× ID, (6)

where we noted with RCj the Risk Culture Indicator associated to the client j,
and ID represents the Department’s weight inside the financial or banking insti-
tution. The range of values for: the weights ICri , KPIi and RCj can be inferred
from the context of application [16]. The formula (6) is linear for the performance
indicators KPIi, but in some cases we find the interaction effects which leads to
non-linearity. Next we refer to practice on how to estimate the weights ICri , on
the database needed to compute these estimates and last but not least to com-
pute predictions regarding the client’s economical behavior. These elements are
all required in order to compute the Culture Indicators (RCj), of the Risk Depart-
ment, necessary decision making for the future decisions of an RMD.

We find mandatory to submit the relevance of a database and its update.
According to Berger et al. (2007) [9] the credit risk is an instrument of estimat-
ing the request of a loan customer based on his/her basic characteristics and past
experiences with credits. It is obvious that risk estimation requires an historical
database regarding credit behavior of both existing and future loan customers.
The estimation model of the credit risk is based on quantitative information
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gathered in a database regarding the factors related to the business of the cus-
tomer when applying for a credit. Once the Credit Risk indicators are identified,
using a binary outcome model one can build a statistical model that estimates
the weight ICri of each KPIi. The KPIi which have a significant impact (sta-
tistically significant) on the repayment behavior are weighted more heavily in
score. At the first step, based on the customer’s historical data, we compute
the ICri estimates. Based on this information, one can analyze and develop an
evaluation module that gives a score that describes the data accumulated on
loan applicants, and a probability of granting a loan can be estimated. As a con-
sequence, in the second phase, using the Eq. (6) updated by the values of each
KPIi, one can evaluate the credit risk RCj for each loan applicant. The purpose
of the credit risk model is to assign (or not) a loan to customers. Choosing the
variables [15] used in building credit risk models depends on the quality of the
data and the availability of those who supply them. There is no preset number of
indicators KPIi that should be used in building scoring models. The data used
affect the quality of the model. Based on some periodical economic analysis,
some companies will enter in the database and some others will be deleted [13].
This risk model allows risk making predictions using the right weights for the
KPIs. This way ARS can signal periodically the potential risk of each client. By
improving the database, the predictive classification power of a model should be
more realistic, and the standard tests of statistical significance should be more
compelling. The implemented model is based on sample data containing finan-
cial data for small and medium sized enterprises from Romania. The companies
come from various fields of activity that have been analyzed by the bank in order
to access a credit with a positive result. Taking into account the economic and
financial data, we have implemented a model which estimates the likelihood of
granting a loan. The analyzed financial statements taken into account by the
bank refer to the activity of the company.

5 The ARS Implementation

One can build hard numbers and evaluate accounting data as linear or nonlinear
as one could, but the behavior or misbehavior of a loan consumer is also driven
by the empathy and social and moral ascending between bank employees and
bank customers [1].

We believe that a smart system which could easily combine accounting and
culture values should get much closer to behavior predictability. Also, we believe
that the risk culture indicator should have its own coefficient to be multiplied by
and participate together to compute a more accurate score for credit eligibility
[5,14,36].

Apart from the actual computation of the credit eligibility score, we would
also like to compute the tendency of the Credit Department to grant loans - and
this should include the most of the context by which they become likely to grant
the loan. Starting from this point of view, we would like to track the core values
and beliefs of the bank employees and implement (teach) the most performing
structure of such values into all credit granting responsible employees [17,18,31].
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ARS is a concept using three actors in order to build several perspectives
of the same indicators which’s values are rendered inside its axis: the Standard
Value (SV ), the Expected Value (ExV ) and the Actual Value (AV ). In the case
of Risk Assessment for Credit Scoring there are currently no Standard Values
set (as per industry) [35].

The arguments in favor of using ARS are given by the possibility of also
computing external economical factors inside the same loan granting model not
just the creditor’s expectations and the client’s economical results.

The advantages of also considering the Standard Values in credit scoring are
tremendous since depending on the geographical area where the client resides,
there might be a question of long or medium term stability of a certain industry
field. For example, considering Romania for applying this model it is well known
that the Cluj county offers greater stability for the IT industry field while the
Salaj county offers almost nil stability, while considering the agriculture industry
field, the situation is complete opposite [23].

Even further, as at this moment each banking institution chooses its own way
of computing the Credit Score, so they don’t even share their client’s historical
behavior to each other until it is too late and the client is reported to the
Banking Risk Committee (BRC), while one of the KPIs to follow could be the
degree of difficulty of a client as a client per say, and therefore implies a big deal
of effort to manage it. And we strongly advice such dissemination of indicators to
complement the risk culture indicator of the Credit Department, see (Mikusova
2010) [25].

Nevertheless, for this paper we only consider using the creditor’s expectations
for the Expected Values (ExV) as follows:

– The creditor describes the indicators it wants to evaluate (the current thread
proposes only three significant KPIs, namely EBITDA, CR and ROI explained
earlier in this article);

– The creditor computes the weight ICr (the ARS’s importance mark) of each
accounting indicator (which it refers to as the coefficient value) as part of the
creditor’s Risk Culture;

– The creditor declares the expected value of the non-linear output (computed
from the ARSs linear score using the above mentioned indicators and weights)
which we call Eligibility Threshold (e.g. an Eligibility Threshold set to 0.5
means that any resulted value above 0.5 means that the company becomes
eligible to receive financial aid from the creditor, while any resulted value
lower than 0.5 means that the company is risk full to receive financial aid);

which are computed against any applicant company’s real data extracted
from the company’s historical economical and financial exercise for the Actual
Values (AV). Then provide means to overcome the variations between them in
order to facilitate the applicant’s eligibility to contract a credit by suggesting
economical measures which could enforce its Credit Scoring. (e.g. either increase
EBITDA, ROI or CR separately or all together to meet a better probability to
become eligible for a credit).
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5.1 The ARS Tool

Our web community portal www.adrefsys.org [2] has already focused on these
aspects and handles both assistance cases:

1. better elaborate the values of coefficients based on historical loans (already
granted and therefore able to evaluate their impact for the bank) and

2. evaluate current customers based on the freshly computed coefficient values.

For the sake of building a strong argumentation of ARS, we have built an open
platform called www.adrefsys.org which provides the actual tools to measure
real data in real time and build to test as many scenarios as any subject creditor
should have.

In order to comply a Credit Assessment into ARS, we have built as strategy
to start from defining a working Scenario in which we settle the context for
what to expect. During this setup process we have foreseen to give the current
scenario as much data as needed to uniquely identify it in order to address it
later on (a suggestive name, the Company Name it addresses the exercise to, the
period we intent to evaluate (e.g. 1st of January 2015 until 20th of December
2015) and the Eligibility Threshold as the minimum probability of becoming
eligible for financial aid (e.g. any probability value greater than 0.5 means good
chances of eligibility)).

Using this strategy we can later overlap various Scenarios in order to obtain
the overall KPIs like the credibility of the model, or the potential misbehavior of
the client. But of course, this decision belongs to the Credit Department, see
(Austin 1996) [4].

While setting the period we actually validate further monthly inputs so it
becomes valid as a scenario we gave the suggestive name to. For each scenario
we will define the creditor’s credit assessment culture, such as:

– the list of indicators he is willing to investigate,
– each indicator’s coefficient value,
– the eligibility threshold.

Remark 1. If any of the indicators participates in the equation in any of its
altered forms (e.g. squared EBITDA, natural logarithm of ROI, etc.) we suggest
to create a separate indicator with an according name and symbol and fill-in its
corresponding Coefficient Value.

A full Indicator definition also includes the specification of its Name
(long description), Symbol (short description), MinThreshold and MaxThreshold
which are values we use to validate future inputs against.

This far, we have managed to define the base context of a Credit Risk Assess-
ment or in our case the ARS’s Expected Values set. The second part is about
applicant data which we will refer to as the set of Actual Values.

We will constitute the applicant’s data into sessions, namely these can be
either monthly, quarterly, semester or annually accounting extracts. Defining a
Session implies providing its name (suggestive words), the calendar date of the

www.adrefsys.org
www.adrefsys.org
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accounting extract and an observations field where we can update information
as we go through the evaluation process of the current scenario. [28]

For each Session, we will define a set of Actual Values, that would be one
value for each indicator we have defined in the context of the current scenario.

When having all these data updated in ARS, we are ready to compute the
values of the score (denoted by X) as the linear/nonlinear output. The score is
computed using logistic regression. The Eq. (6), for ID = 1 becomes

X =

[
∑

i

(ICri × KPIi)

]

(7)

The probability of score, p(X), is computed using the following equation

p(X) =
eX

(1 + eX)
(8)

For the case study, presented in the Sect. 5.2, only three KPIs, namely
EBITDA, CR and ROI have a relevant impact over the score X. For each
evaluation session we compute X and p(X) and the resulting graphs contain
the evolution of these two indicators over all evaluation sections. Finally these
graphs give the decision makers an educated guess of the applicant’s chances to
qualify for the credit amount he is aiming.

Remark 2. the evaluation sessions do not necessarily need to be actual data
from live accounting, but simply exercise data a financial consultant can play
with in order to assess the applicant with the proper advice that will suite the
applicant’s goal of scoring well for the credit amount.

5.2 Case Study

In order to give a practical example for the above statements, we have chosen
three Romanian companies which are willing to solicit loans from the bank which
has built the database required to estimate the values for the coefficients ICri

(according to the regressive model (7)). In the following we have built the charts
for both score and probability (computed according to Eq. (8)) in order to show
better observed behavior of probability versus credit score over that period,
considering only the financial indicators. For each company we have elaborated
predictions for the next 2 months (P2), 4 months (P4) and 6 months (P6) for
the EBITDA, CR and ROI indicators. As you can easily see below, the scoring
chart becomes more harmonized by computing its probability chart. A growth
in scoring does imply a growth in eligibility, but not directly (not as linear). In
the probability chart below, you can also see the Eligibility Threshold (set to
0.5) and suggested by the red support line

In Fig. 1a and b we show the evolution of the probability and score for the first
company. It is a company which’s evolution is in favor to grant the solicited loan.
The Fig. 2a and b show us a company which doesn’t evolve in the direction desired
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(a) Score (b) Probability

Fig. 1. Study results for company A (Color figure online)

(a) Score (b) Probability

Fig. 2. Study results for company B (Color figure online)

by the bank. EBITDA is the indicator which decreases triggers an alarming shrink-
age of the probability to grant a loan. The graphs from the Figs. 3 and 4 reflect a
company which cannot make any claims to loan a credit in the next six months.
Although it shows a probability to be granted a loan of little above 0.5 (our thresh-
old), the company doesn’t have any eligible guaranties for the bank. Even if the
company is not credible, for the 6 months period of time, still it requires a careful
analysis for a longer period. Here is where we believe that our system will be able
to make a difference. If for the companies A and B the situations were to obvious
in favor or against granting a loan, for the company C where the financial indica-
tors are not conclusive, the residual influence of the risk culture indicator could
trigger the bank’s exposure to a good deal or a high risk.

Fig. 3. Score for Company C



Risk Assessment in Credit Scoring Analysis Using ARS 141

Fig. 4. Probability for Company C (Color figure online)

6 Conclusions

The economical purpose of any credit institution is to sell credits and the purpose
of contracting a credit is to produce economical growth. By using the ARS
methodology to evaluate a (Creditor, Applicant) context is to improve the odds
of making business and accelerate economical growth for each.

The strength of ARS is that it follows the creditor’s key indicators individu-
ally for smaller periods of time, which gives better transparency than computing
the same key indicators by a cumulative manner.

Therefore, we have identified each of the requested indicators by their con-
stituents as they can be identified in the legally accepted accounting system and
compute them in a loop for as many times as the time series’s items provided
by the applicant for analysis.

Graphically, the Expected Value is going to be a straight line (e.g. the support
line of 0.5 probability), expressed as a reference threshold for the applicant and
aims to guide the applicant in which areas should he stimulate his business, so
that he can become eligible for a credit of the desired amount.

Furthermore, in order to accomplish an agile implementation of the Risk
Assessment in Credit analysis using ARS, we will try to envision a system using
a company’s monthly balance as a physical accountancy extract in a computer
generated format file (e.g. CSV, TXT), where the monthly data extract will stand
for the time series. And having the applicant piped live to the ARS portal, he
could see in real time weather he complies for the targeted credit amount.

ARS is not only a formal system, but the grounds for a powerful tool which
can intermediate communication between credit institutions and credit con-
sumers and provide better means for each to cope for economical growth.
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Abstract. In this paper, we present an empirical study on the factors that
influence companies in their decision regarding the adoption of Cloud Com-
puting services. While this issue has been subject to a number of studies in the
past, most of these approaches lack in the application of quantitative empirical
methods or the appreciation of the inherent risk. With our study we focus on the
factors that promote and inhibit the adoption of cloud services with a particular
consideration of application risks. Our findings show that decision makers are
significantly influenced by the risk of data loss in the first place but also by the
risk that comes along with the service provider or technical issues that might
occur during the use of the service. On the other side, the attractiveness could be
identified as an important driver for the adoption of cloud services.

Keywords: Cloud computing � Adoption � Cloud readiness

1 Introduction

Although the concepts used with Cloud Computing (CC) were predominant for a long
time, the emergence of Amazon Web Services in 2006 brought CC to the mind of
mainstream corporate and private users (Regaldo 2011). After available services and
business models evolved for nearly a decade, CC became an alternative to traditional
approaches of service delivery such as Application Service Providing (ASP) or
on-premise hosting. CC offers many advantages. For example, Cloud Service Providers
(CSPs) offer flexible “pay-as-you-use”-service plans where users only get charged for
the actual consumed units. Furthermore, no investments are necessary to ramp up on
server infrastructure as the traffic of the cloud services increases (Armbrust et al. 2010).
In addition, cloud service plans often allow short-term contracts from a couple of days
to hours in extreme cases which again improve the flexibility for the user.

Despite mostly positive experiences of companies who actually use cloud services
(Narasimhan and Nichols 2011), many companies are still reluctant towards the use of
CC for certain reasons. In Germany, only 12 % of all companies use cloud services
(Statistisches Bundesamt 2014). Fear from cyber-attacks, problems with data security
and the uncertain legal situation are among the most stated reasons for companies not
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to use public cloud services (Boillat and Legner 2014; Carroll et al. 2011). According
to these results, we emphasize the role of risk when it comes to the adoption decision
(research question RQ1) and consider the attractiveness of CC as the opposite (RQ2):

RQ1: What are primary risk factors that influence the adoption of cloud services
and how strong is their impact on the decision?
RQ2: To what extent does the attractiveness of a cloud service oppose the negative
effect of risk in an adoption decision?

Following these research questions, the goal of this paper is to identify the deter-
minants for a company’s decision to use a cloud service or not (cloud service adoption).
The focus is set on public cloud services as private cloud services have a strong
resemblance to the traditional on-premise or ASP service type. In the first step, we will
identify possible decision factors using established theories in the field of acceptance
research (e.g. transaction cost theory, theory of core competence). Based on these
factors a research model will be developed. In addition, the specific nature of CC with
its unique characteristics like dynamic resource allocation or location independent
network access is also taken into account. In the second step, we empirically test our
model and present the results of the survey.

2 Literature Review

In 2014, Schneider and Sunyaev (2014) comprehensively reviewed the CC literature
published before April 2014 in conferences and journals of the top 50 AIS ranking.
They identified 88 papers treating IT outsourcing and adoption of CC services. Only 13
of these papers used quantitative empirical methods to identify the drivers and barriers
of CC adoption, providing profound in-depth analyses to gain an understanding on the
relationship between certain decision factors and the adoption as well as on the rela-
tionship among the factors themselves. Based on these results, we searched the com-
mon scientific databases (ACM, Business Source Premier, Emerald, Google Scholar,
IEEE Xplore, Sciverse, Springerlink) for the terms “cloud”, “cloud computing”, “cloud
service” in combination with “adoption”, “introduction”, “adoption factors”, “deter-
minants” and found nine additional papers (see Table 1 for all papers).

Half of the papers (e.g. Benlian et al. 2009; Wu 2011) concentrate on the adoption
of SaaS, neglecting IaaS and PaaS, while the other half (e.g. Alharbi 2012; Blaskovich
and Mintchik 2011) investigates CC in general. The latter do not distinguish between
SaaS, PaaS and IaaS but pose only questions generally concerning CC. Only one paper
(Heinle and Strebel 2010) investigated the influence factors of IaaS but used expert
interviews instead of a structured questionnaire. Some papers (e.g. Opitz et al. 2012)
focus only on adoption drivers, neglecting the barriers. Others focus on characteristics
of the service user (e.g. Low et al. 2011) instead of the characteristics of the cloud
service and the causality which is the focus of this publication. The goal of this paper is
to extract relevant adoption factors considering the three different cloud service types
and focusing on the risk that comes with the application of cloud services. Therefore,
explicit questions are used to examine how the different service models are assessed by
the interviewees instead of looking at CC only in general.
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Table 1. Results of the literature review

Author Object Interviewees Basic theory Findings

Alharbi
(2012)

CC IT professionals
of Saudi
Arabia

Technology Acceptance Model Age, education influence
attitude towards CC.
Younger and higher skilled
people have a more positive
attitude

Asatiani et al.
(2014)

SaaS SMEs in Finland Global Information-Intense Service
Disaggregation; Transaction Cost
Theory

Frequency, need for customer
contact have a negative
influence on adoption while
information intensity, asset
specificity and uncertainty
have a positive one

Benlian
(2009)

SaaS SMEs in Europe Transaction Cost Theory Environmental uncertainty,
application specify, usage
frequency hinder adoption

Benlian and
Hess
(2011)

SaaS German IT
Executives

Theory of Reasoned Action; Perceived
Risk Framework

Cost advantages are strongest
driver while security risks
are the strongest barriers

Benlian et al.
(2009)

SaaS German IT
Executives

Transaction Cost Theory; Theory of
Planned Behavior; Resource Based
View

Low specificity applications are
more often outsourced than
high specificity applications.
Size of an enterprise plays
no role for the adoption
decision

Blaskovich
and
Mintchik
(2011)

CC Accounting
Executives

Resource Based View; Institutional Theory Skills of CIO’s negatively
affect the adoption

Gupta et al.
(2013)

CC SMEs in APAC
Region

– Cost savings are not the most
important factors. Ease of
use and convenience are
more important for SMEs

Heart (2010) SaaS Managers in
Israel

– Trust in the vendor community
positively affects adoption

Heinle and
Strebel
(2010)

IaaS German IT
Executives

– Provider characteristics (size,
market share, etc.) had the
strongest impact on the
decision of moving to a
cloud environment or not

Kung et al.
(2013/
2015)

SaaS Manufacturing
and Retail
Firms

Institutional Theory; Diffusion of
Innovation;
Technology-Organization-Environment
Framework

Interaction effects between
mimetic pressure and
perceived technology
complexity affect the
adoption

Lee et al.
(2013)

SaaS Korean IT
Consultants

– Reduced costs and distrust in
security are the main driver
and inhibitor

Lian et al.
(2014)

CC Taiwan
Hospitals

Technology-Organization-Environment
Framework;
Human-Organization-Technology Fit

Technology is the most
important dimension. Data
security is the most
important factor

Low et al.
(2011)

CC High Tech
Industry

Technology-Organization-Environment
Framework

Relative advantage has a
negative influence. Top
management support, firm
size, competitive pressure,
and trading partner power
have a positive influence

(Continued)
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Table 1. (Continued)

Author Object Interviewees Basic theory Findings

Narasimhan
and
Nichols
(2011)

SaaS North
American IT
Decision
Makers

– Adopters become convinced
quickly and expand adoption
quicker than non-adopters.
Agility is a more influencing
driver than costs are

Nkhoma and
Dang
(2013)

CC Secondary
Analysis of
Technology
Decision
Makers

Technology-Organization-Environment
Framework

An enterprises general
adoption style influences the
adoption of CC

Opitz et al.
(2012)

CC German CIOs of
Enterprises
Listed in
Stock Indexes

Technology Acceptance Model Social influence, subjective
norm, and job relevance are
important factors for
adoption

Repschläeger
et al. (2013)

CC Technology and
Web 2.0
Start-Ups

– Identification of 5 customer
segments and their
preferences concerning
cloud services

Safari et al.
(2015)

SaaS IT Professionals
of IT
Enterprises

Diffusion of Innovation;
Technology-Organization-Environment
Framework

Top influencing factors are
relative advantage,
competitive pressure,
security and privacy, sharing
and collaboration culture,
social influence

Saya et al.
(2010)

CC IT Professionals Real Option Theory Growth and abandonment
options have an effect on
adoption, while deferral
options do not.

Tehrani and
Shirazi
(2014)

CC SMEs in North
America

Diffusion of Innovation;
Technology-Organization-Environment
Framework

Level of knowledge about CC
is the most influential factor
for adoption decisions

Wu (2011) SaaS Taiwanese
IT/MIS
Enterprises

Technology Acceptance Model Expert opinions, doing things
faster with SaaS, security of
data backups are the most
influential factors for
adoption

Wu et al.
(2011)

SaaS Taiwanese
SMEs

Trust Theory, Perceived risks and benefits “Easy and fast to deploy to
end-users”, “seems like the
way of future” were the most
influential factors for
adoption. Data locality and
security and authentication
and authorization issues
were the most influential
concerns

Yigitbasioglu
(2014)

CC Australian IT
Decision
Makers

Transaction Cost Theory Legislative uncertainty
influences the perceived
security risk that negatively
affects the adoption. Vendor
opportunism also hinders the
adoption
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3 Research Framework

The readiness of enterprises to adopt cloud services is determined by two opposing
phenomena. On the one hand, there are factors that create attractiveness like cost
savings (Benlian and Hess 2011; Boillat and Legner 2014), increased flexibility
(Asatiani et al. 2014), or the concentration on core competencies (Gupta et al. 2013).
But there are also factors that represent a barrier for the adoption like missing data
security (Yigitbasioglu 2014), vendor lock-in (Armbrust et al. 2010), or loss of control
(Alharbi 2012). In the case of cloud services, one can generally speak of application
risks of various kinds. The characteristics and severity of these relationships are crucial
for determining whether a company will adopt a cloud service or not. Furthermore, the
factors and their severity need to be considered relatively to existing solutions used by
the firm. Although a cloud service may be more attractive in direct comparison with an
on-premise solution in terms of some criteria, this does not necessarily have to lead to
the adoption of the cloud service. For instance, risks in other areas might be perceived
higher and therefore prevent from the adoption of the service. On the other hand, an
adoption can take place if the service has a high attractiveness and the risk is considered
to be moderate.

Therefore, the two factors application risk and attractiveness are not considered as
two extreme points of a one-dimensional variable that are mutually exclusive, but as
two independent dimensions of an adoption decision. Thus, an allusion is made to the
hygiene factors and motivators of Herzberg et al. (1967). In the context of job satis-
faction, the authors argue that there are two variables that can produce job satisfaction.
The so-called “hygiene factors” prevent from the state of dissatisfaction. If there are no
hygiene factors available, a person will be unhappy with his or her situation. The
second dimension is called “motivators” and creates the feeling of satisfaction. If a
person lacks in motivators, he or she will not be “dissatisfied”, but rather “not satis-
fied”. In the context of CC, we assume specific risks to function as hygiene factors and
the attractiveness of CC as a motivator.

3.1 Hygiene Factor: Risk

Firesmith (2004) identified nine essential safety requirements that have a significant
impact on the quality of IT-based services naming the integrity as an essential criterion.
He divided integrity into the aspects data integrity, hardware integrity, personnel
integrity, as well as software integrity. Data integrity is the degree of protection of the
data from deliberate destruction or alteration. The hardware integrity describes pro-
tection from deliberate destruction of the hardware while the personnel integrity
describes the risk of the employees to be compromised. The protection of data and
hardware components against intentional destruction or falsification, however, is only
one aspect that determines the level of security of the data and physical server
infrastructure. In addition to an intentional destruction of data or hardware by third
parties, an unintended data loss or failure of the server hardware can occur as well.
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The probability with which these negative events can occur determines the level of
functional and data integrity. The direction of functional and data integrity is formu-
lated as hypothesis H1 as follows:

H1: The higher the technical reliability in the form of functional and data integrity
of a public cloud is perceived, the smaller the perceived application risk will be.

The employee integrity is considered in the model as a separate construct. To
include organizational effects that go beyond the reliability of the employee, a construct
called provider integrity is used. For example, there could be risk that providers follow
their own interests (analysis or resale of data) (Benlian and Hess 2011; Nkhoma and
Dang 2013). In addition, the provider may not properly delete the data after the ter-
mination of the contract (Yigitbasioglu 2014). It is assumed that provider integrity as
well as functional and data integrity influence the application risk as follows:

H2: The higher the provider integrity is, the lower the application risk will be.

Both of the constructs provider integrity and function and data integrity relate to the
use of cloud services for the execution of certain business processes. In order to detect
the extent of the application-specific overall risk within the measurement model, the
two constructs will be merged in a third construct with the name application risk. It is
also assumed that the application risk has a direct influence on the adoption readiness
(Asatiani et al. 2014):

H3: The lower the risk of the application of a public cloud services is perceived, the
higher is the readiness of a user to adopt the service.

The construct functional and data integrity represents the technical risk of data loss
or alteration of data. In addition, the legal question of who is responsible for the
protection of the data is an important issue in CC (Lin and Squicciarini 2010). Often,
the data transfer from the user to the service provider results in devolution of control
over the data to the service provider (Alharbi 2012). If these are personal data, the data
protection law of the respective country must be taken into account. The legal situation
is further complicated by the fact that often cloud services are used across national
borders. For instance, the service provider may be headquartered outside the European
Union (EU) while the service user is located inside. Here, specific legislation applies
for the outsourcing of personal data determined by the data protection laws of the
member states of the EU. Therefore, a cross-border use of cloud services poses high
demands on data protection (Lübbecke et al. 2013).

Despite the loss of control mentioned, the outsourcing company remains respon-
sible for the proper handling of personal data from a legal perspective (Opitz et al.
2012). This rule is derived from the data protection laws of the countries in the EU
which are now largely harmonized. This creates a risk that the service provider could
act contrarily to the instructions of the outsourcing company. In addition, the location
where the data is actually stored or processed is often unknown and is not necessarily
the same country where the headquarters of the service provider are located. These
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risks are collectively subsumed under the term data risk and have an impact on the
service users’ readiness for the adoption:

H4: The lower the data risk of a cloud application is, the higher the readiness for
the adoption will be.

3.2 Motivators: Attractiveness

A major advantage of cloud services is the ability to acquire only the amount of
resources that is actually needed. This allows preventing from an underutilized server
infrastructure at the in-house data center and therefore supports an economical provi-
sion of IT resources (Armbrust et al. 2010; Zhang et al. 2010). Companies can avoid
large investment in hardware and software while being still able to use IT services as
needed. The organizational hurdles such as the development of specialists for creating
custom IT services can also be avoided. This ultimately leads to a shift from fixed to
flexible costs. Subsuming these factors under the construct economic efficiency, we
hypothesize:

H5: A higher economic efficiency of public cloud services compared to an in-house
solution has a positive effect on the attractiveness of the services to the user.

Another characteristic of cloud services is the higher flexibility in comparison to
traditional IT services. Computing capacity in the cloud can be added or reduced
dynamically and on demand. This is not readily possible when running own server
infrastructure (Armbrust et al. 2010). Ideally, such an adjustment can take place
without any direct interaction with the provider, usually in the form of self-service
portals on the provider’s website. As cloud services are usually offered through stan-
dardized web technologies, they can be accessed from anywhere and with different
terminal types (e.g. PC, smart phone, tablets). The location independency is of great
importance in some scenarios such as for sales representatives that can access Customer
Relationship Management applications on the road. However, the flexibility concerns
not only the technical aspects but also organizational and administrative issues.
Because of the short duration of contracts, one can realize advantages in terms of
price/performance by changing providers (Durkee 2010) as long as the switching costs
do not exceed this price advantage. Because of this wide range of advantages, the
flexibility in the model is taken into account as follows:

H6: A higher flexibility of cloud services leads to a higher attractiveness.

Finally, it is assumed that adoption of cloud services will only take place if a
sufficiently large degree of attractiveness is present.

H7: The attractiveness of cloud services has a positive impact on the adoption
readiness.

The constructs and hypotheses result in the structural equation model of Fig. 1.
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4 Evaluation of the Structural Equation Model

4.1 Data Collection

The creation and evaluation of the structural equation model is based on data collected
between late 2013 and early 2014. The data was collected without focusing on a
specific industry. We consulted a corporate database to contact 200 companies without
any restriction in terms of size or domain. From the companies that we contacted, we
identified 183 that had at least a basic understanding of cloud computing. A ques-
tionnaire with 35 questions measured in a 5-point Likert-scale was sent to these 183
companies as paper and online version. The persons who responded to the poll mostly
came from lower and middle management of the IT department. All responders were
familiar with the core concept of CC and its service types (SaaS/IaaS/PaaS). A total of
67 companies participated in the survey. After eliminating incomplete records, 53
completed answer sheets remained. Although the number of only 53 samples is con-
sidered small, the PLS-approach is capable of dealing with such a small sample size
(Chin 1998; Hair et al. 2013). Table 2 shows the participants of the survey with their
respective size and intention towards the adoption of cloud services.

4.2 Evaluation of the Measurement Model

The evaluation of the measurement model in structural equation modeling is performed in
two steps for reflective indicator-construct relationships. In a first step, a verification of
the indicators and their ability to represent the related constructs properly is performed.

Functional and
Data Integrity

Provider 
Integrity

Application Risk
R2=0.4866

Adoption 
Readiness
R2=0.5273

Data Risk

Attractiveness
R2=0.1987

Economical
Efficiency

Flexibility

H1-:-0.3162
2.4919**
0.1437

H2-:-0.4906
4.4539***
0.3687

H3-:-0.2431
2.0289**
0.4618

H5+: 0.2216
1.8297*
0.0440

H4-:-0.4052
3.4949***
0.2181

H6+: 0.2882
1.9288*
0.0693

H6+: 0.2315
2.2575**
0.0740

H: path coefficient
t-value
effect size

*** p<0.01
** p<0.05
* p<0.1

Fig. 1. Research model and results of PLS algorithm

Table 2. Participants of the survey

Number of employees Share Adopters In the future Non-adopters

<50 (small) 35.19 % 26.32 % 26.32 % 47.37 %
50–250 (medium) 33.33 % 27.78 % 33.33 % 38.89 %
>250 (large) 31.48 % 23.53 % 41.18 % 35.29 %
No answer 6.89 %
Total 25.93 % 33.33 % 40.74 %
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In the case of reflective indicators, the reliability of the items and other convergence
criteria need to be tested (Henseler et al. 2009). In this paper, the Average Variance
Extracted (AVE), construct reliability (CR), Cronbach’s alpha, Fornell-Larcker-criterion,
cross-correlations between the items and the Stone-Geisser-criterion (Q2) were tested.
Indicators that did not meet the quality thresholds were removed from the measurement
model in an iterative process. An item was considered as sufficient when the reliability of
the item exceeded a critical value of 0.5 (Henseler et al. 2009). In some cases, however, a
critical value of 0.4 is called in the literature if the remaining convergence criteria are met
at the same time (Krafft et al. 2005). In addition to the reliability, the t-values for a
significance level of 0.95 must be above 1.66. At a significance level of 0.90, a t-value of
1.29 would be acceptable.

To determine the item reliability, the bootstrap-method with 5000 samples and 53
cases was carried out with SmartPLS which is the proposed setting suggested by Hair
et al. (2010). The elimination procedure led to the removal of 11 of the initial 31
reflective items because either the item reliability or the t-values did not exceed the
threshold (Table 3). The values of the AVE, Fornell-Larcker criterion and construct
reliability passed the necessary threshold of 0.5 (AVE) or 0.7 (CR) (Bagozzi and Yi
1988). The Fornell-Larcker criterion was met for all constructs, as the squared AVE of
each construct was higher than the correlations with each of the remaining constructs
(Fornell and Larcker 1981). The items did not have any cross-correlations. The
Cronbach’s Alpha of the construct flexibility missed the threshold of 0.7 slightly; the
construct attractiveness missed the threshold significantly with a value of 0.3248.

Table 3. Results of the measurement model

Construct Item Loading/weight Reliability t-values

Provider integrity Service provider follows
its own agenda

0.9012 0.812 23.6285

Dependency on service
provider

0.8020 0.643 23.3471

Application risk Data base and data
storage (PaaS)

0.8020 0.643 15.8861

Development
environment (PaaS)

0.7114 0.506 6.8395

Ready-to-use software
(SaaS)

0.7941 0.631 12.5492

Virtual server
infrastructure (IaaS)

0.7193 0.517 8.4036

Flexibility Easy adoption of
resources

0.8417 0.708 5.6061

Easy and instant
alteration of resources

0.7696 0.592 4.5017

Independence of location
and devices

0.6984 0.488 4.7492

(Continued)
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Formative indicators do not only represent a result of the associated construct but
are responsible for the expression of the construct that they are supposed to describe.
For this reason, it is not recommended to remove items during the evaluation because
this would lead to a significant change in the core meaning of the according construct
(Jarvis et al. 2003). Henseler et al. (2009) suggest testing for external validity and
significance of the item weights. The item weights provide information on the extent to
which a construct is influenced by the associated items. In formative models, the focus
is on the weight of the items rather than on the loadings of the indicators. In order to
make a significant contribution to the characterization of the construct, the corre-
sponding t-values should exceed 1.96 at a significance level of 0.95 and 1.66 at a
significance level of 0.90. At least, two indicators exceeded the threshold of 1.96. The
Fornell-Larcker criterion for the construct data risk was also met.

We tested the formative construct Data Risk for multi-collinearity with SPSS 24
through the Variance Inflation Factor (VIF). All VIF values turned out to be below 1.7
which indicates almost no collinearity among the items.

Table 3. (Continued)

Construct Item Loading/weight Reliability t-values

Attractiveness Attractiveness of PaaS 0.8813 0.777 7.4703
Overall opinion on public
cloud

0.6344 0.402 3.1723

Adoption
readiness

Data base and data
storage (PaaS)

0.7900 0.624 10.2919

Development
environment (PaaS)

0.6750 0.456 4.3533

Ready-to-use software
(SaaS)

0.6431 0.414 5.1935

Virtual server
infrastructure (IaaS)

0.8349 0.697 17.0029

Functional and
data integrity

Data errors during data
transfer

0.9187 0.844 35.1452

Data loss/mutilation 0.8303 0.689 16.8613
Economic
efficiency

Cost reduction 0.8138 0.662 7.6603
Financial benefits 0.8632 0.745 6.9636
Administrative effort 0.8831 0.780 7.4336

Data Risk
(formative)

Data exposal to
unauthorized persons

−0.0611 0.3885

Data safety 0.7008 3.0393
Unknown place of data
storage

−0.0793 0.3783

Loss of control 0.5130 1.9979
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4.3 Evaluation of the Structural Model

The hypotheses are evaluated for the postulated effect relationships between the con-
structs. The path coefficients between the constructs serve as test criteria. Chin (1998)
suggests a threshold of 0.2 for the path coefficients in order to attest a meaningful
relationship. The values of t-statistics of the path coefficients must exceed the threshold
of 2.57 at a confidence interval of 0.99. At a 0.95 confidence the coefficients must
exceed the value of 1.98 and 1.66 at a maximum error probability of 10 percent. During
the evaluation of this study, the hypotheses H2 and H4 could be accepted at an one
percent probability of error. The hypotheses H1, H3, and H6 could be accepted at a five
percent significance level and H5 and H6 at a 10 percent level.

For the coefficient of determination (R2) Chin (1998) denotes values above 0.67 as
“substantial”, above 0.33 as “moderate”, and above 0.19 as “weak”. In our model, R2 is
at a moderate level for the constructs adoption readiness and application risk and at a
weak level for attractiveness. That means, that 52.73 %, 48.66 % and 19.87 % of the
variance can be explained. Effect sizes f2 above 0.35 indicate a strong effect, between
0.35 and 0.15 a mean effect and sizes below 0.15 but above 0.02 indicate only a slight
effect. In our case, H2 (.3687) and H3 (.4618) have a strong effect, H4 (.2181) a mean
effect and the remaining hypotheses only a slight effect.

5 Conclusion

The presented structural equation model provides insights to answer the question, what
factors influence the adoption decision of public cloud services. The results of the
survey are satisfactory. All hypotheses could be confirmed. 52.7 % of the variance of
the construct adoption readiness could be explained by the other constructs used in the
model. The construct attractiveness missed the threshold for Cronbach’s alpha sig-
nificantly, flexibility missed it slightly and the variance explained for attractiveness is
only 19.97 %. In conclusion, we can state that in our model the adoption readiness is
mostly influenced by the risk side (RQ2). Answering RQ1, we found that data risk has
the strongest influence on the adoption readiness followed by the application risk. The
application risk is influenced stronger by the provider integrity than the functional and
data integrity.

That means that technical issues play a much less important role to firms when
deciding on the adoption of cloud services than concerns about data security and
provider integrity do. As a consequence, cloud service provider should focus on a
better data protection to strengthen the customers’ trust in the provider. They should
work as transparently as possible and provide insights into their processes so that
customers can monitor the safety and security of their data. As Heart (2010) shows, this
would positively affect the adoption process.

Limitations occur concerning the sample of the study. The sample size is quite
small and comes from only one country. Therefore, it may not be possible to generalize
the results. Future studies could focus on the impact of cultural aspects on the adoption
of cloud services. For example, the adoption rate in Germany is quite low in com-
parison to Australia (Yigitbasioglu 2014) or other APAC-countries (Gupta et al. 2013).
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Because of the small sample, we also did not separate the results based on the company
size or based on the user’s extent of knowledge with Cloud Computing. As Boillat and
Legner (2014) emphasize, there is a difference between asking enterprises that have
already adopted CC and those who intend to do or rather think about moving to the
cloud. A distinction of these two groups could provide cloud service providers with
useful insights on (a) how to address firms which are new to CC and (b) what are the
most important characteristics of CC for real users. However, the number of responders
of our survey who have already moved to the cloud is too small so that this analysis
must be postponed to future studies. With a larger sample, the results could be inter-
preted in more detail according to the company size (small, medium, large) or the
adoption state. Then, individual results could be generated for each cluster which could
help service providers to tailor their service to a certain target group.
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Abstract. The proposition is connected with the research of the secu-
rity or threats referring to message decryption, user dishonesty, a non-
fresh nonce, uncontrolled information jurisdiction, etc. (that means secu-
rity properties - attributes), in network communication processes [3].
Encrypted messages are usually sent in the form of protocol operations.
Protocols may be mutually interleaving, creating the so called runs, and
their operations can appear as mutual parallel processes. The investiga-
tion regards both particular security attributes and their compositions
referring to more general factors, such as: concrete users, protocols, pub-
lic keys, secrets, messages, etc. Probabilistic timed automata (PTA) and
Petri nets characterize the token set and the complex form of condi-
tions which have to be fulfilled for the realization of transition [5]. The
abovementioned situation forms a conception pertaining to the parallel
strategy realized with the help of the Petri net that includes the set of
security tokens (attributes) in each node.

Keywords: Tensor analysis · Protocol security · Auditing system ·
Probabilistic timed automata

1 Introduction

To clearly state problem we propose pay attention on a new specific approach
based on searching communication threads not by identifying directly the dan-
gerous situations but on utilizing long time prognosis and systematically building
information for trends of integrated group of parameters. Therefore, we can-
not compare the results of out strategy with the results for the existing short
time prognosis. According to our system we supplement the current informa-
tion dynamically, what is obviously realized on time. The parallel approach give
us possibility not only to accelerate the investigation procedures but also to
effectively realize them in reference to a given group of users. The set of security
communication attributes is presented in [5]. Here we present the inferring mech-
anism. Selected elements are logically combined in the form of rules. For rules
creation we have chosen the BAN and Hoare [3] logic. Rules have a traditional
form “if conditions then conclusions”. Conditions are represented by protocol
c© Springer International Publishing Switzerland 2016
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actions, whereas conclusions by attributes. Attribute corrections (modifications)
are realized according to rules. Our research based on tensor formalism gives us
the pictures of complexity scale of monitoring algorithm and points on depen-
dencies and among security parameters. Such projecting strategy facilitates the
building of independent parallel processes and their separate execution. The
distributed form of investigation, according to chosen security factors, suggests
to use the parallel composition of the PTA node structure [2,5]. In general,
the organization of the calculation process is presented in the section devoted
to the thread creation and the dynamics of their new designation [12]. Our
presentation starts from semantic formalisms (Sect. 2) which permit us to col-
lect global information to support the creation of a parallel implemented struc-
ture (Sect. 3). Then we show the system shell scheme of a parallel configuration
(Sect. 4). Finally we give selected intermediate and efficiency result.

2 Semantic Formalisms for the Presentation
of the Communication Security State

2.1 Communication Protocol Run Characteristics in Tensor
Grammar Description

Security state is the compendiousness of security attribute levels in aspect of
cryptography authentication. The value of attribute security ati is calculated in
probability space. In this case, the probability space has dimension n, where the
number of all attributes is regarded in the security analysis, and is defined in
the following way: Measure space [1] P with the measure μ : M → [0, 1]n which
holds the following conditions:

1. 0 ≤ μ (At) ≤ 1 for a given attribute set At ∈ M

2. μ
(∩i∈{1,2,...,la}ati

)
=

la∏

i=1

μ (ati),

where: n - the number of all attributes, M - the set of all attributes, At - the
selected subset of attributes, la - the number of selected attributes, μ(At) is a
probabilistic security space. Attributes are included in the structure of security
module components. Essentially, the following type of modules can be named
as protocols, messages, secrets, intruders, nonces [3]. The detailed information
about the freshness of keys and nonces, the degree of encryption, sources, the
number concerning the usage of each key, the number of honest users and intrud-
ers is contained in security attributes [5,8]. The value of attributes is corrected
by authentication rules and the time of their (attributes) activation. Let us start
from attributes. Each module is described by a specific set of attributes. The sim-
ple sum of the m one-dimension probabilistic spaces (the measure of attributes
has a probabilistic form) is treated as a tensor of valence 2 and dimensions m ·n
and consists of n - attributed components (state vectors), where m - the number
of security modules, n - attribute number. This tensor Ta is presented in the
following form [1]:
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Ta(2) =

⎛

⎜
⎜
⎜
⎝

at1,1 at1,2 ... at1,m

at2,1 at2,2 ... at2,m

...
...

...
atn,1 atn,2 ... atn,m

⎞

⎟
⎟
⎟
⎠

, (1)

where ati,j ∈ [0, 1] - the i-th attribute in the j-th security module.
Attributes are modified by rule and time correction functions. The rule cor-

rection in the simplest form is realized by the multiplication of the attribute by
the correction coefficient:

ati,j (t) = ci,kati,j (t − 1),

where k ∈ {1, r} - the code of the rule which implicates correction.
The rule regarding the correction tensor Tc, with dimensions r · n, is pre-

sented in the following way:

Tc(2) =

⎛

⎜
⎜
⎜
⎝

c1,1 c2,1 ... cn,1

c1,2 c2,2 ... cn,2

...
...

...
c1,r c2,r ... cn,r

⎞

⎟
⎟
⎟
⎠

, (2)

where ci,k ∈ [1, r] - the i-th attribute correction referring to the k-th rule.
After the correction realized by the multiplication of the attribute ai,j by
the coefficient ci,k, the reduction tensor will be described as a tensor product
Tpr·m·n = Tcr·n ⊗ Tan·m. In the expression (3), the exemplary exposed tensor
sector (frame - granule - component) refers to the set of attributes evocated by
the 1-st rule in the 2-nd security communication module (e.g. 2-nd protocol).

Tp(3) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

c1,1at1,1 c1,1at1,1 ... c1,1at1,m

c2,1at2,1 c2,1at2,1 ... c2,1at2,m

...
...

...
cn,1atn,1 cn,1atn,1 ... cn,1atn,m

c1,2at1,1 c1,2at1,2 ... c1,2at1,m

c2,2at2,1 c2,2at2,2 ... c2,2at2,m

...
...

...
cn,2atn,1 cn,2atn,2 ... cn,2atn,m

. . .

. . .

. . .
c1,rat1,1 c1,rat1,2 ... c1,rat1,m

c2,rat2,1 c2,rat2,2 ... c2,rat2,m

...
...

...
cn,ratn,1 cn,ratn,2 ... cn,ratn,m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (3)
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The presented grammar refers to a general approach, i.e. when the same
attribute can be corrected independently in different security modules. In this
approach, for each module, the appointed attribute can be modified in a different
and independent way. In the simpler variant, the single attribute is reduced only
in one way for all modules. In this case the formal description will be significantly
easier.

Attribute vectors (tensor with rank 1) would have the feature (4). In this
approach, the attribute modification way, which is based on averaging the cor-
rection coefficients of different authentication rule proveniences, will be more
convenient.

2.2 The Conception of Time Attribute Correction - Tensor
Description

Generally, the influence of the correction strength tensor Tα is described in the
following way:

Tα(2) =

⎛

⎜
⎜
⎜
⎝

α1,1 α2,1 ... αn,1

α1,2 α2,2 ... αn,2

...
...

...
α1,m α2,m ... αn,m

⎞

⎟
⎟
⎟
⎠

.

We obtain the tensor of attribute time reduction Tp′′ as a result of the tensor
product Ta ⊗ Tα, with dimensions m · m · n. After narrowing tensor operations
according to non-adequate attributes and time correction coefficients, a simpli-
fied version of this tensor Tp′′′, with dimensions m · n, has the form:

Tp′′′(2) =

⎛

⎜
⎜
⎜
⎝

a1,1ct1,1 a1,2ct2,1 ... a1,mctm,1

a2,1ct1,2 a2,2ct2,2 ... a2,mctm,2

...
...

...
an,1ct1,n an,2ct2,n ... an,mctm,n

⎞

⎟
⎟
⎟
⎠

. (4)

The number of narrowing operations is equal to m(m − 1), which means that
this is the m(m − 1) rank tensor overlapping the operation [1] on itself (i.e. on
the tensor Tp′′). The protocol security state may be described in the binary
space, basing on the so called tokens tki,j . In this case, for each attribute in all
modules, we may design the threshold of security acceptation thi,j . These limits
are presented in the following way:

Tth(2) =

⎛

⎜
⎜
⎜
⎝

th1,1 th1,2 ... th1,m

th2,1 th2,2 ... th2,m

...
... ·

thn,1 thn,2 ... thn,m

⎞

⎟
⎟
⎟
⎠

, (5)

where thi,j ∈ [0, 1] - security threshold for the i-th attribute in the j-th module.
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The transition from probability to binary space is realized by threshold con-
dition verification and leads to the creation of the token structure:

Ttk(2) =

⎛

⎜
⎜
⎜
⎝

at1,1 ≥ th1,1 at1,1 ≥ th1,1 ... at1,1 ≥ th1,1

at2,1 ≥ th1,1 at2,1 ≥ th2,1 ... at2,1 ≥ th2,1

...
...

...
atn,1 ≥ thn,1 atn,1 ≥ thn,1 ... atn,1 ≥ thn,1

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

th1,1 th1,2 ... th1,m

th2,1 th2,2 ... th2,m

...
...

...
thn,1 thn,2 ... thn,m

⎞

⎟
⎟
⎟
⎠

, (6)

tki,j ∈ 0, 1 - binary security token adequate to the i-th attribute in the j-th
module.

In the process of the analysis, the aims of prognosis are also regarded. In
this case, the information about the pace of attribute changes in time is essen-
tial. Therefore, the tensor of time modification Tdt, with dimensions n · m, is
introduced as follows:

Tdt(2) =

⎛

⎜
⎜
⎜
⎜
⎝

∂at1,1
∂t

∂at1,1
∂t ...

∂at1,1
∂t

∂at2,1
∂t

∂at2,2
∂t ...

∂at2,m
∂t

...
...

...
∂atn,1

∂t
∂atn,2

∂t ...
∂atn,m

∂t

⎞

⎟
⎟
⎟
⎟
⎠

. (7)

Additionally, we also regard the mutual attribute value correction. This is rep-
resented by the tensor Tda with valence 3, and with dimensions m · n(n − 1).

Tp(3) = tpi,j =

⎛

⎜
⎜
⎜
⎜
⎝

∂ati,j
∂atk,j
∂ati,j

∂atk+1,j

...
∂ati,j

∂atk+n−1,j

⎞

⎟
⎟
⎟
⎟
⎠

i,j

, i ∈ {1, n} , j ∈ {1,m} , k �= i. (8)

Atomic components - granules are presented in the following way:

tdai,j,k =
∂ati,j

∂t
∂atk,j

∂t

=
∂i,j

∂k,j
, (9)

where: i, k - attribute codes, j - module codes.
With respect to the possibility of appearance of zero in the denominator

(when the k-th attribute does not change its value), we modify the above expres-
sion and obtain:

tdai,j,k =

{
∂i,j

∂k,j
when

∂k,j

∂t �= 0

1 when
∂k,j

∂t = 0
. (10)
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The security assessment of an oncoming threat, with reference to the base com-
ponent (the atomic part of security structure), is estimated as follows:

Satti,j =
n∏

k=1

tdai,j,k . (11)

The first stage of generalization leads to the estimation of communication module
security, but in this case the greater level of attribute variance appoints the
greater threat scale. Therefore, module security is assessed as an inverse of the
component value product:

Smj = 1

/(
n∏

i=1

n∏

k=1

tdai,j,k

)

. (12)

The next generalization stage is connected with the estimation of security of
the current part of a protocol run. This security assessment is expressed in the
following way:

Sr = 1

/⎛

⎝
m∏

j=1

n∏

i=1

n∏

k=1

tdai,j,k

⎞

⎠. (13)

3 Description of Security State with the Help
of Probabilistic - Timed Automaton Nodes

The security state is assigned to communication run factors, such as: user, mes-
sage, protocol, key, nonce, secret, etc. Adequate probabilistic - timed automaton
is described in [10]. Generally, a communication run consists of interleaving pro-
tocols. Protocol is created as a sequence of operations built on the basis of users
(sender, receiver, intruder), shared keys, nonces, secrets. The structure and oper-
ation (action) components are arguments exploited by rules [3] to extend the set
of security parameters. The same kind of parameters is directly included in pro-
tocol operations:

set sec 1 = sp ⊆ OP,
set sec 2 = r (sp ⊆ OP ) ,

set sec = set sec 1 ∪ set sec 2, (14)

The task of a user consists in the selection of the set of security attributes,
which will be the components of nodes of probability time automaton (PTA).
Components can be evaluated in two ways: as real and binary values. Real values
express the probability of security parameters and binary values express the
acceptable level of parameters. According to [2] the relation between the PTA
and the Petri net is mutually convertible. Therefore, it was decided to introduce
a notation of tokens which will be adequate to node security components in the
binary form.
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Security attribute types infer from protocol logic (BAN or PCL) formalisms
[3,9] which are partly described by the character of communication dealings in
the following way:

A ↔K B - users A and B communicate via the shared key K,
→K A - user A has K as its public key,
A ⇔Y B - users A and B share Y as a secret,
{X}K - the message X is encrypted by key K,
{X}K

A - the message X is encrypted by key K by user A,
<X>Y - the message X with an attached secret Y ,
A| ≡ X - user A believes the message X,
A � X - user A sees the message X,
A � X - user A sends the message X once,
A| ⇒ X - user A has jurisdiction over X,
#(X) - the message is fresh
At this point, we cite [4] one rule from the BAN logic as example:

Authentication rule – type I:
if (A| ≡ ((A ↔K B), A � XK) then (A| ≡ (B � X).

The rule can be interpreted as follows: if A and B shared key K and A sees
the message X, then A believes that this message is from B.

In the similar way we can define rules of nonce, vision, jurisdiction, freshness
etc. [11]. Due to the determined character of the attribute number la and their
binary form, the number of the security state (level) is strictly defined and
equal to l2a. The created node, in the investigation process (accompanying the
realization of the communication run), saves its structure but changes its values
of attributes (and consequently the security state). The security level can only
decrease. In the proposed parallel system, different, independently converted,
security nodes are created for selected security elements (the so called main
security factors). Generally, this situation is presented as in Fig. 1.

4 Parallel Process of Correction Communication Security
Attributes

The corrections of attributes can be realized simultaneously. The new recognized
action is used with the help of communication logic rules to activate the set of
attributes. At this moment adequate processor units start to correct the clock
and value of attributes. After the correction, the medicated attribute is sent to
different processors analyzing communication security level in accordance with
particular main factors. The estimation of acceleration inferring from paralleliza-
tion can be defined as acc = la ∗ (1 + lmf)/2, where lmf - the number of main
factors. The number of main factors is the sum of number of selected protocols,
messages, keys, users, nonce’s. The main security factor(s) is (are) declared for
the current action. An action usually influences one or several attributes.
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Fig. 1. Security modules (security nod structures for different main factors) are built
on the basis of chosen attribute sets. Each module (bold frame) consists of a different
set of attributes.

Analyzing security situation in network several (their number is e.g. equal
lac) processors can serve set of communication actions. Therefore, the accelera-
tion parameter will be estimated as interval in following way:

accn = [la ∗ (1 + lmf)/2; lac ∗ la ∗ (1 + lmf)/2]. (15)

The upper bound of acceleration is achieved when the sets of attributes, evoked
by actions, are mutually independent:
setat(i) ∪ setat(j) = Ø, where: i, j - numbers of actions [12].

The stages of this algorithm are as follows:

1. action input,
2. the recognition of the attribute corrected by the action,
3. the recognition of the type of correction,
4. correction realization*,
5. go to the 3-rd point until the last attribute,
6. the recognition of the main factor activated by the action,
7. token structure creation for the main factor**,
8. security state estimation for the main factor**,
9. go to the 6-th point until the last factor,

10. auxiliary analysis (threaten state prognosis creation, the distribution of prob-
abilities of transitions to the next stages)**,

11. go to the 1-st point until the last action***.
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Fig. 2. The upper bound of acceleration accn in parallel security checking variant.

There are three stages of parallelization: *- simultaneous corrections of
attributes, **- simultaneous main security factor analysis, ***- the simultaneous
serving of actions.

The type of action influences is practically regarded by two forms of algo-
rithm attribute corrections:
mc = {0, 1} - correction by multiplication by a given updating coefficient MCC
in case logic and heuristic rules influence, mc = 1 - the activation this form of
attribute correction, mc = 0 - the rejection this form of correction.
ec = {0, 1} - correction by exchanging to current level (represented by current
coefficient value of ECC) in case of lifetime or users(intruders) influences.

Therefore, it is possible to use simultaneously two form of correction for sin-
gle attribute. So, if ec = 1 then attribute value does not have to be increased:

att=k+1(i)
mc=0, ec=0−−−−−−−−→ att=k(i),

att=k+1(i)
mc=1, ec=0−−−−−−−−→ att=k(i) ∗ MCC,

att=k+1(i)
mc=0, ec=1−−−−−−−−→ ECC,

att=k+1(i)
mc=1, ec=1−−−−−−−−→ min{att=k(i) ∗ MCC,ECC}.

The experiments have approved that heuristic rules that influence in specific
cases (for example in multi usage of the same nonce) are more effective when
correction is realized in the following way:

att=k+1(i)
mc=1, ec=0−−−−−−−−→ att=k(i) ∗ (1 − MCC),

or
att=k+1(i)

mc=1, ec=0−−−−−−−−→ att=k(i) ∗ (1 − att=k(i)).
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The actual value of ECC, in case of lifetime type of influence, will be counted
by formula:

ECC = 1 − ettj−lti , (16)

where:
ti - the time of attribute activation,
lti - the attribute lifetime.

In reality, the time activity is transformed into probability attribute value,
in accordance with the given attribute lifetime.

The actual value of ECC in case of additional users (intruders) type of
influence will be counted by formula:

ECC = if (nus < nht) then ECC = 1, (17)

else
ECC = enht−nus,

where:
nus - the number of users (in the environment of main security factor),
nht - the number of honest users.

In reality, the time activity is transformed into probability attribute value,
according with the given number of honest users.

5 Conclusions

The security investigation is acquiring an increasing importance with the grow-
ing network communication. Therefore, the problem of dynamic security estima-
tion is increasingly grasping the interest of the data mining community [6]. The
parallel approach guarantees not only increase the possibility to accelerate the
reaction (from 100 to 600 times) (Fig. 2) to impending threats, but also permits
us to treat chosen main security factors independently and to simultaneously
provide security attribute corrections as the result of the effect of influence on
the same protocol actions. The parameter integration approach is proposed also
in [5] but there it serves a different purpose. The PTA and Petri net structures
are the convenient forms to realize state transition procedures according to both
particular secure attributes and their compositions. Timed, structural parame-
ters and logic rules are regarded. New specific approach based on searching
communication threads in parallel strategy permit us to simultaneously protect
group of users against communication intruders activities.
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Abstract. In many industries, companies are currently testing and adopting
internet of things (IoT) technology. By adopting IoT, they seek to improve effi‐
ciency or to develop and offer new services. In current projects, a variety of IoT
systems is used and gets interconnected with existing or newly developed appli‐
cation systems. Due to the integration of IoT and the related cloud systems,
existing enterprise architecture (EA) models have to be extended. By drawing on
the example of the Hamburg smartPORT initiative, we analyze the consequences
of IoT projects on the enterprise architecture. As a result, we present an EA meta-
model extension, which includes (1) sensor, physical object, smart brick, and fog
system types, (2) a smart brick management database and (3) data streams, cloud
systems and service applications. Furthermore, we discuss implications regarding
a to-be architecture.

Keywords: Enterprise architecture · Internet of things · smartPORT · Smart brick

1 Introduction

The adoption of internet of things (IoT) technologies, is one of the so called IT mega
trends that are assumed to have impact on diverse industries [7]. For 2020, Gartner
expects a total number of 25 billion installed IoT units [6]. Today, a broad range of
sensors, actuators, smart labels and other systems is available. While the manufacturing
industry, for example, considers these technologies as one of the major drivers for
change today [3], other industries are still undertaking innovation projects to identify
use cases that are relevant for their business.

In the logistics industry, companies began early with testing and adopting smart
technologies, e.g. for monitoring the cold chain [1]. In other fields, like container logis‐
tics, smart technologies are still not used at large scale because of missing standardiza‐
tion [15]. Nevertheless, some actors in the logistics industry continue with testing and
piloting IoT systems.

At the harbor of Hamburg, the port authority (HPA – Hamburg Port Authority)
started to test and evaluate IoT systems as a part of its “smartPORT” initiative [10]. This
initiative comprises projects that strive for implementing smart technologies like sensors
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into roads, bridges and railway points. These IoT systems generate data, which can be
aggregated and used for improving traffic management or for predicting the failure of
important physical components (predictive maintenance).

As the new IoT systems and the related processes are getting part of the enterprise
architecture (EA), the HPA’s EA model has to be modified and the meta-model needs
to be analyzed whether it is still appropriate. Though a technical oriented reference
architecture for IoT architectures has been published, the impact of IoT systems on EA
models, EA meta-models and EA management is a rather new topic that is only briefly
covered in the literature so far.

Hence, the research question for this paper is: How can the IoT-related changes of
HPA’s enterprise architecture be adequately captured in its EA model and EA meta-
model? In order to address this research question, we followed an action design research
based approach in cooperation with the HPA.

The remaining paper is structured as follows: In Sect. 2, we briefly summarize the
related research regarding EA and IoT. Section 3 provides an overview of the smart‐
PORT initiative. Section 4 describes the methodological approach we employed. In
Sect. 5, we present the results including the meta-model. The paper closes with a
conclusion and an outlook in Sect. 6.

2 Related Literature: EA and IoT

During the last 30 years, the modelling of enterprise architecture shifted from a niche
topic to a well-researched field [14, 18]. Today, many companies use models and tools
that are based on enterprise architecture approaches for improving the alignment
between business and IT. For managing the enterprise architecture, appropriate models
need to be build, kept up-to-date and should be taken as a basis for decision making
regarding issues that affect the relation between business and IT. As change in organi‐
zations today is also driven by the impact of IT innovations, EA approaches and models
have to adopt to new challenges like cloud computing, mobile computing, social
networks or the increasing interconnectedness with external partners and customers [5].
Hence, the EA models and meta-models need to be modified accordingly. Meta-models
play an important role, as they ensure “semantic rigor, interoperability and traceability”
[16]. While existing meta-models in the literature as well as those defined by frameworks
like TOGAF [19] provide a high level of abstraction, new technologies still might
impose the need for adapting them [16].

As one of the IT megatrends, IoT technologies are expected to be one of the forces
that will lead to changes of IT infrastructures, processes and business models. By using
a large number of small sensors and computers, the physical world and the “information
world” are getting directly interlinked. Companies from diverse industries are seeking
to implement IoT devices [8]. Often, they start with identifying use cases for IoT systems
that match the company’s needs. Though the implementation of a large number of new
devices and the changing processes are expected to impose severe changes to the enter‐
prise architecture, research on the relation between EA and IoT is scarce so far.
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From the EA research perspective, Zimmermann et al. recently published a paper on
“digital enterprise architecture” that seeks to identify relevant IoT architectural objects
[20]. The paper only provides vague suggestions for how IoT objects might be consid‐
ered in an EA meta-model. The second related field, IoT research, covers a broad range
of applications in diverse industries like smart retail, smart transportation and smart city
[8]. The most relevant source from the IoT field to the topic of this paper is the final
publication of the IoT architecture project “enabling things to talk” [2]. In this book, the
authors present a detailed model for IoT architectures (ARM – architectural reference
model) as well as related processes. A basic part of the ARM is the domain model, which
captures “the main concepts and the relationships that are relevant for IoT stakeholders”
[2, p. 118]. The authors propose an “augmented entity” that combines a physical with a
virtual component. From an EA perspective, the ARM mainly focusses on technical
artifacts and their properties. Relations between the business and the IT perspective are
only covered very briefly in the ARM.

3 Context: The Hamburg smartPORT Initiative

In 2012, the Hamburg Port Authority (HPA) launched the smartPORT initiative. This
initiative consists of two sub-initiatives: smartPORT Logistics (SPL) and smartPORT
Energy (SPE) [9–12]. While the SPE projects aim at reaching sustainability goals, the
SPL projects strive for optimizing the logistic processes in the harbor mainly by adopting
smart technologies. The SPL projects are carried out together with several partners from
industry. Most of the projects had an innovative and pilot character. The results of these
projects were presented at the IAPH 2015 (29th World Ports Conference) in Hamburg
[13]. The SPL projects strive for increasing “the efficiency of the port as an important
link in the supply chain” [10]. As the space in the harbor of Hamburg is limited, the
HPA needs to manage the existing infrastructure in an efficient manner. The goals are
to establish an “intelligent infrastructure” and to optimize “the flow of information to
manage trade flows efficiently” [10]. In several sub-projects, the SPL projects explore
the use of smart technologies for better managing the traffic on the roads (smart road,
port road management system, depiction of the traffic situation, parking space manage‐
ment), rail and water as well as for predictive maintenance scenarios (intelligent railway
point, smart maintenance for bridges) [10].

Our research project at the HPA started, after the results of the exploratory IoT
projects were presented at the IAPH. In this phase, the HPA had to evaluate and further
integrate the projects. They also had to decide, which projects will be transformed to a
productive mode and which partners and vendors will be chosen for this mode. Further‐
more, information about the projects had to be spread within the organization. We
assume that such a situation is typical for innovative and exploratory IoT projects.
During the exploratory phase, the focus lies on demonstrating the feasibility of adopting
a certain IoT system. A complete alignment with the existing EA might be skipped due
to limited budgets and unknown outcome. Proceeding in such a way is well known in
IS research and captured by the term “bricolage” [4].
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In this paper, we look at this consolidation phase mainly from an enterprise archi‐
tecture viewpoint as it can contribute by: (1) analyzing the projects’ results in a uniform
way, (2) identifying relationships among different projects, (3) providing tools for
performing these tasks, (4) developing models and visualizations for supporting deci‐
sions, (5) defining and ensuring compliance with architectural guidelines, (6) deter‐
mining a to-be architecture for roll-out and transfer to operations.

4 Methodological Approach: Action Design Research

This research project was carried out as an action design research (ADR) project
according to Sein et al. [17]. It started with the problem of the HPA to integrate the
results of the IoT projects in its existing enterprise architecture model and tool during
the consolidation phase (principle 1: practice-inspired research). We categorized this as
an IT-dominant BIE (building, intervention and evaluation) type of ADR project.
However, during the project we learned that the HPA wants to use the EA model and
visualizations based on this model for communicative purposes with the organization
as a part of the digital transformation process. This would lead to a second, organization-
dominant BIE task, which will become more relevant in the future.

Our research team consisted of two senior researchers and several graduate students.
The research team was interested in exploring whether EA meta-models – as a funda‐
mental type of artifacts for EA research – need to be changed and adopted if companies
integrate IoT systems into their EA (principle 2: theory-ingrained artifact).

A first analysis of the existing literature and discussions with the EA tool vendor
lead to the conclusion that – regarding both problem formulations – scarce information
is available in publications as well as in practice. These findings encouraged us to start
a cooperative project for developing the required EA model and meta-model. During
the ADR project, mixed teams (researchers and practitioners) conducted 17 informal
interviews (with project managers, internal and external experts and other stakeholders
within the HPA), analyzed documents about the projects and the existing EA as well as
the EA tool and the EA model. For discussing the intermediate results and for planning
next steps, regular workshops were established as well as less frequent review meetings.
During these meetings, researchers and practitioners evaluated the applicability, coher‐
ence and correctness of the related artifacts (models and meta-model) (principle 4:
mutually influential roles).

In several iterations, the EA models for each IoT project were evaluated and refined
and the EA meta-model was co-developed and evaluated (principle 3: iterative recip‐
rocal shaping and principle 5: authentic and concurrent evaluation). Based on the
insights from the interviews and the document analysis, the project team decided, which
information about the IoT projects should be captured, held and managed in the EA
model. The team’s decisions were also driven by the goal of using concepts for the EA
model that are easy to understand and to communicate while also being comprehensive
and precise. The intermediate results were regularly evaluated in the above mentioned
meetings. They were also discussed at a practice-oriented conference to gain further
general feedback from practitioners from different domains.
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During the cooperation so far, some decisions were made that may be understood as
design principles. For example, sensor types were modelled instead of sensors, the
concept of smart bricks guides the understanding of sensors attached to infrastructural
elements, the distinction of raw data, information streams and information services
makes transparent how sensor data get transformed and enriched to useful business-
oriented information. Furthermore, design principles for a generalized (cross-project)
to-be architecture were developed (principle 6: guided emergence). Since the coopera‐
tion will be extended, the evolving of design principles and their ongoing shaping by
organizational use and different stakeholder perspectives is ensured. Due to the cross-
project comparison, we also achieved a first step of generalization from the individual
projects. Additionally, we also take first steps for generalizing from the HPA case at the
end of this paper (principle 7: generalized outcomes).

Out of the four ADR stages, we passed through an extended and reflected problem
formulation (stage 1), an ongoing intertwined BIE (stage 2) and reflection and learning
(stage 3) and started with the formalization of learning (stage 4).

5 Results: Capturing IoT in Extended EA Meta-Models

In this section, we present the results we developed in this project regarding the extension
of the EA meta-model. We start by reasoning our suggestions of how to model sensors
and physical objects as “smart bricks” in Sect. 5.1. In the following sections, we describe
changes regarding data streams and cloud systems (5.2) and summarize the suggested
changes in a combined meta-model (5.3). This is followed by a recommendation for the
to-be architecture (5.4).

5.1 Smart Bricks: Introduction, Level of Abstraction and Database

In the smartPORT projects, hundreds of sensors were installed on several real infra‐
structure elements at the harbor. Like in other IoT initiatives, the number of sensors is
likely to increase dramatically in the future, if the explorative projects will be transferred
into a productive mode. Hence, the first question is, whether the EA as a strategic tool
is the appropriate place for administrating each instance of the operative sensors. For
maintenance reasons and evaluation tasks within the IoT systems, each installed and
activated sensor needs to be known, described and its description needs to be kept up-
to-date. A company seeking to use IoT systems has to decide, which tool is appropriate
for storing and managing this information. In our case, we learned that a geographic
information system (GIS) is used to briefly document and visualize these sensor
instances. During our analysis, we considered this as a similar situation compared to the
use of a configuration management database (CMDB) that stores detailed information
on IT infrastructure components. Hence, we decided to keep a similar separation of
concerns and to only model sensor types and not instances within the EA model.

Since sensors are only one part of smart infrastructure elements, we introduced a
combined element, the smart brick. A smart brick consists of a brick and a sensor.
A brick describes a physical element of the harbor’s infrastructure (such as streets,
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bridges, quay walls, berths, etc.). As the past and current main task of the HPA is to
maintain the harbor’s infrastructure, we chose the word brick as it fits to the organiza‐
tion’s identity. As each brick is usually constituted out of a hierarchy of (sub-)bricks, a
brick is made smart by adding at least one sensor to it or to one of its sub-bricks. In this
way, the concept can be used to classify the “smartness” of a smart brick or states of its
IoT enrichment.

We illustrate the concept of a smart brick by drawing upon the example of a smart
bridge (see Fig. 1). The bridge is enhanced with sensors for predictive maintenance
purposes. As illustrated, a typical bridge might be composed of track beams and steel
beams. Track beams will become vibration-sensitive by attaching vibration sensors,
steel beams strain-sensitive by strain gauges or tilt-sensitive by tilt gauges. Hence, some
smart bridges might be only vibration sensitive whereas others are tilt sensitive, strain
sensitive or it may be monitored by a combination of different sensor types.

Fig. 1. Smart bridge as an example for a smart brick

The corresponding EA meta-model for smart brick types expresses their hierarchical
(tree) structure by a recursive relationship (See Fig. 2). It is a “simple” concept in which
the smart brick types mainly follow the tree structure of their corresponding brick types.
Each smart brick type is related to exactly one brick type (at the appropriate tree level).
However, there might be more smart brick types based on one brick type due to different
related sensor types, see e.g. the strain-sensitive steel beam type and the tilt-sensitive
steel beam type above – both are based on a steel beam brick type. Hence, we have a
1:n instead of a 1:1 relationship between brick and smart brick types. Further integrity
constraints exist for this meta-model: The set of sensor types on each smart brick node
is the same as the sensor types of all smart brick nodes of the related subtree.

Fig. 2. EA meta-model extension for smart brick types
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The meta-model allows to derive models with detailed or less detailed granularity.
For a detailed model, we would propose to model sensor types on leaf smart brick nodes
only and to allow exactly one related sensor type. The sensor types on the non-leaf nodes
would be calculated in this case. Alternatively, the sensor types on the root node can be
completely omitted like in the above fatigue smart bridge type example.

Attributes on sensor types comprise information about sensor ID types. They further
allow distinguishing sensor types regarding their vendors and versions. As this distinc‐
tion is important for maintenance and strategic decisions, we differentiate sensor type
instantiations in a concrete architecture from those stemming from different sensor type
vendors and versions. Attributes on brick types will indicate their purpose, location,
material and status of maintenance.

In correspondence to the decisions described above, we propose the implementation
of a “smart brick management database” (SBMDB) for documenting smart brick
instances. The instances will be classified by the smart brick types, which form the link
between the two documentation repositories (EA tool and SBMDB). Apart from main‐
tenance purposes, the SBMDB can play a major role in the resolution of identifiers in
information streams needed within the cloud system layer (see below). In the future,
sensor integration might follow automated subscription patterns and models [20]. But
in our case, the diversity of sensors, intermediate systems and vendors will inhibit such
an approach for the upcoming years.

The extended EA meta-model with smart brick types can be integrated with a corre‐
sponding SBMDB for answering concerns that were mentioned by stakeholders in the
interviews such as: Which are fatigue-sensitive bridges that are not yet vibration sensi‐
tive? Which sensor types can be attached to steel under water? Where are instances of
smart brick types located? Which sensor types are provided by vendor A and in which
smart bricks of which type are they installed?

We challenged our modelling approach by applying it to other smartPORT projects.
In a predictive maintenance project related to marker posts in road construction areas,
the smart bricks (marker posts) can be moved. The changing location can be captured
with our meta-model by an attribute. This movement would be handled by the SBMDB.
Furthermore, we ensured that the concept of smart bricks can also easily be adopted for
capturing actuators in the future. Within a project aimed at reducing power consumption
by implementing a usage-dependent light control, a key aspect to be modelled were
dimmable lights. These actuators were modelled analogous to smart bricks by replacing
the sensor part with an actuator. This extension captures the required details and thus
fits in well with the existing model.

5.2 Data Streams, Cloud Systems and Service Applications

The diverse smart bricks are the source of various continuous data streams, which are
typical for IoT architectures and applications. Data is being processed and transformed
in different types of systems for which we introduce different layers. We distinguish fog
systems, cloud systems and service application systems. Fog systems (such as section
controllers for induction loop sensors) aggregate and transform raw data. Similar to
sensors, these systems are only modeled by types due to the high number of instances.
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IoT systems today often come with accompanying cloud systems for integrating,
analyzing and managing the sensor instances and the data they provide. The data streams
are consumed by service applications like logistics systems, consumer related apps or
monitoring services. Accordingly, we distinguish different types of data streams
between these layers. Raw data streams flow between smart bricks and fog systems,
information streams between fog and cloud systems and information services from cloud
systems to service application systems.

This is exemplified by the project EVE (a German acronym for “effective depiction
of the traffic situation in the Port of Hamburg”), which provides traffic status and forecast
information. This information is used to provide several information services like
internal monitoring services, public monitoring services and navigation and logistics
services. The project extends (and partially replaces) an existing system that estimates
the current traffic situation (traffic analysis system) in four ways: (1) the new system
utilizes further types of sensors (Bluetooth, video cameras, floating car data (FCD) from
an automobile association), (2) it provides a sophisticated traffic simulation component
for better forecasts, (3) it uses data storage in the cloud (unlike typical application
systems at the HPA), and (4) it receives from and provides data for a public cloud, the
mobile data marketplace (MDM).

The smart bricks in this project are smart roads, which are further subdivided into
different road segments. Each sensor type requires different ways of defining road
segments. Some of the smart bricks need fog systems whereas others do not require fog
systems and deliver their information streams directly to the cloud systems.

Apart from common attributes for applications such as vendor, version and operator,
the new data processing systems need additional attributes as they are operating in the
cloud. These attributes include the cloud type (public, hybrid or private), data-related
attributes (such as location of data repositories, data storage format, time and volume,
scalability, archiving regulations) as well as infrastructure and management-related
attributes (like administrative responsibilities and location, e.g. for data privacy regu‐
lations).

In the content component of the different data streams, the semantic enrichment of
the stepwise processed information becomes apparent. E.g. in case of the induction loops
(1) the raw data describes inductivity in Henry, (2) the information stream exhibits speed
by vehicle class and the time vehicles were above the induction loop, whereas (3) the
information service provides travel density and travel time per segment. This data can
be used by a service application system for delivering individually estimated arrival
times.

Further support for optimizing the traffic flow combines services of the EVE project
with those of other projects, e.g. from smart parking. Here, we want to point out that the
proposed way of modeling smart bricks also fits to the scenario where different infor‐
mation streams are generated out of the same raw data. In these two projects, we have
a dissimilar use of induction loops. While induction loops always measure inductivity,
the measured data is interpreted differently depending on its later usage. For traffic
situation estimation, the attached fog systems aggregate data such as vehicle speed and
the number of passing cars. On smart parking lots, the data is aggregated to “vehicle
footprints”, uniquely identifying each truck on the parking lot. These fog systems and

176 I. Schirmer et al.



the attached information streams can be easily distinguished by attaching either a road
segment brick type or a parking lot brick type. Thus, the smart brick logic provides
intuitive means of differentiating the way that one type of sensor is used on a use case
level (Fig. 3).

Fig. 3. EA model slice for the EVE project

5.3 An Extended Meta-Model for the IoT-Related EA at the HPA

We summarize the required extensions in a combined meta-model. This model
comprises the IoT specific layers with smart bricks and fog systems (each on a type
level) and their relations to layers of cloud systems and service applications (each on an
instance level). The meta-model classifies the related interfaces between elements of
each layer in raw data, information streams and information services. Figure 4 also
briefly indicates an EA tool based on the meta-model together with a link to the SBMDB.
This combination of tools contributes to a future concern-directed IoT information plat‐
form, which can be used to answer concerns based on an integration of instance-level
smart brick data and sensor data (SBMD – smart brick management data) from the
SBMDB and the architectural relations from the EA model based on the extended meta-
model (see Sect. 5.1). The models of both systems are connected by sharing the same
smart brick and sensor types.
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Fig. 4. Extended meta-model for the IoT-related EA at the HPA

5.4 Towards a to-be Architecture for the IoT-Related EA at the HPA

After documenting and analyzing impact of the smartPORT projects on the EA, we
recognized that each IoT data processing system typically consists of three vendor-
specific components: a data acquisition and conversion component, a data fusion and
calculation component and an information provisioning component. The data acquisi‐
tion and conversion component resolves identifiers of sensors stemming from the infor‐
mation streams in order to relate them to smart bricks. In the EVE project, identifiers
are substituted by road segments (logical location) and geographical references (physical
location). In the two parallel traffic analysis systems, this is done separately based on
different segment types and different repositories relating the sensor instances and the
respective segment instances. As a consequence, each change in the sensor farm requires
changes in both sensor lists.

For the to-be architecture as shown in Fig. 5, we suggest a vendor-independent
component. This component provides acquisition (Acqu), filtering (Filt) and conversion
(Conv) functionality and a unique smart brick identity resolution management compo‐
nent. The latter is exactly the SBMDB we introduced in Sect. 5.1. In Fig. 5, we use icons
combining letters for sensor types (F for FCD, V for Video, B for Bluetooth and I for
Induction loops) for indicating their smart brick type (here: two lines for road segments).
The outlined to-be architecture should be considered for defining future contracts with
vendors for developing the productive cloud systems. This again underlines the role of
EAM in the interrelated consolidation tasks mentioned in Sect. 3.
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Fig. 5. As-is and to-be architecture for the IoT-related EA: suggested change on the cloud layer

6 Conclusion and Outlook

Based on the insights gained from a real case, we modeled concrete architectures for
different explorative IoT-based projects. During this process, we investigated possible
IoT-related extensions for the EA meta-model. The extensions mainly consist of new
layers that are used for modelling smart brick types and fog system types and a cloud
system and a service application layer. Furthermore, we emphasize the information
streams that connect the different layers and distinguish raw data, information streams
and information services.

For the HPA, the unified models for several explorative IoT-based projects contributed
to the ongoing consolidation phase. The project-focused models form a valuable basis for
better understanding interrelationships among the projects and for improving strategic
decision making for the future development and roll-out of IoT. The developed meta-
model introduces standardized naming conventions and concepts that are understandable
for several stakeholders within and beyond the organization (including e.g. system
vendors). From a research perspective, we developed an IoT extension for EA meta-
models that is so far rooted in a cross-case analysis of several different IoT applications in
one organization. Determining whether the suggested extensions are applicable for other
port authorities or in related domains like smart city initiatives has not been subject of our
study and requires further research. Yet, during our research process, we identified several
basic issues that we consider relevant for other IoT related EA endeavors: (1) the level of
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abstraction (instances/types), (2) business-oriented conceptualizations of IoT system and
(3) the introduction of a SBMDB together with a concern oriented analysis platform.

Ongoing research is focusing on IoT-based application services, business models
and inter-organizational processes (ecosystem architecture). Additionally, the meta-
model extensions might be integrated into EA frameworks like TOGAF. Security, safety
and privacy issues should to be covered appropriately and visualizations of IoT-specific
EA information and analysis patterns should be developed.
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Abstract. The integration of online and offline channels is a key challenge for
retailers pursuing an omni-channel strategy to improve consumer experience. The
prevalence of smartphones offers an opportunity to connect the physical and
digital world. Bluetooth Low Energy beacons are small devices, which send out
a signal that can be detected by consumer’s smartphones to enable location-based
services. However, there are very few documented cases of beacon usage in
Germany, whereas they seem to have a much higher adoption in the US. In this
paper, we investigate the challenges associated with the use of beacons in retail.
Using a survey, we aim to understand the attitude towards beacons-based services
from a sample of consumers in Germany.

Keywords: Bluetooth beacons · Omni-channel · Retail · Internet of things

1 Introduction

The struggle between retail and internet retailers is still in full swing but in the course
of time, retailers have developed strategies to improve their competitive position.
Bricks-and-mortar retailers adapt their business models and generate options for selling
stationery and on the internet. Due to this fact, multi-channel, cross-channel and omni-
channel retailers emerged. The difference between these concepts is the mix between
online and offline sales channels. In multi-channel, both channels exist, but they cannot
be changed by the customer during a purchasing transaction. In the cross-channel
concept, customers can change channel within one transaction, e.g. buy online and pick
up in a store. However, in both variants, the online and offline channel are technically
and organizationally separated. Omni-channel connects both channels on the basis of a
central infrastructure and looks at the customer journey in its entirety [1]. By using their
smartphone customers already swap between online and offline channels, e.g. to check
the online prices or to obtain product information [2]. With the help of beacons, the
channels can be integrated by providing customers the information they seem to need
at specific locations during their stay in a store [3] and thus improve the overall consumer
experience in omni-channel scenarios [6].
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Beacons are small devices which are detected by smartphones or other devices in
proximity and indicate the presence of a user within the area of the beacon. With this
information, retailers are able to offer many different services like sending out adver‐
tisements, coupons, product information or navigation support [7]. Successful examples
can be found in the US, e.g. in Video Game stores [4], malls and shopping centers (Simon
Property Group) [5], retail stores, stadiums, airlines, and airports [8]. In contrast to US-
based companies, German retailing companies seem to be more reluctant to utilize
beacons for innovative services [9]. In this paper, we investigate whether beacons are a
technology that could provide benefit to German retailers.

We approach this question in the following way: First, we introduce the beacons
technology to identify possible applications as well as technical requirements and the
potential impact of beacon-based services on the retailer’s business model. To identify
the interest in specific applications, as well as the willingness to use beacon-based serv‐
ices in general, we conducted a survey with German consumers. Using the results of the
survey, we propose actions for retailer to improve utilization of beacons. The paper
closes with a conclusion and an outlook on further research questions.

2 Fundamentals of Beacon-Based Interactions

2.1 Bluetooth Low Energy Beacons

Beacons are a new approach to tag physical locations [10]. They work similar to light‐
houses by broadcasting signals (advertising messages) in short intervals (typically less
than a second). Beacons are inexpensive and can be deployed without additional infra‐
structure. The communication takes place on the technical basis of Bluetooth Low
Energy (BLE). It allows for very low energy consumption; hence, a coin battery can
power it for up to two years. As the communication is unidirectional (beacons cannot
receive data), provide a location to phones while the users remain anonymous to the
beacon [11]. Depending on the signal strength, an app can determine the distance to the
beacon within the three proximity levels “immediate” (a few centimeters), “near” (a few
meters) and “far” (more than 10 meters) or “unknown”, if the distance could not be
determined. If more than three beacons are in range, the position of the receiver can be
determined using trilateration, e.g. to support indoor navigation [12, 13]. Chawathe
proposes a method to determine the placement of beacons for such scenarios [14].

While the underlying Bluetooth communication protocol is standardized, the
message formats supported by beacons vary by manufacturer. One example is the
“iBeacon” offered by Apple, which sends out messages sent containing the following
data: (1) a 16-byte UUID (universally unique identifier), which describes a large collec‐
tion of related beacons, (2) a major and (3) minor number (2 bytes each), which are used
to further subdivide the location [15]. Smartphones and other Bluetooth-enabled devices
can receive these advertising messages, connect to the beacon and process received
information using dedicated apps.

Apps can combine the received beacon-message with context-based information
from a cloud-server to provide location-based services to user, e.g. showing location
related information. The provisioning of information to a customer or visitor can
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therefore be tailored to the respective context consisting of time and location – a concept
also known as “proximity marketing” [16]. To provide such beacon-based services, a
system consisting of the elements depicted in Fig. 1 is required. The role of these
elements can briefly be described as follows:

• Beacons: They need to be placed at all locations where an interaction is desired, e.g.
at the entrance, at information desks or at certain products.

• Bluetooth Low Energy-enabled devices: They have to support Bluetooth 4.0 which
includes devices with iOS 7 or higher and Android 4.3 or higher.

• Smartphone App: These native apps have to be enabled for beacon communication.
They can retrieve personalized information from the Internet or report the presence
of the user to the venue operator.

• Beacon management system: Cloud-based services to register beacons, assigning
them to locations, updating their UUID as well as version numbers, and attaching
data (for Eddystone compatible beacons)

• Content Provider: A cloud-based backend system, which delivers product details,
navigation support, or other information to the user’s smartphone based on the
provided context, e.g. location, proximity, time, and user.

• Local interaction: Information displays for both customers (e.g. personal greeting)
and local staff (e.g. about currently present customers).

Fig. 1. System architecture for beacons-based services in retail

2.2 Context Creation for Personalized Interaction

It is obvious that more precise context information is the prerequisite for highly person‐
alized user interaction. However, how much context information is needed, depends on
the concrete service design.

The range of beacons is limited to approximately 50 meters and even less in case of
obstructions through walls, furniture and people. However, this short range is beneficial,
as it enables more precise positioning of users [14]. Depending on the setup of beacons
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and the user’s behavior, the usage context can be more precisely derived, which is
subsequently used for tailored content provision. For beacon-based interaction, the
simplest form is to get information about a certain item (such as product in a store). The
following table shows examples of context information required to create the desired
form of interaction. It highlights that beacons only provide part of the context informa‐
tion needed for a beacon-based service (Table 1).

Table 1. Required context depending on interaction form

Interaction Required context
Item information Item (at location)
Special offers for new customers Location, running campaign (at certain time)
Personalized greeting at location Location, user name
Personalized coupon Location, user name, preferences/interests
Navigation support Location, destination

To create this context, various parameters have to be determined. Location is obvi‐
ously provided by the beacon itself. Time can be important context information to
provide time-related information such as special offers, alternative routes, bus delays
etc. For user-related information, the user needs to provide his or her identity. This can
be achieved via an app, which requires some kind of login.

Even more important is the determination of user interests. In case of navigation
services, the user is most likely willing to provide the destination through the app. For
marketing purposes this is more challenging, as not many customers will actively
disclose their preferences or needs. One approach could be the analysis of the user’s
purchase history to identify cross- or up-selling opportunities which could be part of a
personalized coupon. Another option could be real-time analysis of time spend at various
departments of a department store. This could be used as an expression of interest but
will likely lead to mistrust from users due to privacy concerns [3].

3 Impact of Beacon-Based Services on the Retailer Business Model

Beacon-based services carry a great potential for improving the satisfaction and loyalty
of the customers of retailers by moving retailers towards the omni-channel [5, 17]. The
major areas for strategic improvement for are: Mobile payment and mobile couponing
[18]. While the majority of the customers already meets the technical requirements for
using beacon-based services and barriers to entry are reasonably low for the customer
(mainly app download and account registration), the number of customers using their
smartphones while shopping is still growing [2, 19]. There are also other trends [20] in
shopping behavior (e.g. growing numbers of mobile/digital coupons [21, 22]), growing
interest in mobile payment technologies [18, 21] and technology trends in general (e.g.
big data [21]), which enable the application of beacon-based services in the retail sector.

With regard to a company’s success, their business model must not be neglected as this
perspective presents a connection between strategic and operational orientation [23]. Thus
the term business model describes “an integrative concept that combines all the relevant
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fields of the company in a meaningful way” [24]. In the following it will be described how
beacons can affect various parts of the business model of retailers by referencing the Busi‐
ness Model Framework of Fraunhofer MOEZ. This approach contains all relevant key
components and is based on five main business model dimensions [24]: (1) value propo‐
sition (product and/service offering, pricing model), (2) value communication (communi‐
cation channels, story), (3) value creation (core competencies, key resources, value
networks), (4) value delivery (distribution channels, target market segments), (5) value
capture (revenue model, cost structure, profit allocation [24, 25].

While obviously affecting the cost structure of the store owner (e.g. costs of app
development, purchase of beacons, maintenance costs etc.), beacons can also enhance
the service experience of the customer [26] (e.g. indoor-navigation, automated checkout,
electronic receipt/guarantee, real-time location-based advertising/discounts) and by that
become part of the value proposition of the retailer itself. Other obvious parts of the
business model, which hold potential for innovation in this context, are channels and
customer relationships [27, 28]. How are retailers reaching their customers? Which
channels are the most cost-effective and how are they integrated with the rest of the
business model [24]? By turning the smartphone of the customer into a distribution
channel, that supports fast and effective couponing, discounts, (location-based) adver‐
tising, upselling and payment processes, beacons carry great potential for innovating the
shopping experience in general [29].

These enhancements can also be seen as mere innovation of channels and customer
relationships of the retailer, but they are a new part of the value proposition of the retailer
because they are enhancements of the customer experience [26]. Especially fast payment
processes or automated checkout services hold potential for increasing customer satis‐
faction and loyalty. Additionally, there is potential for improving loyalty programs
(mobile loyalty) further by keeping track of what a regular customer is interested in,
what he buys, when and how long he is usually shopping at the store and by communi‐
cating directly with the customers through beacons and apps. Also, beacons serve as an
enabler for loyalty programs, because retailers can target customers (e.g. with adver‐
tising, discounts) based on their location and past shopping behavior [30, 31].

Another part of the business model that could be affected by beacons is the revenue
stream [30]. By using beacon-based services as part of a larger digital strategy, we argue
that sufficient value can be created for participants and retailers will be able to monetize
on these services (e.g. transaction-based).

Adopting the technology will also lead to changes on the supply side of the business
model. Key partners and key resources will be affected, because retailers will need to
cooperate strategically with manufacturers of beacons and app developers (key partners)
as beacons and apps become part of their key resources for delivering on their value
propositions. Other possible key partners are financial services companies for payment
services or external companies, which offer loyalty programs (e.g. Payback in Germany,
which is a service of American Express).

The key activities of retailers are also affected by these changes. Applying beacons
in retail stores will yield significant amounts of data, which retailers in turn can use for
optimizing their store design and layout [29], shift planning or various analytical
purposes like store traffic analysis or product range optimization [7]. Last but not least,
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customer segments are also affected by adopting beacons in retailing [32]. Retailers try
to compete with e-commerce companies like Amazon but suffer a competitive disad‐
vantage from the convenience of online shops and a slightly outdated image of depart‐
ment stores. We argue that beacons and apps might be able to help gaining a more
modern, up-to-date image, which attracts younger customers, who are most likely to be
the early adopters of the technology and its services [19].

4 Survey

To investigate people’s mindset towards the use of beacons, a cross-sectional empirical
study was conducted. This instrument was chosen to reach as many survey participants
as possible in a short time. The study was posted on Facebook to acquire young people
who might be more interested in technology. The survey’s purpose was to explore the
interest of end customers in beacon-based services and the willingness to use them.

4.1 Research Design

To this end, we designed a questionnaire with the following five sections:

1. In the introductory section, participants were asked, whether they (1) own a smart‐
phone, (2) know Bluetooth, (3) know Bluetooth Low Energy, (4) know beacons,
(5) have used beacons before. This helps to understand, whether consumers are
aware of beacons.

2. In section two, they were given a short introduction of the beacon technology, as a
preparation for the remaining questions.

3. In section three, participants were asked to assess the usefulness of typical beacon-
based applications, which were based on already existing scenarios and pilot
projects. They were grouped into four categories:
• General situations, such as navigation on airports, coupons in stores, information

on exhibits in museums etc.
• Specific retail store types, e.g. supermarkets, outdoor stores, furniture shops
• Applications in a super-market, e.g. personal welcome message, navigation to

products on the shopping list, information on products (fruits, vegetables, meat,
coffee), special offers, and electronic payment at the checkout.

• Applications in a stadium, e.g. offers for seat category upgrade, navigation to
wardrobe/restrooms, special offers for drinks and snacks.

4. In section four, participants were asked whether they were willing to use beacon-
based services, and if not, for what reasons. Participants were also asked to make an
assessment whether beacon-based services will be successful in Germany.

5. The last section contained socio-demographics, e.g. age, gender and occupation.

4.2 Data Collection

The survey was conducted between 21st and 29th June 2015. A total number of 99
participants were recruited using social networks. The survey was conducted using an
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online as questionnaire. All statements of the 99 participants have been made correctly
and completely.

The gender distribution was well balanced with 58 % female and 42 % male partic‐
ipants. 81 % of the participants were between the age of 17 to 34, 14 % between 35 and
49, and 5 % 50 to 69 years old. More than half (54 %) were students and apprentices.
43 % were employees, civil servants or self-employed. 5 % of the participants were
unemployed.

4.3 Results

Introductory questions: The first questions did start with the technological context to
check, whether people are already using the technology that is required to use beacons
services. It turned out, that optimal conditions are given, as 93 % of the participants own
a smartphone, 58 % know and use Bluetooth and 30 % know Bluetooth and its purpose
but do not use it. Participants are unfamiliar with Bluetooth Low Energy and the beacon-
based technology. Only 7 % do know Bluetooth Low Energy, 4 % know beacons and
3 % did use this technology already. 93 % did not know beacons before taking part in
the survey.

Fig. 2. Commercial types where usage of beacons is imaginable by respondents (N = 99)

Assessment of potential scenarios and application areas: After the introduction of
beacon technology, imaginable situations for the use of the beacons were presented and
had to be rated. Most participants (79 %) perceive the usage of beacons for navigation
in airports, inner cities, shopping centers and town hall as “mostly useful” and “very
useful”. 69 % of all respondents perceive the usage of beacons next to posters, monu‐
ments, buildings and artworks as “mostly useful” and “very useful”. As Fig. 2 shows,
people seem to prefer using the advantages of beacons in large sites. Nearly three quar‐
ters of all participants can imagine using beacons in Hypermarkets (79 %), Electronic
markets (71 %) and Shopping malls (69 %) (Fig. 3).
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Fig. 3. Potential beacon application in supermarket (N = 99)

Looking at the applications in a stadium (Fig. 4), respondents prefer getting informed
about event details (68 %) and being navigated at the end of the event.

Fig. 4. Possible applications of beacons in stadiums (N = 99)

Willingness to use and reservations: 56 % of the participants can imagine using beacon-
based services, 22 % are undecided. Only 22 % state that they are not willing to use
beacons in future. The main reasons for declining the beacons technology are the instal‐
lation of too many apps/too many notifications on every beacon event (73 %) and the
fear of misuse of data (64 %). The percentage of positive and neutral assessments shows
that there is a large acceptance for the beacons among the participants of the survey.
Regarding to the success of the beacons-based technology, participants are undecided.
42 % believe beacons will have success, and 43 % are not sure. Only 14 % of the partic‐
ipants do not think that beacons will succeed.
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4.4 Recommended Actions for Retailers

The technical prerequisites (Smartphone, Bluetooth) for using beacon-based services
are largely met by the users, but unfortunately beacons are not yet well known. As the
interest in this technology is driven by users, beacons should be advertised more exten‐
sively, to provide familiarity with it and increase the acceptance. As the survey results
showed, most people are interested in the technology and can see themselves using it in
the future. As (indoor-)navigation (and distribution of additional information) is one of
the most promising areas of beacon-based services for most potential users, applications
of the technology in large stores or other public buildings (e.g. malls, airports) or other
places of interest [33] (e.g. historical sights, landmarks, museums) seem most promising
to increase user numbers and acceptance of the technology on a wider scale [28].

The major drawbacks of beacon-based services in retail are privacy concerns of the
customers and the public, which could be addressed through marketing communication
and quality seals or guarantees for improving the acceptance of the technology of the
customers. This is the main challenge, which needs to be addressed by retailers.
Although a customer “has to opt-in or give permission for a company to track his loca‐
tion, when he downloads a company’s app, companies need to walk a fine line between
offering useful information and being invasive” [34]. Companies should only keep a
minimum of the data which are required and delete those which are not needed for the
business. In order to be credible, the companies should be audited by an independent
third party [35].

Another drawback, which could arise, might be too much complexity on the side of
the customer. Customers might struggle to adopt the technology if they have to install
a new app for every single retailer or department store. Integration between retailers
might be one solution to this drawback. App installation has to be easy and understand‐
able for users to adopt the new technology [29]. Finally, it could be argued that customer
preferences might not be sufficiently understood from purely technical systems. Further‐
more, it should be communicated which kind of data are used and in which way the
application communicates with the customer [29].

5 Conclusions and Outlook

Overall, beacon-based services are a promising approach, if they are part of a more
comprehensive digital marketing strategy [36]. Currently, a growing share of
consumers is using their smartphones as part of their shopping activity anyway, be it
for additional product information, pricing or customer reviews. Employing beacons
at useful locations to provide context-specific information, might create a more seam‐
less and convenient shopping experience. From a technical point of view, the chances
of widespread adoption are good, as Bluetooth support and Internet connection are
common in today’s smart phones. The major question is, if consumers are willing to
share their information with retailers for a better shopping experience in terms of
convenience and savings. If the overall channel strategy is well-designed, the customer
can be catered for very individually to increase sales and customer loyalty at low cost
due to high degree of automation in the process. At the same time, the analysis of data
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created from beacon-interactions provides potential for shop owner to better understand
its customer’s behavior and preferences. This knowledge allows adapting personnel
capacity, opening hours, product range and other factors of the store accordingly [7].

A number of issues related to the employment of beacons in retail are still open, as
the technology is still not widely established. Future research should concentrate on the
actual acceptance of such services by consumers and the related critical success factors,
e.g. via pilot installations. Additionally, to the best of our knowledge, the effect on
retailer’s sales and margins have not been investigated yet. To achieve that, framework
of both analytical and operational benefits should be elaborated and used as basis for
empirical studies.
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Abstract. Batch processing is a means to synchronize the execution of
multiple process instances for certain activities to improve process perfor-
mance. Current batch processing concepts for business processes focus
only on single process models whereas in practice large process model
repositories exist with repeating activities. In this paper, we introduce
a concept to specify batch processing requirements in centrally given
object life cycles, which describe allowed data manipulations in order to
identify candidates for batch processing during run-time across multiple
processes and propose them to the user. We evaluate the applicability of
this concept by implementation for an open source BPM platform.

Keywords: BPM · Batch processing · Process repository · Object life
cycle

1 Introduction

Business process management (BPM) allows organizations to specify, execute,
monitor, and improve their business operations [1] based on process models
stored in process model repositories [2] and enacted in business process manage-
ment systems (BPMS) [3,4]. In current BPMS, process instances – the concrete
executions of business processes – run independently. However, the synchronized
execution of process instances can improve process performance. For instance, in
healthcare, it is more time-efficient to first collect a set of blood samples taken
from patients to deliver them to the laboratory instead of sending a nurse for
each separately. In e-commerce and logistics, it is more cost-efficient to consoli-
date packages sent to the same recipient instead of handling each separately. In
this work, a concept to synchronize process instances of multiple process models
in their execution of certain activities is presented.

A recently introduced means for synchronized execution of process instances
is batch processing [5–7]. Batch processing in business processes allows for a
process which usually acts on a single item, to bundle the execution of a group
of process instances for certain activities in order to improve performance. These
approaches allow various improvements such as data-enabled instance grouping,
optimized batch assignment or a rule-based batch activation. Nevertheless, cur-
rent approaches are limited to process instances of a single process model only.
c© Springer International Publishing Switzerland 2016
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However, in real world process model repositories, activities may be reused in
multiple process models, e.g., in finance, sending notifications to the customer
is required in multiple processes, such as account opening, credit card issue, and
loan approval. Although customer notifications are created in different processes,
they can be batched for sending only one letter to the customer instead of several
ones for saving costs.

Based on these considerations, this paper introduces a concept for extending
existing BPMS to allow batch processing across process model boundaries for
synchronizing process instances of different process models. Our work aims at the
following three objectives O1 through O3: At design time, the batch processing
requirements have to be specified. Our concept will provide (O1) a centralized
specification being valid for multiple process models. It will be independent from
process models such that addition, deletion, and changes of process models in the
repository have no influence on it. Thereby, we want to use object life cycles [8,9]
which are centrally given and accompany process models. An object life cycle
describes allowed data manipulations by process activities for one class of data
objects. Batch processing can be conducted optionally or compulsory. The latter
case has the risk of undesirable waiting times which has to be controlled. As
several process models are included, an optional batch processing solution (O2)
is targeted in which only instances are paused in their execution and executed as
batch where a matching partner can be identified based on run-time information.
However, neither run-time information nor design-time specifications might cover
all information required to decide whether multiple activity instances shall be
batched. We aim at (O3) a solution where the user can optionally decide about
batch assignment – whether all, some or no process instance is executed as batch.

The remainder of this paper is structured as follows. Section 2 introduces the
running example used for concept discussions throughout the paper. Section 3
provides theoretical foundation based on which Sect. 4 introduces the new con-
cept of batch processing by considering object life cycles as a two-fold app-
roach. First, we discuss the basics for single data state transitions followed by
the generalization to multiple, connected data state transitions in the second
part. Section 5 discusses our prototypical implementation. Section 6 is devoted
to related work and Sect. 7 concludes the paper.

2 Scenario: Waste Management Organization

Our example organization is active in the waste management domain and oper-
ates a process model repository containing the process models with respect to
the business operations. These process models are not only used for documen-
tation purposes, but also they are executed in a BPMS. Figure 1 represents two
processes of this repository on which we discuss the motivation of our work and
the requirements.

Figure 1a shows the process of creating and sending an invoice to a customer
either electronically or by a traditional postal service. If an Invoice is required,
it first gets prepared. After preparation, an electronic invoice is directly sent as
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Fig. 1. Two example processes of the repository of waste management company.

represented by the Message sent end event. In case of a non-electronic invoice,
the Invoice is printed resulting in a Customer Letter that is then sent to the
customer. The Customer communication process in Fig. 1b is started when some
information shall be provided to the customer. For example, a customer shall be
informed that, in future, the waste container is picked-up on Tuesday instead of
Monday. This process consists of a sequence of first creat ing the Information,
then print ing it resulting in a Customer Letter, and finally send ing the Customer
Letter to the customer.

Fig. 2. Object life cycle of Customer
Letter.

From these two process models, the
object life cycle given in Fig. 2 can be
derived for objects of type Customer
Letter [10]. The actions used for tran-
sitioning from one state to another
directly map to activities in the corresponding process models, e.g., to reach
state sent from state created, activity Send customer letter must be executed.

Fig. 3. Task list of employee John showing
recently assigned activity instances.

Executing these processes may lead
to a situation where the employee John
has four open tasks as presented in
the task list in Fig. 3. We can observe
that four instances of activity Send
customer letter were assigned to John;
three of them require a sending to cus-
tomer Boyson in London – one for the
invoice process and two for the cus-
tomer communication process – and
one of them requires a sending to cus-
tomer Thomsan in Madrid through
the traditional postal service. Although handled by two different processes, the
three customer letters to be sent to Boyson could be enveloped and sent as
one mail. Consolidating the handling of these three customer letters has the
advantages that (1) costs for sending mails can be reduced and (2) the customer
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receives only one letter which he has to handle instead of three at the same time.
We call this collective handling batch processing.

Existing approaches for batch processing in the process domain, e.g.,
[6,7,11,12], only allow specification of batch processing in a single process model
but do not allow batch processing across process model boundaries. These
approaches have in common that the requirements for batch processing, e.g.,
which activity instances are executed under which conditions, are specified at
some central point to avoid update issues. Most of the approaches except [7]
have a compulsory batch processing approach and wait for an explicit number
of activity instances to be executed as batch. If, for example, two instances are
required to start batch execution, the activity instance of Send customer letter
for customer Thomsan, Madrid (see Fig. 3) can only be started after another let-
ter is required to be sent to him. This means that the invoice is sent later than
intended and required leading to a delay in payment. In the given case, the costs
saving for sending only one letter does not compensate the costs for waiting for
the second letter. Thus, we conclude that scenarios exist where an optional batch
processing approach is more suitable especially if more than one process model
is involved. However, batch processing is not always useful. The second informa-
tion letter to customer Boyson (see Fig. 3) could be an invitation to a customer
event which is supposed to be sent separately and in a “golden” envelope. Thus,
this letter shall not be sent together with the other two letters. That means that
the system calculates potential batches, proposes these candidates to the user,
but the user finally decides which identified activity instances can be handled as
a batch and which not. To summarize, we identified three objectives – already
introduced in Sect. 1 – which we will tackle while introducing a concept for batch
processing over multiple process models: (O1) specify batch information at one
central point to avoid update issues, (O2) optional batch processing based on
run-time information, and (O3) allow user-based decisions for creating actual
batches.

3 Foundation

In this paper, we combine process and data modeling to derive batch processing
information from the data side and steer process execution accordingly. We next
introduce formalisms for both sides which are then used for concept discussion
in Sect. 4. First, we give a generic process model definition and require it to be
syntactically correct with respect to the used modeling notation. Formally, we
define a process model as follows.

Definition 1 (Process Model). A process model m = (N,D,C,F, type) con-
sists of a finite non-empty set N ⊆ A∪E∪G of control flow nodes being activities
A, events E, and gateways G (A, E, and G are pairwise disjoint) and a finite
non-empty set D of data nodes (N and D are disjoint). C ⊆ N ×N is the control
flow and F ⊆ (A×D)∪ (D×A) is the data flow relation specifying input/output
data dependencies of activities. Function type : G → {AND,XOR} gives each
gateway a type. �
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We refer to a data node d ∈ D being read by an activity a ∈ A, i.e., (d, a) ∈ F,
as input data node and to a data node d being written by an activity a, i.e.,
(a, d) ∈ F, as output data node. Figure 1a shows a process model in BPMN
notation [13] with one start event, two alternative end events, three activities,
one gateway, and multiple data nodes read and written by activities. Each data
node has a name, e.g., Customer Letter, and a specific data state, e.g., created
or sent. Data nodes sharing the same name refer to the same data class; here:
Customer Letter. A data class describes the structure of data nodes (objects)
in terms of attributes and possible data states. A data object is the run-time
representation of a data node consisting of a value for each attribute. A data
node (object) maps to exactly one data class. A data state denotes a situation
of interest for the execution of the business process, e.g., Customer Letter is
created. The logical and temporal order of data states is represented by means
of object life cycles.

Definition 2 (Data Class). A data class c = (J, olc) consists of a finite set J
of data attributes and an object life cycle olc. �
Definition 3 (Object Life Cycle). An object life cycle olc = (S, si, SF ,T,
Σ, ζ) consists of a finite non-empty set S of data states, an initial data state
si ∈ S, a non-empty set SF ⊆ S of final data states, and finite set of actions
representing the manipulations on data objects (S and Σ are disjoint). T ⊆
S×S\{si} is the data state transition relation describing the logical and temporal
dependencies between data states. Function ζ : T → Σ assigns an action to each
data state transition. �
Definition 4 (Data State). Let V be a universe of data attribute values. Then,
the data state so : Jc → V is a function which assigns each attribute j ∈ Jc a
value v ∈ V that holds in the current state of data object o. �
Definition 5 (Data Object). During its life time, a data object o = (TS , c, pid)
traverses a sequence TS = 〈s1, s2, . . . , sk〉 of data states. The data class c
describes its structure and the identifier pid refers to the process instance process-
ing this object. �
At any point in time, each data attribute of an object can get assigned a value. If
it is not defined, the value is set to ⊥. Regarding the interplay of the process and
the data side, we assume process models and object life cycles to be consistent;
i.e., all data manipulations induced by some activity in the process model are
covered by data state transitions in the corresponding object life cycles (cf. notion
of object life cycle conformance [14,15]). Additionally, an activity utilizes at least
one single data state transition of an object of some data class such that function
ε : A → 2U with U ⊆ ⋃

Tolc (all transitions of all object life cycles) returns a
set of transitions for a given activity. For reducing complexity of discussion,
we apply the connection between process models and object life cycles through
consistent label matching, i.e., the same activity respective action label refers to
the same action. Alternatively, in practice, similarity matching techniques could
also handle the connection.
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Executions of process models are represented by process instances with each
instance belonging to exactly one process model m. At any point in time, a
process instance has a current process instance state consisting of a set of enabled
activity instances – the run-time representation of an activity – and a set of
current states of processed data objects.

Each activity instance follows an activity life cycle during its execution. We
define the activity life cycle as state-transition-diagram such that init

enable−→
ready

start−→ running
terminate−→ terminated and ready

disable−→ disabled
re-enable−→ ready.

The link between an activity instance and the task performer of an activity is
realized in a BPMS by a work item. A work item represents the to-be-executed
activity instance. If an activity instance is enabled (i.e., in state ready), work
items are provided to selected task performers. The work item which is selected
by one of the task performer is executed while the others are withdrawn [1].

In our approach, we group activity instances based on their data character-
istic. For example, only letters addressed to the same customer are combined.
Therefore, we will rely on a grouping characteristic that allows to group multiple
process instances into batch clusters – a batch cluster is a container for compat-
ible process instances. Two process instances are compatible if their data view is
equal. Instance grouping based on data characteristics was first introduced in [6]
using the concept of data views. In the scope of this paper, we ease this concept
such that a data view DV is a projection on the values of logically combined
data attributes contained by a single data class as specified by the data view
definition DV D, a list of fully qualified data attributes.

4 Batch Specification in Object Life Cycles

In this section, we introduce the concept to specify parameters for batch execu-
tion in object life cycles to allow the grouping of instances of compatible activities
from various process models into one batch based on run-time data information.
We distribute the discussion into two parts. In Sect. 4.1, we introduce the design
of batch transitions in object life cycles and the corresponding execution seman-
tics. In Sect. 4.2, we present the concept of connected batch transitions. It allows
to batch activity instances providing the same business result, but having dif-
ferent data inputs.

4.1 Part 1 – Design and Execution

Design. One object life cycle per data class is centrally defined in an organiza-
tion. Following our foundation, a state transition can occur in different process
models. They are utilized to specify batch information at a central point (O1).
A new type of state transition: the batch transition is introduced. A batch tran-
sition carries information to create and subsequently execute a batch consisting
of multiple activity instances.

Definition 6 (Batch Transition). Let t ∈ Tolc be a transition of an object
life cycle olc. Then, function β : Tolc → {true, false} returns true, if t is a batch
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transition, and returns false otherwise. T′
olc ⊆ Tolc denotes the set of all batch

transitions of olc. Each batch transition gets assigned a data view definition
dvd ∈ DV D as grouping characteristic by function γ : T′ → DV D. A batch
transition t can be jointly processed for multiple activity instances referring to
t, if their data view DV match.

Fig. 4. Object life cycle of data class Cus-
tomer Letter with batch transition Send cus-
tomer letter.

Figure 4 shows an example object
life cycle for data class Customer
Letter from our waste management
scenario (cf. Sect. 2). It contains a
batch transition – the one referring to
action Send customer letter –, with
a specific grouping characteristic. We
visualize batch transitions by bold edges and an corresponding textual annota-
tion for the grouping characteristic referencing a data view definition.

All activities that reference a batch transition are candidates for batch
processing. In our example, instances of activities referencing the batch tran-
sition Send customer letter are candidates for batch processing. Given a data
view definition consisting of data attributes cust name & cust adress, we ensure
that only activity instances for which customer letter objects are addressed to
the same customer may be executed as a batch.

An activity of a process model can have several output data nodes referring
to different data classes. Thus, several object life cycle transitions may exist for
an activity. Following the concept of case objects from business artifacts [16],
one class of objects drives the execution and thus, we require only one of them
being a batch transition.

Execution. Based on the design-time batch specifications, we present the algo-
rithm on processing batches of activity instances first focusing on user interaction
activities and later discussing the generalization. The algorithm consists of five
subsequent steps. The steps for the running example are visualized in Fig. 5.

(1) Check whether an activity instance is candidate for batch processing. During
process execution, activity instances can be in states initialized, ready, running,
terminated, and disabled (cf. Sect. 3). If an activity instance is ready for execu-
tion, all matching object life cycle transitions U of the corresponding activity
a ∈ A are retrieved by function ε : A → 2U introduced in the foundation section.
The resulting set U of transitions is checked for existence of a batch transition,
i.e., each transition t ∈ U is checked whether β(t) = true. As mentioned above,
we require that β returns true for at most one transition per activity. If a batch
transition t̂ was found, the activity instance is a candidate for batch process-
ing and the corresponding data object ô is retrieved. As each data object has a
reference pid to its process instance in which it is processed, the data object ô
can be obtained from the data storage with the process instance id of the just
enabled activity instance and the data class containing the object life cycle of
the batch transition t̂. For example, activity instance 1-21 is identified as batch
candidate. Since, the identified batch transition belongs to the Customer Letter
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Fig. 5. Illustration of algorithm to process activity instances of multiple process models
in a batch.

object life cycle, the Customer Letter object in state created and with id 1-21
is retrieved (see last row of most-left table in Fig. 5).
(2) Select corresponding data objects based on data view. Next, all data objects
sharing the data class and data state with the in (1) identified data object ô
are pre-selected. In Fig. 5, the most-left table shows all currently processed data
objects O of our waste management organization. The Customer Letter in state
created referring to the process instance with id 1-21 to be processed by the
current activity instance is the candidate for batch processing and is shown in
bold font. The second table of Fig. 5 visualizes the projection O′ on the set of
data objects O such that all objects refer to data class Customer Letter and are
in state created. In total, three data objects are referred in the given example.
From this set, all objects sharing the data view with ô are finally selected. In
our example, the grouping characteristic consists of data attributes cust name
and cust address of data class Customer Letter. For the current processed data
object ô, we find the values Boyson and London. All data objects O′′ ⊆ O′

having identical values are selected as shown by the third table in Fig. 5. If the
data view definition is empty or not defined, then O′′ = O′ holds.
(3) Relate data objects to activity instances. Batch processing works on activity
instance level. Thus, next, the activity instances of the selected data objects O′′

must be determined. As given in Definition 5, each object contains a reference
pid to its corresponding process instance. For activity instance determination,
the auxiliary function η : O → AI is used where AI denotes the set of all
currently existing activity instances. Subsequently, the corresponding related
activity instance is retrieved that is currently in state ready and that, in turn,
refers to an activity a reading a data node d, where the state matches the one
from ô ((d, a) ∈ F). The most-right table in Fig. 5 shows the resulting activity
instances for the data objects O′′. The identified activity instances may refer to
different process models. In our example, two identified activity instances refer
to the customer communication process while the batch candidate refers to the
invoice process.
(4) Provide batch processing candidates to the user. The identified activity
instances are transferred from state ready into state disabled ; a disabled activ-
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ity instance is temporarily deactivated in its processing [17]. Then, the user is
asked which of the identified activity instances shall be processed in a batch
with the batch candidate. In our example, activity instances for activity Send
customer letter of the process instances 2-5 and 2-6 may be grouped in a batch
with the activity instance of 1-21. The gray-colored box on the bottom-right in
Fig. 5 visualizes this. One of the responsible task performers decides whether all
additionally identified activity instances, a subset of them, or none are joined
into one work item batch. A work item batch is an aggregated work item of all
selected activity instances allowing joint visualization and execution in one step.
The task performer is then responsible for executing the work item batch if at
least some activity instances are joined. Otherwise, the batch candidate is han-
dled as a common single activity instance. Finally, those activity instances that
were not selected for batch processing are transferred back into state ready.

Fig. 6. Resulting work item batch
from Fig. 5 if all activity instances
are selected for batch processing.

(5) Execution of a work item batch. All activ-
ity instances selected by the task performer
and the batch candidate are jointly realizing
the work item batch are added to a batch
cluster. A batch cluster is a container col-
lecting activity instances that can be exe-
cuted together and may pass multiple states
during its lifetime [18]. First, a batch clus-
ter is init ialized. In this state, it aggregates
the activity execution information of all con-
tained activity instances into a single work
item – the work item batch. Afterward, the
batch cluster is ready for execution but can
still be extended. Further activity instances
can be added to the batch cluster by expanding the work item batch accord-
ingly. Additions are allowed until the task performer starts its execution, i.e.,
the batch cluster transitions into state running. Figure 6 visualizes the work item
batch for the example given in Fig. 5 under the assumption all identified activity
instances were selected. Upon completion of the work item batch, the output
data is stored by the batch cluster for each activity instance individually to
easily distribute the results, all activity instances are terminated. Subsequently,
the batch cluster terminates as well and the succeeding activity instances are
handled again separately .

In BPMS, activities are distinguished into user interaction activities, system
activities and manual activities [1]. Handling of user interaction activities is dis-
cussed above. Targeting, system activities, step (4) needs to be automated by
automatically adding all batch candidates to the batch. Alternatively, a respon-
sible role can be specified to handle step (4) interfering with automated system
activity execution. Step (5) remains conceptually unchanged. Instead of provid-
ing the work item batch to the user as form, the batch cluster aggregates the
input information and provides it to the information system processing the sys-
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tem activity. Targeting manual activities and assuming the BPMS shows them
to the user as form, the approach introduced above remains unchanged.

4.2 Part 2 – Connected Batch Transitions

Design. In real-world business processes, we observed that multiple tasks pro-
vide the same result, e.g., a letter is sent by mail, given various input data
represented by different states, e.g., the letter to be sent can be either signed or
unsigned or it can be approved, rejected, or unchecked. The algorithm presented
in Sect. 4.1 cannot handle these observations properly. Only letters being in the
same data state before sending can be executed as batch. However, despite of
different input states, the customer letters can still be grouped as batch and sent
within one envelope if they share the addressee. In this section, the concept of
connected batch transitions is presented to cope with this challenge. Assume, the
customer communication process in Fig. 1b requires the Customer Letter to be
signed before it is sent, a corresponding activity is added between activities Print
customer letter and Send customer letter. The data flow is adapted accordingly.

Fig. 7. Object life cycle of customer letter with the
new state signed and connected batch transitions.

The object life cycle is
changed as well to match
these data flow changes. The
additional data state signed
is added as successor of state
created and as predecessor
of state sent. The corre-
sponding data state transi-
tions get associated to the
actions Sign customer let-
ter and Send customer letter
respectively. Figure 7 visual-
izes the extended object life cycle for data class Customer Letter.

Allowing batch processing of activity instances referring to different batch
transitions, a connection between them is required. The property of Connected
batch transitions is introduced describing batch transitions that have different
input states and might have different labels but have the same output state. Visu-
ally, this is represented by associations between corresponding batch transitions.
We assume that the object life cycle designer decides based on the business con-
text which transitions can be connected. Referring to consistency, all connected
batch transitions must be assigned to the same grouping characteristic. Tooling-
wise, this can be handled by specifying the grouping characteristic only once and
applying it to all.

Execution. Based on above design adaptations, the execution semantics need
to be adapted as well. In step (2), after checking whether the currently enabled
activity instance is a candidate for batch processing, the set O′ of pre-selected
data objects is expanded. All data objects sharing the same data class and being
in one of the data states that are the source state of some connected batch tran-
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sition are added. Thereby, alignment of data objects to processes must be con-
sidered since the same data state may be utilized differently in different process
models (cf. state created of data class Customer Letter). In above example, this
includes all data objects of class Customer Letter being in state created – if they
refer to the invoice process – or signed – if they refer to the customer communi-
cation process. The remaining steps are applied as described in Sect. 4.1.

5 Implementation

For our prototypical implementation, we utilized the Camunda engine in Ver-
sion 7.1 to show that our approach discussed in Sect. 4 can be implemented in
a standard BPMS without direct support for data objects. The implementa-
tion and a screen-cast are available at http://bpt.hpi.uni-potsdam.de/Public/
BatchProcessing.

The Camunda engine does not handle data nodes annotated in process models
as all current standard BPMS [19]. Thus, we first extended the parser to consider
annotated data nodes and associations. Further, we added a parser to retrieve the
information from the object life cycles which are represented in an extended for-
mat of the jBPT library [20]. Second, we extended the engine itself. This is exem-
plary explained on the user tasks. When a user task gets enabled, its related data
state transitions are checked whether one of them is a batch transition. If yes, all
currently enabled user tasks are retrieved and checked based on their input and
output nodes whether they refer to the same batch transition. For all positively
identified user tasks, the attribute values of the grouping characteristic are com-
pared with the batch candidate’s values. If some matching user tasks were found,
they are provided to the task performer in a Choose-Tasks-form presenting the
batch candidate and all selected ones. A work item batch is created, if one or more
user tasks are selected by the user. In such work item batch, all form variables are
shown in one view and can be terminated by one click.

Our implementation shows that work item batches can be created and exe-
cuted and several work item batches can run in parallel. Further, it shows that if
the Choose-Tasks-form is not yet executed, new user tasks can be added dynam-
ically, and that an existing batch activity can be combined with a new user
task.

6 Related Work

In recent years, several approaches and techniques were introduced in the novel
area of batch processing in activity-centric processes. They introduce means
to configure simple options like the maximum number of jointly executed
instances [5,11,12] to more complex ones proposing a constraint-based [7] or
rule-based [6,18] activation. From these, [7] (i.e., for optional batch processing)
and [6] (i.e., for an optimized batch enablement) are the only works explicitly
considering run-time data for batch processing. However, they do not allow –

http://bpt.hpi.uni-potsdam.de/Public/BatchProcessing
http://bpt.hpi.uni-potsdam.de/Public/BatchProcessing
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likewise all other mentioned approaches – to jointly execute instances of different
process models.

The already existing approaches could be adapted to support batch specifica-
tion across process model boundaries. However, this would result in challenging
tool support in terms of visualization, specification, and maintenance, because
multiple diagrams must be handled in parallel. Alternatively, BPMN [13] pro-
vides the concept of a global task which is referenced in multiple process models
as call activity. Still, all process designers have to ensure that the call activity is
used in the corresponding process models again resulting in a multi-model han-
dling. As we aimed at providing a broader concept that allows batch processing
of activity instances performing similar business steps with the same business
goal, we did not use the call activity for our approach.

The increasing interest in the development of process models for execution
has shifted the focus from control flow to data flow perspective leading to inte-
grated scenarios providing control as well as data flow views. One step in this
regard is object-centric processes [16,21,22] that connect data classes with the
control flow of process models by specifying object life cycles. Batch processing in
terms of jointly processing data objects is of interest for object-centric processes
as well [22]. Conversely to our approach, data objects have to be selected man-
ually by the user and attribute values entered in the form are assigned to all
processed data objects instead of separating them per object instance.

7 Conclusion

This paper presents a concept to process a group of activity instances of differ-
ent processes as batch in order to improve process performance in large process
collections with repeating activities. For instance, in the bank sector, in case of
a bank account opening several documents can be sent as one mail. The require-
ments for batch processing are centrally defined in object life cycles (O1) which
describe the allowed data manipulations of data objects used in the business
processes. The presented concept is an optional batch processing approach (O2)
being started as soon as matching partners could be identified based on run-
time information, the currently existing data objects. Further, identified batch
processing candidates are proposed to a task performer (O3) who finally decides
which of them form a batch to ensure a correct batch assignment in a multi-
process setting. We consider our approach light-weight, since it only uses few
additional concepts (most prominently the batch transitions) well embedded in
recent research works. Our implementation showed that the approach is capable
to have several batches running in parallel and to extend batches dynamically
as long as they are not executed.

In this paper, activity instances are not delayed to avoid unnecessary waiting
times. Further cost saving potentials by grouping future activity instances also
into a batch are not considered yet. Considering this, existing concepts tackling
this challenge, e.g., activation rules [6], can easily be integrated into our app-
roach. Additionally, we also aim at investigating to group a set of subsequent
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data state transitions into one batch transition similar to the concept of batch
regions consisting of a set of connected activities. Further, we intend to provide
a method to quantify the awaited cost savings.
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Abstract. Implications of market and environmental changes have always influ‐
enced the industrial world. Combined with new technologies, the current changes
are summarized under the term Industrie 4.0. Since the first announcement,
Industrie 4.0 is one of the most discussed topics in research and industry.
However, for companies in the industrial sector, it is a challenge to assess the
implications of Industrie 4.0 for their organizations, and to decide whether and
how to respond. Therefore, a methodology to transform an organization towards
Industrie 4.0 is required. This paper provides a metamodel for the transformation
of organizations towards Industrie 4.0 as well as the first technique of this method,
a framework, to structure the implications of Industrie 4.0 and to identify Industrie
4.0 action fields as a first step towards Industrie 4.0 transformation. Furthermore,
it provides an outlook how to implement the identified action fields systematically
in existing process change management.

Keywords: Industrie 4.0 · Process change management · Organizational change ·
Framework · Method engineering

1 Introduction

INDUSTRIE 4.0 is an increasingly discussed topic in the German-speaking area [1]. Since
2011 as the German Federal Government announced Industrie 4.0 as one of the key
initiatives of its high-tech strategy [2], numerous academic publications, conferences
and practical articles have focused on that topic [3]. Since the first announcement of the
term Industrie 4.0, researchers and practitioners are confronted equally with keywords
like Cyber-Physical-Systems or the Internet of Things. Both, practitioners and
researchers, are trying to build up a common understanding and appreciation of what
this term could mean for their activities [4]. Although the “Industrie 4.0 Working Group”
[2] describes the idea’s basic technologies, its vision and selected scenarios for Industrie
4.0, it is still not clear how the industry will be affected of these impacts [4–6]. As change
has become a permanent characteristic in modern business, companies have to improve
their ability to respond rapidly and dynamically to market forces and competition [7].
As companies are confronted with Industrie 4.0, they have to address the question of
how to organizationally prepare for this change, a methodology to implement changes
well-structured and systematically is requested [8]. To face the industrial future and to
understand how it will look like, it will require an appropriate framework [2]. This paper
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aims at closing the gap in research, how the upcoming challenges connected to Industrie
4.0 can be structured and how the transformation process can be methodically supported.
By providing a framework based on Industrie 4.0 design principles and an approach to
structure an organization, the paper allows practitioners to understand how these chal‐
lenges influences their enterprise. By using the framework, practitioners can identify
action fields for an Industrie 4.0 transformation of their activities. Because the imple‐
mentation of the change is as important as what the change is [9], the authors categorize
their framework in existing process change management models and provide a meth‐
odology to implement the identified action fields.

The paper is structured as follows: Sect. 2 introduces the challenges and impacts of
Industrie 4.0 for the industry, seizes related work and points out the research gap.
Section 3 outlines the applied research process and research methods consisting of a
qualitative literature review and interview. Section 4 elucidate the methodology to
implement identified potentials caused by Industrie 4.0 action fields. In Sect. 5, the
components of the framework are illustrated. Additionally the authors describe the
construction of the framework. In conclusion, Sect. 6 gives an outlook and points out
further need for investigation.

2 Industrie 4.0

Three revolutions, which have fundamentally changed the industrial world, have taken
place until now [1]. The introduction of mechanical production facilities starting in the
second half of the 18th century is considered as the first industrial revolution. The second
industrial revolution was started in the 1870s with the electrification and the division of
labor (i.e. Taylorism). Around the 1970s, the advanced electronics and information
technologies developed further the automation of production processes and led to the
third industrial revolution, also called “the digital revolution” [1, 6].

2.1 Impacts of Industrie 4.0 on Organizations

Currently market and environment changes like the increase of variant diversity, the
increase of individualization, globalization or the decrease of product lifecycles are
forcing companies to reactions in order to stay competitive [10]. Meanwhile, technol‐
ogies like smartphones or apps, which are already frequently used in private life, find
their way to industrial practice and have implications like the increase of automatization
and mechanization or digitalization and connectivity [10]. In consequence, companies
have to deal with global complexities and these discontinuous technology changes to
secure their competitive situation [7]. Furthermore, companies should be able to identify
future implications and implement process changes to secure continuous adaptions [8].
Moreover, researchers proclaim that the vision of Industrie 4.0 describes a new kind of
industrial world including an increasing internal and intercorporate connectivity. This
confronts companies with new challenges for all dimensions of an enterprise, especially
humans (e.g. qualification), technology (e.g. highly connected systems) and organiza‐
tion (e.g. self-organization) [4].
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2.2 Related Work

With the target of providing guidance on the description, standardization, implementa‐
tion and improvement of Industrie 4.0 scenarios, the German-centered Plattform Indus‐
trie 4.0 as well as the US-based Industrial Internet Consortium (IIC) have published a
reference architecture.

The Plattform Industrie 4.0’s Reference Architectural Model Industrie 4.0 (RAMI
4.0) describes Industrie 4.0 technologies with the help of three perspectives: from a
hierarchy level, a life cycle and value stream, and a layer angel. The hierarchy level
represents the functionalities of factories (i.e. product, field device, control device,
station, work center, enterprise, and connected world). The life cycle and value stream
point of view distinguishes between types and instances of products and facilities. The
layer view describes machine properties (i.e. business, functional, information, commu‐
nication, integration, and asset). Based on the integration of the three views, RAMI 4.0
provides a basis for mapping and classifying objects and, thus, describing and imple‐
menting Industrie 4.0 scenarios [11].

The IIC’s Industrial Internet Reference Architecture (IIRA) describes conventions,
principles and practices for industrial internet systems. The architectural framework
comprises four viewpoints: business, usage, functional, and implementation. The busi‐
ness viewpoint addresses the system’s stakeholders and their respective vision, values,
and objectives for applying industrial internet scenarios. The usage viewpoint represents
the sequences of activities of human or machine users required to provide the necessary
functionalities of the system. The functional viewpoint centers around the functional
components, “their interrelation and structure, the interfaces and interactions between
them, and the relation and interactions of the system with external elements in the envi‐
ronment” [12]. Finally, the implementation viewpoint addresses the required technolo‐
gies for implementing the functional components [12].

Both introduced reference architectures have a technical focus on Industrie 4.0 and
do not provide any guidance on Industrie 4.0 specific processes. Consequently, these
architectures support the technical implementation but lack a broader understanding of
Industrie 4.0 and its impact on companies and therefore they are not suitable for the
approach of the paper.

3 Research Process and Research Method

The research process aimed at identifying a method to classify Industrie 4.0 impacts on
organizations. The authors decided to use qualitative research methods, because they
are accounted as being useful for several areas of research connected with organizational
change situations, “including theory development, theory testing, construct validation,
and the uncovering of new, emerging phenomena” [13]. The research process contained
several research steps, which are briefly described in the following.

As a first step, the authors scoured several publication databases (Scopus, ECONIS,
ScienceDirect, ACM Digital Library, AIS Electronic Library, IEEE Xplore) for
approaches how to structure an organization holistically and implement the impacts of
major changes in market and environment. These databases have been searched for items
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like “organizational design”, “enterprise configuration” or “socio-technical system”. As
already considered in Subsect. 2.1, Industrie 4.0 affects all domains of a company [4].
Based on this perception, the search focused on holistic concepts to describe an organ‐
ization. It could be determined that in order to gain a complete understanding of an
organization it requires to see an organization as a system of interacting components
which are people, tasks, technology and structure [14]. Using the literature review, the
Human-Technology-Organization (HTO) method has been identified by the authors to
fulfil the requirements of a method to represent all components of an organization.

When analyzing the term Industrie 4.0, it can be determined that there is a wide range
of existing definitions with different focuses. Accordingly, it is difficult to grasp a
common understanding of Industrie 4.0 and to incorporate it into a framework. One
approach to systemize and to describe a phenomenon like Industrie 4.0 is to derive design
principles from existing work on the topic [15]. So as a second step, the authors decided
based on existing preparatory work to clarify the term of Industrie 4.0 by using Industrie
4.0 design principles [6]. The authors searched for different approaches to describe
Industrie 4.0, but could not identify a comparable concept. Consequently, they decided
to use the design principles of Hermann et al. [6].

As a third step, the authors chose a qualitative research interview because it is most
appropriate when the research field “focuses on the meaning of particular phenomena
to the participants” [16]. For this paper, the qualitative research interview has been
conducted to evaluate the framework as a method to structure the impacts of Industrie
4.0 for companies. Following the recommendations of Dicicco-Bloom [17], in a sub
step the tentative draft of the framework has been presented to three different focus
groups, each composed of nine participants of research and industry. The group consists
in each case of two department managers, one division manager, three operative
workers, one university professor with industrial information management background
and two doctoral students, which graduate at the faculty of mechanical engineering and
investigate the transforming process of organizations towards Industrie 4.0. The industry
representatives had various functional backgrounds (from operative to strategic) in order
to represent a company as holistic as possible. They have been chosen as representatives
for one operative process. The authors started the interview by asking questions about
how the impacts of Industrie 4.0 could concern the organization, e.g. what impacts they
see connecting to Industrie 4.0 for their business or how decentralized decision making
could influence the organization structure, which led to an open discussion about the
holistic viewpoint of the framework. The participants of the interviews accepted the
framework as a holistic method to structure the impacts of Industrie 4.0 but requested a
methodology to implement the identified action fields. Based on this feedback, the
authors developed a metamodel to describe the whole transformation process, which is
outlined in Sect. 4, and evaluated it by interviewing the same workshop groups for a
second time. Several adjuvant annotations of the first and second discussions have been
considered by the authors and evaluated in a third interview round.
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4 A Metamodel for Industrie 4.0 Transformation

“Business process improvement has been a perennial concern of companies ever since
the industrial revolution began in the late eighteenth century” [7]. Because changes have
always been a part of industrial development, the aim of process change management
is to “provide a systematic approach for the consistent development of process models”
[18]. In literature, there exists a number of models to guide and instruct the implemen‐
tation of changes [9], exemplary Kotter’s strategic eight-step model for transforming
organizations [19], Jick’s tactical ten-step model for implementing change [20], and
General Electric (GE)’s seven step change acceleration process model consider this topic
[9, 21]. Even though the defined steps of these approaches have diverging focal points
and differ in the level of detail, they have in common that – first of all the – expected
changes have to be defined [9]. Afterwards a vision has to be created based on these
identified changes. Furthermore, the identified vision has to be implemented continu‐
ously [9]. Inspired by this approach, the authors aligned their Industrie 4.0 framework
in the first level of managing change by structuring Industrie 4.0 impacts and providing
a framework to section them. Furthermore, to manage change and to proceed in a struc‐
tured way an overall concept is necessary [22]. For this purpose, the authors developed
a method to structure the transformation process, which is based on the method engi‐
neering. Since only a limited number of scientific publications address the engineering
process of methods [23], in this context, Gutzwiller [24] analyzed numerous publications
on method engineering and derived five universal elements:

Activities: Activities have the objective to achieve one or more defined goals. They
can be divided into sub-activities. By bringing the activities into a temporal and proper
logical sequence, a procedure model can be provided.

Actors: When executing the activities, humans or committees have different roles,
which comprise a combination of different activities.

Deliverables: Activities develop new deliverables or revise existing deliverables.
Therefore, they may use previous activities as an input.

Metamodel: The metamodel of the method includes the individual components of
the method, their dependencies as well as their semantics.

Technique: Techniques support the execution of the activities by giving guidance
on the development of deliverables.

As Gutzwiller [24] recommended, the authors developed a metamodel of the method,
visualized in Fig. 1, which contains the activities and the supporting techniques of the
transformation process. The contents and dependencies of the metamodel have been
developed in interaction with the annotations of the interviewed practitioners. For the
metamodel, the paper uses Unified Modeling Language (UML) modelling to visualize
the coherences of the different actions. Because the use of class diagrams is recom‐
mended in order to structure components of a system, the authors decided for this model
notation [25]. Hereafter, the different activities of the metamodel are briefly described
below:
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Fig. 1. Metamodel of the Industrie 4.0 transformation process

Development of an Industrie 4.0 scenario: The authors recommend referring to
existing change management processes [9] to develop an Industrie 4.0 vision in work‐
shops with practitioners, e.g. for an operative process. During the workshop it needs to
be determined which areas within the framework of Industrie 4.0 are relevant. Therefore,
the Industrie 4.0 framework supports to structure the impacts of Industrie 4.0. By using
the framework, it can be determined how processes could look like in future and further‐
more, which capabilities the organization, the technology and the humans have to
provide and which potentials resultant. The deliverable of this activity is the Industrie
4.0 vision.

Development of a strategic plan: The next activity is to construct a strategic plan, as
the deliverable of this step, for implementing the vision. This step should be supported
by the levels of Industrie 4.0 in the maturity model and a technology tool, which provides
specific technologies compatible to specific situations, e.g. autonomous driver assistance
systems for the transportation of goods. The usage of an Industrie 4.0 maturity model
is adjuvant; because maturity models are appropriate to asses, where the organization
stands today in terms of Industrie 4.0 by providing steps in which the company can
classify itself [26]. Thereby, the highest maturity level can be derived from the frame‐
works’ action fields and provides thus ideas to shape the Industrie 4.0 vision.

Implementation: In the last step, the strategic plan should be implemented. The
authors recommend to use an action plan and to interact continuously with the strategic
plan to ensure that all ideas of the Industrie 4.0 vision are taken appropriately into
consideration. The actors of the transformation method are the practitioners. The role
of the actors has to be defined individually in each case depending on the process. Also
depending on the process is the definition of concrete projects, e.g. the pilot testing of
technologies.

5 Development of the Industrie 4.0 Framework

The Industrie 4.0 framework constitutes two main perspectives that need to be consid‐
ered when analyzing the impact of Industrie 4.0 on organizations. The first perspective
is the organizational perspective. Its purpose is to holistically analyze a company without
disregarding important aspects. For the conceptual frame of this dimension, the authors
chose the HTO concept, which will be described in Subsect. 5.1. The second dimension
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of the framework is Industrie 4.0 specific. For this dimension, the authors applied the
four Industrie 4.0 design principles, which are explained in Subsect. 5.2.

5.1 Conceptual Frame of the HTO Concept

The conceptual idea of the HTO concept is that organizations can be described and
analyzed by the interactions between the subsystems human (H), technology (T), and
organization (O) [27–29]. This idea originates from the sociotechnical system theory
[28], which implies that organizations consist of social and technical subsystems that
are associated with each other via the task of the overall system [28, 30]. Sociotechnical
system interact with their environment. They receive inputs from their environment and
provide outputs for their environment as well [28, 31].

In addition to the classic sociotechnical system theory, the HTO concept includes
humans as a separate subsystem. Within the HTO concept, humans are at the same level
as technology and organization. This emphasizes the importance of humans [27]. Case
studies have proven the approach of the HTO concept and showed that the performance
of the overall system depends on how well the interactions between the three subsystems
are [27]. Thus, the subsystems can be seen as enablers, which need certain capabilities
to enhance the interactions between the subsystems. This enables potentials that may
increase the productivity of the overall system. Consequently, when analyzing an organ‐
ization all three subsystems need to be taken into account individually as well as their
interaction with each other [28]. Figure 2 visualize these interactions between the
subsystems. Because of the importance of the interactions, each interaction is described
hereinafter.

Fig. 2. The HTO concept with its interactions (own representation based on [28])

Human–Technology Interaction: The task of the overall system determines the most
appropriate differentiation of labor between humans and machines. This affects the
degree of automation as well as how humans and machines need to interact with each
other [28].

Human–Organization Interaction: The degree of automation specifies the kind of
tasks humans needs to perform and therefore sets his correlating role within the organ‐
ization [32].
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Organization–Technology Interaction: It is important that the available technology
meets the requirements coming from the organization and conduces to the strategic
goals. Furthermore, it has to be ensured that the capabilities of the technology are used
as beneficial as possible [28].

5.2 Industrie 4.0 Design Principles

The authors decided based on existing preparatory work and a qualitative literature
review to clarify the term of Industrie 4.0 by using Industrie 4.0 design principles [6].
The four Industrie 4.0 design principles are described below.

Interconnection: In the Industrie 4.0 era, all members of an organization are
connected with each other. Not only objects (i.e. machines, products, and devices) are
connected over the Internet of Things (IoT) [33], furthermore, people are connected over
the Internet of People (IoP) as well [6, 34].

Information transparency: The increasing number of interconnected objects and
people [10] makes it possible to collect data coming from the physical world in real time
[33]. By linking the data with digitalized models, a virtual copy of the physical world
is created [6, 35].

Decentralized decisions: Since all objects and people in Industrie 4.0 scenarios can
access all relevant data, they are empowered to make informed decisions on their own
that contribute to the overall goal of the organization [36]. Objects and people perform
their tasks as autonomous as possible. Only in case of exceptions, interferences, or
conflicting goals, tasks are delegated to a higher level [6, 37].

Technical assistance: Caused by the increasing complexity of organizations, humans
need to be assisted in their work activities. Virtual assistance systems provide humans
the necessary information to make an informed decision and are equipped with context-
sensitive user interfaces [38]. Additionally, physical assistance systems support humans
by conducting a range of tasks that are unpleasant, too exhausting or unsafe for their
human co-workers [6, 39, 40].

5.3 Design of the Industrie 4.0 Framework

As described above, the HTO concept can be utilized to represent the organizational
dimension of the framework. By providing a frame to analyze an organization, the HTO
concept helps to structure the Industrie 4.0 framework. These two areas are directly
influenced by Industrie 4.0. As illustrated in Fig. 3, this results in new Industrie 4.0
capabilities and potentials.

Since the subsystems and their interactions influence each other, they cannot be
analyzed separately [28]. As a result, the influence of the Industrie 4.0 design principles
needs to be coherently analyzed on the subsystems as well as their interactions. This
results in a matrix with 24 fields as shown in Fig. 4.

To describe the usage of the framework’s methodological structure, the influence of
the Industrie 4.0 design principle “decentralized decisions” on the subsystems human
and technology as well as their interaction will be described exemplarily and are
summarized in Table 1.
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Table 1. Impact of “Decentralized decisions” on human, human-technology-interaction, and
technology

Human Human-technology-
interaction

Technology

Decentralized deci‐
sions

Control of complex
manufacturing
systems, responsi‐
bility of system
operation, and stra‐
tegic decision
maker [38]

More efficient
processes through a
high degree of auto‐
mation [5]

Autonomous deci‐
sions-making [2]

Resolving of disturb‐
ance in case of
failure [41]

Focus of employees
on creative and
value-added activi‐
ties [2]

Cooperation with each
other to reach
common goals [33]

In Industrie 4.0, businesses will establish global networks where cyber-physical
systems CPS (i.e. machinery, warehousing systems and production facilities) make
decentral decisions and cooperate self-regulated with each other [2]. This will lead to a
further increase in automation [10], which will transform the role of employees signif‐
icantly [38]. Hereinafter, the main aspects are described. The aspects are build up on the
results of the interviews.

HTO Concept

Information 
Transparency

Decentralised Decision

Technical Assistence

Interconnection

Industrie 4.0 
Design Principles

Industrie 4.0 Framework

Potentials

Technology Organization 
Interaction

Organization Human 
Interaction

Human Technology 
Interaction

Capabilities

Technology

Organization

Human

Components ofComponents of

Structures Influences

enable

= Method

= Components

Industrie 4.0 
Capabilities

Industrie 4.0 
Potentials

Components of enable

Fig. 3. Metamodel of the Industrie 4.0 framework
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Fig. 4. Industrie 4.0 framework

Human: The increasing level of automation will shift the role of employees from an
operator of machines towards a strategic decision-maker and a flexible problem solver
[38]. This will transform employees’ jobs and require new competence profiles [2]. In
future, flexible and highly qualified employees will be necessary in order to resolve
disturbance within the complex manufacturing systems in case of failure [41]. Therefore,
it will be necessary to implement appropriate training strategies and to organize work
in a way that enables lifelong learning of employees [2].

Technology: It will be necessary to equip manufacturing technologies and IT systems
of existing facilities with CPS capabilities [2]. From a technical point of view, these
capabilities are enabled by processing elements, network connections, sensors, and
actuators [42]. These components allow CPS to make autonomous decisions in response
to different situations [2] and to cooperate with each other to reach common goals [33].

Human–Technology-Interaction: The described capabilities of humans and tech‐
nology will lead to a higher level of automation and will enable more efficient processes
[5]. Thus, employees can be released from executing routine tasks and further focus on
creative and value-added activities [2].

6 Conclusion and Outlook

The introduced methodology provides a conceptual overview of how the transformation
of organizations towards Industrie 4.0 can be organized. For practitioners this constitutes
a structure for approaching Industrie 4.0 within their companies. In further research, the
additional techniques of the method need to be developed and verified within case
studies. The presented framework is the first step within this method. It can be utilized
to gain a vision of how organizations and processes will look like in the future. This
foresight is an essential basis for the Business Process Change Management [9]. The
framework allows researchers to organize and to classify the existing knowledge about
Industrie 4.0 and to structure the impacts on organizations. However, within this work
only the impact of the design principle “decentralized decisions” has been investigated.
In order to further elaborate the framework, the other three design principles have to be
examined as well to gain a holistic approach. By developing the content of the
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framework, 24 Industrie 4.0 action fields will be created that describe how Industrie 4.0
will influence the different areas of organizations. By combining these 24 action fields
an Industrie 4.0 vision can be derived. As both the components of the HTO concept as
well as the Industrie 4.0 design principles have interdependencies it further needs to be
investigated how the 24 action fields are interconnected. Researchers are welcome to
use the framework to structure their Industrie 4.0 knowledge and to investigate whether
there might be further research gaps within the Industrie 4.0 action fields.
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Abstract. Companies in dynamic environments have to react to certain market
events. Reactions can be short-term and influence the behavior of running process
instances or they can be mid-term or long-term and cause the redesign of the
process. In both situations, insights into the process flow are necessary and
provided by Process Data Warehouse Systems. This paper proposes to derive the
data warehouse structures from the meta model of the BPMN (Business Process
Model and Notation), the actual de-facto standard of workflow languages. The
resulting data structure is generic in order to be portable between application
domains and to be stable in case of changing workflows.

Keywords: Process data warehouse system · Data warehouse schema · Business
Process Model and Notation · Workflow

1 Introduction

Data Warehouse Systems (DWH systems) are established in most companies. They are
used to support strategical and tactical decisions at managerial level by providing rele‐
vant multidimensional information. The multidimensional data model enables the aggre‐
gation and analysis of quantitative measures (e.g., number of sales) along qualitative
dimensions (e.g., region, customer group or time). The schema design is aligned to
certain areas of business decisions and analysis. The measures are provided aggregated
and abstracted from concrete business transactions or processes.

Companies in highly competitive and dynamic markets often have to react appro‐
priately and with an adequate latency to changing conditions [1]. Process Data Ware‐
house Systems (PDWH systems), a specialization of subject-oriented DWH systems,
are appropriate to optimize business processes and operations on a daily or intraday basis
[2]. They can be used to support the identification of changing conditions as well as the
design of adequate reactions by providing insights into the processes. The difference to
the subject-oriented DWH concept is shown in Fig. 1. A PDWH system focuses on a
certain process type while subject-oriented DWH systems are providing data abstracted
from process type information. This is also true of the data instances. A PDWH system
has a lower aggregation level and explicitly provides data that is related to a process and
its behavior. Processes are executed by Workflow Management Systems (WfMS). These
systems also keep track of the execution and enable some runtime monitoring and
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restricted analytical functions at a technical level. But they are restricted in case of
business level analysis in order to support the following PDWH scenarios: The behav‐
ioral (operational) scenario describes short-term reactions that influence the behavior of
running process instances. The structural scenario describes the mid-term or long-term
redesign of the process structure based on data of finished instances [3]. The process
relationship is the common basis as well as the multidimensional data structuring. E.g.,
[4, 5] motivate multidimensional structures for the structural scenario. For the behavioral
scenario the multidimensional data model is proposed to analyze process events in a
historical context [6, 7]. Of course, the data structure has to be extendable with scenario-
specific information.

Fig. 1. Distinction of subject- and process-oriented DWH systems

The term process is rather unspecific in the context of PDWH systems. The term
workflow is more precise and better suited. A workflow is understood as a special kind
of process that is designed to be executed by humans or WfMS. Basically, it is described
by activities and their relationship [8]. Workflow languages are close to the executing
systems and for this appropriate as basis to derive multidimensional structures. The
Business Process Model and Notation (BPMN) [9] is one of the dominant workflow
modeling languages [8]. The OMG (Object Management Group) standard is widespread
and accepted by modelers and tool developers [10]. But the BPMN has not been consid‐
ered so far in multidimensional process data structures.

The goal of this paper is to present a multidimensional data structure in order to
realize the following requirements: First, the data structure should support decision
making in the behavioral and the structural PDWH scenario. Second, it should support
the workflow language BPMN. And finally, the multidimensional structure should be
flexible in order to react on dynamically changing workflow schemas. The strategy to
realize these requirements is to derive the multidimensional data structure based on the
BPMN meta model. Of course, it has to be enhanced with business information. Further,
the data structure will be specified to be generic. This means that it is independent of
the workflow schema. First, this enables the application in heterogeneous business
domains (e.g. sales or human resources). Second, the redesign of a workflow schema
due to changing market conditions does not imply the redesign of the DWH schema.
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The benefit is that existing reports are repeatable and results are reproducible. This is a
key feature of DWH systems (e.g. in case of compliance checking). The redesign of
DWH structures often has a negative influence on repeatability and reproducibility.

To introduce the generic PDWH schema, the paper is structured as follows: First,
the relevant basics of the BPMN are introduced. Section 3 is a discussion of related
work. Section 4 presents the concept of the generic PDWH schema that is applied and
demonstrated in Sect. 5 on a real-world case study. Finally, Sect. 6 summarizes and
reflects the concept and gives an outlook on future work.

2 The Business Process Model and Notation

PDWH systems focus on process behavior and interaction between processes. The
BPMN provides process (workflows) and collaboration diagrams for this purpose [11].
The other diagram types are not relevant for the research problem. The BPMN also
defines conformance classes in order to determine the conformance between modeling
tools and the specification. To control the complexity of the BPMN in this work, the
focus of the presented concept is reduced to the elements of the descriptive process
modeling conformance class. This class defines the basic concepts for process and
collaboration modeling. Section 6 shortly explains the extension of the concept to
support the full process modeling conformance. The meta model for the conformance
class is based on the BPMN specification [9] and shown in Fig. 2.

Fig. 2. The relevant part of the BPMN meta model (representation based on [9])

Flow Nodes [9, 11]: Flow Nodes are the building blocks of BPMN process models.
Activities are used to model working steps. A Task represents an atomic working step
that can be described more closely as user, service, send or receive task. A Sub-Process
is a non-atomic working step and encapsulates a process itself. A Call Activity is used
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to model a callable and reusable process. Gateways control the flow of the process. An
exclusive gateway splits/joins alternating sequence flows. Parallel gateways create/
synchronize parallel sequence flows. Events of a process are differentiated by their posi‐
tion (start, intermediate, end) and their trigger. Relevant events are the empty start/end
event, the message start/end event, the timer start event and the terminate end event.
Sub-types of Task, Event and Gateway are not shown in Fig. 2.

Connecting Objects [9, 11]: The Sequence Flow is used to model the process behavior.
A Sequence Flow element always runs from a start to a target Flow Node. The interaction
between processes is modeled by Message Flows with optionally annotated message
descriptions.

Lanes [9, 11]: A process is contained within a Pool that represents a participant of a
collaboration. A Pool can be hierarchical structured by Lanes. Typically, they are used
to model roles or responsibilities within a process.

The Data Objects of the BPMN specification are left out of this work. The BPMN
semantics of the term Data are not precise enough and because of this not operable. The
element Data is not only used to annotate input/output data. Even more, it is used to
assign physical objects and products. Further, the BPMN does not provide the possibility
to specify data structures like UML Class Diagrams or Entity Relationship Models. But
such data structures could be important to identify business dimensions. Because of this,
Sect. 5.2 demonstrates the derivation of business dimensions based on object-oriented
operational structures.

3 State of the Art

A number of publications are presenting multidimensional data structures for workflow
schemas. A first group of publications base their concepts on informal [12] or proprietary
[4, 13] workflow specifications. The authors of [14] present a generic multidimensional
schema. The used workflow specification is kept abstract. The proprietary workflow
specifications are often incomplete, restricted and only for theoretical usage. A second
group of concepts is defined for certain application domains. Multidimensional data
structures for surgery workflows are presented in [5]. In [15] parts of multidimensional
data structures for service and sales processes are introduced. Because of their domain-
specific contexts, the portability to other application domains is restricted. The authors
of [16] base their concept on the workflow specification of the WfMC (Workflow
Management Coalition). The multidimensional data structures are not specified in
general terms. They are designed to support assumed queries. The data structure of [17]
abstracts from application domain and process language. It is designed for the identifi‐
cation of information requirements based on generated process data. Due to the abstrac‐
tion from language specifics it is limited for tracking and analyzing relevant processes
data at runtime.

The presented approaches support heterogeneous workflow concepts as dimensions
(Table 1). Only few approaches support the analysis of the hierarchical structures or of
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the sequence flow of the workflows. Data usage is mostly considered rudimentary or
only domain-specific. The dimensions Time, Actor and Instance (Assignment of node
instances to workflow instance) are supported in all proposals. Yet, the BPMN has not
been considered in related work. Compared to the BPMN, the used workflow specifi‐
cations and multidimensional structures are restricted. E.g., the interaction between
participants/processes is not subject of any of the concepts. Furthermore, the related
multidimensional structures are not defined based on a formal specification and, for this,
could not be checked for completeness. A further feature of the BPMN is its clearly
defined and human readable graphical syntax. This is important for process redesign in
order to localize workflow elements that, for example, have been identified to be inef‐
ficient. The related publications do not discuss workflow specifications with an appro‐
priate graphical syntax compared to the BPMN.

Table 1. Supported dimensions in related concepts

[4] [5] [12] [13] [14] [15] [16] [17]
Instance X X X X X X X X
Hierarchy X X X X
Sequence X X X
State X X X X X X
Time X X X X X X X X
Actor X X X X X X X X
Organization X X X X X X
Data dom X X dom dom X
Events X X

X → feature is realized; dom → domain-specific realization

4 The Generic Process Data Warehouse Schema

The PDWH schema is derived and justified based on the meta model of the BPMN
(Fig. 2). The data instances of a PDWH schema should be provided not aggregated as
they are available at the source system (workflow engine) [18, 19] in order to flexibly
realize ad-hoc queries. Nodes (Task, Gateway, Event) are the low-level elements of the
BPMN and, for this, the lowest level for dimensions of the multidimensional structure.
Figure 3 shows the resulting dimensions that are derived based on the element Flow
Node of the meta model. For representing the multidimensional schema, the Semantic
Data Warehouse Model (SDWM) [20] is used. A dimension is shown with all of its
hierarchy levels and the aggregation relationships between these levels. The highest
level (Total) means a full aggregation of the dimension hierarchy. Normally, there is a
n:1-aggregation relationship between a hierarchy level and the next higher one. As
graphical representation crow’s feet are used at the n-side. The SDWM assumes that a
hierarchy level is implicitly described by ID and a semantic attribute.
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Fig. 3. BPMN-specific dimensions

Scope of the PDWH schema is a BPMN process (workflow). It is embedded within
a collaboration diagram to show the interaction with other participants. A multidimen‐
sional data structure covers the process of one participant. The other participants are
regarded as black boxes. Their processes can be subject of separated PDWH schemas.

FlowNode Schema: The dimension FlowNode Schema (Fig. 3a) is used to make the
workflow and nodes analyzable at schema level. At the lowest level of this dimension
the semantic of Node is its name within the workflow schema. Nodes may be hierarch‐
ically structured (Parent-relationship). E.g., a Task may be part of a Sub-Process and
the Sub-Process may also be part of a higher Sub-Process itself. So the dimension is
unbalanced at the instance level. For the FlowNode Schema dimension, the Total level
means the aggregation up to the whole workflow.

FlowNode Sequence: The behavior of a certain workflow instance is tracked and
analyzable through the dimension FlowNode Sequence (Fig. 3b). A Node Instance can
have zero or multiple pre- and successors (pre/post-relationship). Multiple successors
are, for example, the result of parallel gateways. This enables the aggregation along the
behavioral path of a workflow instance. An aggregation over the whole instance is
modeled by the Total dimension level. The Post Condition is a dimensional attribute
that is especially useful to understand gateway behavior.

Swimlane: The dimension Swimlane (Fig. 3c) is derived from the meta element
LaneSet. It enables the analysis of organizational structures within a participants work‐
flow schema. In a collaboration diagram, a node is assigned to a Lane. Swimlanes are
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hierarchically structured with an a priori unknown depth. This is considered by the parent
relationship.

FlowNode Type: The dimension FlowNode Type (Fig. 3d) is a generic dimension to
consider the node types and enables the aggregation along the BPMN-type hierarchy
(generalization of Flow Node for Event, Activity, and Gateway in Fig. 2). The instance
level of the dimension is common for all BPMN workflows. The aggregation of the Sub-
Types Exclusive and Parallel Gateway to the Type Gateway is an example for the
instance level. The attribute description could be used (0,1-relationship) to provide
further information (e.g., message as trigger of a Start Event).

Participant: The dimension Participant (Fig. 3e) is necessary to analyze the interaction
within a collaboration between the instance of a workflow and of related participants. It
is closer described by the message exchange. The dimension enables the aggregation of
participant instances to types and the Total level.

To enable the aggregation of all workflow instances, a dimension Process Instance
is needed that is not derived from the meta model. This also applies to the obligatory
dimension Time of DWH schemas, which enables the analysis of workflow executions
on the time axis.

Finally, measures have to be identified for the multidimensional schema. Following
the argumentation of BOEHNLEIN [20], measures of a DWH system are defined to assess
certain objectives. The objectives for the structural DWH scenario (process design) that
could be assessed in a workflow schema are (i) short process runtime, (ii) low process
costs, and (iii) high process quality [21]. The measures time and cost are appropriate to
assess objective (i) and (ii). For the assessment of the process quality a number of publi‐
cations propose static procedures [22]. A PDWH system could be used additionally to
analyze the true behavior at runtime. The analysis of normal and exceptional behavior
may be an example. So, a counting measure (number of executions) is necessary to track
the executed activities. Based on these measures, further case-specific measures could
be derived. Measures for the behavioral scenario are application-domain dependent and
cannot be specified in general terms.

5 Application of the Process Data Warehouse Schema

Section 5 demonstrates the application of the generic multidimensional data structure
on an extract of a real-world case study (Sect. 5.1). Section 5.2 shows the extension of
the data structure by business dimensions to support the structural DWH scenario.

5.1 Application of the Generic Data Structure

The generic PDWH schema is demonstrated by application to the sales process of an e-
car (electronic car) rental company. The sales process is specified according to the case
study presented in [23]. Figure 4 shows an extract of the BPMN sales workflow.
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Fig. 4. Sales management workflow for e-Car rental

The upper part of Fig. 4 shows the overall process starting with the receipt of a
customer request and ending with successful or non-successful booking. The availability
of e-Cars is the crucial success factor. The process is specified within a collaboration
diagram and interacts with the black box participants Customer and Fleet Management
System. The main activities are modeled as embedded and collapsed Sub-Processes. The
lower part of Fig. 4 shows the insight of the Sub-Process Receive available Cars. The
Fleet participant sends a list of available cars. Only if cars are available, they are persisted
locally and the Sub-Process ends up in the final state Cars available. Otherwise, the
final state is No Cars available.

Figure 5 illustrates the application at instance level using tables according to the star
schema paradigm of relational DWH systems. The Facts table combines the dimensions
by foreign key relationships and has the attributes for the measures. The example shows
the measure n (number of executions). The dimensions for process instance (process)
and time (timestamp) are not shown explicitly. They are only considered by the attributes
instance and timestamp.
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Fig. 5. The process data warehouse schema of the sales management workflow

A node instance (data set of the Facts table) is identified by the attribute instance
and is assigned to a process instance by the attribute process (e.g., instance = 301-1).
The table FlowNode-Type shows for instance 301-1 (type-id = T1) that it is of the Sub-
Type message start event and could be aggregated to the Type event. For the same node
instance the interaction with the participant instance Fleet-App (p-id = 1) is associated
in table Participant. The message exchange is described as List of Cars. Node instance
301-1 is further defined by the schema element 301. The table FlowNode Schema shows
the semantic description of the event Receive List of Cars as well as its integration in
the workflow hierarchy. It is a child of node 3, the Sub-Process Receive available
Cars. The behavior of process instance 1 is shown in table FlowNode Sequence. E.g.,
node instance 304-1 is an exclusive gateway. The decision of this gateway in process
instance 1 is true, meaning cars are available and node instance 305-1 is executed next.

It is also possible to manage loops in a workflow schema. Each time a node is
accessed in a workflow instance, a new node instance is created and put in the Facts
table. The timestamp and the counter within the node instance description enable to keep
track of the execution sequence of the node instances within the loop. The presented
data structure is, due to its generic character, able to deal with changes within the
workflow schema. Changes in workflow hierarchy and flow node semantics are realized
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by new instances within the dimension FlowNode Schema. Changes in the sequence of
the workflow schema are tracked with the workflow instances in the dimension Flow‐
Node Sequence.

5.2 Domain-Specific Extension of the Multidimensional Data Structure

For comprehensive analysis it is necessary to add business-specific dimensions and
measures. Customer or sales dimensions would be useful for the presented case study.
For example, the sales process could be executed by call center or web shop. The sales
dimension would allow to compare performance measures between these types. A
customer dimension could show differences in the sales process between young and
older customers. Of course, these dimensions could not be derived from the meta model
of the BPMN. As mentioned in Sect. 3, the BPMN Data semantics are not useful for the
derivation of dimensions. According to [20], we suggest to identify business dimensions
based on object-oriented diagrams. As mentioned yet, data structures are not provided
by the BPMN and have to be specified additionally. The author of [20] gives hints in
order to reveal business-specific dimensions in an object-oriented data schema. On the
left side Fig. 6 shows an example of the object-oriented structures of the case study. As
stated, a Sales Channel could be an e-Shop or a CallCenter. A CallCenter is the compo‐
sition of CallCenter Employees.

Fig. 6. Domain-specific dimensions of the case study

The right side of Fig. 6 shows possible business dimensions. The generalization of
CallCenter and e-Shop to Sales Channel results in a dimension Channel. E.g., it enables
to differentiate performance measures of activities/workflows by the sales channel type
(e-Shop vs. CallCenter). The dimension CC-Staff results from the composition rela‐
tionship of CallCenter and Employee. Measures could be analyzed at the grain of single
employees or for different engaged call center providers.

Generalizations or compositions in object-oriented data structures are just hints for
the modeler to identify dimension structures. Of course, domain knowledge and expe‐
rience of the modeler are important for this task.
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6 Summary, Reflection and Future Work

This paper presents a generic Data Warehouse Schema to support process-related deci‐
sion making. Generic means that it is suitable for BPMN processes independent of its
application context and stable in case of changing workflow schemas.

As mentioned initially, the work is restricted to the descriptive modeling conform‐
ance class. Only one additional attribute of the Facts table (association) is necessary to
support complex BPMN elements of the full process modeling conformance as Compen‐
sations. A number of elements are just supported by the presented data structure, e.g.
further sub-types of gateways (complex, event-based) and events (intermediate). Other
elements are understood as alternating representations of supported modeling scenarios
(e.g., looping activities).

According to [24], process warehousing approaches can be reflected by their support
of the process modeling perspectives of [25]: functional, behavioral, organizational,
and informational; subsequently, the presented approach is also reflected based on these
perspectives. The initial classification of the BPMN in [26] is used as basis. The func‐
tional perspective is realized by the dimension FlowNode Schema, showing the hier‐
archical structure and the semantical names of the Tasks. The dimension FlowNode
Sequence and the dimension FlowNode Type build up the behavioral perspective. Using
Pools and Lanes to specify responsibilities enables the organizational perspective. The
differentiation between Service Tasks and User Tasks is also understood as an organi‐
zational aspect, as well as the consideration of the interaction between participants. The
message exchange as well as Events with their semantics are contributing to the infor‐
mational perspective. The derivation of dimensions from operational data structures
(UML class diagram) complements the BPMN-based dimensions and the organizational
perspective. To summarize, the presented concept can provide comprehensible insights
into a workflow.

For future work, the presented schema is planned to be integrated in a holistic devel‐
opment method that enables two features: (i) the integrated development of operational
workflow and PDWH structures; (ii) the interpretation of multi-dimensional workflow
data in business semantics. The idea is to interpret conceptual process models as business
views on more technically oriented workflow schemas.
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Abstract. Enterprise business process management is directly affected
by how effectively it designs and coordinates decision making. To ensure
optimal process executions, decision management should incorporate
decision logic documentation and implementation. To achieve the sepa-
ration of concerns principle, the OMG group proposes to use Decision
Model and Notation (DMN) in combination with Business Process Model
and Notation (BPMN). However, often in practice, decision logic is either
explicitly encoded in process models through control flow structures, or
it is implicitly contained in process execution logs. Our work proposes
an approach of semi-automatic derivation of DMN decision models from
process event logs with the help of decision tree classification. The app-
roach is demonstrated by an example of a loan application in a bank.

Keywords: Business process · Decision management · Decision mining

1 Introduction

Business process management is widely used by many companies to run
their businesses efficiently. Business process performance essentially depends
on how efficiently operational decisions are managed. An interest from acad-
emia and industry in the development of decision management has lead to the
recently emerged DMN standard [13] aimed to be complementary to the BPMN
standard [12].

To assist companies with successful automated decision management, knowl-
edge about “as-is” decision making needs to be retrieved. This can be done by
analysing process event logs and discovering decision rules from this information.
Existing approaches to decision mining concentrate on the retrieval of control
flow decisions but neglect data decisions and dependencies that are contained
within the logged data. To overcome this gap, we extended an existing approach
to derive control flow decisions from event logs [14] with additional identification
of data decisions and dependencies between them. Furthermore, we proposed an
algorithm for detecting dependencies between discovered control flow and data
decisions. The output of this approach is a complete DMN decision model which
explains the executed decisions, which can serve as a blueprint for further deci-
sion management.

c© Springer International Publishing Switzerland 2016
W. Abramowicz et al. (Eds.): BIS 2016, LNBIP 255, pp. 237–251, 2016.
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The remainder of the paper is structured as follows. In Sect. 2, we introduce
the foundations and a running example for the paper. Section 3 presents the
discovery of control flow and data decisions from the event logs. In Sect. 4 we
propose an algorithm for identifying dependencies between discovered decisions.
We then apply the presented concepts on the use case and introduce a proto-
typical implementation of the DMN model extraction in Sect. 5. Related work is
then discussed, followed by the conclusion in Sect. 7.

2 Preliminaries

2.1 Definitions

For our work, we rely on notions of process model and execution as follows.

Definition 1 (Process Model). A process model is a tuple m = (N,C, α),
where N = T ∪G is a finite non-empty set of control flow nodes, which comprises
sets of activities T , and gateways G. C ⊆ N × N is the control flow relation,
and function α : G → {xor, and} assigns to each gateway a type in terms of a
control flow construct. �
Definition 2 (Process Execution, Process Instance, Activity
Instance). Let m be a process model. A process execution is a sequence of
activity instances t1 . . . tn, with n ∈ N and each ti is an instance of an activity
in the set of activities T of m. �
Definition 3 (Event Instance, Event Attributes, Trace, Event Log). Let
E be the set of event instances and A a finite set of attributes. Each attribute
a ∈ A is associated with the corresponding domain V (a), which represents a
set of either numeric or nominal values. Each event instance e ∈ E has tuples
(a, v), a ∈ A, v ∈ V (a) assigned to it. A trace is a finite sequence of event
instances e ∈ E such that each event instance appears in the trace only once.
An event log L is a multi-set of traces over E. �
We assume that an activity name in the process model corresponds to related
event instance name in an event log. For simplification purpose, we also assume
that the business processes do not contain loops, which we plan to consider in
future work.

To represent the knowledge about decisions taken in business processes, we
use the DMN standard, which distinguishes between two semantic levels: the
decision requirements and the decision logic. The first one represents how deci-
sions depend on each other and what input data is available for the decisions;
these nodes are connected with each other through information requirement
edges.

Definition 4 (Decision Requirement Diagram). A decision requirement
diagram DRD is a tuple (Ddm, ID, IR) consisting of a finite non-empty set of
decision nodes Ddm, a finite non-empty set of input data nodes ID, and a finite
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non-empty set of directed edges IR representing the information requirements
such that IR ⊆ Ddm ∪ ID × Ddm, and (Ddm ∪ ID, IR) is a directed acyclic
graph (DAG). �
A decision may additionally reference the decision logic level where its output
is determined through an undirected association. One of the most widely used
representation for decision logic is a decision table, which we utilize for the rest
of the paper.

Definition 5 (Decision Table). Decision table DT = (I;O;R) consists of a
finite non-empty set I of inputs, a finite non-empty set O of inputs, and a list
of rules R, where each rule is composed of the specific input and output entries
of the table row. �
An example of the decision model is presented in Fig. 5b: decisions are rectangles,
input data are ellipsis, information requirement edges are directed arrows. The
decision logic is not presented visually in the decision requirements diagram.

2.2 Running Example

Our example process represents a loan application in a bank, as shown in Fig. 1.
Although we used a Petri net for the model representation, our approach can be
applied to a wider class of notations, e.g., BPMN. The process starts with the
registration of the user’s claim, depicted in the model by the transition Register
claim. The claim details are recorded in the bank system as the attributes of a
token produced by this transition: the Amount the person claims (in EUR), the
desired payback Rate (in EUR) per month, the payback Duration (in months),
and if the customer has a Premium status. Afterwards, an expert decides if a Full
check, a Standard check, or a No check activity should be executed. The process
proceeds by executing an Evaluation activity, deciding if the client’s claim is
accepted or rejected followed by sending corresponding letters to the client. This
transition is followed by recording the Risk attribute of the token produced.

For analysing the example process, we created an event log with the help of
the simulation system CPN Tools1. This tool uses coloured Petri nets for models’

Register 
claim

Full 
check

Standard 
check

No check

Amount;
Rate;

Premium;
Duration

Evaluate 
claim

Risk
Send 

approval

Send 
rejection

Start Endp1 p2 p3

Fig. 1. Process model of the loan application in a bank
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Table 1. Simulation parameters for generating the event log of the process from Fig. 1

Task/Attribute name Simulation parameters

Trace ID 1 to 200 (incrementing)

Amount discrete(2,99)

Premium Random boolean

Duration discrete(2,30)

Rate Amount/Duration

Risk if Amount ≥ 50 and Duration > 15 : Risk = 4

if Amount ≥ 50 and Duration < 15 and Duration > 5 : Risk = 3

if Amount ≥ 50 and Duration < 5: Risk = 2

if Amount < 50 and Duration > 20: Risk = 3

if Amount < 50 and Duration < 20 and Duration > 10 : Risk = 2

if Amount < 50 and Duration < 10 : Risk = 1

p1 if Amount ≥ 50 and Premium = false : Full check

if Amount < 50 and Premium = false: Standard check

if Premium = true: No check

p3 if Risk ≤ 2: Send approval

if Risk > 2: Send rejection

representation which allow tokens to have data values attached to them, as in
our example process. We used the simulation parameters as presented in Table 1.

Table 2 shows a fragment of the simulated event log for the process depicted in
Fig. 1. For each event instance e, the event log records the event ID, the trace ID
referring it to the corresponding process instance, the name of the executed task,
and the set of other event attributes a ∈ A logged when a token is produced by
the corresponding transition. For example, the event instance 1 has the following
attributes: Amount a1 = 84 [EUR], Rate a2 = 2.8 [%], Duration a3 = 30
[Mths], Premium a4 = false. All other information, e.g., the timestamps of
event instances is discarded.
Whereas the knowledge about the process decisions can be empirically derived
from the logged expert decisions depicted in Table 2 in the form of credit eval-
uation rules, the corresponding process model depicted in Fig. 1 does not allow
for decision knowledge to be obtained. Moreover, simply applying these rules for
the development of credit scoring systems can lead to the unjust treatment of an
individual applicant; e.g. judging the applicant’s creditability by the first letter
of a person’s last name [6]. Thus, tt seems reasonable to use automated credit
scoring systems [5] complemented with an explanatory model, and therefore, we
propose further in this paper to derive the DMN decision model from the process
event log. An advantage of using such a model is that the separation of process
and decision logic maximizes agility and reuse of decisions [15]. We demonstrate
the DMN model derivation for the presented use case in Sect. 5.

1 http://cpntools.org/.

http://cpntools.org/
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Table 2. An excerpt of the event log for the process depicted in Fig. 1

Event ID Trace ID Name Other attributes

1 1 Register claim Amount = 84 [EUR], Rate = 2.8 [%],

Duration = 30 [Mths], Premium = false

2 1 Full check -

3 2 Register claim Amount = 80 [EUR], Rate = 4.4 [%],

Duration = 18 [Mths], Premium = true

4 2 No check -

5 1 Evaluate Risk = 3

6 1 Send rejection -

3 Discovering Decisions from Event Logs

In this section we introduce different types of decisions in process models and
propose ways of detecting them in process models and event logs.

3.1 Discovering Control Flow Decisions

In our previous work [3] we analysed around 1000 industry process models from
multiple domains and discovered that the exclusive gateway was the most com-
mon decision pattern used in 59 % of the models. To indicate such of type of
decisions, we will use the notion of control flow decisions, which are represented
in process models by decision structures of a single split gateway with at least
two outgoing control flow edges. When the control flow decision occurs, a token
placed at the split gateway, fires the needed transition, to which we will refer
as to a decision outcome. For example, the control flow decision occurs when
a token, placed at the split gateway p1 (see Fig. 1), fires the needed transition,
thus, it is decided which of the activities Full check, Standard check, or No check
should be executed.

For deriving the control flow decisions and the decision logic behind it, we
propose the following approach. Firstly, the control flow decisions are identified
in the input process model. Given a process model m, we determine constructs
of directly succeeding control flow nodes, that represent a gateway succeeded by
a task on each of the outgoing paths. The step output is a set of M control flow
decisions P = {p1, . . . , pM} corresponding to a process model m.

Next, we want to derive the decision logic from the event log in the form of
a decision table. A decision table is a tabular representation of a set of related
input and output expressions, organized into rules indicating which output entry
applies to a specific set of input entries [13]. Below we introduce the notion of
the decision rule.
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Definition 6 (Decision Rule). Given is an event log L and a corresponding
set of attributes A = (A1, . . . , Av), v ∈ N

∗. The decision rule is a mapping

A1 op q1, . . . , Aw op qw −→ cl, 1 ≤ w ≤ v (1)

where the attributes A are decision inputs, op is a comparison predicate,
q1, . . . , qw are constants, and cl ∈ Cp∗ = (c1, . . . , cs), s, l ∈ N

+, 1 ≤ l ≤ s is
a decision output of the control decision p∗ ∈ P . �
For example, the decision rule for the control flow decision p1 (see Fig. 1) is:

Premium = false, Amount < 50 −→ Full check (2)

The control flow decision rules can be derived using the approach introduced in
[14]. It is based on the idea that a control flow decision can be turned into a
classification problem, where the classes are process decisions that can be made,
and the training examples are the process instances recorded in the event log. All
the attributes recorded in the event log before the considered choice construct
are assumed as relevant for the case routing. In accordance with [14], we propose
to use decision trees for solving the presented problem. Among other popular
classification algorithms are neural networks [1] and support vector machines
[16]. Pursuing the goal of deriving an explanatory decision model for a business
process, we stick to the decision trees, as it delivers a computationally inexpen-
sive classification based on few comprehensible business rules with a small need
for customization [2].

(a) Training examples (b) Decision tree

Fig. 2. Control flow decision p1 represented as classification problem

The possibly influencing attributes for the control flow decision p1 are:
Amount, Premium, Rate, Duration. The learning instances are created using
the information from the event log as presented in the table in Fig. 2a, where
lines represent process instances, and columns represent possibly influencing
attributes. The Class column contains the decision outcome for a process
instance. An example of the classification of process instances by a decision
tree is presented in Fig. 2.
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3.2 Discovering Data Decisions

Besides the explicit control flow decisions, process models can contain implicit
data decisions. Our idea for detecting such type of decisions assumes that the
values of the atoms in the decision rules can be determined for a certain process
instance by knowledge of the variable assignments of other attributes. For exam-
ple, in Fig. 1, it is not exhibited how the value of an attribute Risk is assigned,
however, in practice, it depends on the values of attributes Amount, Rate, Pre-
mium and Duration recorded in the system while registering the clients claim.
We distinguish the data decisions into functional and rule-based data decisions.

Definition 7 (Rule-Based Data Decision). Given is a set of attributes A =
(A1, . . . , Av) An attribute Aj is a rule-based decision if there exists a non-empty
finite set of rules R which relate a subset of the given set of attributes to the
aforementioned attribute Aj :

R =
⋃

i

A1 op q1, . . . , Al op ql −→ V i(Aj) (3)

where the attributes A1, . . . , Al are decision inputs, op is a comparison predicate,
q1, . . . , ql are constants; hereby v, l, i ∈ N

+, 1 ≤ l ≤ v. �
A rule from the rule-based data decision for Risk of the process model in Fig. 1
is:

Premium = false, Amount < 50, Duration < 10 −→ Risk = 4 (4)

Definition 8 (Functional Data Decision). Given is a set of attributes
A = (A1, . . . , Av) An attribute Aj is a functional data decision if there exists
a function f : (A1, . . . , Ak) −→ Aj which relates a subset of the given set of
attributes to the aforementioned attribute Aj ; hereby v, k ∈ N

+, 1 ≤ k ≤ v. �
A functional data decision for our running example for attribute duration is:

Duration = Amount/Rate (5)

In Algorithm 1, we propose a way to retrieve data decisions using a process
model m, an event log L, and a corresponding set of attributes of the event
instances A = (A1, . . . , Av), v ∈ N

∗ as inputs. As any of the attributes from the
set A can potentially be the output of a data decision, the procedure runs for
each attribute a ∈ A (line 2).

Firstly, in line 3, a set Ainf of attributes possibly influencing a is determined
using the assumption that all the attributes are recorded in the event log before
or equal to the transition to which the attribute a is referred. Afterwards, the
procedure detects whether an attribute a represents a rule-based data decision
(lines 4–6). For this, we build a decision tree dt classifying the values of the
attribute a using the set of possibly influencing attributes Ainf as features. If
the built decision tree classifies all training instances correctly, a rule-based data
decision for the attribute is yielded (here and further in the paper we assume
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Algorithm 1. Retrieving Data Decisions
1: procedure FindDataDecisions(processModel m, eventLog L, attributes A)
2: for all a ∈ A do
3: Ainf ← possibly influencing attributes for a
4: dt ← decision tree for a using Ainf as features
5: if dt correctly classifies all instances then
6: return rule-based data decision for a
7: else
8: if a has a numeric domain then
9: Ainfnum ← attributes from Ainf with numeric domain
10: operators ← {+, -, *, /}
11: funcs ← {function “a o b” | a, b ∈ Ainfnum ∧ o ∈ operators}
12: for all func ∈ funcs do
13: if func correctly determines value of a for all instances then
14: return functional data decision for a
15: break

that the classification correctness can be adapted for business needs by using
a user-defined correctness threshold in percent). If no set of rules was found,
the algorithm searches for a functional data decision for attribute a (lines 8–
15). For this, we consider only such attributes which have a numeric domain.
We determine the function form by a template representing combinations of
two different attributes from Ainf connected by an arithmetic operator (10).
The functions representing all possible combinations of such kind, are tested for
producing the correct output for all known instances (lines 11–12). If that is the
case, a functional data decision for a is returned (line 14). If it is determined
that an attribute a is neither a rule-based, nor a functional data decision, a is
discarded as a possible data decision and is treated as a normal attribute.

For our running example, the algorithm finds a rule-based data decision for
attribute Risk depending on the attributes Amount, Premium, and Duration as
presented in Fig. 3a. An instance of a functional decision is Eq. 5.

3.3 Mapping of the Discovered Decisions with DMN Model

The detected decisions represent decision nodes in the DMN decision requirement
diagram which conforms to the original process model. The algorithm for con-
structing this diagram is straightforward. Firstly, for each discovered control flow
decision p ∈ P = {p1, . . . , pM}, we create a new decision node which is added
to the set of decision nodes Ddm of the decision requirements diagram. Further,
for each attribute of the event log Aj ∈ A = (A1, . . . , Av), v ∈ N

∗ it is checked
whether it is a rule-based or functional decision over other attributes from the
set of attributes A. If this is the case, then a new decision node corresponding to
this attribute Aj is added to the output decision requirements diagram DRD.
Otherwise, we create a data node corresponding to this attribute Aj which is
added to to the set of input data nodes ID of the decision requirements dia-
gram. The decision nodes reference the corresponding decision tables containing
the extracted rules. An example mapping is presented in Fig. 5a.
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4 Discovering Decision Dependencies from Event Logs

The decisions discovered in process models as presented above, are used for cre-
ating a set of the decision nodes Ddm in the output decision requirement diagram
DRD. For now, these decisions represent isolated nodes in the decision require-
ment diagram, and to “connect” them by the information requirements IR, in
this section we propose an algorithm of discovering the decision dependencies
from the event log.

4.1 Discovering Decision Dependencies

We propose to distinguish between two following types of decision dependencies.

Definition 9 (Trivial decision dependency). If a decision d in the set of
decision nodes detected in the event log (d ∈ Ddm) depends on the attribute
ak ∈ A from the event log and this attribute is detected to be a data decision
(dd ∈ Ddm), then there is a trivial dependency between this decision d and the
decision dd; here k ∈ N

+. �
Definition 10 (Non-trivial decision dependency). Non-trivial dependen-
cies are dependencies between control flow decisions and other decisions. �
To find the dependencies between either control flow, or data decisions detected
in the event log of a process model, we propose Algorithm 2. The inputs to the
algorithm are process model m, event log L, and a corresponding set Ddm of
the detected decisions. Each decision d is tested for being influenced by other
decisions (line 2). Firstly, the algorithm searches for trivial decision dependencies
(lines 3–6). In line 3, we identify all attributes Ainf influencing the decision d
(those are the attributes appearing the set of rules or in the function of the
decision). For each attribute ainf in the set of influencing attributes Ainf , we
check if there is a data decision deciding ainf . If this is the case, the algorithm
yields a trivial decision dependency between this data decision on ainf and the
decision d (line 6).

Algorithm 2. Retrieving Decision Dependencies
1: procedure FindDependencies(processModel m, eventLog L, decisions Ddm)
2: for all d ∈ Ddm do
3: Ainf ← attributes influencing d
4: for all ainf ∈ Ainf do
5: if Ddm contains a data decision dd for ainf then
6: return decision dependency dd → d � trivial dependency

7: Dinf ← possibly influencing control flow decisions for d
8: for all dinf ∈ Dinf do
9: Feat ← Ainf - attributes influencing dinf ∪ {dinf}
10: dt ← decision tree for d using Feat as features
11: if dt correctly classifies all instances then
12: return decision dependency dinf → d � non-trivial dependency
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Afterwards, the algorithm searches for non-trivial decision dependencies
(lines 7–12). We firstly identify a set of control flow decisions Dinf possibly
influencing the decision d in line 7. Data decisions are not considered, because
a data decision influencing another decision always results in a trivial decision
dependency. Any decision dinf ∈ Dinf should satisfy two conditions: (1) dinf is
bound to a transition in the model that lies before or is equal to the transition of
d; and (2) the set of influencing attributes of dinf is a subset of the set of influ-
encing attributes of d. Next, the algorithm detects whether there is a non-trivial
decision dependency between each found possibly influencing decision dinf and
d. For this sake, we determine a new set of features Feat for the decision d
(line 9). This set consists of the attributes influencing d without the attributes
influencing dinf , but with the output of decision dinf . Using the features from
Feat, we build a new decision tree deciding on d. If the tree is able to correctly
classify all training instances, we have found a non-trivial decision dependency
between dinf and d.

In our example, the decision on attribute Risk depends on the attribute
Duration (Eq. 4). As we identified Duration as being a data decision (Eq. 5), there
is a trivial decision dependency between the decisions Duration and Risk. For
an example of a non-trivial dependency, have again a look at the Risk decision
in Fig. 3b. The found decision tree for Risk depends on the attributes Amount,
Premium and Duration. We identify the control flow decision p1 as a possibly
influencing decision, as (1) the decision p1 happens before the decision Risk ; and
(2) its influencing attributes (Amount, Premium) are a subset of the influencing
attributes of the decision Risk. Further, we can build a decision tree that correctly
classifies all instances by using the output of decision p1 instead of the attributes
Amount and Premium. Note that the attribute Duration is in the output decision
tree in Fig. 3b, as it is not part of the decision p1.

Fig. 3. Decision trees for attribute Risk

It might be the case that circular dependencies between attributes in the same
transition in process model are discovered. For example, in Eq. 5, the discovered
functional data decision Duration depends on Amount and Rate. However, as
Duration, Amount and Rate appear in the same transition, Algorithm 2 finds the
data decisions for Amount depending on Duration and Rate, as well as for Rate
depending on Duration and Amount. However, in the output decision model two
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of these three data decisions should be discarded to avoid cyclic dependencies.
We leave it to the process expert to determine which decision out of a set of
cyclic data decisions is the most relevant for the output decision model.

4.2 An Improved Approach to Finding Non-trivial Decision
Dependencies

The decision dependencies in Algorithm 2 are retrieved under the assumption
that if an arbitrary decision dk depends on another decision di (k, i ∈ N

+), then
this decision dk can not additionally depend on attributes that di depends on.
This problem is illustrated in Fig. 4: here, di depends on attribute A′ and dk

depends on decision di and additionally on the attributes A′ and A′′. The Algo-
rithm 2 tries to rebuild the decision tree for dk without considering the attributes
of di, and it only utilizes attribute A′′. Thus, this algorithm finds no dependency
between di and dk, which is not correct.

(a) The decision tree for decision di (b) The decision tree for decision dk

Fig. 4. Decision dk depends on another decision di, and on the attributes influencing di

To overcome this problem, we propose an alternative Algorithm 3 for find-
ing non-trivial decision dependencies in the process event log (finding of trivial
decision dependencies is equivalent to lines 3 to 6 in Algorithm 2). Firstly, the
Algorithm 3 identifies a set of possibly influencing control flow decisions Dinf

and for each dinf ∈ Dinf it builds a decision tree dtinf containing (1) one root
node, that splits according to dinf ; (2) as many leaf nodes as dinf has decision
outcomes, thereby, each of them containing a set of learning instances. Then,
for each leaf node a subtree is built that decides on d for all learning instances
of this leaf, thereby the features are all attributes that were used in the original
found decision tree for d. In lines 7, all subtrees are attached to dtinf resulting
in dtnew which is a decision tree for d. Next, it is checked that the complexity of
the newly constructed tree dtnew has not increased in comparison to the original
decision tree for d by measuring and comparing the corresponding maximum
number of nodes from the root to the leafs (lines 11–14). If this is the case, then
the algorithm outputs a decision dependency between dinf and d.
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Algorithm 3. Alternative Retrieving of Non-trivial Decision Dependencies
1: procedure FindDependenciesNew(processModel m, eventLog L, decisions Ddm)
2: for all d ∈ Ddm do
3: Dinf ← possibly influencing control flow decisions for d
4: for all dinf ∈ Dinf do
5: dtinf ← decision tree where the root node splits according to dinf

6: dtnew ← dtinf

7: for all leaf ∈ dtinf do
8: dtleaf ← decision tree for d classifying instances from leaf
9: dtnew ← add dtleaf to the leaf of dtnew

10: levelsinf ← number of levels of dtnew

11: levelsorig ← number of levels of original decision tree for d
12: if (levelsinf <= levelsorig then
13: return decision dependency dinf → d

4.3 Mapping of Discovered Decision Dependencies
with DMN Model

The trivial and non-trivial decision dependencies detected in the process event
log are directly mapped to the set of information requirements IR represented by
directed arrows between the discovered decision nodes Ddm and input data nodes
ID in the output decision requirements diagram DRD. An example mapping is
presented in Fig. 5b.

5 Application of the Approach on an Example Log

For evaluating our approach of the decision model discovery from the event log
of a process model, we implemented it as a plug-in for the ProM framework 5.22

by extending the existing plug-in “Decision Point Analysis” for the discovery of
control flow decision points [14] with our concepts presented in Sects. 3 and 4.
The ability of the tool to derive decision models from event logs is shown in a
screencast3 using the running example from Sect. 2.2. The input for the app-
roach is an event log of a process model simulated as discussed in Sect. 2.2, from
which we mine the process model using one of the ProM process mining algo-
rithms. As we have now both process model in the form of Petri net (Fig. 1), and
corresponding event log, we can start the discovery of decisions. The screencast
reflects our step-by-step approach proposed for the discovery of decisions from
event logs, which is described below.

1. Discovery of control flow decisions. According to approach from Sect. 3.1,
the program identifies two control flow decisions: (1) p1 with decision alternatives
Full check, Standard check, and No check ; and (2) p3 with decision alternatives
Send approval and Send rejection. A decision tree constructed for p1 is depicted
in Fig. 2.

2 http://www.promtools.org/.
3 https://bpt.hpi.uni-potsdam.de/foswiki/pub/Public/WebHome/DMNanalysis.

mp4.

http://www.promtools.org/
https://bpt.hpi.uni-potsdam.de/foswiki/pub/Public/WebHome/DMNanalysis.mp4
https://bpt.hpi.uni-potsdam.de/foswiki/pub/Public/WebHome/DMNanalysis.mp4
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2. Discovery of data decisions. Executing Algorithm 1, the program finds:
(1) A rule-based decision Risk (Fig. 3a); (2) A functional decision Duration
(Eq. 5).

Fig. 5. The discovered decisions and the DMN model for the example process

The aggregate of the decisions discovered by the program is presented schemat-
ically in Fig. 5a. Those are the elements which are used further for the construc-
tion of the decision requirements diagram: (1) Data nodes (Premium, Amount,
Rate); (2) Data decisions (Duration, Risk); and (3) Control flow decisions (p1,
p3). Additionally, the plug-in creates the decision table for each decision found
(see screencast for details).

3. Discovery of decision dependencies. Further, the program executes
Algorithm 2 to mine the dependencies between the discovered decisions from
Fig. 5a, and it outputs the fully specified DMN decision model as depicted in
Fig. 5b. Thus, the program finds the trivial dependencies between the decisions
Duration and Risk, as well as between Risk and p3, also, the non-trivial depen-
dency between the decisions p1 and Risk. In case of circular dependencies, a
random decision is kept. The decision dependencies discovery, whereby the influ-
enced decision can reuse attributes from the influencing decision as described by
Algorithm 3, was not implemented yet, but it is planned for future work.

The extracted decision model (Fig. 5b) shows explicitly the decisions corre-
sponding to the process from Fig. 1, and thus, could serve for compliance checks
by explaining the taken decisions. Also, the derived decision model can be exe-
cuted complementary to the process model, thereby supporting the principle of
separation of concerns [15].

6 Related Work

An interest from academia and industry towards exploring the advantages of
separating of process and decision logic is demonstrated a number of works [8,
10,15,17]. Improving business process decision making based on past experience
is described in [9], but the specifics of the DMN standard is not considered. [11]
explore the possibilities of improving decisions within a DMN model, but it is
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not concerned with the integration of process and decision models problem. This
paper extends our work in [4] and is closely related to [14], which describes the
extract of decision rules for control flow decisions from event logs. However, we
additionally identify data decisions, and decision dependencies. [7] extends [14],
but in contrast to our paper, the authors seek to improve the performance of the
rule extraction algorithm for control flow decisions, while we seek to complete
the decision knowledge derived from event logs beyond control flow decisions. [3]
also deals with the semi-automatic extraction of process decision logic but only
on the modeling level.

7 Conclusion

In this paper we provided a formal framework enabling the extraction of com-
plete decision models from event logs on the examples of Petri nets and DMN
decision models. In particular, we extended an existing approach to deriving
control flow decisions from event logs with additional identification of data deci-
sions and dependencies between them. Furthermore, we proposed a modified
approach to rebuilding decision trees to identify the dependencies between dis-
covered decisions and overcame the problem of reusing attributes in a dependent
decision. An assumption of our approach was that the decisions do not appear
within loops, which we plan to investigate in future work.

The extracted DMN decision model reflects the decisions detected in the
event log of a process model, which could be served as an explanatory model
used for compliance checks. Additionally, executing this model complementary to
the process model supports the principle of separation of concerns by providing
increased flexibility, as changes in the decision model can be executed without
changing the process model.
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Abstract. The IT unit is not the only provider of information technology
(IT) used in business processes. Aiming for increased work performance, many
business workgroups autonomously implement IT resources not covered by
their organizational IT service management. This is called shadow IT. Associ-
ated risks and inefficiencies challenge organizations. This study proposes design
principles for a method to control identified shadow IT following action design
research in four organizational settings. The procedure results in an allocation of
task responsibilities between the business and the IT units following risk con-
siderations and transaction cost economics. This contributes to governance
research regarding business-located IT activities.

Keywords: Shadow IT � Workaround � Governance � Action design research

1 Introduction

Two-thirds of managers acknowledge the existence of shadow IT in their company [1].
This occurs as business units follow their own implementation of information tech-
nology (IT) outside of formal IT processes [2]. Shadow IT, as a kind of workaround [3],
promises flexibility and performance gains for a business and may encourage inno-
vation [2]. However, the occurrence of risks and inefficiencies [2] form a managerial
burden and define the need for conceptual support. Studies show that 55 % of shadow
IT is mission-critical, which concerns managers [4]. To address these concerns, this
study aims at design principles to handle any identified shadow IT.

Processes in research and practice point to IT governance to approach this [5, 6].
Studies describe a broad spectrum of organizational behavior to handle shadow IT,
involving further accountability in the business, a handover of partial tasks (e.g., pro-
vision of data or application programming) to the IT unit, or a complete transfer [7, 8].
While researchers are aware of this task sharing, practitioners struggle with a procedure
on how to approach it in the optimum way. We address this based on action design
research (ADR) [9] and provide design principles to deal with identified shadow IT by
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allocating task responsibilities between a business and the IT unit. Task analysis and
synthesis [10] were the bases for the proposed method. To achieve the allocation, we
considered the risks of shadow IT and workarounds [3] and applied principles from
transaction cost economics (TCE) [11]. It leads to an IT service governance contributing
to the IT governance discussion on IT task responsibilities [12].

The following chapter formulates the problem and derives the research question.
Based on the ADR approach, we present the chosen organizational settings and the-
oretical basis. Next, we describe the results from the study and discuss the design
principles. The study closes with conclusions and directions for further research.

2 Formulating the Problem of Managing Shadow IT

Organizations started to transfer the usage of IT and minor development tasks to end
users in the 1980s. While management initiated this concept and was fully aware of
end-user computing (EUC), over recent decades, employees have started to deploy IT
resources without this awareness resulting in large-scale non-transparent IT applica-
tions [13, 14]. The term shadow IT defines this phenomenon1.

Research defines shadow IT as IT solutions autonomously deployed in business
departments to support their processes [15, 16]. In contrast to formal IT, the resulting
instances are not embedded in the organizational IT service management [15]. Typical
occurrences are autonomously sourced software [17], applications based on EUC plat-
forms such as spreadsheets [14], self-programmed applications, cloud services [18, 19],
mobile devices [8], self-sourced hardware, and combinations thereof [15].

Shadow IT relates to workarounds, which present deviations from existing work
systems [3], and to un-enacted IT projects [20]. The implementation can be prompted by
workgroups or individuals [2, 3, 16, 19] and mainly results from emerging IT needs in
combination with a perceived lower expenditure compared with a formal implementa-
tion [3, 5, 15]. The underlying need can result from an inadequate formal IT [21]. Users
perceive a relative advantage in looking for alternative solutions [18]. Finally, they
implement shadow IT if a formal solution seems too expensive and time-consuming
compared with their own, hidden implementation [22]. Perceived transaction and pro-
duction costs in the business and IT units dictate these considerations [12, 15]. Available
resources and expertise in the business reflect preconditions [7, 22].

Shadow IT challenges include inefficient and nonprofessional implementation
[14, 21], security risks [17, 18], and compliance issues [23]. At the same time, it enables
adaptability and user-driven innovation [2, 19]. While previous studies introduced steps
to evaluate these effects [6, 24], a comprehensive approach for handling shadow IT is not
apparent, thereby challenging IT management. Researchers consider this challenge to be
within IT governance [5, 8, 15, 19], which specifies accountability to increase IT

1 We reviewed prior literature to build a basis for our research. We queried EBSCOhost, ScienceDirect,
IEEE Xplore, AISeL, Jstor based on abstract, title, and keywords. Employing the four-eye principle,
we removed duplicates and irrelevant papers. The search terms shadow IT, shadow systems, feral
systems, gray IT, rogue IT, and hidden IT combined with IT, information services, information
systems, and information security resulted in 29 papers.
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control [25]. Several criteria seem to require a specific control of shadow IT [26].
Shadow IT can be valuable for an organization [2, 3, 5]. Thus, the necessity of forbidding
business-
located IT is doubtful. Moreover, shadow IT is evidence of available IT resources and
knowledge present in the business. In contrast, it is understandable that, e.g., IT man-
agers, are prejudiced against business-located IT [5]. As aforementioned, risks and
inefficiencies occur. In terms of risk reduction and efficient and adaptive governance
[27], organizations need to solve this. Research provides, e.g., first approaches to deter
and prevent hidden IT solutions [8]. Furthermore, it is necessary to control identified
shadow IT and its effects [6].

A possible solution is to reallocate responsibilities and share the tasks of identified
shadow IT between the business and the IT units [7]. Regarding this allocation,
researchers recently addressed the different involvement of business and IT units in IT
task responsibilities [12]. The researched spectrum of organizational behavior to handle
shadow IT occurrences supports this approach of task sharing [6, 7]. In summary,
research has identified specific governance choices for identified shadow IT [6, 7].
Nevertheless, no studies exist that cover a guided application of these task-sharing
choices. However, it does seem necessary that organizations should be able to decide
which task allocation is reasonable. This leads to the study’s research question:

How should organizations allocate IT task responsibilities for identified shadow IT
instances between a business workgroup and the IT unit?

3 Action Design Research

To address the research question, we use ADR that combines design and action research
and aims to generate prescriptive design knowledge through building and evaluating IT
artifacts in organizations. It deals with two seemingly disparate challenges: (1) ad-
dressing a problem situation encountered in a specific organizational setting by inter-
vening and evaluating and (2) constructing and evaluating an IT artifact [9].

Our research goal links to these challenges. Using an action research project, we
address the control of identified shadow IT in four organizational settings and, fol-
lowing design science, aim at constructing and evaluating guidance for a method
design [28]. Choosing ADR is particularly appropriate as shadow IT is a complex
phenomenon and managing it means considering several perspectives. ADR provides a
way to address this, as it assumes that valid knowledge comes from various sources and
the insights of researchers and practitioners are relevant to successful research [29].

ADR follows several stages [9]. The first stage is problem formulation. We for-
mulated our research problem based on literature as seen in Sect. 2. It focuses on the
governance challenge for organizations of controlling identified shadow IT tasks when
allocating IT task responsibilities. Coupled with initial empirical investigations, we
were also able to determine the scope, roles, and practitioner participation. Therefore, it
became more and more evident due to several influencing, complex criteria of shadow
IT that a selection of more than one organizational setting would be necessary to
increase the reliability of the results. This resulted in an ADR procedure concentrating
on different processes in four organizations. Related theories as justificatory knowledge
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provided a further basis for creating the new artifact [9]. Based on this, the second stage
of ADR requires an iterative process of building the artifact, intervention in the
organization, and evaluation (BIE) [9]. We describe this in the four settings, focusing
on different theory-based aspects of an IT service governance for identified shadow IT.
Next, in the reflection and learning stage, we discuss the resulting design principles.
Finally, we generalize the learning and the gained knowledge [9].

3.1 Four Organizational Settings for Practice-Inspired Research

To constitute the selection of the multiple organizational settings with regard to the
ADR principle of practice-inspired research, we used the insights from literature on
case study research [30]. We selected different business processes (Table 1) in four
companies from various industries and started an ADR project one after another to
achieve an iterative refinement of our artifact. We aimed for variation in the selection to
provide more valid results, i.e., the chosen processes and underlying IT requirements
were quite standardized in Company A but very compliance and security critical; in
Company B, frequently highly business-specific, and in Company C they were affected
by high uncertainty owing to rapidly changing conditions. Finally, our choice of
Company D allowed a more robust evaluation, as the company had previous experi-
ence in governing shadow IT. Participants from this company served as experts [31].

All the ADR projects were built on a prior identification of shadow IT using
interviews with business members [6]. Authorized by the management, design prin-
ciples should be derived to control the occurrences. We identified three stakeholders
within the settings: Management, IT units, and the business workgroups with shadow
IT. In each company, the management appointed one project manager from the IT unit
who, together with the researchers, formed the ADR team. Participants from the

Table 1. Organizational settings (Company profiles all anonymized)

Company A B C D

Industry Insurance Engineering Electronics Finance
Country Switzerland Germany Germany Germany
Staff 1.300 11.500 5.500 500
Selected
processes

Benefits
statements

Order
management

Corporate
marketing

Risk management
and reporting

Shadow IT 6 instances 52 instances 41 instances 102 instances
Participants 2 Department

heads; 1 IT
manager

2 Department
heads; 3
Employees; 1 Site
director; 5 IT
managers; 1 CIO

3 Department
heads; 3 IT
managers

10 Business team
heads; 5
employees; 1
Division head; 3
IT managers
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different units served as end users, contributed to the build process, and evaluated the
design.

As sources of evidence within the BIE procedure, we used data from prior
semi-structured interviews that were conducted during the shadow IT identification
process, documents, technical artifacts, and contextual observations. Further interviews,
group discussions, and assessment and feedback loops with the participants supported
the BIE iterations (Table 1). In addition, ADR team members discussed the artifact with
the management. We started the ADR projects based on initial concept designs at the
different developmental stages. The theoretical grounding for these follows.

3.2 Theory-Ingrained Artifact: Allocating Task Responsibilities
for Shadow IT Based on Risk and Transaction Cost Economics

Research on application governance proves the benefit of the involvement of both
business and IT units in task execution for IT applications [12]. A shared involvement
to control a prior shadow IT service defines an IT service governance. To define the
degree of involvement and allocate task responsibilities, we focused on several steps.

To validate the allocation, an initial structuring of tasks was necessary. Following
task analysis and synthesis [10], the structuring of an overall task to sub-tasks pro-
gressed according to characteristics such as the type of execution or involved objects.
The succeeding synthesis joins tasks to structured units and allocates these to indi-
viduals or workgroups. We applied this to the allocation of IT task responsibilities.

The risk considerations of shadow IT form one basis for the execution of this
allocation [6, 7]. These considerations refer to the underlying theory of workarounds
and define the creation of hazards or errors, impacts on subsequent activities, and
regulation issues [3]. Internal risk of not achieving strategic goals, security problems,
and compliance issues may result. With respect to risk analysis, the high impact of a
shadow IT on organizational goals and relatively low quality of such an instance leads
to high internal risk, which will need to be addressed by an organization [6].

When addressing inefficiencies [3], the relation between the business and the IT
units when exchanging IT services justifies the application of TCE [15]. As stated in
[12] “Business units either enter into a contract with (…) IT units (…) or coordinate
(…) operations hierarchically”. In the business/IT relationship, transaction costs exist
for processing and organizing the exchange of an IT service, in addition to its pro-
duction cost. Experience from practice shows that business workgroups will obtain
shadow IT if they assume the total cost of applying a formal service to be higher than
the initial production costs for own-implementation [15]. However, bounded rationality
and opportunism [11] influence this assumption and the business neglects own gov-
ernance costs. Solely allocating tasks to the business may be inappropriate [15, 25].

TCE can be used to overcome this issue [6, 12]. Its logic provides alternative
governance modes to decide whether services should be produced internally or
externally [27]. This means that with regard to the business/IT exchange relationship
and identified shadow IT, business workgroups can either keep IT tasks and compo-
nents or obtain them from the IT unit. Thus, the procedure enables a sharing of tasks for
the required IT service forming a hybrid governance mode of co-operation [32]. TCE
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support the decision regarding such arrangements and determine whether an internal
service task allocation or one from the IT unit (external from a business view) is more
beneficial [27]. From an organizational meta-level, the theory aims for optimizing the
total internal and external costs in the relationship. Several cost drivers are involved.

Asset specificity influences the relationship between internal and external costs
[11]. An increasing specificity implies a more specialized investment. Production costs
for an exchange partner rise as reusability for other customers declines. From a busi-
ness perspective, external transaction costs with the IT unit rise compared with internal
governance costs owing to more complex selection and negotiation processes. In total,
internal coordination becomes more efficient. These considerations are also applicable
to the involvement of business and IT units in IT task executions [12].

Environmental uncertainty is another dimension. It implies that “environment is
characterized by uncertainty with respect to technology, demand, local factor supply
conditions, inflation, and the like” [11] and is important in the case of shadow IT,
which often starts as a prototype with uncertain requirements due to changing external
conditions [5, 15]. Uncertainty moderates the influence of asset specificity on internal
and external costs [11]. In case of non-specific assets, uncertainty has no effect. If
specificity rises, external costs increase, e.g., negotiating or contracting becomes more
complex, and internal organization becomes more efficient. This is in particular rele-
vant for a mixed specificity “incorporating standardized and customized elements” [33]
and a high uncertainty. It provides a further basis to allocate shadow IT tasks.

Finally, frequency describes the recurrence of transaction activities and moderates
the influence of specificity on governance arrangements [11]. In the IT domain, an
appropriate determination of this dimension is the scope of use of an IT service [12].
A higher scope increases the IT unit involvement in task responsibilities based on costs
and risk considerations [12]. We take the theoretical concepts discussed in this section
into account during the further development of the artifact.

4 Building, Intervention and Evaluation of a Method
to Control Identified Shadow IT Instances by Allocating IT
Tasks

The framed problem together with theoretical principles provided us with a preliminary
artifact design. We further shaped the principles behind this by applying them suc-
cessively in the four companies and in subsequent design cycles [9]. We present this
process and show sequent developmental stages focusing on different constructs.

4.1 Risk in Company A

Swiss insurance Company A started the ADR project in their Benefit Statements
department to control six identified shadow IT instances. The ADR team applied the
initial method design and analyzed consequences for the task allocation.

Application results defined a complete task transfer to the IT unit for two of the
instances due to security and compliance risks. Participants tended, e.g., to re-engineer
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an end-user computing (EUC) tool-based workflow system by the IT unit. This pro-
vided evidence on how organizations can deal with the method’s risk construct. Two
further instances remained in the business due to low relevance and no perceived cost
benefit. However, IT participants claimed the necessity of documentation and main-
tenance. For the two remaining instances, participants pursued a balance between
complete and no transfer. This assumed the involvement of both the business and IT
units.

The participants evaluated the general method approach in the ADR project as
positive. An interviewed IT manager stated, “It is helpful to regard the relevance of a
shadow IT instance in considering internal IT system risk and cost aspects to decide if
the IT unit needs to adopt the service. Not all solutions need to be necessarily delivered
by the IT unit.” One of the business department heads agreed with this, “The idea of
the approach provides a better basis to allocate responsibilities for former shadow
IT.” Based on this feedback, we introduced a task analysis and synthesis in our method
design to build a basis for a hybrid involvement of business and IT units and for
explaining the arrangement in between the two alternatives of transferring the whole
instance to the IT unit or retaining it in the business. We advanced this for a larger
number of shadow IT instances by starting an ADR project in Company B.

4.2 Specificity and Scope of Use in Company B

Company B executed the ADR project on the order management process of a German
manufacturing plant belonging to a corporate group. Of the 52 identified shadow IT
instances, 32 required a task reallocation. All remaining instances stayed in the busi-
ness unit due to low risks and no expected cost benefits. However, these were regis-
tered with the IT service management for transparency reasons. For the reallocation,
participants were able to cluster and integrate solutions with similar functionalities.

As participants often regarded a total transfer of shadow IT tasks to the IT unit as
inappropriate, we used our approach to find reasonable sharing of tasks. Thereby, the
investigated shadow IT enabled us to focus (besides risk considerations as used in
Company A) on the TCE dimensions of IT task specificity and scope of use, while
uncertainty was principally low and less relevant. Table 2 reflects a typical example.

The Table 2 contains the structuring of tasks and components as well as the
responsibility allocation between the business and IT unit. In general, besides tasks
with high risks, non-specific tasks as well as tasks with a mixed specificity were
transferred to the IT unit due to standardization and reusability reasons. Furthermore, if
IT tasks remained in a business workgroup, a large scope of use of the solution required
a consultation with the IT unit to ensure efficiency and a further risk reduction. Par-
ticipants valued this procedure highly for reducing risks and inefficiencies due to
shadow IT. With regard to the described instance in Table 2, the business department
head appreciated that “it is more reasonable to transfer server and database admin-
istrations, as well as access control tasks and interface management to the IT unit to
reduce risks and to use synergies.” The IT unit supported this allocation for specificity,
quality, and flexibility reasons. To improve this stage of the method with regard to the
uncertainty construct, we started an ADR project in Company C.
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4.3 Uncertainty in Company C

The German electronics Company C has experienced intense growth in recent years.
Business units have developed shadow IT on a large scale. Management was searching
for an approach to deal with this. We started the ADR project in the Marketing
Department. Due to flexibility, a fast changing environment, and time to market, as
well as assumed high cost when using the IT unit, marketing workgroups implemented
shadow IT to test new IT ideas or solutions. In the beginning, the implementation was
often uncertain regarding requirements and future usage following on the changing
external conditions. This influenced the allocation of IT service tasks, especially those
with mixed specificity, and enabled us to provide evidence for the uncertainty construct
in our method design. Table 3 provides a typically example of this.

Table 2. Shadow IT instance in Company B with reallocated responsibilities and task sharing

Shadow IT IT service governance explanation Specified task responsibilities 

Order processing 
program 
consisting of a 
self-developed 
web-based 
application, with 
a database, 
hosted on an 
externally 
provided server. 
The engineering 
unit developed 
the solution to 
process orders 
with drawings, 
calculations, &
scheduling.

Due to non-acceptable security risks and 
standardization, database- & server-related 
tasks as well as access control procedures 
were transferred to the IT unit. In addition, 
participants transferred interface programming 
to the IT unit based on the business 
requirements due to a mixed specificity 
(standardized and customized elements) but a
low uncertainty. Other tasks stayed in the 
business because of a high human asset 
specificity: specific skills for programming 
drawings, calculations, etc. However, so far 
underrepresented tasks like documentation and 
testing were also defined. Furthermore, it is 
necessary to consult with the IT unit due to a 
broad scope of use to reduce risks if, e.g., 
business users resign.

Table 3. Shadow IT instance in Company C with remaining task allocation to the business

Shadow IT IT service governance explanation Specified task responsibilities 

Event management 
tool: Marketing 
sourced this cloud 
service. Data transfer 
from the enterprise 
system into the 
solution based on 
spreadsheets. The 
usage happened in a 
prototype stage with 
unclear requirements.

Management claimed for transparency &
professionalism. Company C achieved this 
by embedding the solution in the IT 
service management and by adding testing 
and documentation. Thereby, the 
execution of all tasks stayed in the 
business due to acceptable risks, a mixed 
specificity, but a high uncertainty 
regarding requirements and future usage,
and a small scope. Transparency facilitates
possible future task transfers if uncertainty 
decreases.
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Both business and IT staff agreed that the arrangements, as described in Table 3,
were reasonable. A member of the IT unit stated, “There is no necessity to spend
resources from the IT unit’s side until the business is certain about future usage. If it is
more certain it will become, e.g., the task of the IT unit to provide an appropriate
interface to core systems.” Besides this initially complete task allocation to the busi-
ness, other instances exceeded the limits of uncertainty. For these, a reallocation of
service tasks took place according to risk, specificity, and scope of use. Similar to
Company B, e.g., infrastructure and database components were centralized.

Of the 41 identified shadow IT instances, 25 resulted in a reconsideration of task
allocation. The participants of Company C evaluated the method as high quality.
A management representative stated that, “the method enables us to find a balance
between flexibility, needed within the fast growing company environment, and effi-
ciency.” To achieve a more robust evaluation we concluded with ADR in Company D.

4.4 Setting of Expertise in Company D

The ADR project in Company D enabled the final development and evaluation of the
design principles in an environment of expertise on governing shadow IT. In this
German finance company, we analyzed the Risk Management processes with 102
business-located IT solutions. These had previously been requested during audits. The
project encompassed all constructs of task allocation (risk, specificity, scope of use,
uncertainty) discussed so far. In total, 84 instances required task reallocation.

After discussion with participants, minor interventions were made to the method.
Revision of the design principles was necessary when using the combined constructs
for the task allocation. Overall, the experts emphasized the high quality of the pro-
cedure. They validated the method as an improvement to their prior governance reg-
ulations. An expert from the IT unit stated, “Business-located IT can constitute an
asset; however, it also causes problems. Therefore, it is important to maintain trans-
parency and define task responsibilities. This method increases our current regula-
tions.” A statement by a departmental head supports this: “The approach provides a
good way to increase the quality of IT solutions implemented by business workgroups
without reducing the advantages.” A representative from a business workgroup added:
“The method is a good way to show necessary tasks and those currently missing.
Besides creating this awareness, we welcome the allocation of tasks to the IT unit.
However, we also affirm the importance of retaining particular service tasks in our
group to ensure flexibility and usage of our specific knowledge.” Based on this positive
evaluation, the company started to apply the method to other departments.

5 Reflection and Learning

This ADR stage moves conceptually from building an artifact for particular settings to
applying that learning to a broader class of problems [9]. While the initial design
principles constituted less developed and detached constructs, the BIE process and
learning from the participants led to refinement and combination of these. We now
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present the final design and the learning outcomes structured by the study’s research
question: How should organizations allocate IT task responsibilities for identified
shadow IT instances between a business workgroup and the IT unit?

A reasonable allocation follows risk- and TCE-related principles as shown in
Fig. 1. The decision of who is in charge leads to IT service governance forming a
co-operation of business and IT units with shared tasks [32]. As a precondition, the
structuring of components and subtasks [10] is necessary. Furthermore, sufficient IT
knowledge in the business and by the users is essential if IT task responsibilities are to
be allocated to them, which needs to be respected in the risk analysis regarding the
quality of the shadow IT [6]. A further procedure determines the allocation.

Initially, in cases of high risk, tasks are allocated to the IT unit to ensure a high
level of control. This relates to the internal risks that shadow IT present to goals,
security, and compliance [3, 6]. Transfer to the IT unit and even re-engineering based
on the business requirements is reasonable – which may also lead to an abandonment of
a shadow IT – if highly relevant and critical shadow IT is of low quality. TCE provide
another criteria and address inefficiencies [15, 21]. In cases with acceptable risk, the
specificity of IT tasks is at first decisive. An assignment of non-specific tasks to the IT
unit will happen, because they are suitable for several solutions or reusable. Transac-
tion costs for such assignments are low. Specific tasks tend to stay in the business
owing to the related idiosyncratic knowledge, the transfer of which would be too
costly. In cases with low uncertainty, the transfer of tasks with a mixed specificity to
the IT unit follows the same reasoning as that for non-specific tasks. This inverts for
high uncertainty. Business users may want to experiment with an idea that has
uncertain requirements resulting from environmental influences. Thereby, a transfer of
knowledge to the IT unit would cause too high transaction costs. Finally, the scope of
use is an influencing factor. If a service has a broad scope, the business requires IT
consultation to ensure efficient task execution and further risk reduction.

This IT service governance method addresses shadow IT challenges. First, it
uncovers missing or unprofessionally provided tasks and inadequate components.
Second, risk mitigation occurs. Third, by building allocations on the specificity of tasks

Fig. 1. Design principles to allocate task responsibilities for identified shadow IT.
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moderated by the uncertainty, organizations can raise efficiency, while they keep the
adaptability. Including the scope of use in this process supports a proper task execution
due to the IT unit’s consultation function. The detailed guidelines for allocating IT task
responsibilities extend prior research regarding managing shadow IT [6–8, 24] and
contribute to the research on related IT governance questions [5, 12, 15].

6 Conclusion

To address the problems of business-located IT activities, this study proposes design
principles for a method of sharing IT task responsibilities for identified shadow IT
between a business and the IT unit. The allocation procedure is based on risk and TCE
constructs and leads to an IT service governance of co-operation. An acceptable risk
level, highly business-specific tasks, and uncertainty justify the keeping of tasks within
the business, if IT expertise exists, whereas others need to be transferred to the IT unit.
A large scope always makes it necessary to consult the IT unit.

Decision-makers may use these results to handle shadow IT in practice by
decreasing risks and inefficiency. Simultaneously, organizations maintain the adapt-
ability of business-located IT activities. Regarding theoretical implications, this study
contributes to the governance of execution rights for IT services. Allocating respon-
sibilities at a service level between the business and the IT units may be adapted for
formal IT.

Some limitations exist to this study. We address the control of shadow IT at an
initial level. More research is necessary to specify the constructs, e.g., how risks can be
categorized and what dimensions exist of the scope of use. It is also necessary to
identify other possible factors, such as supporting technical solutions and competence
of the IT unit. This is connected to the inclusion of external suppliers, e.g., for Software
as a Service. Finally, considering IT architecture, questions appear regarding the
integration and monitoring of business-located IT in larger networks. In carrying out
further research, scientists may be able to advance a long-term control of shadow IT.
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Abstract. Multiagent (MA) organizations can be regarded as a func-
tional part in business information systems, in which software agents
negotiate conditions for participation in the organization. How the strate-
gic behavior of self-interested agents and MA-Organizations affects the
formation process, however, is still not known. This research is concerned
with the specification of MA-Organizations in business information sys-
tems and the design of negotiation protocols for determining the agents
participation conditions. We draw on mechanism design to model the
participation decision of the agent and the organization as a bilateral
trading game. In a simulation experiment we find that a rather simple
manipulation scheme provides a suitable approximation for the equilib-
rium strategies employed by the agents.

Keywords: Software agents · Multiagent organization · Auctions

1 Introduction

A key concern in multiagent systems (MAS) research is the cooperation and
coordination among autonomous agents [1]. The design of MAS focuses on max-
imum flexibility; they emerge for single problems and dissolve without leaving a
trace. However, this kind of flexibility is not applicable to many business struc-
tures because human organizations generally aim at reliability facing legal issues
such as accounting policies. Organization theory provides means to integrate reli-
ability and stability into the cooperation of both human and software agents [2].

The formation of MA-Organizations and the negotiation of terms and condi-
tions for participating in MA-Organizations play a central role in the structuring
process. However, since software agents need strictly formalized concepts of the
MA-Organization to perform participation actions, models from management
science are not sufficient to meet these requirements [3]. In particular, it is not
clear how the decision process for participation must be designed such that the
outcome is socially optimal.

The formation of MA-Organizations requires potential members to make
decisions about their participation. Formation problems as such have been sub-
ject of inquiry in prior research. Current approaches in MA coalition forma-
tion [4], however, either assume complete information among the agents [5] or the
c© Springer International Publishing Switzerland 2016
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agents are not concerned with their individual payoffs [6]. In MA-Organization
literature, existing approaches mainly focus on the definition of constructs and
models but do not address the decision problem in detail [7]. The design of dis-
tinct negotiation protocols for participating in MA-Organizations, however, is
crucial for modeling the decision-making behavior of software agents.

We address the problem of designing an interaction protocol that enables
the negotiation for participation between a MA-Organization and a software
agent. In our framework, a preexisting MA-Organization offers an open position,
while an outside software agent applies for this position. We draw on mecha-
nism design, a branch of game theory, to model the participation decision of
the agent and the organization. Game theory provides an established basis for
modeling and analyzing the interactions and decision making of self-interested
agents within a MAS [8]. While applying the bilateral bargaining framework
introduced by [9] to our setting, we study the strategic behavior of the software
agent and the MA-Organization when negotiating the conditions for participa-
tion. We show that a rather simple manipulation scheme on both sides provides
a suitable approximation of the equilibrium strategies identified by [9].

Negotiating participation conditions in MAS have been addressed in prior
research [10]. Widmer et al. [11] study the formation problem of agent-based
virtual organizations using auctions. Their approach applies the concept of
multi-attribute auctions to determine the optimal sourcing strategies in MA-
Organizations. However, the proposed auction settings is limited to single-sided
competition only. Double-sided competition for bilateral models was studied in
economic theory [12] and operations research [9]. Our research applies the results
of [9] to the decision-making problem in MA-Organizations. The objectives are
to (1) provide a UML specification of MA-Organizations in business information
systems, (2) apply a bilateral bargaining mechanism to the MA-Organization
formation process, and (3) demonstrate the efficacy of the proposed mechanism
by a simulation experiment.

The remainder of this paper is structured as follows. Section 2 discusses the
theoretical background to our research. Section 3 presents the organizational
model. The auction-based approach is presented in Sect. 4. Section 5 reports on
the evaluation. Section 6 concludes.

2 Theoretical Background

2.1 Multiagent Systems and Multiagent Organizations

An autonomous software agent is an encapsulated software system that is situ-
ated in an environment and that is capable of autonomous action in that environ-
ment in order to meet its delegated objectives [1]. From a technical perspective,
the environment consists of anything an agent can perceive through its sensors
and act on through its effectors [13]. Apart from objects, agents have control
over their internal state and their own behavior; that is, they possess autonomy
over their choices. Multiagent systems (MAS) are shared by multiple agents and
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multiagent environments provide communication means to enable agent inter-
action. Further, MAS are typically open without a central designer (i.e., there
are multiple loci of control) [1]. While MAS typically emerge when agent need
to handle a single task and dissolve after the task has been successfully solved,
Distributed Problem Solvers in contrast have an a-priori known problem that
even influences the development of the agents itself.

Research Directions in Multiagent Organizations: The emerging organi-
zational context between agents defines the agents’ relationship with each other
[14]. Agent organizations provide a framework of constraints and expectations
about the agents’ behavior with focus on decision-making and action of spe-
cific agents [15]. Horling and Lesser present an overview over various multiagent
organizational paradigms and organization formation methods [2].

The notion of coalitions constitutes a prominent example of organizations
within MAS [4]. The concepts used in designing coalition formation are mainly
drawn from cooperative game theory and employ automated negotiation among
self-interested agents to form coalitions that are stable with regards to some
appropriate metric. Coalition formation approaches are closely related to the
formation of MA-Organizations. Generally, coalition formation comprises the
formation of agent coalitions in situations of partial conflict of interest, though
complete information is traditionally assumed [5]. Other approaches consider
coalition formation where agents cooperate that are not concerned with their
personal payoffs, that is, without any conflict of interest [6]. In contrast, in MA-
Organizations, members are bound by contracts, have incomplete information,
and do not necessarily pursue compatible goals.

Modeling Perspectives: In MAS research, various perspectives on MA-
Organizations exist. Depending on the type and structure, a MA-Organization
can be regarded as a system with a given aim that the participating agents try to
fulfill or it may result from an emergent process of multiple independently acting
agents. Two of the most important perspectives are the task fulfillment view with
a focus on the overall goal of the MA-Organization as well as the resource-based
view focusing on the usage of the available resources of the MA-Organization.

Task fulfillment view. In contrast to MAS, Cooperative Distributed Problem
Solvers (CDPS) have an a-priori known task to solve that is usually divided
into subtasks distributed among the agents [15]. As these subtasks are usu-
ally interdependent, the agents solving the subtasks have to cooperate to cope
with these interdependencies. The need for cooperation among the agents distin-
guishes CDPS from their non-cooperative counterpart. From an organizational
perspective, the fulfillment of the overall task is the goal of the MA-Organization.
The establishment of an organizational structure may help the MA-Organization
to cope with stability issues of a system populated by autonomous agents.

Resource-based view. While the task fulfillment view assumes that an a-priori
known task or overall goal is given, the resource-based view focuses on the
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available resources of a MA-Organization. This viewpoint may be compared
with the MAS paradigm, where several agents collaborate to solve a single
problem that is in general unknown at design time. Every member of the MA-
Organization provides resources that can be used by the MA-Organization to
handle single tasks [2]. However, in contrast to MAS that dissolve when the task
is fulfilled – like in the task fulfillment view – MA-Organizations need to pro-
vide stability for economic applications. The key challenge in the resource-based
view is the establishment of stable organizational structures that still provide
the necessary flexibility to handle new types of problems or tasks.

2.2 Organizational Theory

We refer to organizational theory to define relevant terms in the context of
MA-Organizations and the negotiation process with a potential member. These
definitions are independent of the modeling perspective and may be used for
a task fulfillment or resource-based view. A position in an organization is the
smallest autonomously acting organizational unit [16]. As a matter of principle, a
position is always created independently of the agent occupying the position [3].
The cardinality of the connection between a position and the occupying agent is
usually defined to be at maximum 1. Hence, a position can only be occupied by
a single agent. A position is inevitably linked to one or more tasks, competences
and responsibilities:

1. Task. A task is a target performance that is linked to the position and has to
be reached by the agent occupying the position. To handle a task the agent
in charge has to provide a set of capabilities, e.g., communication, calcula-
tion, or learning capabilities. In addition to capabilities, the agent requires
access to available resources allowing the agent to handle the task and use its
capabilities.

2. Competence. The right to act in a certain way is denoted as competence in
organizational literature [17]. Competences are the formal basis for position-
specific influence on the work of agents. Types of competences may differ in
various way. For instance, these types include the right to handle an assigned
task with a certain degree of freedom or the right to solely be involved in
decisions without a direct decision competence.

3. Responsibility. The obligation to act in certain way (especially concerning
an assigned task) is denoted as responsibility. The responsibility has a exec-
utive and a legal dimension: The agent obliged to perform a specific action
is on the one hand responsible to execute the task. On the other hand, the
agent must bear the legal consequences for failure or negligence [17].

Once a task is assigned to a position, the position automatically requires
the corresponding competences to handle the task. It bears the responsibility of
handling the task in a proper way. In organizational theory, the corresponding
match between these terms is known as the congruency between task, compe-
tence, and responsibility. We assume that each position with an assigned task
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also receives the appropriate competences to solve the task and bears the corre-
sponding responsibility. The assignment of a task to a position and thus to an
agent implies that other members of the MA-Organization expect the agent to
handle this task. Expectations in MA-Organizations are called roles and may be
divided in three different types [17]: (i) The expectations concerning a certain
task are denoted as task-specific roles. (ii) Expectations may be related directly
to the position in form of a position-specific role; for instance, the expectations
of the top management may be to follow a long-term strategy. (iii) The agent as
a member of a MA-Organization can be confronted with individual-specific roles
resulting from former behavior that is expected for future actions.

2.3 Auctions

Auctions can be used to negotiate terms and conditions for participation in MA-
Organizations. Widmer et al. [11] propose a combinatorial auction that is used for
the formation process of agent-based virtual organizations. Agents submit bids
with multiple attributes specifying the resource quality they are to bring into
the organization. These attributes are then aggregated using a scoring function,
which is then used to determine the winners of the auction. General scoring
auctions with multiple attributes have been proposed by the seminal work of Che
[18]. In these auction settings, however, private information exists on the bidder
side only. Since in our model, private information exists on both sides (i.e., agent
side and MA-Organization side), mechanisms for bilateral trade environments
are of particular interest. One seminal piece of work in economy theory considers
one buyer and one seller that negotiate for the allocation of a single object
[12]. Related work in operations research identifies the optimal strategies of
the agents when they are engaged in the so-called “split-the-difference” game
[9]. Satterthwaite and Williams [19] generalize their approach by studying the
efficiency properties of the bilateral trade model using the k-pricing scheme.
In the k-pricing scheme, the buyer’s and the seller’s payments are based on a
share (determined by the value of k) of the total gains of trade. [19] find that
none of these mechanisms are ex ante efficient whenever k ∈ (0, 1). However, if
k ∈ {0, 1}, mechanisms with k-pricing payments exist that are ex ante efficient.
In the context of BIS, research in automated negotiations among multiple agents
has been applied to solve coordination problems in task allocation, resource
sharing, or surplus division [20]. In this research, we apply the results of the
split-the-difference game [9] to model the decision-making process of an agent
and a MA organization regarding the participation in the organization.

3 Model

As MA-Organizations usually involve software agents as well as human agents,
models of MA-Organizations have to link information systems modeling perspec-
tives with those of economics. Hence, to model this socio-technical system we
first provide a model using UML and transfer this to an economic model that is
used later for decision making on participation.
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3.1 UML Specification

The Unified Modeling Language (UML) provides means to model business infor-
mation systems as a conceptualization for later implementation. Therefore, UML
is used to model MA-Organizations from a software agents perspective. The
terms introduced in Sect. 2.2 are transferred to a UML class diagram. Figure 1
gives an overview on the main classes of the UML specification.

A member of a MA-Organization is linked to a specific position that consists
of several tasks, competences and responsibilities. The member provides a set of
capabilities and resources that are useful for the MA-Organization. This “useful-
ness” is manifested in the requirements that are necessary for handling a specific
task. Hence, this task is also linked to some capabilities and resources required
for execution. Three types of subclasses for class role represent expectations:
(i) Individual-specific role linked directly to the member, (ii) position-specific
role linked to a position and (iii) task-specific role linked to a task.

Fig. 1. Overview UML-specification

3.2 Economic Model

We consider a participation mechanism where agent ai applies for a position in
the existing MA organization M, which offers an open position. Position ℘ is
defined by a task t, which requires capabilities c and resources r for execution.
Formally, a position can be described by a 3-tuple defined by the task, the
required capabilities and the required resources to complete the task; that is,
℘ = (t, c, r). Thus, the proposed model captures only the relevant parts of the
UML description provided above.

Agent ai and MA organization M privately observe their preferences regard-
ing capabilities and resources for the position ℘. Assume that task t is publicly
known to both parties. Let vector ℘θ = (θc, θr) denote the private information
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that agent ai has regarding its capabilities and resources for task t. The capa-
bilities and resources of ai are private to ai itself; that is, M is unaware of ai’s
information. Further, let vector ℘σ = (σc, σr) denote the private information
of the MA organization M regarding the open position. Hence, M privately
assigns the required capabilities and resources to its open position. Agent ai

does not observe this information. In this framework, capabilities and resources
are modeled as real numbers. This model facilitates comparable preference rep-
resentations of the private information. By assumption, all private information
follows a given probability distribution with realizations in the unit interval.
In the following, all definitions use vector-valued notation and component-wise
vector operations.

For describing the participation decision of agent ai, we use the binary vari-
able x(℘θ, ℘σ) ∈ [0, 1]. This variable gives the probability that agent ai is actually
joining the MA organization M. We assume that agent ai derives a utility from
participation in M, which is given by

ua(℘θ, ℘σ) = ℘θx(℘θ, ℘σ) − p(℘θ, ℘σ), (1)

where p(℘θ, ℘σ) is the certainty equivalent of the payment that ai makes to M
for joining the organization. Notice that p is a 2-vector. Likewise, M derives a
utility from occupying its open position by agent ai given by

uM (℘σ, ℘θ) = p(℘θ, ℘σ) − ℘σx(℘θ, ℘σ). (2)

We assume that all parties are risk neutral such that the utilities take a quasi-
linear form. The objective is the maximization of the social welfare, which is
defined as the sum of all utilities. Clearly, the ex post social welfare is maximized
if and only if ℘θ ≥ ℘σ.

4 Decision Making on Participation

We describe the process of decision making on participation as a bilateral negoti-
ation auction. Agent ai submits its sealed bid ℘̂θ = (θ̂c, θ̂r) specifying its prefer-
ences for the open position. Similarly, MA organization M submits its sealed bid
℘̂σ = (σ̂c, σ̂r) describing its preferences for the required candidate. The bids are
submitted simultaneously. Based on the reported bids, the social planner deter-
mines whether agent ai participates in M, and how high the certainty equivalent
is that ai has to pay to M. Consider the following participation mechanism. The
decision rule is given by

x(℘̂θ, ℘̂σ) =

{
1 if ℘̂θ ≥ ℘̂σ

0 otherwise
(3)

with certainty equivalents transferred between M and ai of

p(℘̂θ, ℘̂σ) =

{
1
2 (℘̂θ + ℘̂σ) if ℘̂θ ≥ ℘̂σ,

(0, 0) otherwise.
(4)
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Notice that the relational operator “≥” used in (3) and (4) is a component-
wise operator. The decision rule of the participation mechanism allocates agent
ai to MAS M if and only if both the reported capabilities and resources of
agent ai is greater or equal the corresponding reports of MA organization M.
The associated pricing scheme used in this mechanism is based on the k-double
auction; in particular, the certainty equivalents defined in (4) are calculated with
k = 0.5, which constitutes the average of the two bids [19, p. 108].

By construction, the mechanism never runs a deficit; that is, it balances the
budget. In addition, the mechanism definition ensures that each party is never
worse-off after the mechanism is run; that is, the mechanism is individually
rational for all parties. Since participation takes place whenever ai’s valuation
is greater or equal M’s valuation, the mechanism maximizes the social welfare
ex post. However, standard impossibility results from mechanism design assert
that such mechanisms cannot be incentive compatible [12].

Example 1. Suppose agent ai’s private information regarding the open position
for task t is given by ℘θ = (0.7, 0.8); that is, ai’s capabilities are expressed by 0.7
and its resources by 0.8. Similarly, M’s private information is ℘σ = (0.5, 0.6).
Assume that both ai and M report their private information truthfully. Since
(0.7, 0.8) ≥ (0.5, 0.6) component-wise, ai is hired by M. The certainty equivalent
is calculated as p(℘̂θ, ℘̂σ) = 1

2 [(0.7, 0.8) + (0.5, 0.6)] = (0.6, 0.7). Notice that the
certainty equivalent is defined component-wise; that is, the transfer from ai to
M is realized as two separate payments. The utility of ai is then ua(℘θ, ℘σ) =
(0.7, 0.8)−(0.6, 0.7) = (0.1, 0.1) and the utility of M is uM (℘σ, ℘θ) = (0.6, 0.7)−
(0.5, 0.6) = (0.1, 0.1).

Example 1 assumes truthful bidding of both parties. However, the follow-
ing example shows that the strategic behavior of each party can influence the
certainty equivalent.

Example 2. Assume with Example 1 that ℘θ = (0.7, 0.8) and ℘σ = (0.5, 0.6). Let
M report its private information truthfully; that is, ℘̂σ = ℘σ. Suppose, ai manip-
ulates its bid by understating its true preferences by 0.1 in each component such
that ℘̂θ = (0.6, 0.7). Trade takes place because ℘̂θ ≥ ℘̂σ, and the certainty equiv-
alent is calculated based on the reports as p(℘̂θ, ℘̂σ) = (0.55, 0.65). The utility of
ai is now given by ua(℘̂θ, ℘̂σ) = (0.7, 0.8)−(0.55, 0.65) = (0.15, 0.15) > (0.1, 0.1).
Hence, agent ai is able to increase its utility by 0.05 in each component when
understating its true valuation by 0.1. The manipulation of agent ai caused a
decrease in the certainty equivalent, which in turn raised its utility. A similar
argument shows that MA organization M can also increase its utility by over-
stating its true valuation, assuming that ai reports truthfully. This example
confirms that the mechanism is not incentive compatible.

The preceding discussion shows that the proposed participation mechanism
maximizes the social welfare ex post, guarantees individual rationality and satis-
fies budget balance. However, the mechanism is not incentive compatible because
it cannot prevent the parties from manipulating their bids. Research in auction
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theory finds that k-pricing mechanisms for bilateral trading environments are
always inefficient whenever k ∈ (0, 1) [19]. When k ∈ {0, 1}, however, these
mechanisms achieve ex ante efficiency. Ex ante efficiency means that agent ai on
average cannot be made better off without making M on average worse off, and
vice versa [19, p. 115], while incentive compatibility, individual rationality, and
budget balance are satisfied. Theorem 2.2 in [19] provides techniques necessary
for making the proposed mechanism ex ante efficient.

5 Evaluation

This section reports an experimental evaluation of the participation mechanism
developed in this proposal in the form of a proof-of-concept. The evaluation setup
is based on the concept of the labor market auction model, in which businesses
bid for employees (e.g., [21]). In our research, each business is represented by a
MA-Organization and each potential employee is represented by a single software
agent. The agent applies for an open position in the MA-Organization by report-
ing the amount of resources it is willing to invest into the MA-Organization. In
turn, the MA-Organization reports the amount of resources it requires for the
open position. In the following, we describe the setup, report the results, and
discuss the findings.

5.1 Experimental Setup

The experimental evaluation considered uniformly distributed private informa-
tion of agent ai and MA-Organization M. For ease of exposition, we modeled
the offered/requested resources as the single parameter; that is, θr ∼ U(0, 1) and
σr ∼ U(0, 1). The MA-Organization offers an open position ℘ by submitting a
sealed bid σ̂r, which reflects M’s required resources for the position. Simultane-
ously, agent ai submits a bid θ̂r, reflecting the maximum amount of resources ai

is willing to bring into the MA-Organization. Based on the reported bids, the
mechanism calculates the certainty equivalent that is transferred from ai to M if
a contract is established. In particular, the utilities of each party were calculated
in two settings. First, we assumed truthful bidding; that is, θ̂r = θr and σ̂r = σr.
The utilities of truthful bidders served as a benchmark to measure the utility gain
of manipulating agents. Second, we assumed manipulating bidders. By assump-
tion, both parties manipulate their bids by a linear manipulation function in the
following manner. Agent ai understates its true resource offer by manipulation
factor μa ∈ (0, 1); that is, ai’s manipulation function is θ̂r = μaθr. In contrast,
M overstates its true resource requirement by manipulation factor μm ∈ (1, 2)
such that σ̂r = μmσr. The utility gain ratio is then calculated as the utility
with manipulating bidders divided by the utility of truthful bidders. Similarly,
the total efficiency loss is given by the ratio between the sum of manipulating
utilities and the sum of truthful utilities.
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5.2 Results

Figure 2 illustrates the impact of manipulation on the performance of the partic-
ipation mechanism. The left side shows the utility gain and the overall efficiency
loss of the mechanism when agent ai misrepresented its resource offer, while M
reported truthfully. A utility gain ratio (red graph) of greater 1 indicates that
ai was able to increase its utility by manipulation. For μa = 0.7, ai attained its
maximum gain in utility on average (i.e., understatement by 30%). The over-
all efficiency loss (blue graph) decreased monotonically once ai’s manipulation
activity increased. Obviously, full efficiency is achieved for truthful reporting
(i.e., μa = 1). The right side of Fig. 2 shows the reversed case. Here, when M
manipulated its required resource, while ai reported truthfully, the utility gain
ratio was always greater 1. The maximum utility gain is reached at μm = 1.3;
hence, overstating by 30% yielded the highest utility gain for M.

Fig. 2. Efficiency loss and utility gain ratio as a function of manipulation factor. (Color
figure online)

5.3 Discussion

Our experiment demonstrates the impact of manipulation on the agents’ utilities
and provides an estimation of the mechanism’s overall efficiency loss. These
findings provide evidence for the efficacy of the proposed mechanism.

Our findings can be compared to the results obtained by Chatterjee and
Samuelson [9], who studied the bilateral bargaining game with incomplete infor-
mation. In particular, they derived the equilibrium strategies of both buyer and
seller. Using the same pricing scheme as the one in our work (k = 1/2), the
seller overstates its true resource requirement by 2/3σr + 1/4. In our work, M
obtains the highest utility gain when he chooses the strategy μm = 4/3 (cf.
right side of Fig. 2). These two strategies intersect at σ̂r = 1/2. Although our
manipulation scheme does not implement the equilibrium strategies (see [9]),
our results imply that the proposed mechanism provides a good approximation
for the optimal strategic behavior of M.
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For the buyer, [9] showed that the equilibrium strategies are given by 2/3θr +
1/12. In our proposal, agent ai attains the highest utility gain when he reports
θ̂r = 2/3θr. Notice that this manipulation factor just differs from the optimal
strategy by 1/12. In fact, both strategies are parallel and shifted by 1/12. Again,
this result implies that the agent’s manipulation scheme proposed in this work
provides a suitable approximation for the equilibrium strategies found by [9].

At the optimal manipulation factor of MA-Organization M, the total effi-
ciency loss was approximately 5%, when ai reported truthfully. However, once
ai misrepresented its value by its optimal manipulation factor μa = 2/3, the
total efficiency loss was close to 10%. The reason for the higher efficiency loss is
that ai’s utility gain ratio is higher than M’s utility gain ratio. In fact, ai was
able to increase its utility by approximately 33% by manipulating its true value,
while M’s maximal utility increase accounted for 12%. The higher utility gain
of ai as compared to M is compensated by a potential utility loss for μa < 1/3.
In contrast, M never experienced any utility loss for all manipulation factors.
This permanent utility gain implies that it is always advantageous for M to
misrepresent its true reservation values.

6 Conclusion

The contribution of this research is twofold. First, we provide a UML specifica-
tion of a MA-Organization in a business information system. Second, we propose
a bilateral negotiation mechanism to model the decision-making process of an
agent and the MA-Organization for participation. In our experiment, we found
that a rather simple strategic manipulation scheme employed by both sides pro-
vides a suitable approximation for the equilibrium strategies identified by [9].
This finding is significant because it indicates that agents and MA-Organizations
can focus on surprisingly simple strategy calculations without deviating too much
from the actual equilibria. Future research might be pursued into the direction
of multi-attribute decision-making. In this work, the agent’s capabilities and
resources for the desired position in the MA-Organization are interpreted as
two separate components in the negotiation mechanism. This limitation could
be removed by using a multi-attribute auction approach with scoring functions
similar to other approaches in auction theory [11,18].
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Abstract. An Enterprise Architecture (EA) provides a holistic view
about the domains to support planning and management tasks. The cre-
ation can be made more efficient if present domain models and measures
are integrated. But these sources often lack coordination and thus are
rather isolated. The paper proposes an approach based on Semantic Web
technologies to combine these sources. A key aspect is the indirect con-
nection through bridging elements to reduce the effort to establish an
EA. These elements and a small EA vocabulary are the basis for an
integrated data pool being a “mash up” instead of a new data silo.

Keywords: Enterprise architecture · Domain models · Bridging ele-
ments · Semantic web · Integration · Alignment

1 Introduction

Enterprises ace significant challenges to operate in complex business ecosystems.
There is a strong need to holistically coordinate their domains, e.g. information
technology (IT), business and risk management [1]. The domains document their
information in separate models and often with no central ownership [2]. Special-
ized tools are used to document the models [3]. Moreover, these domain often
have different terminologies and understandings making it complicated to decide
from a holistic view [4]. An Enterprise Architecture (EA) promises to offer such
a holistic view. It captures the elements of an enterprise and their relations [2].
In most approaches the EA contains only aggregated artifacts, e.g. [5]. Detailed
elements as well as measures are thus not present when accessing the EA later.

The study in [6] demonstrated that filling the EA is predominantly a man-
ual task. However, more than 90 % of the participants are faced with one or
more challenges, e.g. laborious data collection, low data quality and integration
problems. Following the study the EA implementation would benefit from more
automated approaches. Heterogeneity and missing connections of domain mod-
els [1] lead to the challenge how to integrate these models to form a consolidated
EA. Literature shows that the problem of data integration in an EA context is
still a relevant topic for research and improvement, e.g. [1,7].
c© Springer International Publishing Switzerland 2016
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This is consistent with the authors’ observations of industrial projects they
participated. Present approaches often assume a fixed meta model or homo-
geneous domain models with extensively connected elements. Furthermore,
detailed information or measures are rarely integrated. Starting from these con-
siderations, the authors’ interest is guided by two research questions: RQ1: How
can detailed domain models without nearly any interconnection but with hetero-
geneous terminologies be integrated in a joined EA model? Can this be achieving
with limited effort by a generic approach? RQ2: How can the EA be efficiently
accessed using an arbitrary terminological level on top of the diverse domain
languages?

We chose a design science research method following Hevner et al. [8]. The
remainder of this article is outlined as follows. Section 2 presents the foundations
and the approach objectives. Section 3 describes the proposed approach. Followed
by its demonstration in Sect. 4. Section 5 presents the related work and Sect. 6
discusses the approach. Section 7 concludes the paper.

2 Theoretical Background

The first subsection focus on the relationship between the domain models and
the holistic EA. The integration of domain models into the EA result in different
challenges. For the technical foundation Semantic Web technologies are recom-
mendable. Integration is a main ability within the Semantic Web as described
in the second subsection. Another very important feature in contrast to data-
base management systems is the explicit representation of meaning. Queries can
utilize these semantics for smart answering.

2.1 Fragmentation of an EA and Its Domain Models

The EA benefits arise from the documentation of an enterprise and the analy-
sis of this information [9]. A distinction is made between the domain models
as the primary source of detailed information and the EA as a holistic view. The
content of an EA is not generally determined but is often documented on an
aggregated level. It highly depends on the used framework and the individual
focus of an enterprise which information is required (see e.g. [5,9]).

The interaction between enterprise domains may be problematic in industrial
practice. Different terms, understandings and methods makes them rather iso-
lated to each other. Furthermore, the domain models may be stored within dif-
ferent application systems, databases, spreadsheets or other sources. This hinders
the aggregation and relating the various artifacts becomes a challenge [1,2,5].

A common EA concept in literature and industry is the notion of capabil-
ities. They represent an ability an enterprise can perform and for which sev-
eral components (processes, applications, people and so on) are combined. This
decouples the involved components on a logical level. The sets of capabilities
are comparable within the same industry sector. So templates could be used to
create the very own capability set (see e.g. [10]).
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Based on these aspects and authors’ experiences from projects at financial
institutions there are main objectives of an integration approach. It has to
accept the logical isolation of the domain models. And it has nevertheless to
overcome this issue and create a holistic view based on the given informa-
tion. It should efficiently address industry needs and support an arbitrary EA
terminology.

2.2 Foundations of Semantic Web with Focus on Integration

The Semantic Web represents the vision that content can be processed by
machines or applications. Meaning is made explicit for example by formulating
inference rules to automatically draw conclusions on present information. This
enables a reasoner to deduce new knowledge [11,12]. Several basic technolo-
gies form the basis of the Semantic Web. This section describes the relevant
technologies and main aspects that are required for the presented approach.

The data model of the Semantic Web is RDF (Resource Description Frame-
work, see [13]). RDF represents a piece of information as a triple, also called
statement, similar to the sentence structure using subject, verb and object. The
components are normally identified through a globally unique IRI (Interna-
tionalized Resource Identifier), similar to an URL [11–13].

The triple structure is very simple but it allows a flexible documentation
of information. It can be considered as a graph structure with the subject
and object resources as nodes and the verbs (or predicates) as edges between
them [13].

On top of RDF another vocabulary has been built, called RDF Schema or
RDFS (see [14]). It allows to define a custom data model and the termi-
nology to be used for a domain [12]. RDFS differentiates between classes and
their instances [14]. RDFS provides a good balance between expressiveness and
reasoning performance [15]. Querying is supported by the SPARQL standard
which is in a way comparable to SQL [12,15].

Further specialized languages exist, for example SKOS (Simple Knowledge
Organization System, see [16]) for describing controlled vocabularies. SKOS
is based on RDF so the information can be linked with other RDF data [16].

A frequently used technique is mapping different graph structures to perform
integration. This enables the integration of information sources (concepts and
individuals), represented in RDF [12]. Merging is also easy to achieve because
the RDF data sources form graphs and the IRIs are globally unique. Therefore
the graphs can be combined [15].

3 Alignment of Separate EA Domain Models

This section presents the approach to integrate independent EA domain mod-
els. It consists of six steps as visualized in Fig. 1. However, the steps are not
performed only once. Using an EA requires up-to-date information so that the
steps are to be performed frequently - preferably automatically.
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Fig. 1. Integration approach for independent domain models consisting of six steps

Step 1: Provide Bridging Elements for Indirect Relationships. Initially a set
of bridging elements have to be defined: concepts on the ontological level and
instances for the connection. These are used for the indirect relationship between
domain models. Therefore, domain models do not have to be extensively inter-
connected and can be independent except for sharing the bridging elements.

This kind of indirection is not unique to Semantic Web. For example [17] use
an alignment architecture to the align business processes and IT applications.
Functional services are used as the connecting elements, but they do not exist
within the detailed models. However, the approach at hand does not focus on
decoupling connected models but on bridging independent models. Moreover, the
set of bridging elements is not restricted. Business capabilities, business objects,
etc. may be candidates. The bridging instances should be stable and have to be
uniquely identifiable. It is useful to coordinate the set with domain stakeholders
because the elements will be referenced within the domain models later.

The step’s output is twofold. First a shared set of identifiable bridging
elements is provided. Second, an RDF representation is created that can be
imported.

Step 2: Prepare the Domain Models. The domain models are the information
base. It is hence required to make the data available to the EA. This is often done
based on aggregated information only. Details for more comprehensive analyses
are thus not present in the EA (e.g. see [1,5,9]).

The domain models are the main input of this step. They may be stored in
various formats or source types, for example relational databases, applications
or spreadsheets. But the sources may use different terminologies. Moreover, it is
assumed that they lack comprehensive interconnections. Therefore, the second
input is the set of bridging element identifiers from step 1. Their aim is to
indirectly connect the models. Embedding them depends on the data source.

The instances within the domain model are linked to the bridging instances
they belong to. Possible sources are tools storing the IT architecture or risk



Bridging the Gap between Independent EA Domain Models 281

aspects. Another example is a process management tool. The bridging instances
could be embedded within BPMN process models. They may be used as another
level of nested lanes so the tasks and other elements are implicitly related to
their corresponding bridging instance.

The step’s goal is the transformation of each domain model into RDF using
common or individual ontologies. Solutions are available to support this [12,15].
Hence, the RDF representations including the bridging instances are the output.

Step 3: Prepare the Sources of Data Measures. EA approaches often focus on
the concepts stored in domain models and seem to exclude measures. Examples
are process times or costs. Including measures would augment the holistic view
and allow for more detailed analyses. Source types can be e.g. databases or
spreadsheets. The transformation into RDF is analogous to domain models. The
output of this step therefore is also a RDF representation of each source.

In contrast to step 2, this step does not use the bridging instances. The data
values directly refer to the elements of the domain models. For example, the IT
personnel costs are directly assigned to the application for contract management.
Besides, the units should be explicitly added in the transformation process. Dif-
ferent units may thus be automatically handled at the integration in step 5.
A recommendation is to use common agreed IRIs to reference a specific unit,
e.g. based on the known dbpedia1 as a pragmatic solution.

Step 4: Use a Vocabulary to Produce a Solution Ontology. An EA vocabulary
helps to ease the communication between people from different domains with
individual terminologies and understandings. It contains main concepts and rela-
tions. The vocabulary acts as an overlaying individual terminological layer and
it forms the basis for the EA. The domain models retain their leading role for
documentation and each model may use its own terminology. The integrated
data pool is thus not a new data silo but just a “mash up”. A draft of the vocab-
ulary can be created within a workshop and may be refined later at any time.
It requires less effort as creating an extensive ontology or EA meta model and
it is allowed to be more dynamic than a formalized EA meta model.

Using SKOS to represent the EA vocabulary is preferable because it is a
popular Semantic Web technology and several management tools exist.2 No
broad technical knowledge is required. A term hierarchy for each source model
may be defined. SKOS contains predefined means to represent the parent-child
relationships. Furthermore, concepts can refer to other concepts with a neutral
“related”-relationship instead of diverse relationships like “used by” or “calls”.

In addition, domain concepts link to corresponding data types, for example
using IRIs from dbpedia to make this relationship explicit.

The SKOS vocabulary should be augmented to a RDFS based solution ontol-
ogy as shown in Fig. 1. The terms and relationships can be supplemented by

1 For example http://dbpedia.org/resource/Euro references the European currency.
(Accessed Dec 17, 2015).

2 See e.g. TemaTres http://www.vocabularyserver.com/. (Accessed Dec 28, 2015).

http://dbpedia.org/resource/Euro
http://www.vocabularyserver.com/
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classes and relationships for convenience, e.g. relationships with meaningful
names and standard RDFS relationships to mirror the parent-child relation-
ships. The resulting solution ontology is the output of this step and at the same
time the terminological basis for the integrated data pool established in the next
step.

Step 5: Align and Combine the Sources with the Ontology. All previous out-
puts (bridging elements, transformed data sources, solution ontology) are joined
together in this step as shown in Fig. 1. The solution ontology acts as the shared
terminological layer. It is sufficient to establish mappings from each source just
to the solution ontology. There are no mappings between sources among one
another. The task of matching ontologies is a research topic on its own.

A key aspect is the indirect connection based on the bridging elements. The
bridging concepts link to the corresponding concepts within the solution ontology
and domain models. The bridging instances play the role of a hub when joining
together the data sources. They indirectly establish the identity connections. All
other relevant classes from the sources are mapped to their correspondences in
the solution ontology. If a class from a domain model has related data types and
values then are mapped to the solution ontology, too. As a result, the solution
ontology is the central access point to the joined data pool. An example scenario
with two domain models and one source of data measures all mapped to the
solution ontology is shown in Fig. 2.

The mapping may be supported by using design patterns for alignments,
e.g. [18]. They provide patterns of typical alignment constellations. Moreover,
mappings between properties make relationships explicit and accessible using the
EA vocabulary later. In the case of measure mappings the linked units facilitate
automatic conversions.

After the specification of mappings they have to be processed to actually
integrate the information. One option is to transform them to a Semantic Web
rule language. Together with the basic RDFS inference rules a reasoner can use
that to infer new RDF statements that realize the mappings. Mapping modifi-
cations are only necessary if the structures of the sources or the EA vocabulary
change. But they can be processed frequently to keep the data pool updated.

At the end of this step all information have been integrated and mapped.
This results in the integrated data pool as the main output of this step. It is the
starting point of all further use cases based on this data pool.

Step 6: Access the Integrated Data Pool. The integrated data pool contains all
information of each domain model and source of data measures. This allows to
use domain model internal relationships not directly mapped to the solution
ontology. Because all information is stored as a graph these relationships can be
traversed transparently. Moreover, more detailed assessments are possible.

The bridging instances indirectly link the models. And the solution ontol-
ogy facilitates to access the data pool using a neutral terminology. Despite the
abstraction through the bridging elements comprehensive queries are possible
with SPARQL. The graph can be large so the processing may be optimized. One
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Fig. 2. Mapping scenario with two domain models and one data measure source

example is to cut off search paths if certain criteria are met. This depends on
the specific use case based on a heuristic.

4 Showcase for an Exemplary Application
of the Approach

The application of the approach should be demonstrated by a showcase taken
from a project one of the authors worked for. The client was a medium-sized
German insurance company. The business organization department aims to build
up an EA for a holistic view. The departments (IT department and different
segments) have established methods for documenting their domains. But the
contents have not been coordinated and thus the models were not aligned. The
implementation of a central EA tool is not possible without resistance. At this
point the present approach could be used for a first alignment of the models
offering a basic holistic view with limited effort.

The first input is a collection of business capabilities for the insurance sec-
tor stored within a spreadsheet. It acts as the set of bridging instances. This
structure can be transformed into RDF, e.g. with a tool like “RDF123”3. The
processes are documented using BPMN and thus the proposed extension with
lanes for the bridging instances is applied. BPMN is based on XML so the
transformation to RDF can be performed with a converter. The IT artifacts are
documented in an IT management tool storing the information in a relational
database. The tool “D2RQ”4 creates a RDF representation of that database.
For simplicity the data measures are stored in spreadsheets. Each row refer to
an artifact (e.g. concrete process name or IT system) and specify the measure
values. A short workshop prepares an EA vocabulary and documents it in a
SKOS tool.
3 RDF123: http://ebiquity.umbc.edu/project/html/id/82/RDF123. (Accessed Dec

13, 2015).
4 D2RQ Platform: http://d2rq.org/. (Accessed Dec 22, 2015).

http://ebiquity.umbc.edu/project/html/id/82/RDF123
http://d2rq.org/
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A prototype based on a Java web framework and Apache Jena5 (framework
for applications based on Semantic Web technologies) has been developed. It pro-
vides a broad range of functions, e.g. handling RDF, inferencing and querying.
The prototype can import the transferred data sources and the SKOS vocabu-
lary. Figure 3 shows the alignment page of the prototype. The user graphically
aligns the data sources’ classes with the vocabulary concepts. Each mapping can
be further detailed through restrictions or property mappings by opening an
edit dialog box. The processing of the alignments happens in the background to
create the integrated data pool. The user can access it on another view to ask
for e.g. assignments of artifacts using the EA vocabulary. We cannot go more
into details concerning the prototype due to the limited space available.

Fig. 3. Screenshot of the prototype: The alignment view enables the user to define the
mappings between the data source’s classes (left) and vocabulary concepts (right)

5 Related Work

To provide a holistic view about an enterprise using an EA is a common tech-
nique. Integration is thus a key problem in particular if the goals are to achieve
efficiency and practicability as well as the requirement of up-to-date information.

The authors in [19] also use Semantic Web technologies. Whereas they start
with a present EA model. They describe how to transform the model with manual
effort into a semantic representation providing access to the information base.
In contrast to that, the paper at hand assumes no previously defined consistent
EA model and aims at reducing the manual effort.

The aim of [20] is to integrate main artifacts from data sources into the
EA through creating a semantic representation. The central artifacts of the
data sources are formalized using an ontology and extensively linked with the
imported artifacts from the other data sources. The sources are therefore linked
one another which determine the available terms. A difference to the present
approach is the higher effort for extensive linkage compared to the use of the
bridging elements as well as more technical expertise for using logical languages.

5 Apache Jena: https://jena.apache.org. (Accessed Dec 23, 2015).

https://jena.apache.org
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The authors in [21] utilize ArchiMate as a consistent meta model. Domain-
specific models are directly mapped to this meta model. The alignment of con-
cepts and instances is done using direct links leading to a high effort. [22] also
starts from a harmonized EA model, again ArchiMate, and transforms it into
an ontology. Concrete instances are not in the focus of the paper. [23] propose
a methodology to completely annotate models using a highly abstracted meta
model. Model information and relationships should be documented in a machine-
processable way. This could act as a foundation for further integration, but the
work does not describe an EA integration process. [24] offers an EA toolset with
a best practice meta model. The administration tools are technically oriented
whereas the separated viewing components are focused on business users. The
integration of existing sources is possible but requires manual effort, technical
expertise and knowledge about the meta model.

The review shows that Semantic Web technologies are commonly used for
integration aspects. But most approaches assume a consistent EA model as a
starting point or that the elements have to be mapped directly. This entails a
certain effort in the initial phase as well as in later use. Moreover, measures or
detailed information are usually not taken into account. The present approach
contributes to the state of the art by proposing indirect connections to reduce
the effort. Besides, it is independent from a certain meta model and uses only a
vocabulary. Furthermore, the consideration of measures is an explicit part.

6 Discussion and Limitation

The research questions in Sect. 1 have guided the research work. RQ1 focuses on
a generic approach to efficiently integrate detailed domain models into an EA.
RQ2 deals with the access to this EA by means of a terminological layer.

Addressing RQ1, the approach offers an alignment of previously isolated
domain models. Due to the stable bridging elements there is no need of extensive
direct connections between the data sources as present approaches often assume
(see Sect. 5). The augmented EA vocabulary is the basis for an improved inter-
communication between the stakeholders. This aspect targets RQ1 and RQ2. The
vocabulary is independent of an EA framework in opposite to other approaches
where often a fixed meta model is used. The industrial practice motivates this
flexibility as the variety of custom or reference meta models show [25].

The approach aims to ease the EA implementation and to deliver benefits
quickly. [26] states that the establishment takes a long time in industrial practice.
This includes the creation of a complete meta model. Using a simple vocabu-
lary could reduce this effort and ease the maintenance when the terminology
develops. The integration also eliminates the laborious manual creation of the
EA, e.g. [26]. Semantic Web technologies facilitates this by means of explicit
semantics and machine-processable information. Reducing the effort is impor-
tant because [7] states that the additional effort for stakeholders could have a
negative impact on EA acceptance. In addition, [7] reports on failed initiatives
because the documentation take too much effort or the maintenance was not
organized.
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The mappings between the domain model concepts and the vocabulary terms
must obviously be created. But this happens ideally once because they are rel-
atively stable. It also may be supported by matching algorithms. The bridging
elements make direct connections between elements of different domain models
unnecessary. It must be ensured that the elements are related to the bridging
instance within the domain model. This might be seen as a limitation because
it must be possible to link a domain element with a bridging element. Although
a mapping table may be used as a substitute to document the relation.

Indirect linkage offers the advantage to decouple domain models as proven by
e.g. [17]. It helps to overcome the different rates of the changes occurring in the
domains [4] as well as the problem to quickly adjust the EA content according
to those changes [6]. The domain models can develop independently but at the
same time the EA consists of up-to-date information about the current state.

Reflecting the relationship between domain models and the EA in general
there are resistances conceivable. Stakeholders may assume a reduction of auton-
omy if the EA is the new planning basis. According to [27] this may lead to resis-
tance against an enterprise-wide coordination. The approach could potentially
reconcile the interests because the domain models are the integral part of the
EA data pool. At the same time a holistic view and coordination is possible.

On first view the dependence from the domain models and their heteroge-
neous terminologies might be problematic. This may hinder effective collabora-
tion if understandings vary [28]. Although the approach could positively influence
enterprise collaboration. The consolidation by using the EA vocabulary seems
less serious than to introduce a comprehensive meta model from the perspec-
tive of effort and acceptance. Besides, it is not reasonable to imagine that all
domain tools, used for specialized tasks [3], can either be completely replaced by
one consolidated EA tool or entirely customized to adhere to one unique meta
model.

An assumption of the solution is that indirect connections and thereby an
abstraction is suitable for the EA use case. Another assumption is that the
domain models are either directly accessible or can be exported in order to
transfer them to RDF. Whereas a domain tool that cannot extract its data
should be called into question from a general point of view. In summary the
approach aims to lower the effort creating a first usable EA and to offer EA
benefits early.

7 Conclusion

It seems reasonable to use existing sources whenever possible instead of creating
a new data silo for the EA repository with a laborious data acquisition. But in the
industrial practice there are often obstacles that hinder easy realization. Domain
models are often neither coordinated nor compatible to each other. That has been
the motivation for the proposed approach to align domain models forming an
integrated data pool. An important aspect is the notion of bridging elements to
indirectly connect the domain models. Semantic Web technologies are the basis
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of this approach. In the integration step the domain models are aligned with the
solution ontology building the integrated data pool.

The related work show the increasing attention being paid to EA supported
by Semantic Web technologies. But this has not reached a high level of maturity
thus the research have to be focused on practicability. The presented approach
contributes by making a proposal to facilitate the EA establishment and reduce
the required effort and time. It provides the basis for further use cases. Therefore
the further work will be twofold. On the one hand it should be focused on the
application and evaluation of the approach in more scenarios. On the other hand
usage scenarios have to be investigated that use the integrated data pool.
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and Rafael M. Gasca

University of Seville, Seville, Spain
{ajvarela,dianabn,maytegomez,gasca}@us.es

http://www.idea.us.es/

Abstract. Artifact-centric initiatives have been used in business
processes whose data management is complex, being the simple activity-
centric workflow description inadequate. Several artifact-centric initia-
tives pursue the verification of the structural and data perspectives of
the models, but unfortunately uncovering security aspects. Security has
become a crucial priority from the business and customer perspectives,
and a complete verification procedure should also fulfill it. We propose an
extension of artifact-centric process models based on the Usage Control
Model which introduces mechanisms to specify security policies. An auto-
matic transformation is provided to enable the verification of enriched
artifact-centric models using existing verification correctness algorithms.

Keywords: Artifact-centric business process model · Verification ·
Security · Declarative security policy · Usage control model

1 Introduction

Nowadays, organizations model their operations with business processes. To
ensure the proper operation of the companies, it becomes necessary the verifica-
tion of those processes to avoid unexpected errors at runtime, which may deal
to inconsistent situations that cannot reach a business goal successfully. There-
fore, it is more suitable to detect possible anomalies in the model at design-time
before the processes are enacted, so preventing errors at runtime.

Traditionally, business processes are modeled as activity-centric business
process models [1], where data are used as inputs and outputs of the activities.
The activity-centric proposals describe at design-time the imperative workflow
that an instance can follow. However, for some types of scenarios, it is very diffi-
cult to include the data state transitions into the activity point of view, specially
for complex data models. For this reason, the artifact-centric methodology (data-
centric approach) has emerged as a new paradigm to support business process
management, where business artifacts appeared for the necessity of enriching
the business process model with information about data [2], providing a way for
c© Springer International Publishing Switzerland 2016
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understanding the interplay between data and process. Artifacts are business-
relevant objects that are created, evolved, and (typically) archived as they pass
through a business, combining both data aspects and process aspects into a
holistic unit [3].

Artifact-centric modeling establishes data objects (called artifacts) and their
lifecycles as focus of the business process modeling. This type of modeling is
inherently declarative: the control flow of the business process is not explicitly
modeled, but follows from the lifecycles of the artifacts. The lifecycle represents
how the state of an artifact may evolve over the time. The different activities
change the state of the artifact and the values of the data associated to each arti-
fact; these may be manual (i.e. carried out by a human participant of the process)
or automatic (i.e. by a web service). The evolution of the artifacts implies a
change of the state and the values of the data, until a goal state of an arti-
fact is reached. One of the reasons why the artifact-centric paradigm facilitates
the process description is the capacity to model the relations between objects
with different cardinalities, not only 1-to-1 relations. This modeling capabilities
are not entirely supported in activity-centric scenarios. For instance, BPMN 2.0
[4] (currently wide accepted activity-centric notation) allows to easily represent
multi-instance activities and pools (processes), but with some limitations, such
as the relations between different processes can only be expressed as hierarchies.

On the other hand, artifact-centric models allow 1-to-N and N-to-M relations
between artifacts. Then, when more than one artifact is involved in the process,
it is possible that a combination of services and data values violate the policies
of the business. In order to avoid this situation at runtime, it is necessary to
detect some of these possible errors at design time.

To our best knowledge, there are no pure works that consider security issues
at artifact-centric business process models. However, the artifact-centric method-
ology needs for a way to express the security aspects that are not natively consid-
ered in the artifacts, such as Subjects, Rights and specific Predicates, and these
security aspects need also to be included in the artifact verification since they
can change the state of the artifacts.

The goal of this paper is, on the one hand, to provide an artifact-centric
business process model specification of security features and constraints. On the
other hand, this paper aims to address the automatic transformation of these
enriched models into standard artifact-centric model where the design time ver-
ification techniques found in the literature can be applied including the security
perspective.

The rest of the paper is structured as follows: Section 2 presents a brief review
of the notions of artifact and artifact union as a formal model for artifact-centric
business process models. Section 3 provides an extension of the existing artifact-
centric model to enrich it with the security perspective. Section 4 explains the
model transformation so that it is verifiable at design time by means of previ-
ous presented verification mechanisms. Section 5 presents an overview of related
work found in the literature. Finally, conclusions are drawn and future work is
proposed in Sect. 6.
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2 Artifact-Centric Business Process Model in a Nutshell

Artifact-centric paradigm facilitates the process creation oriented to the descrip-
tion of the data object evolution during a process execution. The formalization
of the artifact-centric business process model to be extended is presented and
widely explained in [5]. Nevertheless, the main notions are listed below in order
to facilitate the understanding, using an adaptation of the example in [5] to sup-
port the concepts. Although the complete example describes the handling of a
conference by an organizing committee, in this paper we focus on the registration
of participants, review of papers, and paper submission by means of artifacts.
These three artifacts are shown in Fig. 1, where solid circles, squares and arrows
represent states, services and flows within an artifact respectively, whereas dot-
ted elements are included to represent structural dependencies between artifacts.
Likewise, attributes are listed on the right of each artifact.

As reflected in [5], artifacts are represented as specified in the framework
BALSA [6] as a basis. That way, the formalization of the model includes:

– Structural perspective, identified by the tuple G = 〈St, Ser,E〉, represent-
ing the set of states (St, circles in Fig. 1), the set of services (Ser, squares in
Fig. 1) and the set of edges connecting them (E, arrows in Fig. 1), which form
the lifecycle of each artifact;

– Data perspective, identified by the tuple Data = 〈id, at, pre, post〉, repre-
senting the identifier (id), the set of attributes (at), and the pre and postcon-
ditions (pre and post) of the services in Ser ;

Fig. 1. Example of artifact union
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– Goal states, identified by Ω, which is a set composed of subsets of St repre-
senting the end points in the lifecycle of the artifact.

Likewise, as also explained in [5], the global model is defined as the union of all
artifacts composing it. That union is established by two types of policies, which
limit the coordinated execution of artifacts lifecycles: (1) Structural Policies,
expressing constraints on the relation between states and/or services of different
artifacts (dotted elements in Fig. 1); and (2) Data Policies, expressing invariant
conditions over the data (i.e. attributes) managed by the different artifacts in the
complete model. For instance, the example in Fig. 1 counts on the data policy
All submitted papers should be reviewed.

The constraints that should be satisfied during the execution of the services
(that is, preconditions, postconditions and policies) are linear or polynomial
equations or inequations over artifact instances and the attributes in At. That
set of constraints is generated by the grammar presented in [5].

3 Usage Control Model (UCONABC) Extension
for Artifacts

As previously commented, artifact-centric models do not provide a way to include
security policies, a crucial aspect to ensure the artifact correctness. One way to
incorporate them is following the UCONABC model. UCONABC model [7] has
emerged as a generic formal model to represent complex, adaptable and flex-
ible security policies in new environments such as Internet of Things (IoT).
For instance, Digital Right Management (DRM) is an access control mechanism
which can be modeled by UCONABC . Moreover, other traditional access con-
trol and trust management mechanisms can be defined by using this model.
UCONABC model consists of eight components: Subjects, Objects, both Sub-
ject and Object Attributes, Rights, Authorizations, Obligations and Conditions.
These components can be divided into various groups:

1. Components are defined and represented by their attributes. There are two
types of components:
– Subjects is a component which holds or exercise certain rights on objects.
– Objects is an entity which a subject can access or usage with certain rights.

2. Rights are privileges that a subject can hold and exercise on an object.
3. Predicates to evaluate for usage decision. These predicates can be repre-

sented without limitations using the same grammar (i.e. by constraints) pro-
posed in [5]. UCONABC model defines three types of predicates:
– Authorizations (A) have to be evaluated for usage decisions and return

whether the subject (requester) is allowed to perform the requested rights
on the object.

– Obligations (B) represent functional predicates that verify mandatory
requirements a subject has to perform before or during a usage exercise.

– Conditions (C) evaluate environmental or systems factors to check whether
relevant requirements are satisfied or not.
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All these predicates can be evaluated before or during the rights are exercised.
In that case, UCONABC model splits each predicate into two types of sub-
predicates depending on when it must be evaluated: (1) pre-Authorization (preA)
is evaluated before a requested right is exercised; and (2) on-Authorization (onA)
is performed while the right is exercised. Likewise, obligations and conditions can
be divided into pre- and on-predicates. Regarding attributes, UCONABC model
introduces the concept of mutability which indicates whether certain attributes
can be modified or not during the usage decision process. This concept can be
modeled using specific predicates as part of the usage decision predicates.

We have used UCONABC components to extend the original artifact model
in order to achieve a secure-extended artifact model which includes a news per-
spective called Security Perspective. The Security Perspective that extends the
artifact models is formalized as follows:

– Security Perspective is identified by the tuple Sec = 〈R,Sub, Pol〉, where R
represents the set of rights, Sub represents the assignments of subjects, and
Pol is the set of predicates that define the security policy.

Fig. 2. Example of subjects, rights and security policy.
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Objects are the artifacts or artifact unions in which security policies should
be defined. Nevertheless, artifact models do not provide elements to define Sub-
ject concerns. The provided extension enables the specification of Subjects in
the artifact model. Thus, artifacts can be performed by one or various subjects.
When it comes to represent a subject, there are two possibilities: (a) a Subject
is defined for the complete artifact; and (b) different Subjects are defined for
each specific services within the artifact. In Fig. 2, the example shows two dif-
ferent Subjects: (a) ‘Author’ are assigned to the Paper and Registration artifact;
(b) ‘Reviewer’ is assigned to reviewer artifact. The Subjects are formalized by
a set of attributes in the same way than an artifact, as shown in Fig. 2. These
attributes have an associate semantic that is used to the evaluation process of
the predicates. An example of attribute description for the Author Subject is
listed in Table 1.

Regarding Rights, a set of them has to be defined for each artifact. They
represent the different Rights that a subject may exercise in the artifact. In
Fig. 2, no Rights are defined in the registration artifact, the reviewer artifact has
only one right called ‘review’, enabling a reviewer to carry out a review process.
Likewise, in the paper artifact there are two Rights: ‘upload ’, enabling the files
uploading; and ‘notify ’, which enables an author to be notified or not.

As it was aforementioned, Pol is a security policy represented by a set of Pred-
icates. The UCONABC model introduces multiple kinds of Predicates depending
on the type of Predicate and where the Predicate has to be evaluated. Our
extension enables the specification of Predicates throughout the different parts
of the artifact model. There are several places where Predicates can be located:
(1) transitions between states and services, where all types of pre-Predicates
can be checked; and (2) in the services, where all type of on-Predicates can be
checked; and (3) invariants defined for a complete artifact. Thus, these predi-
cates do not require to be checked in a specific place but that have to be checked
in every moment. In this case, all types of Oblitations and Conditions predicates
can be defined and checked. For instance, an invariant could be an Obligation
predicate which indicates Author subject must be the same for Registration and
Paper artifact. This type of constraint may define as a invariant which indicates
Author.id attribute in Registration artifact have to be equal to the Author.id in
Paper artifact.

Table 1. Subject attribute description

Author

id The author’s identification

username The author’s username

email The author’s email

corresponding The author which submits the paper is the author to be notified
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In Fig. 2, there is a unique security policy defined for the three artifacts. This
policy is encompassed of five Predicates in order to illustrate the main Predicates
of UCONABC :

1. An Obligation predicate (cf. onB0) enables the notification Right whether the
author to be notified is established as a corresponding author.

2. A Conditional predicate (cf. preB0) enables the upload Right whether any
author is established for the paper, its number of pages are less than twelve
and the abstract is composed of less than one hundred and fifty words.

3. An Authorization predicate (cf. preA1) enables the review Right whether
the reviewer Subject has a ‘totalPapersRevised ’ less than or equal to a ‘max-
ToReview’ established as attribute of the artifact. This predicate introduces a
preUpdate predicate that establishes an update for the attribute ‘totalPaper-
sRevised ’. The preUpdate predicate establishes an update prior to the usage
by means of an increment of ‘totalPapersRevised ’ with the number of papers
from the list of papers within ‘papersToReview ’ [5].

4. An Authorization predicate (cf. preA0) enables the upload Right whether the
author’s email belongs to one of the authors in the list of author of the paper
(cf. ‘listOfAuthors’).

5. ACondition predicate (cf. preC1) enables the upload options whether the local
date when the paper is being uploaded or updated, is less than the submission
date established as deadline in the conference. This predicate introduces a pre-
Update predicate that establishes an update for the attribute ‘dateLastUpload ’.
This predicate attempts to establish a new value for the ‘dateLastUpload ’ with
the local time.

The relation of predicates and the elements of the artifact model are depicted
by circled-numbers attached to the transitions and services (notice that the
numbers do not indicates the order of the policy). In Fig. 2, one pre-Authorization
predicate (cf. preA1) is included in reviewer artifact previous to the ‘review(R)’
service is carried out. Other eight Predicates are included in Paper artifact: one
pre-Conditional, pre-Authorization and pre-Obligation (cf. preA0, preB0, preC1)
are established previous the ‘send paper(SP)’ and ‘update paper(UP)’ are carried
out. Two on-Conditional predicate are (cf. onB0) established during the services
of ‘receive approval (RA)’ or ‘receive rejection(RR)’.

4 Transformation for the Verification of Security Policies
in Artifacts

The inclusion of a security perspective in artifact models aims to provide mech-
anisms to verify at design time the correctness of security policies, as well as
structural and data policies. The verification may consider many aspects, and
we propose to follow the verification ideas and algorithms introduced in [5] where
two types of correctness are carried out:

– Reachability, which checks whether there is a possible trace of execution where
every state can be reached, so there is an evolution of the lifecycle in which
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the state is available taken into account the pre and post conditions of the
possible service executions.

– Weak-termination, which is a correctness criterion that ensures that a goal
state is always reachable from every reachable state.

These existing design time verification algorithms are prepared to verify an
artifact model that only contains structural and data policies. Nevertheless, secu-
rity features are now included, therefore they have to be taken into consideration
for the verification. Then, we propose an automatic transformation of the secure-
extended artifact model to a simple artifact model as shown in Fig. 3. Thus, we
propose to transform automatically the three types of components provided by
UCONABC model (Subjects, Rights and Security Policies (Predicates)) into arti-
fact elements such as described in literature and summarized in Sect. 2.

Fig. 3. Verification process of an extended UCONABC artifact.

The transformations proposed for each component are as follows:

– Subjects are transformed into attributes of the related artifact. For instance,
Author is linked to Registration and Paper artifact, hence it is transformed
into an attribute inside of these artifacts.

– Rights are transformed into attributes of the related artifact. For instance,
upload is a Right defined in the Paper artifact, hence it is transformed into
an attribute within this artifact.

– Security policy (Predicates) are transformed into constraints to be checked
along with the pre and postconditions of the artifact.

Likewise, it is necessary to consider when some Predicates have to be evalu-
ated. That is, previous or after pre and postconditions:

1. Predicates to be evaluated before preconditions:
pre′(n) → 〈preA(n) ∧ preB(n) ∧ preC(n) ∧ pre(n)〉

2. Predicates that have to be evaluated just after preconditions and previous to
postconditions:
post′(n) → 〈onA(n) ∧ onB(n) ∧ onC(n) ∧ post(n)〉
For instance, the Reviewer artifact at the ‘review (R)’ service contains the

next precondition (cf. Table 2 in [5]):

pre(n) : Card(papersToReview) ≥ 4
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The new precondition after the transformation looks like:

pre′(n) : upload == true→ 〈Reviewer.totalPapersRevised ≥ maxToReview
∧ Reviewer.totalPapersRevised == Reviewer.totalPapersRevised′ +
Card(papersToReview)〉 ∧ Card(papersToReview) ≥ 4

The preUpdate predicate has been adapted to a constraint that compares
the value of Reviewer.totalPapersRevised with its previous value updated,
Reviewer.totalPapersRevised’. These new pre (cf. pre′(n)) and postconditions (cf.
post′(n)) replace the pre (cf. pre(n)) and postconditions (cf. post(n)) through
the artifact. That is, pre and postconditions of services are replaced by enriched
constraints that also consider security concerns.

In summary, the formalization of the artifact model changes as follows:

– Data perspective, identified by the tuple Data = 〈id, at, pre, post〉, the set
of attributes (at) are extended with the objects Subjects and Rights, and the
pre and postconditions (pre and post) of the services in Ser are extended as
aforementioned.

– Data Policies, the inclusion of new attributes in Data may require a set
of new invariants related to those attributes. As aforementioned, there are
some Predicates established as invariants. These invariants are transformed
into invariants of the Data Policies.

With this guidelines, after the model is transformed, the algorithms presented
in [5] can be applied, getting a complete verification covering the three perspec-
tives (data, structural and security) in the artifact-centric process models. The
perspectives are formulated into a Constraint Satisfaction Problem (CSP), and
the algorithms add constraints to determine both correctness for each state in the
process. Both algorithms are complete: neither false positives nor false negatives
are generated. Moreover, the algorithms offer precise diagnosis of the detected
errors, indicating the execution causing the error where the lifecycle gets stuck.

The execution time is linked to the complexity of the resolution of the CSP,
as it was discussed in [8]. In general, no affirmation about the efficiency or
scalability of our proposal can be given, mainly because the scalability could
be affected by a large increase in the number of constraints and/or variables
wrt the number of states. However, this is not usual in real life artifact-centric
business processes [9]. Furthermore, owing to the search methods used by CSP
solvers, and to the constraints limited by a grammar, the increase in the number
of constraints and/or variables could not affect the execution time. As a concrete
example, the verification of the reachability of the motivating example takes less
than 3 s1.

5 Related Work

The compliance of security issues in business process models is studied in
[10]. Although the authors only focused on activity-centric process models,
1 The test case is measured using a Windows 7 machine, with an Intel Core I7 proces-
sor, 3.4GHz and 8.0GB RAM.
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they provide a LTL formalism to define security compliance rules for business
processes. The authors also indicate the difficulty of using artifact-centric mod-
els since there exists no well-defined operational semantics for directly executing
the defined models. They underlying the impossibility of artifact perspective to
introduce rules that enable to establish conditional activities however our con-
tribution enable to establish conditional execution of tasks based on a security
policy.

Security has been considered in other several stages of business process man-
agement, [11]. A vast number of works provide several ways to represent and
verify security requirements at the modeling stage, such as [12–14]. These works
enable to generate security components from the business process models. Cur-
rently, monitoring and process mining techniques are new trends in order to
detect whether certain security requirements are complied by analyzing event
logs [15]. Nevertheless, these works are carried out taking into consideration just
the activity-centric perspective skipping the artifact-centric perspective.

Regarding UCONABC , the UCONABC model provides an advantage with
regard to traditional access control models since it covers a wide spectrum of
security issues such as access controls, trust management, and DRM in a sys-
tematic manner for protecting digital resources. However, the UCONABC model
also presents several limitations such as how the UCONABC can handle the con-
textual information of the scenarios or the lacks of the UCONABC to support the
complex usage modes that are required in modern computing scenarios. These
limitations have been detailed and discussed in [16].

Related to what artifact model is more appropriate to include security
aspects, we realize that most previous works in the literature do not take into
account numerical data verification in the artifact-centric model. The paper [17]
performs a formal analysis of artifact-centric processes by identifying certain
properties and verifying their fulfillment, such as persistence and uniqueness.
Although it is [18] who performs a static verification of whether all executions of
an artifact system satisfy desirable correctness properties. In that work services
are also specified in a declarative manner, including their pre and postconditions.

However, they fail in the presence of even very simple data dependencies or
arithmetic, both crucial to include security policies. This problem is addressed
and solved in [19], where data dependencies (integrity constraints on the data-
base) and arithmetic operations performed by services are considered. To verify
the behavior of an artifact system, contribution [20] transforms the GSM model
into a finite-state machine and systematically examines all possible behaviors
of the new model against specifications. Likewise, the approach in [21] observes
two deficiencies in the GSM approach, and resolves them. They also observe
that GSM programs generate infinite models, so that they isolate a large class
of amenable systems, which admit finite abstractions and are therefore verifiable
through model checking.

The field of compliance for artifact-centric processes has been addressed in
[22]. The authors extend the artifact-centric framework by including the model-
ing of compliance rules, and obtain a model that complies by design. This way,
the runtime verification of compliance is not required. The contribution [23]
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checks for conformance between process models and data objects at design time.
They propose a notion of weak conformance, which is used to verify that the cor-
rect execution of a process model corresponds to a correct evolution of states of
the data objects. Although is in [5] where the reachability and weak-termination
is verified combined structural and data information. This verification approach
integrates some requirements necessary for security perspective: pre and post-
conditions defining the behavior of the services, numerical data verification when
the model is formed by more than one artifact, and handling 1-to-N and N-to-M
associations between artifacts.

6 Conclusions and Forthcoming Work

To ensure the correctness of artifact-centric business process models, their secu-
rity perspective should be considered. Therefore, we propose an extension of a
previous artifact-centric business process model related to Usage Control Model
(UCONABC) that introduces mechanisms to specify modern security polices and
constraints that help the coverage of the security perspective besides the aspects
in the structural and data perspectives.

Since the existing techniques and algorithms do not provide the possibility
to manage security policies, we transform automatically the enriched model into
a artifact model to be verified avoiding its manual performance which is time-
consuming and error-prone.

To the best of our knowledge, this paper presents the first approach for
artifact-centric business process models that integrates security aspects, which
define the behavior of the artifact dealing with security restrictions.

As future work, we plan to offer additional feedback in case of a violation,
making easier the job of fixing the problem causing the error. Furthermore, we
plan to deploy diagnosis algorithms in order to explain how and why violations
are produced. This work is only focused on the design perspective of artifacts
although the same ideas can be adapted to be applied at runtime. That is, we
can extract runtime event logs that can be matched with the artifact policies in
order to check the compliance of the three perspectives.

Acknowledgement. This work has been partially funded by the Ministry of Science
and Technology of Spain (TIN2015-63502) and the European Regional Development
Fund (ERDF/FEDER).
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5. Borrego, D., Gasca, R.M., Gómez-López, M.T.: Automating correctness verifica-
tion of artifact-centric business process models. Inf. Softw. Technol. 62, 187–197
(2015)

6. Hull, R.: Artifact-centric business process models: brief survey of research results
and challenges. In: Meersman, R., Tari, Z. (eds.) OTM 2008, Part II. LNCS, vol.
5332, pp. 1152–1163. Springer, Heidelberg (2008)

7. Park, J., Sandhu, R.: The UCON ABC usage control model. ACM Trans. Inf. Syst.
Secur. 7(1), 128–174 (2004)
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Abstract. A profitable and renowned business model no longer guar-
antees a strong position against competitors in the future, as disruptive
technologies and new businesses gain momentum. The society, politics
and industry consortia shape the market further and their claims are way
beyond the economic interests of current industries, but inhere environ-
mental and societal desires as well. This work takes the new balance of
forces into account by illustrating the obstacles of a sustainable business
model (SBM) innovation and demonstrating how to overcome them by
making use of the toolset of an open innovation approach.
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1 Background

No enterprise of today can decline the growing importance and dependence on
their business partners and stakeholders. Businesses rely on their suppliers as
well as on their customers, while staying in a continuous competition with rivals
that can inhere both of these roles. Maintaining tight bonds with business part-
ners represents a critical element in order to remain competitive in the market.
However, those alliances between companies not only exchange goods along their
supply chain, but also share knowledge, information, licenses and services [1].

Nevertheless, even in coordination with all business partners of the network,
a long-term, and especially a SBM change requires a constant collaboration with
all partners that is both continual and results in a benefit for all participating
parties in the network. Hence, not only the profit of the individual, but the
overall utility of the network of coopetitors - the business ecosystem as a whole -
needs to result in a sustainable state that will endure in the long view. Therefore,
a SBM transformation has to incorporate not only economic aspects, but needs
to be in line according to the triple bottom line of sustainable development that
includes an ecological and a social dimension to the economic perspective [2].

As a result, this work shines a light why traditional business model inno-
vation processes founder on the transformation process. In order to illustrate
c© Springer International Publishing Switzerland 2016
W. Abramowicz et al. (Eds.): BIS 2016, LNBIP 255, pp. 302–314, 2016.
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the obstacles that companies encounter during a typical innovation process, in
chapter 4, it is shown which areas companies misdetermine stakeholder interests
and how each of these decisions jeopardizes a sustainable state with regard to
the three perspectives of the triple bottom line: economical, ecological and social
sustainability. Ultimately, in chapter 5, countermeasures are presented for each
area based on the principles of open innovation that factors in all stakeholder
interests and takes a sustainable development into account. Based on this prob-
lem depiction the following research question arises: What are the barriers of a
SBM innovation and what countermeasures of open innovation are required to
overcome these obstacles?

2 Research Methodology

Goal of the long term research process within the project eCoInnovateIT is the
development and analysis of a software system that supports the requirements
of open innovation in all phases of the life cycle model, in particular for informa-
tion and communication technology (ICT) devices. This work aims at building
the requirements specification for one element, the business model, of the over-
all system model depicted in Fig. 1. In the first step, a literature review was
conducted to derive the overall requirements for a SBM innovation. In the sec-
ond step, an argumentative-deductive analysis followed, which identified barriers
hindering the fulfillment of each category. Finally, based on a second literature
review and using argumentative reasoning, possible solution concepts from the
open innovation toolset have been identified and assigned to their corresponding
SBM archetype in order to overcome the presented barriers. The open innovation
approach was chosen to follow the research stream of IT-enabled business model
development, which “elucidates how an organization is linked to external stake-
holders, and how it engages in economic exchanges with them to create value
for all exchange partners” [3, p. 181]. Further scholars emphasize the IT-enabled
interfirm exchange even further by stating its measures go beyond firm-specific
factors and traditional industry characteristic [4,5]. Therefore, this work adapts
to the current research stream of IT-enabled business models and extends its
notion by integrating the concept of SBM innovation.

3 Sustainability-Oriented Business Models

3.1 Business Models and Business Model Innovation

History and literature have proven that ideas and technologies are not enough to
make a company successful, no matter how effective and creative they are. We
live in an era of technological advances and globalization, and a good technology
or idea needs an innovative business model to see the light and differentiate
its position in the market. Chesbrough emphasized the importance of a good
business model over a good technology by stating that a better business model
will often beat a better idea or technology [6] and that an average technology
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or idea wrapped in a great business model might be more valuable than a great
idea or technology that operates within an average business model [7] or, in
other words: “Products and services can be copied; the business model is the
differentiator” [8, p. 27].

In general, scholars do not agree on what a business model is and that the con-
cept has been interpreted differently through the lenses of different researchers
[9]. However, it can be agreed that a business model is about creating and cap-
turing value for the organization. Mitchell and Coles defined a business model as
“the combination of who, what, when, where, why, how, and how much an orga-
nization uses to provide its goods and services and develop resources to continue
its efforts” [10, p. 17]. Other scholars viewed business models from an activity
system perspective [11] or described them by their characteristic elements [12].

Finally, Chesbrough and Rosenbloom provided a detailed and operational
definition of a business model by defining its functions [13]. This description
includes the (i) articulation of the value proposition, (ii) the identification of a
market segment (iii) and the structure of the value chain. Furthermore, (iv) a
specification of the revenue mechanism is required and (v) an estimation of the
cost structure and the profit potential has to be given. Finally, (vi) the position
of the firm within the value network (ecosystem) has to be defined and (vii) the
competitive structure needs to be formulated.

Nevertheless, no matter how successful a company is, innovation is the key
for the continuous success of any company. Traditionally, a companys innova-
tion meant innovating within the body of the company by performing operational
innovations or innovations in products and services, especially by investing in
technology and R&D. However, an American Management Association study
back in 2008 determined that less than 10 % of innovation investment at global
companies is focused on developing new business models [12]. At the same time
in the last decade, companies came to realize the importance of innovating their
business models and that the value gained from such innovations is as much
valuable as products and services innovations. A 2005 survey by the Economist
Intelligence Unit reported that more than 50 % of executives believe that busi-
ness model innovation will become even more important for the success of a
company than products and services innovations [12]. In 2006, IBMs CEO study
interviewed 765 corporate and public sector leaders around the world on the sub-
ject of innovation [14]. According to the report, upon the new opportunities and
threats presented by globalization and technological advances, CEOs are focus-
ing on business model innovation to create sustainable competitive advantage
and differentiate themselves in the marketplace. In fact, business model innova-
tion is now given a high priority and is considered as important as innovations
around products and services [15].

3.2 SBM Innovation

While the elements of a business model innovation process outline the important
aspects that have to be considered to integrate and maintain the iterative process
of change, it is indeed a different thing to sustain the change in the long term.
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Famous examples such as Polaroid, Kodak, Blockbuster, Nokia, Sun Microsys-
tems, Yahoo or Hewlett-Packard, although having successful core businesses, all
stopped dead in their tracks, while new innovations changed the market and new
and innovative businesses took over.

In order to integrate the problem of a long-term development with ecological
and social considerations, the concept of SBMs was developed. Bocken et al.
underline in [16] that a “SBM can serve as a vehicle to coordinate technologi-
cal and social innovations with system-level sustainability” [16, p. 44]. Such a
SBM can be defined as “a business model that creates competitive advantage
through superior customer value and contributes to a sustainable development
of the company and society” [17, p. 23]. Hence, a SBM targets towards a sound
position in the market while maximizing the utility of the customer and taking
the demands of society into account, which defines the objective a sustainable
business innovation aims towards. In order for a business model innovation to be
sustainable, it has to incorporate the dimensions of the triple bottom line. Tra-
ditionally, the concept of the triple bottom line distinguishes three perspectives
of sustainable development: economic aspects, environmental issues and social
factors. The driving force towards such a sustainable business state is the inno-
vation process [18]. Bocken et al. outline in [16] that business model innovations
for sustainability are “innovations that create significant positive and/or signif-
icantly reduced negative impacts for the environment and/or society, through
changes in the way the organisation and its value-network create, deliver value
and capture value (i.e. create economic value) or change their value proposi-
tions” [16, p. 44]. Therefore, a SBM innovation towards sustainability changes
the way a business creates value and integrates a new perspective that includes
the value-network and its environment.

4 Business Model Innovation Barriers

Every SBM innovation needs to be primarily guided towards the three dimen-
sions of the triple bottom line, which distinguishes an economic, environmental
and social perspective. These three dimensions encompass each decision taken
during the design and implementation of a SBM innovation. Taking the dimen-
sions of the triple bottom line into consideration in each decision keeps a balance
on all aspects necessary to fulfill the broad spectrum of stakeholder demands
associated with the product, while avoiding an exclusive profit oriented plan-
ning process [18].

Hence, a SBM innovation process has to be guided by the dimensions of the
triple bottom line. In Fig. 1, this influence is depicted on the lifecycle of a generic
sustainable product or service. The lifecycle itself is directly influenced by the dis-
tinct elements of sustainable oriented innovation presented by [20]. While the first
two of the three elements, technological innovations and product service systems
(PSS), have a direct impact on the lifecycle, the business model as the third one,
only indirectly influences the lifecycle, as a change in the business model first has
to be initiated through the channels of open innovation and only then have an
effect on the product lifecycle. Open Innovation, in this context, was chosen as
enabler to realize business model change.
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Fig. 1. Integration of Sustainability-Oriented Innovation in the Life-Cycle of ICT [19]

Finally, the overall process is driven by push- and pull-drivers that reflect
external forces triggering an overall change in the model. From a horizontal
viewpoint, the two mutual reinforcing sides push and pull the innovation process
of the model by forcing a business to react to regulations coming from outside
the ecosystem a business interacts in (push) or by changing the variables of the
ecosystem a business is situated and forcing it to adapt to the new environment
(pull). Pushing drivers of a sustainable innovation process can be new or opti-
mized technological elements influencing the product, like material or energy
efficiency, as well as regulations that force a company to comply to rules passed
to it in a top-down manner. From the other side, pulling drivers include the
demands from the market that a business has to fulfill, such as the customer
demand, its image, labor costs, new markets or their market share [21].

The pushing and pulling drivers force a business to act or to follow the given
external variables. Hence, a business model has to be designed such that it incor-
porates the environmental factors of the ecosystem it interacts in, and by that,
consequently the desires and demands of all stakeholders affected by its business
activities. Hence, a SBM innovation process has to factor in multiple dimensions
to avoid a vulnerability in its design and put the long term development in dan-
ger. In a comprehensive literature review [16], Bocken et al. evaluated the dimen-
sions presented by scholars until now and condensed the various perspectives into
eight distinct business model archetypes that are required to derive a SBM (see
Table 1). The archetypes again are categorized as technological, social and orga-
nizational archetypes. The technological category encounters an archetype for
(i) material and energy efficiency, (ii) the reevaluation of waste, (iii) and the
substitution of elements in the process with renewable or natural resources. The
social dimension covers archetypes that focus on the (iv) change from owner-
ship towards functionality oriented use of products. Moreover, the business is
encouraged to (v) occupy a stewardship role and (vi) encourage sufficiency from
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Table 1. The Barriers of SBM Innovation

SBM archetypes [16] Barriers preventing SBMs Effects of the barrier

Maximize material and
energy efficiency

Adds no visible value in the
eye of the customer

Substitute efficiency for
cheap materials/energy

Create value from waste See waste as worthless/
problem

Dismiss waste and loose
valuable resources

Substitute sources with
renewables

Changes are expensive and
not visible

See environmental damages
as cost factor

Functionality instead
ownership

Path dependency Ignore changing consump-
tion patterns

Adopt a stewardship role Missing foresight of what
will be a future standard

Comply only to current
standards

Encourage sufficiency Lack of framework to com-
municate changes

Positioning only by directly
visible attributes

Repurpose for society/
environment

Problem in determining
stakeholder demands

Focus solely on economic
profit

Develop scale up solu-
tions

Collaboration takes effort
and requires openness

Find solutions isolated and
miss synergy effects

a marketing and educational perspective. Finally, the organizational category
emboldens to (vii) repurpose the business model for the society and the environ-
ment and in order to do that (viii) to develop scale up solutions for a long term
development.

These archetypes condense the various perspectives on sustainability endeav-
ors for business models in a distinguished way and allow to evaluate for each
archetype individually what obstacles could evolve when trying to accomplish
each individual dimension as a goal in a SBM innovation process. As today’s
business models have been mainly evolved or designed from an economic perspec-
tive, they are not aimed to integrate social and environmental aspects. Hence,
the transition from the traditional as-is state to a sustainable to-be state requires
to integrate the missing dimensions from the triple bottom line. This transfor-
mation is impaired by overwhelming short term investments and the lack of a
long term commitment towards the transition process.

Therefore, based on previous research in [22], for each archetype a barrier
that interferes with the development of each individual SBM archetype has been
identified, the possible consequences have been evaluated and solutions that
enable the overcoming of each barrier have been developed. The identification of
the obstacles and their conquests was done by a comprehensive literature review
and the reevaluation of business cases that encountered comparable barriers
[7,9,16,17,20,21]. The identified obstacles and their solutions raise no claim to
completeness and are not intended to be exhaustive, but to tackle each SBM
archetype individually.

The first category of archetypes, the technical archetypes, mainly focuses
on the optimization of technical aspects of the product and the elements it is
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composed out of. Therefore, in the first category, internal optimization processes
are required to reach for a more sustainable product. Hence, a change in these
areas would lack predominately a visible value in the eye of the customer, while
at the same time the potential of unused resources have to be communicated on
a vertical scale along the company. The second dimension, the social archetype
category, demands a change in the way the company sells and the consumer pur-
chases a physical good. However, both sides are stuck in their entrenched habit
on how a transaction between the two takes place. Both parties have path depen-
dencies such that a change in their production or consumption pattern cannot
be implemented with justifiable expenditure. Ultimately, the third category, the
organizational archetypes, dictates a fundamental change in the purpose a com-
pany is expected to do business. New business models are supposed to reduce
their profit oriented focus and to re-orientate their processes towards the support
of society and environment and developing scale up solutions in collaboration
with multiple partners. Such a demand requires a business to exactly determine
its stakeholder’s needs and wants within larger collaborations, which requires a
long term effort and more transparency from all partners. Hence, we argue that
all affected stakeholders are required to open up to their business partners in
order to overcome these barriers. In order to derive a solution concept, in the
following, the barriers are discussed for each SBM archetype individually and
the toolset of the open innovation approach is used to present possible ways to
allow business partners more openness toward each other.

5 Overcoming the Obstacles of Business Model
Innovation Through Open Innovation

The identified barriers show, innovating new business models can be risky and
expensive, as it requires companies to invest in internal R&D, explore new mar-
kets, and optimize operational processes. In order to externalize and reduce these
issues, Zott and Amit presented in [11] the possibility of so-called ‘open busi-
ness models’ that enable the company to expand its boundaries and open up
its business model to rely on resources and capabilities from outside and benefit
from external ideas and technologies. Similar to this concept, Miles, Miles, and
Snow introduced the concept of collaborative entrepreneurship, which is “the
creation of something of economic value based on new jointly generated ideas
that emerge from the sharing of information and knowledge” [23, p. 2].

In the new model, companies open up their boundaries, rather than relying
only on internal ideas and resources, in order to leverage internal and external
sources of ideas and technologies and at the same time to expand the markets for
external use of innovation [24]. The new open innovation paradigm secured its
importance as the new driver for business model innovation. Two important fac-
tors were presented by Chesbrough in [25] supporting this view. The first factor
is the rising cost of technology development, and the second is the shortening life
cycles of new products. These two factors are increasing the difficulty to justify
investments in innovation. Open innovation fills the gap by reducing the costs
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of innovation through the greater use of external technologies in the company’s
own R&D process, and it expands the markets that the company serves through
licensing fees, joint ventures and spinoffs.

Open innovation is summarized in three types: outside-in (inbound), inside-
out (outbound) [24,26–28], and coupled open innovation [28–30]. The outside-in
type involves opening up the company’s innovation process to many kinds of
external inputs and contributions, where the inside-out type allows the company
to exploit its internal knowledge and its unused or underutilized ideas through
external markets and other business models. The coupled open innovation links
outside-in and inside-out processes. It combines knowledge inflows and outflows
between the stakeholders of the innovation process. In the following, we will spot
the light on how open innovation can contribute not only to facilitate innovating
business models, but also to overcome the barriers on establishing a SBM.

Barrier 1 - Material/Energy efficiency adds no visible value - Problem: There
are no reliable measurements available to distance a more sustainable product
from unsustainable one.

Open innovation plays an important role in filling the gap between consumers
and companies. Through the mechanisms of inbound open innovation, a company
can let its stakeholders be part of the product lifecycle while ensuring their value
proposition. A great example of how open innovation can overcome this barrier, is
the Fairphone. This fair social enterprise has encouraged stakeholders to be part
of its open-design platform, where it raised awareness to the connection between
conflict minerals and consumer electronics by engaging designers, creatives, and
experts in the process of making a phone based on fair principles. The concept
of the Fairphone helped the costumers not only to be part of the change but also
to draw a relation with their product and the concept itself as the production
of the phone is based on crowdfunding [31].

Barrier 2 - See waste as worthless/problem - Problem: The end-of-life phase in
a product life-cycle marks a hassle and cost factor for most companies.

Investing in developing waste management and recycling solutions can be
expensive and time consuming. Besides, more and more technologies, initiatives
and university programs are focusing on this issue. Open innovation provides
companies with the possibility to license such technologies and enable them to
collaborate with intermediaries and even competitors that share the same con-
cern. In doing so, companies will be able to make use of ideas and technologies
not only to manage the waste and recycling problem, but also to develop sus-
tainable products by designing for sustainability as in the previous example of
the Fairphone.

Barrier 3 - Changes take long, are expensive and include risks - Problem: Long
term investments such as the use of renewables or adjusting processes to reduce
environmental footprint are still assessed solely on their economic value rather
than their impact on climate or society.

As if innovating a business model is not hard enough, innovating a business
model to be not only economical but also ecological and social sustainable can be
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risky, expensive and time consuming. One idea that has been discussed in research,
is the approach to conquer barriers of business model innovation through the com-
mitment to experimentation [7,25]. Open experimentations allow companies to
have insight on their own business models and discover their latent opportu-
nities. Such experimentations are risky themselves and might fail or generate
spillovers. Such spillovers were considered as the cost of innovation in the closed
innovation paradigm. On the other hand, open innovation with its outbound
type treats spillovers as a consequence of the company’s business model and
considers them as an opportunity to expand the business model or spin off a
technology outside the firm to a different business model [26]. A good look on
this subject is presented in [13] by highlighting Xerox’s experience with selected
spin offs and ventures that commercialized technology emanating from Xerox’s
research laboratories.

Barrier 4 - Path dependency - Problem: It is difficult to pull off the new growth
that business model innovation can bring [12]. In addition, innovative business
models may often conflict with existing industry structures and threaten the
ongoing value of the company [32].

The path dependency barrier can be also managed through open experimen-
tation. Experimenting on providing services is not expensive and leads to better
understanding of how to develop the new business model or adapt it with the
existing one. An example from the music sector is the release of Radiohead’s
CD ‘In Rainbows’ in 2007 on the band’s website instead of releasing it with the
band’s record company. The band invited its fans to pay whatever they want
for the tracks. The Experiment went successfully as 3 million visited the website
in the first 60 days after the release where 1/3 paid nothing and 2/3 paid an
average of 4 pounds [7].

Barrier 5 - Missing foresight of what will be standard in the future - Problem: Dis-
ruptive technology and disruptive innovation can force a change on the exciting
market without fundamentally changing the company’s own business model [33].

Developing a stewardship role can’t be easily assured, especially with the con-
tinuous occurrence of new and disruptive technologies in the market. In addition
to the mechanisms of inbound and outbound innovation, coupled open innova-
tion plays an important role overcoming such a barrier. Coupled open innova-
tion involves two or more partners giving each other the opportunity to share
knowledge flows across their boundaries through different mechanisms, such as
strategic alliances, joint ventures, consortia, networks, platforms, and ecosys-
tems [27]. Intel for example, and despite the great success that they have, didn’t
limit themselves to their internal R&D or the external ideas that they leverage
through different channels, rather they constructed an ecosystem around their
technologies by building platforms for others to build upon and take advantage
of Intel technology [34].

Barrier 6 - Lack of framework to seize and communicate changes - Problem:
There is, as of today, no agreement on a common framework or standard in
industry or in research on how sustainability measures can be classified and
communicated between all stakeholders [35].
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Regulations are pushing economy and society towards sustainable standards.
Expanding the boundaries of ecosystems to include a wider range of stakeholder
can play a crucial role in developing common sustainable frameworks and stan-
dards. Academic institutions as well as research projects are increasingly address-
ing the subject of sustainable development. Companies can collaborate with such
institutions as well as with policy makers to take a step towards defining sustain-
able standards. At the same time, companies can contribute by adopting more
transparency and sharing their sustainability reports.

Barrier 7 - Problem in determining stakeholder demands - Problem: Companies
focus on economic profit instead of determining how to position themselves in
the market in order to suit social and environmental requirements.

Most of the companies that address sustainability within their business model
consider it as an economical advantage or as a marketing campaign to commer-
cialize themselves as green companies. Opening the business model to be trans-
parent to stakeholders creates positive impact and connects both producers and
consumers to the product and its lifecycle, like in the example of Fairphone.
They did not only provide an open design platform but also made the entire
value chain transparent to the stakeholders and together developed a connection
that extends along the product lifecycle [31].

Barrier 8 - Collaboration takes effort and requires to open up - Problem: Avoid-
ing collaboration for more sustainability has no measurable effect in short term.

Coupled open innovation is becoming a must for companies to sustain their
business economically as well as socially and ecologically. The IBM’s global CEO
report [15] shows that major strategic partnerships and collaborations are on the
top of the list of most significant business model innovations. It also indicates
that companies innovating through such ecosystems and cooperation models
enjoy the highest operating margin growth. Finally, businesses can also advan-
tage from their ecosystems and alliances to develop a common sustainable base.

6 Conclusion

In summary, the measures of open innovation allow businesses to reduce the
risks and investments involved in a business model innovation, while at the same
time, let them benefit from the opportunities of the collaboration. Nevertheless,
the barriers that stand against innovating SBMs, are an undeniable problem
that requires all stakeholders within a business ecosystem to cooperate. In this
work we outlined the barriers that need be addressed in a SBM innovation
process and described ways to vanquish each obstacle respectively. As a toolset,
the concept of open innovation has been applied. By opening the innovation
process and guiding collaborations by an open innovation platform, an initiative
could be get pushed forward. The barriers of business model innovations and in
some occasions, SBM innovations, have been discussed beforehand in literature,
and different scholars suggested countermeasures or strategies to overcome these
barriers. The roadmap and the solutions presented in this work are the results
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of an extensive literature review of the previous solutions and the researches in
the fields of SBMs, business model innovation and open innovation in general.

This work is part of a requirement analysis for a platform that implements
the concepts of sustainability-oriented innovations in the life cycle as well as the
business models of ICT through open innovation. The concept of the platform is
to enable both stakeholders and organizations to be on the same level in estab-
lishing sustainable ICT products and adapting their life cycle in all phases, from
production to use to the end-of-life phase. The findings of the current work will
be considered as the basic to include the mechanisms of open innovation in the
platform’s functionality. The platform should facilitate the innovation process
and enable organizations to benefit from the ecosystem that surround them by
cooperating with stakeholders through the mechanisms of open innovation pro-
vided by the platform. In a previous work we developed a model that integrates
the concept of open innovation along with sustainability-oriented innovation and
product’s life cycle in general and ICT as a special case. In summary, we pre-
sented a roadmap to overcome the barriers of SBM innovations, which will serve
as an artifact towards the development of a platform that facilitates the integra-
tion of sustainability in organizations’ business models.
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22. Asswad, J., Hake, G., Marx Gómez, J.: The obstacles of sustainable business inno-
vations. In: Conf-IRM 2016 Proceedings, Cape Town (2016)

23. Miles, R.E., Miles, G., Snow, C.C.: Collaborative entrepreneurship: a business
model for continuous innovation. Organ. Dynam. 35(1), 1–11 (2006)

24. Chesbrough, H.: Open innovation: The New Imperative for Creating and Profiting
from Technology. Harvard Business Press, Boston (2003)

25. Chesbrough, H.: Why companies should have open business models. MIT Sloan
Manage. Rev. 48(2), 22–28 (2007)

26. Chesbrough, H.: Open innovation. Res. Technol. Manage. 55(4), 20–27 (2012)
27. Chesbrough, H., Bogers, M.: Explicating Open Innovation: Clarifying an Emerging

Paradigm for Understanding Innovation. SSRN Scholarly Paper ID 2427233, Social
Science Research Network, Rochester, NY, April 2014

28. West, J., Salter, A., Vanhaverbeke, W., Chesbrough, H.: Open innovation: the next
decade. Res. Policy 43(5), 805–811 (2014)

29. Gassmann, O., Enkel, E.: Towards a theory of open innovation: three core process
archetypes. In: R&D Management Conference, vol. 6 (2004)

30. Bogers, M.: Knowledge Sharing in Open Innovation: An Overview of Theoreti-
cal Perspectives on Collaborative Innovation. SSRN Scholarly Paper ID 1862536,
Social Science Research Network, Rochester, NY, January 2012



314 J. Asswad et al.

31. Wernink, T., Strahl, C.: Fairphone: sustainability from the inside-out and outside-
in. In: D’heur, M. (ed.) Sustainable Value Chain Management: Delivering Sustain-
ability Through the Core Business. CSR, Sustainability, Ethics & Governance, pp.
123–139. Springer, Switzerland (2015)

32. Amit, R., Zott, C.: Value creation in e-business. INSEAD (2000)
33. Christensen, C.: The Innovator’s Dilemma: The Revolutionary Book that Will

Change the Way You Do Business (Collins Business Essentials). Harper Paper-
backs, Scarborough (1997)

34. Chesbrough, H.: Open platform innovation: creating value from internal and exter-
nal innovation. Technol. J. 7(3), 5–9 (2003)
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Abstract. Enterprise architecture aligns business and information tech-
nology through the management of different elements and domains. Per-
forming an integrated analysis of EA models using automated techniques
is necessary when EA model representations grow in complexity, in order
to support, for example, benchmarking of business processes or assessing
compliance with requirements. Moreover, heterogeneity challenges arise
from the frequent usage of multiple modelling languages, each based
on a specific meta-model that cross-cuts distinct architectural domains.
The motivation of this paper is, therefore, to investigate to what extent
ontology matching techniques can be used as a means to improve the
execution of automated analysis of EA model representations, based on
the syntax, structure and semantic heterogeneities of these models. For
that, we used AgreementMakerLight, an ontology matching system, to
evaluate the matching of EA models based on the ArchiMate and BPMN
languages.

Keywords: Enterprise architecture · Ontology · Ontology matching ·
ArchiMate · BPMN

1 Introduction

Enterprise architecture (EA) is defined by Lankhorst as “a coherent whole of
principles, methods, and models that are used in the design and realization of
an enterprise’s organizational structure, business processes, information systems,
and infrastructure” [1]. In recent years, a variety of Enterprise Architecture lan-
guages, has been established to manage the scale and complexity of this domain.
According to UK research firm Ovum [2] hybrid enterprise architecture frame-
works are in the majority. It also reveals that 66 % of companies adopt or cus-
tomize architectures using two or more frameworks. A framework should not be
rigid and inflexible, but a living entity that evolves with the enterprise, retain-
ing relevance for all stakeholders. Current model-based enterprise architecture
techniques have limitations in integrating multiple descriptions languages due
to the lack of suitable extension mechanisms. The integration approach here
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means to analyse the models and to create links between these different models
at structural and semantic levels, without changing the actual meta-model of
the language along with the expressiveness of the language.

EA models, specially the ones dealing with the process perspective, are grow-
ing quite complex and heterogeneous at syntax, structure and semantic level due
to the variety of process modelling languages. This issue causes difficulties of
model interoperability [3]. The increasing volume size of process model repos-
itories in the industry and also the need for automated processing techniques
had led to the development of a variety of process model matching analyses
[4], which are concerned with supporting the creation of an alignment between
process models, i.e., the identification of correspondences between their activ-
ities. Examples of the application of process model matching include the vali-
dation of a technical implementation of a business process against a business-
centred specification model [5], delta-analysis of process implementations [6] and
a reference model and harmonization of process variants [7].

Model analysis, as a task, can be seen as the application of property assess-
ment criteria to enterprise architecture models [8]. This includes heterogene-
ity analysis [9,10] which “identifies similar entities implemented in variants or
on different platforms That should be reconsidered for standardization”. This
research work focuses on heterogeneity analysis of EA models with regards to
process model similarity matching and aims at investigating the potential bene-
fits and limitations of ontologies matching techniques for enterprise architecture
model analysis.

This work is organized as follows: In Sect. 2 we start by characterizing the
syntax, structure and semantic heterogeneities problems of EA models on two
different levels, i.e., model and meta-model level (because heterogeneities may
occur on different modelling levels). Section 3 described the implementation of
the proposal and presents a systematic method to match the EA models, which
we evaluate in three specific scenarios based on two popular EA languages. Next,
Sect. 4 discuses the more interesting matching results obtained by the ontology
matching system. Finally, Sect. 5 concludes the paper and provides directions for
future work.

2 Heterogeneity in Enterprise Architecture

The heterogeneity of the enterprise architecture modelling languages can cause
structural and semantic conflicts that hinder integration [11]. Since meta-models
define the modelling concepts that can be used to describe models, these issues
are also transposed to EA architectural representations using multiple modelling
languages.

We can classify several type of heterogeneity in enterprise architecture
modelling languages [12,13]. Structural heterogeneity represents the difference
schematic, different meta-models and models, while, semantic heterogeneity rep-
resents the differences in the meaning of the considered meta-model and models
concepts [14–16].
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Haslhofer and Naiman [17,18] have presented a survey about interoperabil-
ity of metadata along with some of the heterogeneity issues that can occur.
Transference of their heterogeneity classification to EA model transformation
(thus interoperability) is possible [13]. Different heterogeneity types can have an
impact at the structural and/or semantic level:

– Element description. Naming Conflicts are caused by synonym and
homonym terms. In EA modelling languages, such heterogeneities can occur
on both meta-model and model level. Also, Constraints Conflicts are caused
by different modelling of constraints. These constraints are defined at the
meta-model level. This kind of mismatches can be equal to the lexical mis-
matches in ontologies [19].

– Domain representation. Abstraction Level Incompatibilities arise when the
same objects are modelled at different granularity levels. Such heterogeneity
can occur on both meta-model and model level. This can correspond with
Semantic heterogeneities as well. This kind of mismatches can be equal to one
of the types of semantic mismatches called granularity in ontologies [19].

– Domain Coverage problems occur when elements are modelled in one model
but not in the other. This can be seen both as a consequence of Abstraction
Level Discrepancies or Multilateral Correspondences. It occurs, for instance,
when multiple model elements have only one corresponding element in the
target model, this is also known as construct overload [20]. This is associated
with a loss of semantics. Metalevel Discrepancy occurs when model elements
are assigned to different types of different meta-models or models. For exam-
ple, an object of a certain class may model as an attribute or a relation in a
different EA language [13]. This kind of mismatches can be equal to one of
the types of semantic mismatches called coverage in ontologies [19].

– Domain Conflicts. These occur when domains overlap, subsume, or aggre-
gate others, or when domains are incompatible. Such heterogeneity can occur
on both meta-model and model level; this issue is also known as coverage
conflict [21]. This kind of mismatches can be equal to two types of semantic
mismatches called coverage and perspective in ontologies [19].

The notion behind the application of Ontology Matching techniques to han-
dle EA heterogeneity is that since EA languages share many of the character-
istics of ontologies, then matching techniques that can create meaningful liks
between ontologies, can also be used to create them between EA models and
meta-models. A categorization of ontology matching techniques to handle mis-
matches(heterogeneities) between ontologies based on the review of the following
sources [22–24] supports this notion. This of course results in two challenges:
(1) the encoding of EA meta-models and models using ontology languages and
(2) the matching of these ontologies and their individuals.

In order to address the first challenge, we have encoded two popular EA
modelling languages and some of their models in OWL-DL representation [25].
To address the second challenge we have conducted a study based on four rep-
resentative case studies reported below.
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3 Experimental Design

As case studies, we have selected three EA model matching tasks based on the
ArchiMate and BPMN languages that showcase the heterogeneity challenges.
To support the matching tasks we have used AgreementMakerLight, an ontol-
ogy matching system that is extensible and implements several state of the art
ontology matching algorithms. The evaluation of the produced alignments was
manually evaluated.

3.1 The ArchiMate and BPMN Meta-Models

ArchiMate is an open and independent language for enterprise architecture that
is supported by different tool vendors and consulting firms [26]. The ArchiMate
framework organizes its meta-model in a three by three matrix. The rows cap-
ture the enterprise domain layers (business, application, and technology), and the
columns capture cross layer aspects (active structure, behaviour and passive struc-
ture). We have specified the ArchiMate meta-model in OWL-DL. BPMN describes
business processes using a Business Process Diagram (BPD), i.e., an annotated
graph whose nodes explicitly represent activities, control flows, data, and auxiliary
information about the process. Examples of BPMN elements are: Event, Activity
Gateway and Sequence Flow. Properties of basic elements concern both the usage
of the BPMN elements to compose the business process diagrams, and the behav-
iour of the elements during the execution of a process. The ontology created based
on BPMN [27] is structured according to the description of the complete set of
BPMN Element Attributes and Types contained in. The ontology currently con-
sists of 189 Classes and 666 Class Axioms, 131 Object Properties and 262 Object
Property Axioms, and 57 Data Properties and 114 Data Properties Axioms. Mod-
elswere encoded as ontology individuals in both cases.TransformationApplication
as shown in Fig. 4 was used to convert each model into an ontological representa-
tion. The Transformation Application uses data to create and populate ontolo-
gies, independently from the schema used for organizing source data. Indepen-
dence is achieved by resorting to the use of a mappings specification schema. This
schema defines mappings to establish relations between data elements and the var-
ious ontology classes, properties and annotations. Those relations are then used to
create and populate an ontology with individuals (instances), thus representing
the original data in the form of an OWL ontology.

3.2 Case Studies

We have selected three case studies that demonstrate the heterogeneity chal-
lenges caused by element description conflicts and domain representation con-
flicts at the model level. Cases 1 and 2, showcase heterogeneities between mod-
els encoded in different languages, whereas Cases 3 illustrate heterogeneities
between models using the same language.

– Cases 1 and 2: In cases 1 (Fig. 1) and 2 (Fig. 2) there are Abstraction Level
Incompatibilities between an ArchiMate model and a BPMN model that model
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Fig. 1. Case 1: abstraction level incompatibilities heterogeneity between ArchiMate
(left) and BPMN (right) models [28]

Fig. 2. Case 2: abstraction level incompatibilities heterogeneity between ArchiMate
(left) and BPMN (right) (mappings correspond to dashed lines and boxes
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Fig. 3. Case 3: abstraction level incompatibilities between two ArchiMate models of
the same situation modelled by two architects

the same Business Processes. ArchiMate processes are represented at a higher-
level while the BPMN model provides a more detailed view. For instance, the
ArchiMate process Screen Candidates in case 1 encompasses several BPMN
individuals, illustrating these different granularities between ArchiMate and
BPMN processes. In case 2, note how the ArchiMate process ADE Rule Index-
ing corresponds to an entire layer in the BPMN model.

– Cases 3 In case 3 (Fig. 3) we have conflicts between models produced in the
same language. Both models are syntactically and semantically correct but
correspond to different modelling choices. In both cases, there are Abstraction
Level Incompatibilities.

3.3 AgreementMakerLight

The AgreementMakerLight (AML) [29] is an ontology matching system which
has been optimized to handle the matching of larger ontologies. The AML ontol-
ogy matching module was designed with flexibility and extensibility in mind, and
thus allows for the inclusion of virtually any matching algorithm. AML contains
several matching algorithms based both on lexical and structural properties and
also supports the use of external resources and alignment repair. These features
have allowed AML to achieve top results in several OAEI 2013, 2014 and 2015
tracks [30,31].
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Fig. 4. Transformation application and AML workflow

The modularity and extensiblity of the AML framework made it an appro-
priate choice to handle the matching of our EA models. However, AML is not
adapted to the matching of individuals, so the necessary changes were carried out
to ensure individuals are properly loaded by the system. Furthermore, the current
AML implementation only produces equivalence mappings, and since we were
interested both in equivalence and subclass mappings, a novel subclass matcher
was implemented. The business process that illustrates the pre-processing and
subsequent use of AML (see Fig. 4) comprises of two sub business processes:
transformation application and AML.Our pipeline for EA model mapping is
based on a combination of AML’s equivalence matchers and the novel subclass
matcher. In a first step, we run the String Matcher, which implements a variety
of similarity metrics and produces an all vs. all matrix of similarities. Running
this matcher with a high similarity threshold coupled with a selection step to
ensure 1-to-1 cardinality produces the set of equivalence mappings. Then, in a
second step we run the Multi-Word Matcher, which is a fast word-based string
similarity algorithm. For this matcher, we add to the set of words describing an
entity, all of their WordNet synonyms. We use a lower threshold for this step
since we are interested in capturing partial word-based matches. The thresholds
were empirically defined. Next, These partial word-based matches are the input
to our novel Subclass matcher. The Subclass Matcher works under the following
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Table 1. Case 1 matching results

ArchiMate BPMN Relation Measure Evaluation

ScreenCandidates AddCandidateToShortlist � 0.4498 correct

ScreenCandidates NotShortlistCandidate � 0.4498 correct

ScreenCandidates ShortlistCandidate � 0.6583 correct

ScreenCandidates ReviewCandidateCV � 0.4144 correct

RecruitEmployees InterviewArrangedWithShortlistCandidates � 0.3393 correct*

RecruitEmployees CandidateCVsReceived � 0.3954 correct*

*mappings that are semantically correct but subsumed by more specific ones

premise: if a given entity from model A is matched to several related entities in
model B, then we can infer that the entity from model A is a superclass of the
related model B classes. Here, we consider two entities to be related when they
co-exist in the same axiom. AgreementMakerLight then outputs an alignment
composed of equivalence and subclass mappings that are scored from 0 to 1,
according to their confidence.

4 Results and Discussion

Tables 1, 2 and 3 describe the more interesting matching results obtained by
the AML strategy. For the most part, we have omitted from these tables the
cases where individual’s labels were identical and, therefore, straightforward to
match. In case 1, we were able to generate several subclass mappings between
Screen Candidate and BPMN individuals capturing eight out of a total of 12 cor-
rect mappings, as well as two mappings between Recruit Employees and BPMN
individuals, which had already been captured by Screen Candidate subclasses.
Table 1 presents a subset of these mappings.

In case 2, for ADERulesIndexing we were able to generate four subclass
mappings, of which three were correct. DiscoverADERulesInitiator and Index-
ADERuleInitiator were mapped thanks to their partial word matching, whereas
NormalizeDrugData was discovered via the Subclass matcher. However, we were
unable to discover the six remaining subclass mappings, since they don’t share
words with the ArchiMate process and are too distant to the processes that do.

Table 2. Case 2 matching results

ArchiMate BPMN Relation Measure Evaluation

ADERulesIndexing NormalizDrugData � 0.4135 correct

ADERulesIndexing IndexADERuleInitiator � 0.4546 correct

ADERulesIndexing Gateway?No � 0.4051 incorrect

ADERulesIndexing DiscoverADERulesInitiator � 0.7509 correct

ADERulesDiscovery Gateway?No � 0.4051 incorrect

ADERulesIndexingService RequestForWebService � 0.414 incorrect
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Table 3. Case 3 matching results

ArchiMate V1 ArchiMate V2 Relation Measure Evaluation

Sales Sales = 0.9801 correct

ApplicationExecution ApplicationExecution = 0.9801 correct

CustomerInfoDisplay CustomerInfoDisplay = 0.9801 correct

CustomerInformationManagement InventoryManagement � 0.5207 correct

In case 3, both models are very similar, with processes bearing the same
names. However, there is an Abstraction Level Incompatibility, since, in version 2,
a new process has been added InventoryManagement that adds more detail to
the model. This individual is a subclass of CustomerInformationManagement, a
mapping that was captured by AML. Table 3 presents a representative subset of
the obtained results.

The three case studies and their matching using a combination of ontology
matching algorithms illustrate the challenges and opportunities in their appli-
cation to addressing EA heterogeneities. As expected, string and word based
techniques are effective at capturing the mappings between equivalent individu-
als who share similar names. However, when equivalent individuals had dissimilar
labels, for which WordNet extension did not produce any shared synonyms, the
applied algorithms failed to produce the correct mappings. Regarding Abstrac-
tion Level Incompatibilities, the results were related to the complexity of the
models. In simpler model matching tasks, such as cases 1 and 2, the Subclass
Matcher approach had a good performance, identifying 75 % of the subclass map-
pings. However, in more complex tasks, such as case 2, performance is reduced.
Since the evaluated approaches relied only on model information to perform
matching, there was no practical difference between matching models using the
same or different languages.

We consider that the main limitation of the employed matching techniques
was their inability to explore a considerable portion of the information modelled
in the ontologies. The applied algorithms make very little use of this, considering
all axioms as unlabeled links between individuals. In order to extend the appli-
cation of ontology matching techniques in the EA domain, ontology matching
systems need to be able to explore this semantic richness by producing semantic
matching approaches that go beyond current strategies which are mostly Word-
Net based [32]. In recent years, ontology matching systems have had a growing
interest regarding reasoning capabilities, and we propose that a combination
of these strategies with pattern-based complex matching approaches [33] may
provide improved solutions to the EA model integration challenge.

Moreover, an evaluation of an approach based on upper level ontologies can
be done in the future. Finally, there is also a need for adequate benchmarking,
which bearing in mind the complexity of the matching between EA models and
the amount of data embedded in EA models is a challenge in itself. There have
been some efforts in this area with the creation of the Process Model Matching
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Contest in 2013 [34], where models using different languages (including BPMN)
are matched and evaluated against reference alignments. In future work, we will
extend our evaluations to include these references.

5 Conclusion

This paper discusses how multiple EA domains can be integrated by matching
the underlying meta-models or models through the use of ontology matching
techniques. This can help to support the analysis of EA architectural repre-
sentations. The contributions of this paper are: (1) Heterogeneity in EA model
representations: A classification of heterogeneity that exists in EA model repre-
sentations was proposed; (2) A systematic method for the analysis of EA models:
A systematic method to apply heterogeneity analysis for EA models was pro-
posed; We discussed the heterogeneity of EA modelling languages, illustrated by
examples from the ArchiMate and BPMN languages. Next, we investigated the
suitability of employing a state of the art ontology matching system, Agreement-
MakerLight, to support EA model matching. This was accomplished by matching
four selected case studies and revealed that existing techniques have a good per-
formance when applied to less complex models. We argue that a combination
of reasoning capabilities and pattern-based matching would be better suited to
explore the semantic richness of EA models adequately. Improved matching per-
formance would greatly benefit the analysis of EA architectural representations,
by allowing a more thorough comparison of languages and models.

Acknowledgements. The authors are grateful to Marco Rospocher, for mak-
ing the OWL representation of BPMN available. This work was supported by
national funds through Fundao para a Cincia e a Tecnologia (FCT) with reference
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6. Küster, J.M., Koehler, J., Ryndina, K.: Improving business process models with
reference models in business-driven development. In: Eder, J., Dustdar, S. (eds.)
BPM Workshops 2006. LNCS, vol. 4103, pp. 35–44. Springer, Heidelberg (2006)

7. Weidlich, M., Mendling, J., Weske, M.: A foundational approach for managing
process variability. In: Mouratidis, H., Rolland, C. (eds.) CAiSE 2011. LNCS, vol.
6741, pp. 267–282. Springer, Heidelberg (2011)
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Abstract. Self-customization of services is an approach, where customers
configure a service to their individual preferences by assistance of a system for
self-customization. This paper concentrates on the self-customization of business
services in a multi actor environment, where different service providers as part
of a service network provide service-modules, which are selected and combined
by the customer. Existing concepts as well as the exemplar of a service value
adding system as given by a Fourth Party Logistics provider are used to define
requirements on the functionality of a service self-customization system. The
determined functionality is merged and presented in a model.

Keywords: Self-customization of services · Mass-customization · Services ·
Systems for mass-customization

1 Introduction

Providing individual services to customers at low costs of production can be seen as a
main challenge for a service provider to be successful in the market. Mass-customization
of services is a strategy, that targets the resolution of the discrepancy between custom‐
ization and the efficiency, that equals a mass provisioning of services [1]. Cost benefits
can be achieved by standardizing partial services whereas customization take place when
partial services are individually combined to a total solution offering [2].

As the case of a logistics buying process [3] illustrates, the specification of individual
service requirements and the following contracting phase are time-consuming. The
customization of parameters, resources and activities take up to several months and bind
human resources. In contrast to a small sales market and long lasting personalization
processes in a make-to-order strategy, the concept of mass-customization has the capa‐
bility to reduce the time of requirements analysis and service specification as well as the
moment of the service provision [1]. Additionally, the service provider addresses a larger
sales market [4]. Therefore the configuration process should be automated to reduce the
transactional costs between customer and provider during the customization process [5].
By using information systems in the process of customization (configuration systems
for mass-customization [5]), the service provider is able to serve a larger number of
customers more efficiently [6] at lower transactional costs [1].
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Systems for mass-customization of services can be used by salespeople of the service
provider in the context of a consulting service. Another strategy is to provide customers
with an interface that allows them to customize offerings to their own preferences [7].
Concepts of systems for mass-customization in the related literature focus on custom‐
izing physical products by salespeople or customers. There is a lack of concepts that
focus on the self-customization of business services in a service-network context. In
order to identify the characteristics, roles and tasks of a service-network, the business
model of a Fourth Party Logistics Provider (4PL) is chosen as a single case study. 4PL-
providing is characterized by the cooperation between diverse suppliers of logistics
services. All suppliers contribute their specific service capability. The 4PL acts as an
intermediary, who combines the individual service capabilities into a customer specific
overall service. This scenario is taken as the basis for the requirements analysis to define
the functionality of a system for service self-customization, which can be deployed by
an intermediary service provider. The objective is to establish a self-customization
process, which empowers the customer to create the required services. The purpose of
this paper is to analyze the requirements on a service self-customization tool in a busi‐
ness-network context. Furthermore the paper aims at developing an appropriate concept
of functionalities.

It is structured as follows: After explicating the meaning of mass- and self-custom‐
ization of services a scenario of a 4PL-service-network is given as an example to illus‐
trate the actors, roles and tasks within such a service-network. Related literature is
reviewed and taken as the basis for the definition of requirements on a service self-
customization system. Finally the identified requirements are translated into a model of
functionality.

The contribution of this paper can be brought into relation to the discipline of mass-
customization of services, especially systems for mass-customization, because it aims
at investigating design principles for service self-customization tools. To design a
service self-customization tool in a multi actor environment, there are several aspects,
which need to be brought up to build a basis for a consistent solution. The scientific
framework is made up from the science of services with the main elements services,
mass-customization of services and service self-customization. Farther relevant are
service modularization and description.

2 Self-customization of Business Services Within
a Mass-Customization Strategy

2.1 The Concept of Self-customization of Services

Self-customization is an approach within the mass-customization strategy, where the
customers configure the product or service to their specific preferences [8]. The customer
is integrated in the service process by delegating him those items of work, which are
necessary to specify the service he really wants. Customer and service provider may
consequentially cut time and transactional costs [1, 9]. Self-customization can be real‐
ized by the use of ICT [1]. Systems for self-customization assist the customer to translate
their preferences in a concrete service [7]. A precondition is the existence of a modular
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service portfolio. This is addressed by different authors with different concepts. One
concept is the platform-based approach, which is established in the manufacturing
industry and transferred to the service sector [10–13]. Further concepts describe modu‐
larization methods, such as the modularization of services in the context of service
engineering [14–16].

Service-modules are standardized, whereas the overall service, combined from
several service-modules, is customer specific [2]. The process of mass-customization of
services can be specified in the context of self-customization as follows [2]:

1. Definition and provision of service-modules by service-providers,
2. Selection of service-modules and combination into an overall service by the

customer.

Within a service-network context, service provision is based on the cooperation of
multiple companies. To combine several service-modules in a self-customization proce‐
dure means combining the service providing companies as well. The self-customization
process is thus complemented by another step: configuration of service-providers/
construction of the service-system. This step does comprise more than the creation of
individual services – it includes the setting up of the corresponding value-adding system,
which integrates several service-providers.

2.2 Services for Self-customization

Service terms (e.g. “service”, “e-service”, “business service”) often address related
concepts from different domains such as computer science, information science and
business science [17]. Usually there is a lower degree of consensus among those who
use these terms. The result is a collection of manifold service types and definitions.
Within business and especially marketing oriented literature, some agreement as to what
characterizes services exist [18]. The main common and recurring elements of different
service definitions, which represent the service understanding of this paper, are listed
below [19–35]:

– Activity or series of activities or process
– Offer/provide benefits or solutions
– Interaction of economic entities, mainly the provider and the customer
– Involved elements: persons (knowledge and skills), physical resources (also facili‐

ties), goods, systems (also ICT and internet-related systems)

Services can be classified by means of many criteria [36]. One criterion is the type
of buyer: private consumers vs. business customers. The latter require business services,
which are delivered and bought by organizations [37]. The focus of this paper is on
business services. Services can be further categorized by the integration of external
factors like persons, physical goods or information [35]. Services for information and
physical processing suit best for the use of self-customization systems and are thus
relevant. The level of automation indicates the extent to which people are substituted
by machines or information systems in executing services [2]. Services can be performed
manually, automated or semi automated. The more parts of a service can be processed
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by information systems the more the service is suitable for self-customization [38]. The
minimum condition to qualify services for self-customization is a formalized service
description so that service-modules can be saved, identified, compared and composed
in a self-customization procedure.

A final criterion to differentiate services is their time aspect of consumption. Services
can be consumed either over a short or over a longer period of time, where tasks are
executed continuously [37]. Long lasting services in particular put special demands on
the functionality of a mass-customization system. The continuous service delivery is
accompanied by a steady integration of information and physical objects of the customer
and has to be monitored over an extended period of time.

Services can be characterized by some criteria which are equally relevant for design
decisions of a system for service self-customization. The main criteria, mentioned in
literature and helpful to extract the characteristics of services, are immateriality, inte‐
gration of external factors, unable to store, simultaneity of services rendered and
consumed [2]. As services cannot be stored, the service provider does not have the option
to decouple assembly and distribution from production by building up stocks [2]. This
is of major importance for the mass-customization process. Whilst physical product
components can be produced in advance and finally assembled after a customer’s order,
service-modules can only exist as a concept. Service delivery and consumption are
identically and no value creating product is being transferred between provider and
customer as it is customary in the manufacturing sector.

2.3 Systems for Self-customization

Within academic research the concept of self-customization of services is barely picked
out as a central theme. Configuration methods as a subdomain of self-customization are
addressed by several authors. Configuration means the design of a new artifact from
preexisting components by consideration of certain rules. This happens by the specifi‐
cation of requirements on a desired result and the automated search for appropriate
components. An overview of configuration procedures is given by [39]. Two widely
used self-customization methods in the marketplace are by-attribute and by-alternative
customization procedures [7]. By-attribute customization means to determine product
attributes to individual preferences. The appropriate components are chosen and virtu‐
ally assembled in order to show the result to the customer prior to his order. If services
are subject of such a customization procedure, service-modules have to be available well
described, e.g. by functional and non-functional properties. This enables their identifi‐
cation and composition according to a customer’s preferences [40]. The customization
procedure as well as the structured description of service-modules is element of a system
for service self-customization. A comprehensive model of a service self-customization
system´s functionality including these partial aspects among others is not to be found in
current literature.

Only few authors give a proposition of the functionality of systems for mass-custom‐
ization [9, 41]. Their focus is either on product-customization or kept generic, without
a particular consideration of self-customization of services. Nonetheless they provide
design principles that can be adapted to formulate the features of a system for service
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self-customization. Requirements on the functionality of a mass-customization system
with focus on products are given below [41]:

• Creation of product models (model of components/list of parts)
• Requirements analysis
• Ascertainment of manufacturer/supplier capabilities
• Selection of manufacturers/suppliers
• Enable product specification
• Assignment of actors
• Formation of the value added system (instantiation)
• Order placement (involves all actors in the value added system)
• Exchange of product specifications
• Check of the manufactured object

These requirements were determined in the context of a value added system, where
the designed products are manufactured by several companies. They give some input
on the design of a service self-customization system and are therefore adapted and
supplemented by further requirements in the context of a service-network.

3 A System for Self-customization of Services

3.1 Use Case Fourth Party Logistics Service Providing and the Implications
to the Design of a Service Self-customization System

In this chapter the case of a fourth party logistics provider (4PL) is chosen to present a
service business, which is faced with individual customer requirements as well as
competition. A study of the third party logistics (3PL) market [42] revealed, that the
flexibility of to accommodate customers’ needs and the ability to achieve cost and
service objectives are perceived as key success factors of a contract logistics provider.
In sum these requirements also apply to the 4PL market. The difference between 4PL
and 3PL providing is in integrating several sub logistics providers to offer a major spec‐
trum of value-added services for serving whole customer supply chains. Compared to
the 3PL, the 4PL is an enhanced business model where the logistics provider acts as an
integrator or general contractor [43]. The 4PL service business is characterized by the
following definition (adapted and slightly modified from [44–46]): A 4PL provider has
the ability to fulfill all intra- and cross-company logistics functions concerning planning,
execution and monitoring. Furthermore he provides additional services like consulting,
IT related and financial services. As an integrator he combines and manages the
resources, capabilities, and technology of its own organization with those of other
service providers to create a customized complex logistics service. The degree of in-
house service delivery can vary from a total self-accomplishment of tasks with propri‐
etary resources to complete external processing of service tasks.

Assuming that a 4PL intends to serve more than one customer, he is confronted with
the issue of acting for many individual customers without deficit in quality and attention
for each customer [44]. The strategy is to link the efficiency of a mass service provider
with the adaptability of an individual service provider [44]. The Mass-customization
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strategy combines both concepts. To follow this strategy is an option for the 4PL to cope
with the market conditions/requirements.

Information flow management is a further basic challenge of the 4PL acting as an
integrator, since he has to coordinate multiple clients and logistics service providers.
ICT offers the possibility to support the information flows relating to logistics services
as well as to coordination and communication issues. ICT also enables the expansion
and customization of logistics service offerings [47].

By the use of modularity in services (as an instrument of the mass customization
strategy), the 4PL is able to shorten the contracting phase. Well defined service-modules
can be easily identified and combined to an individual overall service with the aid of
information systems/service-configuration systems.

The following key words and their meaning should be noted, because they are taken
as the basis for the role model of a value-added system pursuing the strategy of self-
customization of services:

• Service delivery by several/multiple service-providing companies
• Bundled service-proposition by a company acting as an integrator with or without

own assets/resources (neutral)
• Modular service architecture/offering as a precondition for self-customization and

an instrument of mass-customization strategy
• Service customers are manufacturing companies requesting and buying business

services

The following main characteristics derived from the value creation constellation as
described previously, are necessary to determine the architecture of a service self-
customization system:

• Value added network, consisting of different actors and transactions between them;
value creation by services; actors are legally and economically independent

• For each customer service, which is the result of the service-customization procedure,
a specific value added network is created, kept up and dissolved after service delivery

• An intermediary company bundles the service offers and sells them to the customer;
the intermediary analyses the requirements and create a customized service; by use
of the tool, these activities are transferred to the customer; the intermediary also
monitor the service delivery

3.2 Model of a Self-customization Service System

From the previously mentioned key words three main roles can be derived, as shown in
Fig. 1. Tasks can be assigned to each role as well as preconditions and requirements to
offer and buy services in a self-customization valued added service system. In the
following the identified roles are shortly described.

334 D. Mammitzsch and B. Franczyk



Fig. 1. Model of roles in a multi-actor service-system

In order to let the customer compose single services to an overall customer service,
the service providers’ service architecture needs to be modular. They also have to define
parameters, which can be personalized by a customer in the self-customization process
(e.g. conditions to store perishable products). Additional to the availability of own
resources, the service provider needs to know the capacity of each resource. Further‐
more, flows of activity may be limited in physical, staff or time respects. To sell services
to a customer, the provider must know his costs and determine the amount he intends
to charge. The basic tasks of the provider are making service offerings and deliver these
services, which are requested by the customer.

The customer as the buyer of the services must be able to identify his needs and how
to meet them. His main task is to get in touch with the company, which offers appro‐
priately bundled services, and to identify the single services that best fit the needs and
compose them to an overall service. This may be supported by a system for self-custom‐
ization, which the intermediary provides. The company, acting as an intermediary,
bundles the services of several service providers and offers them centrally to customers.

3.3 Model of a Service Self-customization Systems Functionality

The requirements on a system for service self-customization arise from the previously
mentioned roles and their basic tasks. Additionally some input was given by related
literature (Sect. 2.3). A subset of the requirements and functionality, which is usually
discussed exclusively in the context of mass-customization systems for goods, can be
adapted for the model presented here. The following demands are made at least on a
system for service self-customization:

• Provide a service provider interface to accumulate all functions that are related to inter‐
actions of the provider with the system, e.g. enter, edit, administrate service offerings
or give an overview of the service-configurations the provider is involved in

• Facilitate the definition of service-modules, basic rules and restrictions for the
composition of services

• Save rules and service-modules in a database/service catalogue
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• Use of a configuration method to determine the requirements of the customer with
an appropriate visualization

• Allow for searching service-modules as well as for the automated retrieval of poten‐
tially suitable modules based on the identified requirements

• Combine identified service-modules
• Presentation of the composed service
• Edit service-modules in the customization process in order to personalize/modify

them
• Check for capacity, time, logical and other constraints
• Determine the final price as well as the estimated time of delivery
• Identify the final suppliers for each service-module
• Transfer the service specification to each supplier
• Support the process of ordering the customized service
• Saving user profiles and each service-composition the customer assembled
• Monitoring of the status of the service-delivery

These requirements are translated into individual functionality of a service self-
customization system (Fig. 2).

Two stages of functionality are distinguished: the front stage and the back stage. The
front stage functionality is represented by interactions of a service customer and service
provider with the system. Therefore it is divided into a customer as well as a provider
interface with user specific functionality. The back stage consists of functionality, which
is not directly perceived by the customer or provider. Automated processes use and
transfer data, which is received and visualized by the frontend functionality in order to
allow for user interaction. By use of a service-provider interface, service-modules can
be created. This happens in form of formalized descriptions with the use of attributes,
which characterize a service-module. To differentiate the steps of a service-module´s
life cycle, the status “design”, “implemented” and “archived” are given. A provider has
the possibility to change or update a service-module. Only in design phase service-
modules are able to delete. If a service-module is part of a current service-composition,
but should no longer been offered, it can be archived. To enhance the valid composition
of service-modules the provider can add and update constraints and rules. After the
composition of a service and its personalization by the customer, the corresponding
service-modules (as part of the composition) are sent to the provider for validation. If
the service-modules are highly standardized and well described and if the capacities of
the provider to fulfill the service are up to date, the validation can be done automatically.
The providers are informed about the service-modules to be approved. After the approval
of every service-module by the providers, the service-composition is offered to the
customer.
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Fig. 2. Model of functionality of a service self-customization system

The service-composition is generally hidden to the provider. He only sees the
modules relating to him and the data, which is necessary to manage the transfer of objects
or information between the cooperating actors. With the help of a monitoring compo‐
nent, the providers can set the status of the service-delivery. For example they inform
the customer about the actual start of the service-delivery and its progress. Maybe some
interrupts or delays can be transmitted.

By assistance of a customer interface, needs of the customer are ascertained and used
to identify and select relevant service-modules. This procedure is realized by a config‐
uration method (e.g. by attribute configuration). After selecting and composing the rele‐
vant service-modules, the related service providers are selected too. Since a service-
module can be offered by different providers and the customer has the possibility to
change his preferences and therefore to change the service composition, the pool of
identified providers is temporarily. By a presentation of the composed service, the
customer has an overview of the progress of the customization. To personalize the
service and thereby all corresponding service-modules, attributes are requested, which
the customer has to edit. After the collection of all necessary values, suitable providers
can be assigned. Therefore the values are checked against constraints in time, capacity
and region. Every service-composition informs the customer about the estimated price,
start of delivery and delivery time. The customer is able to change attribute values to
test alternative scenarios if possible. If the offered service-modules are highly standar‐
dized, the validation of the composed service and all corresponding service-modules
happens within the composition process by means of stored rules. Otherwise it takes
place in a validation process, where the providers have to give a feedback. After the
automated validation or approval by the providers, an offer is generated and the customer
is able to place an order.

4 Conclusion

In this paper main requirements on a service self-customization system are identified.
Self-customization is a concept in the mass-customization strategy, which aims at trans‐
ferring tasks of product or service customization to the customer. This procedure is
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enabled by assistance of information systems. In current literature there are few contri‐
butions focusing on the development of self-customization systems. Most of them relate
to the customization of goods rather than on business services and focus only one partial
aspect of self-customization. There is a lack of presenting functionality for the self-
customization of services in a multi-actor environment. Hence, a concept of function‐
ality is introduced, which seeks to fulfill the identified requirements on a service self-
customization system. The requirements are deduced from a role model, which was
developed on the basis of a Fourth Party Logistics providing network. The 4PL provider
acts as an intermediary, who bundles the different service offerings of various service
suppliers and provides the customers an overall solution. The service self-customization
system can be provided by a company like this to support and fasten the process of
service specification. If customers bring out steps of the service design by themselves,
transactional costs between customer and provider, which occur during the customiza‐
tion process, can be reduced.

The present model of functionality serves as the basis for further work. The focus
will be on a differentiated consideration of the customer and provider interface. Single
functions assigned to each interface are to be subdivided into precise partial functions
of the system in order to describe them formally. The result will be a model of a system
for service self-customization, which can be transferred into specific use cases in the
service industry.
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Abstract. This paper proposes a risk-aware B2B service pricing approach. The
approach characterizes relevant cost positions according to their quantity and
adaptiveness towards changes in the quantities sold. Based on the achieved
transparency about the cost structure, cost niveau and cost adaptiveness, the
approach allows to configure a risk-aware pricing scheme with an arbitrary
number of different price components. It also allows for several different pricing
schemes and provides analysis functionality for comparing these schemes with
respect to risk and return criteria. The approach contributes to the domain of
service science, which historically has not been discussing risk-based pricing
approach in-depth.
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1 Introduction

For some time now, trends towards the industrialization of the financial services
industry (Lamberti [8]) or the “lean bank” [1] are discussed. Financial services com-
panies consolidate and specialize on certain sub-processes within the value chain, i.e.
they concentrate on their core competencies [5]. This consolidation and specialization
results in the formation of value creation networks [14]: companies engage in more or
less stable co-operations in order to source those services which they are no longer to
produce themselves. Thus, normally a multitude of different companies is engaged in
the production of financial services offered to the end-customer.

Generally, three types of banks prevail: product-, distribution-, and transaction-
banks. Distribution banks focus on the interface to the customer, their core competency
lies in the choosing and selling of banking services to the end customer. This type of
bank mostly corresponds with most peoples common understanding of a bank. How-
ever, in order to be able to offer banking services to the customer, distribution banks
have to source these services from specialized providers, the product banks. Product
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banks engineer financial products and deliver them to the sales banks, which in turn put
their label on it and sell it to the customer. The usage of many banking services causes
a whole bunch of activities to be performed until the desired outcome is realized. For
instance, once the end customer submits a payment transaction via the banks e-banking
interface, many activities follow until the payment is credited on the receiver’s bank
account. As these processing activities are usually very technology- and know-how
intensive, specialized providers emerged, called transaction banks. Depending on the
sourcing model, these providers take over a certain amount of activities from the sales
bank. One rationale for the sales bank to source the processing of payments transac-
tions from external providers is the possibility to not have to maintain costly
IT-infrastructure such as equipment for the digitalization of payment slips. Especially
smaller banks cannot afford such investments, because their transaction volume does
not allow them to achieve substantial economies of scale.

A bundling of transactions volumes from several banks on the provider’s side
seems promising with respect to these issues. However, significant utility for the client
banks is only achieved if the provider applies variable pricing schemes. This in turns
poses a possibly substantial risk on the provider, as he risks not being able to cover his
fixed costs due to fluctuating transaction volumes.

The trade-off between fulfilling customer’s demand of variable pricing and pro-
vider’s demand of reduced risk affords a systematic approach to the design of a viable
pricing scheme. Today, pricing decisions in the backoffice service provision area
mostly are made out of a gut feeling, without systematic analysis. As we show, this
lack of sophistication is mainly due to the non-availability of applicable approaches.
Consequently, we propose a simple yet purposeful approach to the creation of
risk-aware pricing-schemes.

The research questions we follow are:

Q1. What requirements are posed on a risk-aware B2B service pricing approach
for the financial industry?
Q2. To what extent do current pricing approaches for B2B services in the banking
industry fulfil the identified requirements?
Q3. Based on the answer of RQ1, how could a risk-aware B2B service pricing
approach for the financial industry look like?

By answering the research questions, this paper adds to the literature body of
service science [4], as risk-based pricing has not been discussed extensively so far, is
however crucial for network-based collaboration structures, as argued before.

Section 2 points out the chosen research methodology. Section 3 derives general
and specific requirements on a risk-aware pricing scheme for B2B services in the
banking industry (Q1). Based on these requirements, existing approaches are assessed
and shortcomings identified (Q2), Sect. 4. An approach is presented that addresses
most of the shortcomings (Q3), Sect. 5. First, the basic functioning is described in a
qualitative manner. Second, a formalized interpretation helps transferring the approach
into a software application. A stringent example shows the practicability of the
approach. Finally, Sect. 6 concludes and identifies possible future research directions.
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2 Research Methodology

This paper refers to a multilateral research program (i.e. consortium research, see [10])
that started it’s fourth phase in summer 2010 and investigates the topic of
service-oriented design and valuation of banking services. The research team consists
of academics from three universities in Germany and Switzerland as well as practi-
tioners from 18 companies of various sizes and roles in the banking value chain
(e.g. regional retail bank, international private bank, outsourcing provider, software
provider). The companies contribute to the research by playing an active role in
biannual steering committee meetings and quarterly workshops as well as bilateral
projects to ultimately enhance the development of the envisioned methodologies and
verify its applicability. Consequently the research program follows the paradigm of
“emphasizing collaboration between researchers and practitioners” [3]. The chosen
consortium research method is based on a process model for Design Science Research
proposed by [11] and the corresponding guidelines proposed by [7] to ensure a rigorous
link to existing research as well as the relevance of the generated artefacts. The basic
principle of consortium research is the collaboration between academic institutions and
companies, ensuring both an academic and a pure practice oriented view on the
problems. Both parties are engaged in the definition of the problems and objectives as
well as in the design, development, evaluation and diffusion of artefacts.

Besides the valuation of banking services the research program also focuses on the
customer-oriented networking of the future bank. Following Design Science [7], the
artefacts combine to a methodological approach towards an approach for customer- and
service-oriented networking in the financial industry.

3 Requirements on an Approach for Risk-Aware Pricing
of B2B Services in the Banking Industry

3.1 Requirements

Out of an analyses of three cases from the financial industry (a core banking software
provider, a retail bank and a banking services provider), a pricing approach for B2B
services in the banking industry has to meet several requirements:

R1: Complexity has to be kept on a rather low level to ensure practical acceptance.
Especially in the domain of transaction banking services, which are mostly
IT-intensive, complexity in terms of involved cost positions can be dramatically high.
So the approach has to offer mechanisms that reduce complexity by offering the
possibility to abstract at an acceptable level (i.e. apply a suitable granularity of the cost
positions).

R2: The approach has to be straightforward and relatively easy to understand. Talks
to decision-makers indicate that the time spent on pricing activities in the transaction
banking area is rather limited. Therefore, given this circumstance, the approach has to
be fast. While R1 relates to the data input procedure, this requirement focuses on the
model itself.
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R3: Accounting structures in the transaction banking domain are rather rudimen-
tary, often not providing more information than distinguishing between fixed and
variable costs. A pricing approach has to take this into account by not relying on
sophisticated cost information.

R4: The approach has to determine the cost structure of the service that is to be
priced, as this is a crucial step towards assessing the risk potential. Especially important
is the distinction between fixed and variable costs. As stated earlier, the more variable
the pricing scheme is, the more benefit it provides to the customers (i.e. the distribution
bank). For instance, a completely variable pricing scheme (i.e. a price per transaction),
leaves no risk for the customer, because as transactions are dropping the overall sum
paid to the provider drops as well. However, the provider risks being left over with a
substantial amount of uncovered fixed costs. On the contrary, if the provider would
simply divide the total costs of providing the payments transactions processing service
among his clients (i.e. a fixed price per client), all risk is transferred to the customer. In
a competitive market, surely the latter constellation is not stable. However, the former
pricing scheme would not be stable either, as the provider bears a significant amount of
risk which would eventually drive him bankrupt. Therefore, the pricing approach has to
offer a mechanism for approaching the optimum degree of price variability, which is
nothing else than finding a risk-adequate pricing scheme. Thus, the approach has to
provide a mechanism that allows the decision-maker to achieve a reasonable portion of
risk-taking by considering the sensitivity of cost positions when deciding about the
variability of the anticipated pricing scheme.

R5: Most B2B services in the financial services domain are priced by a multi-
component pricing scheme. Usually, the pricing scheme consists of a mixture of basic
price models, such as base prices, variable prices (linear, degressive, sliding-scale
prices and so on). Consider the provision of a core banking software as a service. The
pricing scheme could include the following price components: Component 1: a fixed
license fee (fixed); Component 2: a fee per workstation (fixed); Component 3: a fee per
branch (fixed); Component 4: a fee per ticket (variable); Component 5: a fee per hour
of manual intervention (variable). Consequently, a B2B pricing approach in the
banking domain has to be able to model a pricing scheme with more than one price
component.

R6: Due to reasons laid out before, a pricing approach generally has to take into
account multiple sources of information. The costs of providing the service constitute
the (long-term) lower boundary of the price. Adding desired margins yields the min-
imum price that is to be achieved (cost-plus). However, even though this procedure
ensures the calculatory profitability of the offering, decision-makers still take a sub-
stantial amount of risk by just using a cost-plus mechanism: they risk their price not
being accepted by the market, thus not being able to realize the anticipated transaction
volume and consequently running into possibly large amounts of losses. Therefore, a
viable risk-aware pricing approach for B2B services in the banking domain has to fulfill
the following requirement: The approach has to take into account prices of competitors
and customer’s willingness to pay. Such an integrated view on the costs and on the
market conditions adds further to the goal of achieving a risk-aware pricing scheme.
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4 Existing Approaches

Pricing literature brought about a huge amount of pricing approaches. Basically,
pricing these can be characterizes as either one-dimensional or multi-dimensional
approaches [13]. One-dimensional approaches aim at designing one price for a specific
product, without considering price differentiation with respect to time, region, customer
etc. However, the term one-dimensional is a bit misleading, because it surrogates that
the final price consists of only one component. This of course is not necessarily true.
Especially in B2B relationships in the banking industry, multi-component prices
involving for instance a base fee and a usage-depending component are rather common.
Multi-dimensional approaches aim at creating different prices for the same good or
service, depending on the location, time or kind of customer. The ultimate goal of these
approaches is to maximize profits by optimally skimming customer’s rent. An example
is the airline industry, which extensively applied the yield management approach, in
which flights are priced dependant on the capacity situation and the expected customer
willingness to pay.

Although multi-dimensional approaches are punctually deployed in B2B sourcing
relationships in the banking industry, as for example in the context of payment transaction
delivery times, it is rather uncommon to findmulti-dimensional pricing approaches in this
domain. Several reasons account for this. First, B2B providers regional expansion is
usually limited to a certain area; cross-border sourcing relationships are not common.
Further, market transparency is rather low, meaning that providers have reliable infor-
mation that would enable them to model multi-dimensional prices. For instance, price
elasticities are not known. Due to these reasons, we subsequently focus our attention on
one-dimensional pricing approaches. [9, 12] differentiate between demand, cost- and
competition-oriented pricing mechanisms. [15] argues that this classification neglects the
complexity of pricing decisions and also does not reflect the diversity of pricing mech-
anisms applied in practice [13]. Therefore, he proposes to take the information usage as
the central differentiation criterion. The result is a classification scheme consisting of:
one-sided fixed-, flexible intuitive- and simultaneous pricing mechanisms. One-sided
fixed pricing mechanisms involve a single-stage processing of information, meaning that
only one kind of information is considered, e.g. only cost- or competition-related
information. An example is the cost-plus method. Based on the expected cost of service
provision, the price is simply set by adding a desired margin. Often cost-plus pricing is
defended as a heuristic allowing fair or reasonable pricing without being aware about the
market conditions [6]. An orthogonal example is the approach of competition-based
pricing. This method sets prices in relation to the prices of competitors. Assuming the
exact same service level – prices are set cheaper or equal to the prices of competitors.
One-sided fixed pricing approaches inevitably neglect important circumstances. In the
case of cost-plus, competition-based criteria are neglected, while the competition-based
approach does not consider cost-related issues. Therefore, in operational practice
decision-makers usually consider more than one kind of information which they process
in two ore more subsequent steps. In Wiltinger’s terminology, such pricing approaches
are designated as flexible-intuitive. With this approach, the first step is to gain a rough
indication – based on some information source - of what the price could be and then to
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refine this indication by subsequently taking further information into account. The third
category, namely simultaneous pricing approaches, differs from the second category with
respect to the non-seriality of information processing. These approaches consider mul-
tiple sources of information simultaneously, as for instance controlling-, market- and
target information. Inherent to this class of approaches is a comparison between multiple
pricing schemes. Exemplary methods include direct costing, decision tree analysis,
decision support systems and marginal-analytic methods [13]. Approaches in this cate-
gory usually require IT support due to their (calculation) complexity.

The methodology presented in this article belongs to the simultaneous pricing
approaches, thus considering multiple sources of information and providing the pos-
sibility to compare different pricing schemes with respect to their riskiness. However, it
exhibits some elements of flexible-intuitive approaches as there is a certain degree of
seriality in information processing.

In the following we examine current pricing mechanisms for their fulfillment of the
requirements posed on a risk-aware B2B pricing approach. First and foremost it is
worth mentioning that there is no dedicated pricing mechanism for B2B services in the
banking industry to be found in literature. Thus, we focus on the approaches men-
tioned. We further only consider pricing approaches which are likely to be used in B2B
pricing of banking services. For instance, due to its complexity yield management is
not likely to be applied in this context in the coming years. In addition, “Decision
Support Systems” was also not included because the variety of possible DSS systems is
rather broad. Table 1 sums of the findings.

5 Risk-Aware Pricing of B2B Services in the Banking
Industry

5.1 Case “Payments Transaction Processing”

To convey an understanding of how the following approach is applied in practice, we first
outline a real-world example of a domestic payments processing service. A universal
bank outsourced the transaction processing to a provider, who in turn is bundling
transaction volumes from several banks, thus achieving economies of scale. Besides the
depicted service, the provider also offers the services “international payments process-
ing” and “securities transactions processing”. The service under considerations amounts
for 40 %of the companies’ turnover. Because the theoretical number of possible sourcing

Table 1. Assessment of existing pricing approaches.

Approach R1 R2 R3 R4 R5 R6

Cost-plus only 4 4 4 0 1 0
Competition-based only 3 3 n.a. 1 4 0
Direct costing 2 1 3 0 1 0
Decision tree analysis 0 0 4 0 0 2
Marginal analytical methods 0 0 1 0 1 3

0 no fulfillment 1 partial fulfillment 2 moderate fulfillment 3
good fulfillment 4 complete fulfillment
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model configurations (i.e. the process cut) is countless, we subsequently describe one
scenario that we denote as “partial outsourcing”. Based on a reference process “pay-
ments” by [2] seven distinct process steps can be distinguished. First, the customer places
a payment order (either electronically or paper-based), which is received by the distri-
bution bank. Second, in case of paper-based delivery the payment slip has to be digitized.
Eventual manual corrections are performed (such as correcting the spelling of an address)
and the instruction is checked for textual inconsistencies. Third, several other checks are
performed in order to ensure that the customer is allowed to conduct the payments, e.g.
limit- and regulatory checks. Once all checks are positive, the order is approved. The fifth
step is the internal processing of the order, as for instance fees calculation, payment
booking, the printing and delivery of customer outputs (such as account statements) and
the archiving for regulatory compliance. After that, the transaction is processed in the
interbankmarket. Simply put, this step is to transfer the payment from the sending bank to
the receiving bank, often referred to as interbank clearing.

In our scenario we assume that the distribution bank outsources everything from
digitization to interbank processing, except for customer output creation and archiving,
which remains in-house.

Table 2 provides some further details about the assumed transaction volumes and
characteristics of the provider. The stated figures adhere to real-world relations of
typical mid-sized Swiss universal banks and respective providers (the figures have been
validated by several consortium research partners in a dedicated workshop).

Table 2. Further assumptions about the provider, the service and the transaction volumes.

General assumption about the provider

Employees: 150 FTE
Services offered: Domestic payments transactions processing

International payments transactions processing
Securities transactions processing

General employee costs (p.a.): 3.0 FTE General Management (300‘0000 per FTE)
0.5 FTE Product Management (180‘000 per FTE)
0.5 FTE Service Management (180‘000 per FTE)
2.0 FTE HR (180‘000 per FTE)
2.0 FTE Accounting (180‘000 per FTE)
1.0 FTE Sales (180‘000 per FTE)

Assumptions about the service “payments transactions processing”
Customers: 5 mid-sized Swiss universal banks
Service turnover/company
turnover (p.a.):

40 %

# domestic payments
transactions (p.a.)

12.3 Mio. p.a.

- thereof paper based 4.92 mn. (80 % ESR, 20 % form-standardized)
Currency: 100 % CHF
FTE: 25 FTE for domestic payments processing (thereof 40 %

hourly wage workers)
40 TE for digitization
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5.2 Description of the Approach

We propose an iterative three-step approach. First, all relevant costs are defined,
characterized and quantified. Second, price schemes are designed. This is the point
where an integrated view on costs and prices is taken in order to achieve a
risk-adequate pricing. Finally, certain ratios are calculated which allow to assess and
compare the different pricing schemes. Based on the result of the ratios, eventually
various adaptions have to be made in the preceding steps to achieve a pricing that is in
conformity to risk guidelines or market price acceptance. In the following, each step is
described in detailed and illustrated by means of the introduced exemplary service
“payments transaction processing”.

First, all relevant cost positions have to be named and listed (1.1). To keep com-
plexity low, only cost positions that have a substantial influence are to be included. All
others could possibly be considered by including a lump sum. Next, the determined
cost positions are characterized as either fixed or variable (1.2). All sales figures that are
cost relevant have to be estimated, i.e. all figures that have an influence on the size of
the cost positions (1.3). In our example these are the expected transaction volumes
(5 customers � 12’300’000 transactions per customer = 61’500’000 transactions) and
the number of digitizations (5 customers � 4’920’000 = 24’600’000, 80 % of which
are ESR). Based on these figures, the cost positions identified in 1.1 are quantified. The
next step is where our proceeding offers substantial decision support. For each fixed
cost position, sensitivities are estimated (1.4). Sensitivities quantify the ability of a cost
position to adjust to changed demand situations, i.e. the degree of variability. Variable
cost positions by definition have a sensitivity of 1. However, most fixed cost positions
do not have a sensitivity of 0 (which would mean that they are completely fixed). This
assumption might hold for positions such as buildings or substantial IT infrastructure.
However, when employee costs are considered the picture is slightly different: assume
a decision-maker runs through the procedure we propose (i.e. calculating all relevant
costs, designing pricing schemes, comparing pricing schemes and finally take the final
decision about prices). Further assume that due to market changes the anticipated
transaction volumes cannot be reached. In this case the decision-maker could lay off
some employees that are no longer needed. However, due to a mandatory period of
notice, let’s say six months, the termination only becomes effective after this time.
Thus, half of the employee’s salary has to be paid, meaning that the other half can be
saved. Therefore, this cost position would have a sensitivity of 0.5. Sensitivities serve
two distinct purposes: first, they can be utilized for semi-automatic scenario simula-
tions, a topic we touch upon later; second, thinking about sensitivities gives a sense for
the risk that is inherent in each cost position, which in turn will (and should) have an
impact on the pricing decision.

At this point, all cost positions are defined and quantified. Following the cost-plus
approach, the next step is to add the desired margin (1.5). After completion of (macro-)
step 1 the situation in our example could look as in Table 3.

To sum it up, (macro-)step 1 provides the following decision-crucial information: a
list of all relevant cost positions, their respective quantities and sensitivities as well as
the total required turnover.
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The next step is to design different pricing schemes. Suppose the provider is
risk-averse. Thus, the pricing scheme should reflect this attitude by including a fixed
price component. Having in mind that our service consists of basically two main
components, digitalization and processing, we decide to additionally include two fur-
ther price components. As our customers demand a pricing scheme as variable as
possible, these two components are variable (2.1). Next, for each component, decide on
the key according to which the costs are distributed among the customers. Take over
the corresponding estimated sales figures from 1.1. For the fixed component the
decision is straightforward: the corresponding key is the number of customers (i.e.
five), because the fixed price is equally shared among all prospective customers. As
indicated before, the second and third price components base on the keys “number of
transactions” and “number of digitizations”, with the corresponding figures estimated
in 1.3 (2.2). The next step enables the decision-maker to design the pricing scheme
under the aspect of risk-adequacy (2.3): for each cost position identified in (macro-)step
one, he decides which portion of the respective cost position he wants to earn with each
of the price components. Consider our example: the fixed employee cost position is
classified as a fixed cost. Consequently, a risk averse provider should allocate 100 % of
this position to the fixed price component in order to minimize the risk of not covering

Table 3. Estimated cost situation for the exemplary service after completion of (macro-) step
one.

Cost position Unit Cost/unit Quantity Total S.

Fixed costs
Employee costs for the team
“payments”, permanent staff

FTE 110’000 15 1’650’000 00.5

Material expenses (IT
infrastructure, workplace,
workstation etc.)

FTE 30’000 15 450’000 00.2

Variable costs
Employee costs for the team
“payments”, temporary staff

Hours 55 19’320 1’062’600 1

Material expenses (IT
infrastructure, workplace,
workstations etc.)

FTE 10’000 10 100’000 1

Swiss Interbank Clearing costs TRX 0.03 61.5 mn 1’845’000 1
Digitalization per payment slip
ESR

Pymt.
slips

0.12 19.68 mn 2’361’600 1

Digitalization per payment slip
form-standardized

Pymt.
slips

0.52 4.92 mn 2’558’400 1

Indirect costs
Surcharges (overhead costs etc.) 4.36 % on direct costs 800’217 1
Risk surcharge 1.00 % on direct costs 100’276 1
Margin 4.00 % on total costs 437’124 1
Total required turnover 11’365’217
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his fixed costs in case the transaction numbers tumble. However, in case the market
does not accept such a fixed amount, the provider will not be able to enforce the desired
allocation. Hence, he will eventually decide to allocate only 60 % of this fixed cost
position to the fixed price component, and allocate the remainder to the variable price
components. Similar considerations are applied for all other cost positions. For
instance, the digitization costs are completely allocated to the third price component to
achieve a usage-based charging (it certainly would not be fair to allocate these costs to
the second component, as a transaction does not necessarily cause a digitization).
Naturally, for each cost position the percentage distributions have to sum up to 100 %.
This step enables the decision-maker to design a risk-aware pricing scheme, based on
his risk appetite and restraints imposed by customer acceptance. After allocating each
cost position in the described way, the next step is to sum up the allocated costs per cost
component and divide the sums by the respective key values (e.g. 61’500’000 trans-
actions for the second price component) (2.4). The result is a price per price component
that has to be earned on average in order to achieve the earning goals. These prices
constitute the basis for further decision. In that respect it provides substantial decision
support. Next, for each price component, decide on the price model to be used (linear,
degressive, sliding-scale price etc.) (2.5). Based on the decision support that the pre-
ceding step provides, decide on the definitive price per price component (2.6). No
matter which price model was chosen, the only important thing is that the average price
per component is at least equal to the price obtained in 2.4. However, if the mar-
ket allows for higher prices, the decision-maker is free to raise the suggested prices.
The result of (macro-)step two is a complete price scheme. In case more than one price
scheme is desired (e.g. a more risk-affine price scheme without a fixed price compo-
nent) (macro-)step two is repeated. Figure 1 shows a possible pricing scheme for the
exemplary payments transactions processing service.

The final step of our proposed approach is an assessment of the constructed pricing
scheme(s). Basically, owing to subjective preferences each user may have his/her
favorite analyses, graphs and tables. However, subsequently we selectively propose
some ratios and figures that are useful in assessing the results of our approach: A.
Turnover per price scheme; B. Revenue per price scheme; C. % of variable costs/% of
variable turnover.

A and B. If the decision maker always exactly adopts the prices suggested by the
approach, each pricing scheme is going to yield the same turnover and subsequently the
same revenue. However, if for some reasons such as market intransparency, one price
scheme enables the provider to charge overall higher prices than other price schemes
would enable him to do, the former price scheme is superior to the others with respect
to turnover and revenue.

C. The risk of a price scheme in the presented approach is defined as the relation
between the total sum of variable cost positions and variable turnover. The higher this
ratio, the lower the inherent risk. A redefinition of this ratio in terms of fixed costs
makes matters clear: the higher the fixed costs in relation to the sum of the fixed price
components, the higher the provider’s risk of not covering his fixed costs once the
transactions and/or number of digitizations decrease. For reasons of simplicity this
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seemingly straightforward calculation of the ratio neglects the effect of sensitive fixed
costs. Principally, a whole bunch of other ratios and figures could be applied in the
assessment of the different pricing schemes, especially ratios concerned with the results
of different scenario simulations, a topic we will briefly touch upon later. Figure 2
gives a complete overview of our proposed approach.

Going Back the Spiral
Suppose it becomes apparent that the determined price scheme is not accepted by the
market. Based on what the market is willing to pay the price scheme and/or the
underlying cost positions have to be checked for whether there are possibilities to lower

Fig. 1. A possible pricing scheme.

Fig. 2. Summary of the proposed approach.
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costs or to reconfigure the pricing scheme in order to meet market’s requirements. Such
a proceeding is referred to as target pricing. Although the proposed procedure does not
yield definitive suggestion on how to lower costs and/or rearrange pricing schemes, it
yet creates some level of transparency, which is the basis for profound target pricing
decisions.

Formalization of the Approach
This section briefly shows how the quantitative parts of the proposed approach can be
formalized so that a transfer into an IT-enabled solution becomes feasible. We do not
aim at giving a complete implementation guide, but rather want to show the basic
quantitative relationship within the approach.

First, for each of the m ¼ 1. . .M cost positions the total costs cpm, given the
estimated sales figures, are calculated. These consist of the cost per unit ucm multiplied
by the number of units um plus eventually an absolute absm:

cpm ¼ ucm � um þ absm

Next, for each cost position m ¼ 1. . .M, the cost sum cpm is distributed among all
N price components pcn, where n ¼ 1. . .N. The percentage of cost position cpm that is
allocated to price component pcn is denoted as percmn. These percentages are put in by
the user, they are the main instrument for risk-aware pricing within our approach. The
double sum

XM

m¼1

XN

n¼1

percmn � cpm

has to be equal to the sum of all cost positions. This is true if and only if
PN

n¼1
percmn ¼ 18m, or – stated different – if each cost position is completely allocated to

the price components.

The sum
PM

m¼1
percmn � cpm yields the calculatory turnover pcn that has to be earned

by price component n. For each price component, the calculatory turnover pcn has to be
equally split among the quantity of the underlying key unit keyn. The result is the
calculatory required turnover per underlying key unit per price component (denoted as
pricecalc):

pricecalcn ¼
XM

m¼1

percmn � cpm
 !

=keyn

in the case of price component n. In the illustrated example, the key of the second price
component is the number of transactions, 61.5 mn. Thus, keyn ¼ 6105000000.
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The figures pricecalcn ðn ¼ 1. . .NÞ provide substantial decision support in that they
lay the basis for the final decision about the definitive price per price component,
pricedefinitiven . Table 4 indicates the valid value range for each of the used variables and
their respective meaning.

6 Evaluation and Conclusions

This contribution proposes an approach for risk-adequate B2B service pricing. It is
derived from existing approaches and practical experience. At the example of a pay-
ments transactions processing service the methodology has been applied.

With respect to requirements fulfilment, the following findings arise (Table 5):

• Reportedly, the approach is straightforward and easy to apply in practice (R1&R2)
• The approach only requires rudimentary cost information, which should be avail-

able in almost every company. It analyzes the cost structure, which is crucial to
assess the inherent risk (R3&R4)

• The pricing method includes multiple price components, which is crucial for
practical applicability (R5)

By fulfilling these requirements, it adds to the scientific body of knowledge a new
multi-dimensional, cost-based pricing model.

Table 4. Valid value ranges and summary of variable declarations.

Variable Value range Meaning

m N=0 Index of cost positions
cp R

þ Value of a cost position

u N=0 Number of units
abs R

þ Absolute costs

n N=0 Index of price components
uc R

þ Costs per unit u

pc N=0 Costs allocated to a price component
perc � 0 ^ � 1 Allocation percentage
key N=0 Quantity of resp. key units

pricecalc R
þ Calculatory price

pricedefinitive R
þ Definitive (set) price

Table 5. Requirements fulfilment.

Approach R1 R2 R3 R4 R5 R6

Risk-aware pricing approach 3 4 3 4 4 2

0 no fulfillment 1 partial fulfillment 2 moderate fulfillment
3 good fulfillment 4 complete fulfillment
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The following benefits have been reported by the two consortium members
(banking software vendors), who have applied it within their organization:

• Better management support because of transparency of the price-finding process
• Faster pricing decisions
• Better understanding of the inter-relationships between prices, costs, margins and

risks
• Better risk control and risk prediction

Further research potential especially prevails in one direction: while the approach
might be used to analyze competitor’s pricing actions, it has not yet been validated in
this respect. Eventually, the model needs some extension in order to directly enable the
user to compare multiple pricing schemes and pricing compositions. Further, the
artifact needs to be more closely tied to existing results from the domain of service
science. In this respect, a central future research need is to investigate whether the
risk-based pricing approach equally works for all types of services (i.e. business- and
technical services). Another - rather practice-oriented - opportunity is to evaluate
possible production environments for the approach. These range from dedicated
implementation to implementing the approach directly into core-banking systems or
pricing engines.
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Abstract. Prior research has provided a number of approaches for the speci-
fication and analysis of service processes. However, little is known about their
level of maturity regarding considered dimensions and characteristics. The
present study represents a first step towards filling this gap. Drawing upon recent
formalizations and delineations of service, a model for assessing the maturity of
service modeling and analysis tools is derived. As part of a systematic literature
review, it is applied to a set of 47 service blueprinting techniques to determine
their maturity. The study’s findings indicate a high level of maturity regarding
control flow and resource integration for most of the identified approaches.
However, there are several shortcomings with respect to the input and output
dimensions of the service process. The study proposes a set of research ques-
tions to stimulate future research and address the identified shortcomings.

Keywords: Service blueprinting � Service process � Specification and
analysis � Maturity

1 Introduction

In recent years, the characterization of service has shifted from an intangible product
focus to a more process oriented focus [1, 2]. A service process “[…] can be viewed as
a chain or constellation of activities that allow the service to function effectively”
[3, p. 68]. It represents a basis for advancements in service, such as service productivity
and service quality [4, 5]. A systematic method for service process specification sup-
ports service innovation and improvement and allows service organizations to gain
market success and growth [3, 5]. Scientific literature provides various formalizations
and delineations regarding the service process [6, 7], which together define a set of
dimensions and characteristics, from which service process specifications can be
understood [4].

So far, research in the areas of service science, management and engineering
(SSME) has introduced a multitude of approaches for the specification and analysis of
the service process [8, 9]. However, little is known about the extent to which they allow
for service process specifications considering proposed dimensions and characteristics,
as evaluations have focused on ontological and conceptual comparisons [10, 11]. Thus,
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the research question of what is the level of maturity of existing approaches for
modeling and analyzing service processes, still remains unanswered.

To extend our understanding in this regard [4, 12], a systematic literature review
following the principles of [13] is conducted in the article at hand. It aims for the
identification of existing service process specification and analysis approaches and the
assessment of their level of maturity. For the latter, a data extraction framework is
developed, which is based on the combination of novel formalizations and delineations
of the service process presented in [4]. On the basis of the review’s results, research
questions are formulated to stimulate future research on service production and
delivery.

The remainder of the article is organized as follows. First, the data extraction
framework for maturity assessment is described. In Sect. 3, we present the research
design underlying our systematic literature review. The results of the study are depicted
and discussed in 4. The final section concludes the article and discusses its implications
for the scientific community.

2 Theoretical Foundations

In [4], extant literature on the production process in services is reviewed and aggre-
gated to propose a generalized formalization and delineation of the service process. It
defines the set of information, in terms of dimensions and characteristics, which has to
be captured in the service process specification. For this research, we define the
maturity of a service blueprinting approach, as the degree to which it allows for the
specification and analysis of this information. Approaches supporting the whole set of
dimensions and characteristics, offer the highest level of maturity (Fig. 1).

The data extraction framework, which is used for the maturity assessment as part of
the subsequent systematic literature review, is based on the findings of [4]. However,
adding additional sub-dimensions, it also extends the suggested set of dimensions and

Fig. 1. Perspectives and dimensions of service processes (according to [4]).
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characteristics to allow for a more detailed evaluation and analysis. In this section, the
framework for data extraction is described.

Service processes have to be understood from three overall dimensions: input,
transformation process and outcome [4]. Contrary to manufacturing-based production
processes, “with service processes, [not only the service provider, but also] the cus-
tomer provides significant inputs into the production process” [14, p. 16]. More gen-
erally, this is true for all of the actors involved in the service process. Input resources
can be categorized into operand and operant resources [6, 15]. While former are defined
as (tangible) resources on which actions are performed to generate certain effects, latter
refer to (intangible) resources that act upon operand and/or other operant resources [6].

Transformation in service, is characterized as the alteration and conversion of a set
of input resources into desired outcome [16]. According to Service-Dominant Logic
[6, 15], actors within the service process share access to one another’s input resources
to integrate them and co-create reciprocal outcome (value). The complexity of such
transformational processes is determined by the number of participating actors and the
structure of the process flow. As service processes can span multiple customers and
stakeholders, they are able to evolve into complex service networks [17, 18]. Repre-
senting routing options of customer orders, process flows can be simple, linear or
complex [19].

Regarding the service process, it has to be distinguished between output and out-
come. For a while, research in the service operations management domain has focused
on output as a measure of service volume [4, 20]. However, academics have realized
the inability of these measures to reflect received benefits from service [4]. Outcome, in
this context, identifies the increase in an actor’s well-being through service [20]. In
service marketing literature, it is primarily referred to as value, which “[…] is always
uniquely and phenomenologically determined by the beneficiary” [15, p. 7]. Concep-
tualizations of value are, among others, stakeholder satisfaction and means-end [21].

3 Literature Review

As part of a systematic literature review, which follows the guidelines recommended in
[13], the data extraction framework derived in Sect. 2 is applied to assess the maturity
level of identified service blueprinting approaches. In the following sections, the
research design, that guides our systematic literature review, is depicted briefly.1

3.1 Population and Intervention

Based on the research question stated in Sect. 1, the population and intervention of
interest are derived as major terms. Our population is that of service process specifi-
cation and analysis approaches, and the intervention includes their application on either
exemplary service processes, or within the context of empirical (qualitative and

1 A more detailed description of the research design can be obtained from the principal author upon
request and the following link: http://1drv.ms/1LDAjR2.
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quantitative) inquiries. We are interested in those outcomes of the identified studies,
which describe the constructs and capabilities of the proposed approaches and thus
allow us to assess their maturity level.

3.2 Search Strategy and Process

Population, intervention and outcomes derived from the research question in Sect. 3.1,
represent major terms for constructing our search term [13]. Alternative spellings and
synonyms are determined for each of them. In addition, keywords of already reviewed
literature are checked. Designed search strings are piloted and the results are docu-
mented and reflected within an iterative procedure. The final search term is: “service
blueprinting”. It is appropriate for our systematic literature review, as the Service
Blueprinting method [5] is widely adopted and well known to service researches
[18, 22]. This is why many of these approaches can be seen as extensions to it, and it is
discussed in nearly every topic-related article [23–25].

We organize our search process in two separate phases: an initial search phase and a
secondary search phase. These two search phases are described in more detail in the
following sections.

Initial Search Phase. In the initial search phase, the derived search string is applied to
the meta search engine provided by the library of the Queensland University of
Technology to identify candidate primary online sources. It includes electronic data-
bases, such as Emerald Insight, ScienceDirect, SpringerLink, JSTOR, ABI/INFORM
Complete and PsycARTICLES. A total number of 159 articles are identified as being
relevant out of 246 hits in the meta search engine. For the initial search process,
peer-reviewed journal articles publicized in English language to the date of 2015-09-01
are included. In this phase, only the studies’ titles, abstracts and keywords are
reviewed. Identified articles are published in 87 different journals, which serve as our
primary online sources in the secondary search phase.

Secondary Search Phase. As part of the secondary search phase, identified online
databases are searched for existing service blueprinting approaches. Therefore, to each
primary online source, the constructed search string is applied. Based on the final set of
articles perceived as relevant to our study, a forward and backward search is performed
to find any additional research of interest [26]. Our initial sample consists of 278
studies from which we exclude the ones that do not match our inclusion criteria. As a
result, a total number of 47 service process modeling and analysis approaches are
identified as being relevant (see Table 1). Information of each primary study is
extracted according to the framework derived in Sect. 2.

4 Descriptive Data Synthesis and Discussion

In Table 1, information extracted from the primary studies is tabulated in a manner
highlighting dimensions and characteristics considered by identified approaches for
service process specification and analysis. It therefore represents the structure of our

On the Maturity of Service Process Modeling 359



data extraction framework derived in Sect. 2. In this section, the results of the sys-
tematic literature review are discussed and thereupon a set of research questions is
proposed to stimulate future research on service production and delivery.

4.1 General Discussion

As revealed in Table 1, none of the identified approaches offers the highest possible
level of maturity. Though, both of the approaches in [27, 28] take into account most of
the proposed dimensions and characteristics, they do not allow for the specification of
complex process flows. Therefore, future research might enhance their meta models to
introduce additional constructs for control flow. Nevertheless, it is this control flow
dimension in respect to which the majority (31 out of 47) of identified approaches has
to be considered as highly mature. This is also true for the dimension of resource
integration. While, in total, 32 of the identified approaches can be used to specify and
analyze the resource integration procedures of at least two process actors (service
provider and customer), 13 of them also provide support for the representation of
service networks. As a result, 15 tools focus on only a single stakeholder perspective,
that is either the service provider or customer.

Table 1. Dimensions and characteristics considered by the identified approaches.

Tool Input Resource
integration

Ctrl.-Flw. Outcome

Prov. Cust. Net. Prov. Cust. Net. Prov. Ben.

[29] – – – – X – Cplx. – Sq.
[30] Od. – – X – – Cplx. Profit. Sq.(t)
[31] Od. Od. – X X – Cplx. Profit. Sq.(t)
[32] Od./Ot. – – X X – Cplx. Effic. –

[22] Ot. Ot. Ot. X X X Cplx. Profit. Sq.(t)
[8] Od./Ot. Od. – X X – Cplx. Effic. Sq.(t)
[33] – Od./Ot. – X – – – Sat.
[34] – – – – X – Spl. – M.E.
[35] – – – X X – Spl. – –

[23] Od./Ot. Od. – X X – Cplx. – Sat.
[36] Od. Od. – X X – Cplx. Profit. Sq.(t)
[37] Od./Ot. – – X X – Cplx. Profit. Sq.(t)
[38] Od. – – X X – Cplx. Profit. Sq.(t)
[39] – – – X X X – – –

[40] Od./Ot. Od./Ot. Od./Ot X X X Cplx. – –

[41] Od. – – X X – Cplx. Profit. Sq.(t)
[42] Od./Ot. Od./Ot. – – – – – N.B. N.B.
[27] Od./Ot. Od./Ot. Od./Ot X X X Spl. Res. Res.

(Continued)
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Table 1. (Continued)

Tool Input Resource
integration

Ctrl.-Flw. Outcome

Prov. Cust. Net. Prov. Cust. Net. Prov. Ben.

[5] Od. – – X – – Cplx. Profit. Sq.(t)
[43] Od. Od. Od. X X X Cplx. – Sq.(t)
[44] Od. – – X – – Cplx. i.Sq. Sq.(t)
[45] Od. – – X X X Spl. – Sat.
[46] – – – X X – Spl. Effic. Sq.(t)
[47] Od. – – X X – Cplx. Profit. Sq.(t)
[48] Od. Od. Od. X X X – – Sq.
[24] Od./Ot. – – X – – Cplx. i.Sq. Sq.(t)
[49] Od./Ot. – – – X – Cplx. – Sat.
[28] Od./Ot. Od./Ot. Od./Ot X X X Spl. Pb.V. Pr.V.
[50] Od. Od. Od. X X X Cplx. – –

[25] Od. Od. – X X – Spl. – –

[51] Od./Ot. Od. – X X – Cplx. – Sq.(t)
[52] – – – – X – Cplx. – Sq.
[53] Od. – – – X – Cplx. Effic. Sq.(t)
[54] Od./Ot. – – X – – Spl. Profit. –

[3] Od. – – X X – Cplx. Profit. Sq.(t)
[55] – – – X X – Cplx. Profit. Sq.(t)
[56] Od. – – X X – Cplx. – E.V.
[9] Od. – – X X – Cplx. Profit. Sat.
[57] Od. – – X X X Cplx. Profit. Sq.
[58] Od./Ot. Od./Ot. Od./Ot X X X – M.E. M.E.
[59] – – – – X – Spl. – Sat.
[60] – – – X X – Cplx. – Sq.
[61] – – – X X – Cplx. Effic. Sq.(t)
[17] – – – X X X – – –

[18] Od. Od. Od. X X X Cplx. Profit. N.B.
[62] Od./Ot. Od. – – X – Cplx. – Sq.
[63] – – – – X – Spl. – Sat.

Notes: (Prov.) = Provider dimension; (Cust.) = Customer dimension;
(Net.) = Service network dimension; (Ctrl-Flw.) = Control flow dimension;
(Ben.) = Service beneficiary dimension; (X) = Dimension is considered by
approach; (-) = Dimension is not considered by appraoch; (Od.) = Operand
resource; (Ot.) = Operant resource; (Cplx.) = Complex process flow with or
without backflows; (Spl.) = Simple process flow with or without backflows;
(Profit.) = Profitability; (Sq.) = Perceived service quality; (Sq.(t)) = Time
dimension of perceived service quality; (Effic.) = Service process efficiency;
(M.E.) = Value as means-end; (Sat.) = Perceived satisfaction; (N.B.) = Value as
net benefit; (Res.) = Results of the service process; (iSq.) = Time and cost
dimension of perceived internal service quality; (Pr.V) = Perceived private
value; (Pb.V.) = Perceived public value; (E.V.) = Perceived emotional value.
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To obtain insights on the maturity regarding outcome and input of an individual
approach, a more detailed discussion on the interrelations of these two dimensions and
possible conceptualizations of service outcome is required.

4.2 Discussion on Outcome Conceptualizations

Beneficiary Perspective. From the service beneficiary perspective, conceptualizations
of service outcome can be classified into two primary categories: outcome as perceived
customer satisfaction and others. Perceived satisfaction represents a widely adopted
conceptualization of customer value in service marketing research [21]. It can be either
determined directly or equated to meeting and exceeding customers’ expectations of
service quality [21]. As [31] does not support the specification of any kind of control
flow, six approaches are identified allowing for the direct determination and analysis of
customer satisfaction on a service process level. Different mechanisms are provided by
them for that purpose: (a) assigning customer requirements to process activities and
measuring their fulfillment [9, 23, 33]; (b) giving scores of customer satisfaction per
service transaction [59, 63]; (c) measuring customer satisfaction based on predefined
methods [45] and identifying relevant and irrelevant process activities [49]. Since these
mechanisms draw on well accepted theories on consumer behavior (e.g. the
expectation-confirmation theory), related approaches should be considered mature
regarding the outcome dimension.

More than half of the identified approaches (25) allow for the assessment of service
quality. However, 19 of them primarily focus on the speed of service delivery and thus
rely on an insufficient conceptualization of service quality. Therefore, they do not offer
a high level of maturity with regard to service outcome. Nonetheless, six of these 25
approaches allow for a more holistic measurement of service quality, drawing upon
methods such as the SERVQUAL instrument [60], Critical Incident Technique [52],
Walk-Through Audit [62] and others [29, 48, 57]. They therefore can be considered as
highly mature when it comes to service outcome.

Other conceptualizations of value, like net benefit, means-end, emotional value and
private value, are not so much considered by the identified approaches. While the
concepts of emotional value and private value are less known to service researchers, net
benefit and means-end can be seen as well accepted conceptualizations of customer
value [21]. However, only two of the identified approaches adopt net benefit and
means-end for value determination on a process level [18, 34]. Other service
blueprinting tools making use of these two conceptualizations, do not support the
specification of process flows [42, 58]. As both concepts enable service providers to
obtain important insights, including information about service process attributes to
establish, issues that hinder the realization of customer benefits and desired customer
objectives, we propose the following research question to encourage future research on
their exploration: How to determine customer value conceptualized in form of net
benefit and means-end on a service process level? (FRQ-1).

Provider Perspective. Of the total set of identified approaches, only 26 provide
support for the assessment of service outcome from a service provider’s perspective.
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The majority (15) of these approaches focuses on simple measures of profitability, that
is the difference between revenues and costs [5, 47, 54]. Following this conceptual-
ization, one of the determining factors of provider value is value-in-exchange. How-
ever, the concept of value-in-exchange is considered as one of the foundations of
Goods-Dominant Logic and has been strongly criticized in recent research on service
[6, 64]. It is argued that a conceptualization of value in nominal exchange is not able to
capture the ‘real’ value perceived through service. In a consequence, alternative con-
ceptualizations of value have been proposed by service researchers, such as
value-in-use and value-in-context [6, 15].

Other approaches that are identified, adopt the notion of value as internal efficiency
[32, 46, 53]. It describes the relation between output and input from the service pro-
vider’s point of view [8], and thus is similar to the concept of service productivity [4].
“In an efficiency-driven inside-out perspective the key performance indicators are time
and costs. The main goal is to find a single time- and cost-efficient process design […]”
[8, p. 742]. This more concrete definition is also supported by [42]. The conceptual-
ization of value as internal efficiency represents a manufacturing-based measure in
service [4]. Its application in the context of service, therefore, is associated with lim-
itations (see Sect. 2). As both concepts of value, profitability as well as internal effi-
ciency, seem to be outdated according to recent research in the areas of SSME, the
maturity regarding service outcome of the approaches relying on them, has to be
considered low. Hence, future research should strive towards answering the following
research question: How to assess more recently proposed conceptualizations of value,
such as value-in-use and value-in-context, from the service provider perspective on a
service process level? (FRQ-2).

Two of the identified approaches, allow for the assessment of value as net benefit
[42] and means-end [58] from the service provider’s viewpoint, however, not on a
service process level. The two value types are determined by the service provider based
on an actual or potential service experience. Therefore, they can be seen as con-
cretizations of Service-Dominant Logic’s notion of value-in-use. In order to contribute
to the proposed future research question FRQ-2, the following research question might
be addressed by future research: How to determine provider value conceptualized in
form of net benefit and means-end on a service process level? (FRQ-3).

The conceptualizations of provider value (service process results, internal service
quality and public value) presented and/or introduced in [24, 27, 28, 44] are not widely
adopted in SSME research. It is therefore difficult to conclude on whether the maturity
of the related approaches has to be considered high or low regarding the outcome
dimension of service process.

4.3 Discussion on the Interrelations Between Service Input and Outcome

Service providers and customers, together, provide input resources to the service
process in order to transform them (through resource integration) into outcome (value)
[4, 15]. Realizing a desired outcome, both actors have to provide a required set of input
resources to a specific level. Hence, it is important to know which input resources are
required for the achievement of the outcome and to what extent the involved actors
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possess these resources and thus are able to provide them. Especially operant resources
are considered as an important input, as they are considered as the fundamental source
of competitive advantage [6, 15]. Nonetheless, as depicted in Table 1, the identified
approaches fall short in considering these aspects.

With regard to provider input resources, 14 identified approaches allow for the
specification of operand and operant resources. However, only five of these approaches
consider the specified input resources when it comes to outcome determination. While
two approaches draw upon well-known value conceptualizations [42, 58], the other
three approaches define outcome as public value [28], internal quality [24] and service
process results [27]. Especially the methods comprised by the approaches presented in
[27, 58] can be considered as highly mature, since they allow for the specification of
complex job descriptions and value compositions integrated into outcome assessment.
Future research should aim for transferring these concepts to other service process
specification and analysis approaches to allow their application to more well-known
value conceptualizations on a service process level. Such future research would con-
tribute to the research question of: How to integrate provided input resources into the
determination of well-known value conceptualizations on a service process level?
(FRQ-4).

This research question is also of interest with respect to customer input resources.
Only six approaches allow for the specification of operand and operant resources from
a customer perspective. Two of them however, do not allow for the analysis of cus-
tomer outcome. The rest of these approaches have already been discussed from the
provider perspective.

5 Conclusions, Limitations and Future Research

Our research findings indicate a high level of maturity for most of the identified
approaches with regard to the control flow and resource integration dimensions. Having
a look at the dimensions of service input and output, however, several shortcomings
can be identified which should be addressed by future research. In this regard, the study
at hand proposes a set of research questions.

As highlighted by the discussion in Sect. 5, the presented framework for maturity
assessment has some limitations. Future research might enhance the conceptual
framework regarding the input and output dimensions. This is required to also take into
consideration different conceptualizations of outcome and the interrelations between
service input and outcome. As a result, this would allow for a more adequate assess-
ment of the maturity of existing service process specification and analysis approaches.
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Abstract. This paper provides an introduction to the topic of Enterprise Social
Networks (ESN) and illustrates possible applications, potentials, and challenges
for future research. It outlines an analysis of research papers containing a literature
overview in the field of ESN. Subsequently, single relevant research papers are
analysed and further research potentials derived therefrom. This yields seven
promising areas for further research: (1) user behaviour; (2) effects of ESN usage;
(3) management, leadership, and governance; (4) value assessment and success
measurement; (5) cultural effects, (6) architecture and design of ESN; and
(7) theories, research designs and methods. This paper characterises these areas
and articulates further research directions.
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1 Introduction1

The rapid spread of Web 2.0 technologies allows users to play an important role in
content creation on Internet platforms. A fundamental characteristic of these technolo‐
gies is that they allow information to be created and exchanged via Internet-based plat‐
forms [1]. The advantages associated with this are not only of interest for private users
but also for companies [2]. Organisations introduce Web 2.0 tools for internal applica‐
tions too, e.g. to enable employees to share information and to support cooperation with
customers and partners [3]. A group of these tools that has gained particular attention
in an organisational context is called Enterprise Social Networks (ESN). These ESN are
applied with the objective of improving both, organisational effectiveness and effi‐
ciency [4].

Following Li et al., we define ESN as a “set of technologies that creates business
value by connecting the members of an organization through profiles, updates and noti‐
fications” ([5], p. 3).

1 This paper is part of the dissertation project of Gerald Stei.
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ESN research is part of the research field of Computer Supported Cooperative Work
(CSCW). In general, CSCW examines how information technology can be used to gather
the knowledge of employees and to solve work-related issues [6]. In the span of more
than 25 years, research on CSCW has become a well-established area in information
systems research [7]. Already in 1996, Teufel created a framework to classify CSCW
applications in terms of their ability to support group communication, coordination and
cooperation [8]. These three support functions can be drawn on to describe the aims of
ESN usage.

The first aim refers to the improvement of communication. ESN support users in
communicating with each other beyond spatial and temporal distances and in having
conversations via the company network [3, 9]. Hence, ESN facilitate communication
on an individual level, in private or public groups, and finally across an entire enterprise
[4, 10]. This fosters communication between different organisational units and levels,
but it may also challenge the formal hierarchy [11].

The second aim of implementation of ESN is the improvement of coordination
within the enterprise. ESN have been found to support coordination in respect of work
shared between employees within organisations by for example providing functions that
help employees to fulfil subtasks [12, 13].

The third aim refers to cooperation and to the development of new forms of work
arrangements [9]. ESN support collaborative cooperation in organisations by way of
functions that range from mutual document processing and sharing [4, 14] to the creation
of extensive collaborative work environments [7]. In this context, it has also been found
that the cooperation is improved even beyond hierarchical structures [15].

The purpose of this paper is a systematic presentation of research potentials discussed
in literature. The elaboration of such focal points can serve as a starting point for future
research while contributing towards a better understanding of ESN and their effects on
organisational work processes. For this reason, this paper answers the following ques‐
tions:

Which main research areas can be derived from analysing existing research papers on Enterprise
Social Networks?
Which specific research questions remain unanswered in current research on Enterprise Social
Networks, and how might these questions contribute to a comprehensive research agenda?

In order to answer these questions, the paper is structured as follows: The next
chapter presents and summarises existing literature reviews on ESN. On this basis, an
extensive literature review focusing on current ESN research publications is performed.
Afterwards we describe the main results of this review and outline crucial research areas
for ESN research as well as specific research questions thus far unanswered. Finally, we
set out a research agenda that addresses the previously identified gaps in ESN research.

2 ESN Literature

A raw analysis of current literature indicates a large amount of related research on ESN.
In this paper, we first analyse ESN literature reviews in order to present the current state
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in the field of ESN research. Subsequently, we present the methodical approach used in
our own supplementary literature review.

2.1 Related Work

As a first step this paper considers three exemplary scholarly publications featuring
literature reviews on the topic of ESN to illustrate the status of current research. In doing
so, the question focussed on is which core questions for future research are identified in
each paper. For this reason, the research work by Altamimi [3], Williams et al. [16], and
Berger et al. [11] is outlined in the following.

Altamimi [3] analysed the scientific literature on Social Software in a lexical study
published in 2013. His objective was to systematically present the evolution of the liter‐
ature since the development of social software and Web 2.0 technologies. As for iden‐
tifying directions for future research, his claims are threefold: to have considered the
advantages and disadvantages of Social Software usage in organisational scenarios; to
have determined the effects and successes of Enterprise Social Software; and to have
analysed the problems arising along the way. Altamimi further states that continuative
literature reviews with innovative approaches, such as content analysis, are required [3].

Also in 2013, Williams et al. examined the extent to which scholarly publications
on ESN meet the challenges and impacts currently faced by organizations [16]. The
authors identify five ESN-specific topics in their analysis of the relevant scholarly liter‐
ature: “overview”, “adoption”, “use”, “impact” and “other”. Williams et al. found that
organisations are more interested in topics relating to information management and
compliance challenges; the identification and measurement of the advantages of ESN;
and the integration of ESN into business processes and business software. For this
reason, the authors call for a new research track mainly focusing on the requirements of
practice [16].

The review by Richter et al. [17] is a comprehensive account of research in Internet
Social Networking. It gives an overview of Social Networking Sites (SNSs) and makes
the body of research accessible to researchers as well as practitioners in the Enterprise
2.0 context. The authors analyse the research done in papers published from 2003–2009
and highlight areas where research is missing. Richter et al. specify three potentials for
further research concerning SNSs in an enterprise context: Recruiting and Professional
Career Development, Relationship Facilitation in Distributed Work Contexts, and SNSs
as medium to engage with consumers [17].

In the papers mentioned, the focus of the reviews lies on different aspects of ESN.
The paper at hand therefore is meant to supplement these papers by systematically
presenting the research potentials as stated in the specific ESN literature from a wide
number of scholarly publications.

2.2 The Review Process

This paper differs from the above reviews in various aspects. First of all, our main goal
is to identify and work through in detail the ESN research gaps mentioned in literature,
but without focussing on a certain cultural area. Furthermore, in order to give particular
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attention to currently relevant questions, only papers published no earlier than from 2013
on are considered for our analysis. To identify the relevant research papers for this review
and to ensure a broad and suitable literature background [18], three different scientific
databases were accessed (Business Source Complete, IEEE Xplore, and Science Direct).
In addition, only papers published in scientific journals [18] and conference proceedings
[19] were taken into consideration. The search for relevant research was based on the
following keywords: “Enterprise Social Networks”, “Enterprise Social Software”,
“Enterprise 2.0”, “Enterprise Social Networking”, “Enterprise Social Platform” and
“Enterprise Social Networking Site”. In total, the search found 86 relevant papers all of
which were included in this review.

3 Research Areas on Enterprise Social Networks

As part of the analysis a plethora of research questions relating to ESN was identified.
The implications for theory were collected from the papers and condensed through
several iteration steps: The single papers were grouped based on the proximity of the
content. As a result, seven fields of research were identified, which will be closely
described in the following section: (1) user behaviour; (2) effects of ESN usage;
(3) management, leadership, and governance for ESN; (4) value assessment and success
measurement; (5) cultural effects; (6) architecture and design of ESN; and (7) theories,
research designs and methods. The key elements of these research fields are character‐
ised in the following.

3.1 User Behaviour

A consensus prevails that a better understanding of user behaviour is a key success factor
for the operation of ESN. For example, Berger et al. pointed out the significance of
examining user behaviour in relation to social networks in a company context [11].

The core question to be considered in this area refers to the motives driving the staff
of an organisation to use or not use ESN [1]. In this context, the motivational factors
that lead to using or opposing ESN could be studied [20]. Moreover, it seems promising
to observe user behaviour in relation to the sexes or various age groups, since this allows
us to evaluate differences in the attitude towards ESN among different user groups [21].

Furthermore, the relevant context factors impacting on ESN usage can be analysed.
There is a great variety of relevant factors whose influence has not yet been conclusively
determined [22]. Chin et al. call for the identification and validation of technological,
organisational, social, individual and task-related factors that influence ESN usage [23].
One possible factor of great relevance is the interpersonal trust prevailing between the
(potential) users of a network. This and other context factors might be claimed as subject
matter for further research [24].

A gain in insight might also result from differentiating between user groups [25].
With a deeper analysis of the needs of heterogeneous user groups, success factors for
the introductory phase of ESN could be identified and addressed [26].
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Observation of ESN usage by teams is also to be seen as a promising line of inquiry
since the way teamwork influences adoption of ESN can then be examined [27].

A further question of interest is whether (and if so, how) the users’ requirements
change over time. The performance of longitudinal studies could shed light on how the
adoption and usage of ESN develop in the course of time [28].

Fulk and Yuan call for the deeper examination of the differences between conven‐
tional Information and Communication Technology and ESN [29].

One further aspect of ESN usage relates to the sharing of knowledge in organizations.
It is still debatable which factors are of relevance for knowledge sharing in ESN. In
future research, ESN usage can be evaluated in relation to task-related vs. social purposes
[30]. In general, it makes sense to analyse the reasons why employees share their knowl‐
edge [31, 32]. After all, a key area of research lies in the identification of the (de-)moti‐
vating factors that have a significant influence on whether or not knowledge is shared
in ESN [33]. Considering the specific vitality of ESN, the diffusion of the information
and knowledge in companies can be examined more closely [34]. To conclude, it is
desirable to understand the potentials of the development and flow of organisational
knowledge and the role of ESN [29].

3.2 Effects of ESN Usage

Another research area of highly rated relevance is the impact of ESN on corporate
performance. To this end, further case study research is necessary to describe the effects
of ESN in a more holistic way [21]. In order to generate causal models of great practical
relevance, the effects of ESN usage need to be described in empirical practice [3].
Empirical studies can determine which causal effects are actually in play and under
which conditions [35].

ESN usage promises a large number of positive effects on organisational processes,
despite these not being fully recorded and empirically verified. A deeper examination
of the advantages of ESN usage is called for by Kuegler and Smolnik [36].

One advantage of ESN lies in the possibility of open communication and the
exchange of knowledge. In this context, further evaluation of the contextual factors
stimulating these effects can offer valuable insights [37].

In addition, the findings of qualitative preliminary studies indicate that ESN usage
can support the creative potential of organisations. It seems promising to research the
correlation between the functions of communication platforms and the creativity of
users [38].

Guy et al. propose as a further research question to investigate how the use of social
media contributes to an increasing level of expertise within organisations [39].

ESN enable employees to network with each other and to exchange information,
whether this be work-related or of a social kind. A fruitful research approach could lie
in extensive analysis of the relationships between the key users plus evaluation of this
topic with respect to further relevant questions [40].

Apart from the positive effects of ESN, negative effects may also arise. These have
not yet been researched in depth. In order to evaluate negative effects of ESN, Subra‐
maniam et al. call for a holistic analysis of undesirable effects of ESN usage [41]. For
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example, it seems possible that ESN usage may promote hidden behaviour or cause
dialectic tensions between the employees [37].

Worthy of mention too are aspects like the environmental friendliness of ESN by
reducing travel costs. By pointing towards the term “Green IT”, Agarwal and Nath
outline the fact that further intensive studies relating to energy efficiency and environ‐
mental compatibility of ESN are needed [42].

3.3 Management, Leadership and Governance

A relevant question for theory and practice is the extent to which the introduction and
operation of ESN can be influenced with respect to corporate goals. Experiences in
companies show that ESN applications significantly differ from other IT systems by
being more flexible and useable for a plethora of purposes. The development of suitable
theories and management concepts would be helpful for such “malleable end-user soft‐
ware” [43]. Other authors also focus on the relevance of developing custom-made
management and governance approaches for ESN [4, 44].

The idea of leadership also features in research within this context. In this regard, it
is relevant to explore the role played by different forms of leadership in relation to
ESN [45].

In the introductory phase of ESN, it is highly important to stimulate adoption of the
system by users. The focus will be on which guiding principles are reasonable when
considering an adoption strategy [46] and which elements are critical for that strategy’s
success [47].

Closely connected to the concepts of management and leadership is that of gover‐
nance. Han et al. describe the implementation of a governance structure for the intro‐
duction of ESN, and call for further research into the development of general governance
models within this context [48]. Alqahtani et al. also call for further studies on how
organisations can effectively govern ESN [49]. Further in need of clarification is whether
ESN usage can be stimulated by a range of training measures. In this case, a longitudinal
study with time series data may prove helpful [33] and consideration of various envi‐
ronmental factors is certainly desirable [37].

Effective governance mechanisms also lead to the consideration and analysis of data
integrity. A core question for organisations is how to address these additional risks [49].
Another challenge consists in the securing of data generated in ESN. Especially in view
of the risk of unauthorised access to ESN and the risk of hacking, extensive data protec‐
tion must be ensured. Berger et al. also call for further research on data security in
ESN [11].

3.4 Value Assessment and Success Measurement

Another key research area concerns the value proposition with respect to ESN. Devel‐
opment of a compelling and holistic value assessment for ESN still has potentials for
further research activities. In this context, Altamimi calls for a conceptualisation and
evaluation of the “performance” of ESN [3].
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Also, this being the basis for the decision to invest in ESN, it is essential for compa‐
nies to be able to clearly determine their value. With regard to the business value, specific
measurement models need to be defined and evaluated [50].

A measurement approach to how ESN contribute to the quality of collaboration and
general performance is also called by Merz et al. [51]. ESN generate extensive data that
can be correlated with the productivity of employees [52, 53].

Finally, for the purpose of measuring success in ESN, there are several barriers whose
examination may prove rewarding. Herzog et al., for example, call for further research
into possible barriers to measuring success [54].

3.5 Cultural Effects

Introducing ESN to companies means creating a new kind of communication channel.
A change in the communication structure can radiate into various areas of the organi‐
sation [3]. Further examination of the interplay between cultural factors and ESN there‐
fore is desirable [12].

Another area of interest relates to how ESN impact the interplay between single
organisational sub-cultures [55]. Kuegler et al. call for the evaluation of organisational
climate and further determinants of the ESN implementation process [56]. The role of
organisational hierarchy is also relevant for ESN adoption [57]. It would also be appro‐
priate to evaluate the influence of individual hierarchy levels on the setup of organisa‐
tions upon adoption of ESN [58].

Considering the effects of country- and region-specific cultures on the usage of ESN,
it is evident that a significant influence by such factors is insinuated in the literature.
Hence, Trimi and Galanxhi point out the necessity of determining the effects of regional
cultures on ESN [26]. This allows to evaluate the influence of various cultural conditions
on communication behaviour in ESN [59]. Thus, conclusions can be drawn about the
adoption of ESN in different countries [28, 48].

3.6 Architecture and Design of ESN

Another relevant research area concerns the technological architecture of ESN and its
software design. Exemplarily, Baghdadi and Maamar present an interaction reference
model and an interaction architecture for ESN [60]. This preliminary work can be
developed and extended by the use of service-oriented architectures and web services
[60]. Another promising approach to the architecture of ESN lies in the implementation
of such systems in a scalable distributed computing environment [61].

The usage of the communication platform can be influenced by the design of ESN.
Evidence about the needs and preferences of (potential) users can be taken into account.
This in turn might have positive effects on the adoption of ESN. For this reason, Berger
et al. call for the acquisition of additional knowledge concerning the software
design [11].
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3.7 Theories, Research Designs and Methods

In literature, several implications are stated for future research: they refer to theories,
methods and research designs. The suggestions are difficult to generalise and need to be
seen in the specific research context.

First to be mentioned is the call for elaboration of specific and relevant theoretical
perspectives in relation to Enterprise Social Media, as outlined by Osch and Coursaris
[62]. In addition, empirical tests for relevant multi-level constructs should be devised.

Regarding future research designs, examination of the development of ESN-related
phenomena is called for in various papers. By evaluating time series data in longitudinal
studies, conclusions can be drawn as to their developments [28, 33, 63].

Numerous proposals can also be found in the literature on selected research methods.
Content analysis [59], semantic analysis [64] and ethnographic research methods [13]
are identified as additional useful methods to be applied in future.

4 Conclusion

This paper analyses the existing literature on ESN research and, at the same time,
provides an overview of exemplary papers dedicated to ESN-specific literature. On the
basis of the insights gained therefrom, current research papers are analysed with a view
to derive statements for future research. As a result, seven promising research fields can
be identified: (1) user behaviour; (2) effects of ESN usage; (3) management, leadership
and governance; (4) value assessment and success measurement; (5) cultural effects; (6)
architecture and design of ESN; and (7) theories, research designs and methods. These
fields are outlined and characterised on the basis of exemplary questions. It is evident
that extensive research potentials in the field of ESN research does exist and that these
lend themselves to elaboration in future research designs and scientific examination.
Table 1 shows an overview of the papers in the individual research categories.

Table 1. Allocation of papers to the categories

User behaviour [1, 11, 20–34]
Effects of ESN usage [3, 21, 35–42]
Management, leadership and governance [4, 11, 33, 37, 43–49]
Value assessment and success measurement [3, 50–54]
Cultural effects [3, 12, 26, 28, 48, 55–59]
Architecture and design of ESN [11, 60, 61]
Theories, research designs and methods [13, 28, 33, 59, 62–64]

In the analysed scholarly publications most papers belong to the “user behavior”
category (17 papers), meaning that the bulk of the analysed papers anticipate research
potential in this category. Second most papers (11) are assigned to “management, lead‐
ership and governance”, indicating that extensive research is called for in this category,
too. “Effects of ESN usage” and “cultural effects” each comprise ten papers, showing
that different topics in these categories are expected to be fruitful. Rather less prominent
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in the analysed papers are research suggestions belonging to the following categories:
“theories, research designs and methods” (7), “value assessment and success measure‐
ment” (6), and “architecture and design of ESN” (3).

This paper is of limited scope. In order to depict the status quo of research, only
professional papers from 2013 to 2015 are considered. As part of a more comprehensive
research agenda, the focus of the study could be extended to other years. In addition,
the online libraries of other specialist subjects might be drawn on to gain a wider database
and to stimulate interdisciplinary research work on ESN.

This paper gives an overview of the research potentials of ESN. A deeper analysis
of the individual research fields would exceed the scope of this paper. Interested
researchers might wish to scrutinize individual cited papers in detail and derive specific
questions. However, the paper at hand makes a valuable contribution to further devel‐
opment in the area of ESN research.
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Abstract. Popularity in social networks is a significant indicator of social
success in western societies. The social capital within social networks has become
an important element of social status. Therefore, the paper investigates why some
users on Facebook receive more likes than others. The authors created eight
hypotheses to test the influence of determinants on the popularity on the social
media platform Facebook. The results show that especially gender, age, written
posts and uploaded pictures or videos as well as adding new friends influences
the popularity on Facebook.

Keywords: Social media behavior · Facebook · Likes · Popularity · Empirical
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1 Introduction

The popularity on Facebook and other social network sites has become the most signifi‐
cant indicator of social success in western societies. Facebook offers individuals a plat‐
form to present themselves and their social network [1]. In turn, Facebook can collect data
from its users. To foster Facebook as a social network site and to embrace new user
groups, Facebook continuously extends its offerings. According to Facebook Report 2014
[2] 1.39 billion people used Facebook actively during one month meaning they are logged
into the network once or more per month. The number of users on average day aggregates
to 890 million worldwide (301 million in Europe) and has increased by 18 % compared to
2013 [2]. While recent literature focuses on the maximization of brand post popularity
[43], factors that might maximize post popularity for each are neglected so far.

Facebook exposes a huge amount of personal information. Likes express personal
preferences and by analyzing them, some private traits and attributes can be predicted [3].
Therefore, it does not surprise that concerns about the protection of privacy arise. In
Europe, deep concerns about the protection of privacy in social networks exist [4]. On the
other hand, it was found that users consider self-disclosure of basic and sensitive informa‐
tion as helpful for receiving benefits from Facebook [5]. By establishing and maintaining
connections in social network sites the user can increase his social capital [6]. Social
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capital [6] is expressed both as static connections (friends) and dynamically as e.g. the
number of Likes. Users with a lot of friends are e.g. rated as popular people, consequently
to this, people with many generated Likes could be rated as interesting and artful. Accord‐
ingly, the status of a person within a group can increase because of this social capital [6]
(e.g. number of Likes). Often, a high number of Likes is an indicator for the future crea‐
tion of a Facebook friendship. In general, Facebook Like behavior shows aspects of user
behavior as well as different relations in social networks. It is very interesting to discover
different aspects of social media user’s behavior to understand which factors influence
their behavior and therefore how their behavior can be stimulated or antagonize. In partic‐
ular, the understanding is very meaningful, also for research, because the behavior in social
media environments can completely differ from the common manner of peoples’ behave.
There is a sparse research of the question how user behavior can be affected in terms of
receiving Facebook Likes. Therefore, this paper investigates potential drivers of “Likes”
on Facebook. Moreover, the research presented is in relation to other works. For instance,
Quercia et al. describe factors for preferring either offline or online friends [7]. Recently,
there are 350 friends per user on average [8]. Furthermore, gender differences in young
Facebook users’ assumptions on privacy are explored by [9]. In this context, Likes can
evoke positive feelings suggesting that Likes received for a post might be seen as acts of
acceptance from other users within a social network [42]. Finally, this study shows how
personality and social capital is associated with friendship patterns, and how the indi‐
vidual can increase it by Likes.

The paper starts with a description of the research context and the research design
based on a systematic literature review. Then the research methods and the data collec‐
tion are discussed. The results are presented in the following section. Finally, a conclu‐
sion is given.

2 Background and Research Design

In order to investigate the reason why some users on Facebook receive a high number
of Likes (e.g. for own posts, pictures/videos, etc.) and others do not, we design a research
model based on the recent literature [10] as well as core elements of the social network
Facebook as shown in Fig. 1.

Regarding to our study design (Fig. 1), the authors found eight determinants based on
a systematic literature review of the last decade according to [10] with keywords as “Face‐
book”, “like”, etc. in databases such as SpringerLink, EbscoHost, IeeeXplore, AISeL, ACM
Digital Library, and ScienceDirect that might influence the received “Likes” on the social
media platform Facebook. First, we assume that the number of written posts have a posi‐
tive influence on the number of Likes a user gets in average. Users with a high degree of
extraversion tend to interact more with social media sites [11]. According to Forest and
Wood, users who frequently update their Facebook status are getting more “Likes” from
their friends [12]. General aspects of this topic were explored in a recent study taken place
in the US by Choi et al. [13]. In particular, positive emotions posted on Facebook lead to
more feedback on “Likes” [41]. This leads us to H1:
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H1: The number of written posts is positively associated with received Facebook Likes.

Second, once users became friends on Facebook, they are much more likely to comment
or to like the status of each other [14, 15]. The level of relationship with the ‘‘poster’’ is
much more relevant to like user generated content than the content itself [14, 16]. As a
result, user with a higher than average number of added friends tend to receive more Likes
on Facebook [11, 15], which leads us to the following hypothesis:

H2: The number of friends in Facebook positively influences the received Facebook Likes.

Third, we hypothesize that there is a positive link between the amount of shared posts and
the received average “Likes” a user gets for it. Oeldorf-Hirsch and Sundar [17] detected
that people get more involved in news-stories if they comment and like shared news-stories
on Facebook. Once involved, they tend to comment and like more often shared posts about
these news-stories [17]. Choi et al. [13] found a positive link between the number of
overall posts of an individual and the “Comments” and “Likes” received from friends [13]
as reciprocity is an important factor in defining relationship maintenance. This leads us to
the following hypothesis:

H3: The more posts an individual shares, the more Likes received on Facebook.

In the fourth place, there are several references describing user behavior in social media and
the relationship among friends on Facebook. For instance, Moore and McElroy [18] argue
that there are some dimensions of personality such as extraversion to explain and better
understand Facebook usage. Hence, an extraverted user on Facebook tend to have more
friends and more social interactions than the average [11, 19]. In accordance to Amichai-
Hamburger and Vinitzky [20] as well as Bachrach et al. [21], who found a positive rela‐
tion between extraversion and the number of Facebook friends, we assume:

H4: The more often a person adds friends, the higher the received Facebook Likes.

Fifth, existing studies show a relationship between the age of a Facebook user and its
activity [20, 22]. Both Hampton et al. [20] as well as McAndrew and Jeong [22] reveal
negative correlations between age and Facebook activity. Thus, younger people are said to
be more active on Facebook [9]. As we assume, a high activity also implies a high number
of Likes allocated by users, we formulated:

H5: The age of Facebook user does have a negative impact on the number of received Face‐
book Likes.

As a sixth point, we assume that the number of “Fan-Pages” liked by a user positively
influences the number of “Likes” a user gets in average for a post. Arteaga Sanchez et al.
examined the relation between the usage of Facebook and shared interests in an educa‐
tional context [23]. The results show that individuals with common interests tend to
interact more, so we hypothesize:

H6: The number of pages liked by a user is positively associated with the number of Facebook
Likes received.

Seventh, female users statistically contribute to more user generated content than men –
while women averagely make 21 status updates a month, men only make six on their
Facebook profile [20]. Comparing the mean of the questionnaire by Hampton et al. [20]
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with respect to the frequency of Facebook activities by gender in 2011, one can see huge
differences in the number of allocated Likes by gender. Overall, female users are said to
be more active regarding the time spent on Facebook [9] resulting in the hypothesis:

H7: Women receive more Facebook Likes than men do.

Authors found out that user-generated content, like uploaded videos or photos in social
media, is perceived as a mere self-presentation to impress others [16]. As a basis for social
comparison, these self-presentations might influence users’ life satisfaction by evoking
negative feelings such as envy [16]. In this context, we assume that positive feelings like
being delighted for somebody are overlaid by negative emotions, like disfavor and envy,
if a user uploads a high number of videos or photos, for instance impressions from vaca‐
tion, to show its social standing. Hence, we conclude that a higher number of videos and
photos posted are negatively associated with the number of “Likes” received:

H8: The amount of photos and videos posted on Facebook has a negative influence on the
received Likes.

The literature review is summarized in the following table (Table 1):

Table 1. Summary of literature review

Determinant Author
Written posts [11, 12, 13, 42]
Amount of Facebook friends [11, 14, 15, 16]
Shared posts [13, 17]
Frequency of adding new friends [7, 11, 18, 19, 20, 21]
Age [9, 20, 22]
Page likes [23]
Gender [9, 20, 22]
Post of pictures and videos [16]

To examine the impact of the specified determinants above on the received number
of Likes on Facebook, the online-based responses of the participants ranged on a Likert
scale [24] of one to five (1: never; 2: rarely; 3: sometimes; 4: often; 5: very often). To
prove hypothesis six (H6: The number of pages liked by a user is positively associated
with the number of Facebook Likes received) we introduced a scale from one to six to
answer the question “How many publicly accessible fan pages did you like on Face‐
book?” (1: <5; 2: 5–10; 3: 11–15; 4: 16–20; 5: 21–25; 6: >25). For questions concerning
the age and the number of friends on Facebook, we implemented a text field for entering
numbers in our online-survey. Gender was finally set as a dichotomous variable
(1 = female; 0 = male). All questions were designed according to general quantitative
study guidelines [25].
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Fig. 1. Research model

3 Research Methods and Data Collection

According to our research model, we investigate our hypotheses based on a quantitative
research approach via a web-based online survey [26] in the German language. Addi‐
tional to qualitative research methods like interviews, quantitative research methods like
questionnaires are applied to evaluate the fit of a theoretical model with empirical data
[26]. Furthermore, questionnaires are often used to extract Facebook user behavior (e.g.
[27–29]). The survey was implemented via the open source software LimeSurvey [30]
in Germany. First, a Pre-test of the study was implemented in November 2014 to ensure
a high quality of research. Based on the results the questionnaire was improved. The
main study started in December 2014 and ended in January 2015. We collected a sample
of n = 772 answers of different participants. We asked only young people (e.g. students)
because of the typical use of Facebook in this socio group [22, 31]. Therefore, we use
the age as a strong selection question as well as a question if the person uses Facebook.

After data cleaning, we got a final sample of n = 485 German Facebook users. The
mean age was 23.19 years. 60 % of the asked persons were female and 40 % male. The
amount of Facebook friends of every asked participant within this study are 322 persons
on average. Furthermore, each asked person receives averagely 19 Likes for a written

188 196

76
24 1
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How often do you use your facebook
account?

Fig. 2. Facebook usage
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post, uploaded video or picture, status change, etc. The majority (approx. 79 %) of the
asked persons uses their Facebook account quite a few times as seen in the Fig. 2.

Regarding the sample of our survey, most of the people (n = 196) answered that they
often use their Facebook account; 188 respondents even stated to use Facebook very
often. In fact, only one person never uses its own Facebook account. In addition, it has
to be noted that the income per month of most people is lower than 1.000 Euros as well
as the expenses are, which might be caused by the fact that this study predominantly
asked young people about their Facebook activity. Moreover, most of the interviewed
persons (n = 306) stated to post something with respect to their leisure time. For further
themes regarding the posts on Facebook, please refer to Fig. 3 below.

40
45

65
140

219
306

0 50 100 150 200 250 300 350

job / education
daily business

politics
university / school

other
leisure time

About which themes do you mainly post
something on facebook?

Fig. 3. Posting themes on Facebook (several choices possible)

To analyze our theoretical model with empirical data, we used a multivariate analysis
through multiple, linear regression. In general, linear regression can be used to explore
functional relationships between independent and dependent variables [32–34]. Linear
regression is very common to analyzing theoretical models with empirical data in infor‐
mation systems research (e.g. [36, 37]). There are two main types of regression: a simple
(bivariate) and multivariate regression. In our research model, we explore the effect of
different independent variables such as written or shared posts, ages, etc. on the
dependent variable of received Facebook likes. Therefore, we used a multivariate
regression to examine the relationship between this eight quantitative independent, and
the one quantitative depended variable [35]. The regression equation [39] of our research
model is formulated as follows:

Equation 1. Regression model
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There are a number of different software tools like IBM SPSS, R project or Microsoft
Excel to implement a regression analysis. We used IBM SPSS 22 because of the good
implementation and statistical validation.

4 Results

After analyzing the empirical sample with a multiple linear regression model, we got
the following results (Fig. 4):

Fig. 4. Linear regression model with coefficients

Seven of eight (Beta) values are significant (p < 0.05) according to Table 2. Further‐
more, the coefficient of the determination (R2) is also in a satisfying range (0.307 > 0.19)
[38]. All standardized regression coefficients (Beta values) are defined in Table 2.

The first hypothesis explores the influence of the written posts on the received Face‐
book Likes. Based on our study, we cannot confirm H1 because of a negative value
(−0.147) of the regression coefficient of our model. Therefore, people cannot increase
their Facebook Likes by generating more posts on their own Facebook profile. Users
with a high amount of written posts tend not to interact more proportional with other
users in this social network.

According to different current research [16], H2 investigates the influence of the
amount of Facebook friends on the received Facebook Likes. There are significant
influences (+0.324) regarding this connection. Hypothesis 2 can also be confirmed. In
fact, more friends indicate a higher likelihood of getting back more Facebook Likes.
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Shared posts are explored via hypothesis 3. Regarding the results of the regression
model, H3 can be confirmed, because of a positive regression coefficient value (+0.101).
However, the influence is very weak. With regard to the hypotheses 1 and 3, we can
assume that users get more “Likes” for self-penned posts than for shared posts. Personal
information disclosed by users seems to be more interesting for interactions between
users on Facebook.

The influence of the frequency of adding new friends on Facebook was discovered
in hypothesis 4. The main question here is, if adding new friends can increase the like‐
lihood of getting more Facebook Likes. The results show that there is a negative influ‐
ence (−0.130). Therefore, hypothesis 4 cannot be confirmed. As our results above (in
particular hypothesis 2) already showed that the number of friends positively influences
the number of Likes, a high frequency of adding new friends results in lower number of
Likes. This might be the case, because of a lower intensity or quality of the relationship.

Socio-demographic factors are examined via hypothesis 5 (age) and hypothesis 7
(gender). The analysis of both hypotheses generates interesting results. According to
hypothesis 5, a lower age indicates a higher likelihood of getting more Facebook Likes.
Younger users of Facebook are more active and, therefore, tend to interact more with
others. Furthermore, female persons get also more Likes (hypothesis 7). Based on these
results hypothesis 7 and hypothesis 5 can be confirmed. It is not just that female users
are more active and do spend more time on Facebook [9], they also get more Likes which
might be the result of their engagement. As it is with female users, people that are
relatively young are more active and spend more time on Facebook, too. As a result,
younger people receive more Likes than higher aged users.

Hypothesis 6 investigates the influence of adding Likes (to other Facebook sites) to
the received Facebook Likes. We cannot confirm H6 based on our results because of a
weak negative regression coefficient (−0,072). Furthermore, this factor is not significant
(p = 0.084). Therefore, we have no significant support for the influence of the number
of pages liked by a user on the number of “Likes” received.

Finally, the analysis of hypothesis 8 shows a negative impact on the posted videos and
pictures to the received Facebook Likes (−0.114). Therefore, H8 can be confirmed. Hence,
posting more photos and videos leads to a lower number of “Likes” received on average.

Table 2. Regression coefficients

Variable Standardized coefficients of
regression (Beta)

Significance (P values)

Age −0.177 0.000
Amount of friends +0.324 0.000
Posts of pictures and videos −0.114 0.030
Written posts −0.147 0.004
Gender +0.158 0.000
Frequency of adding new friends −0.130 0.003
Page likes −0.072 0.084
Shared posts +0.101 0.025
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Signal theory according to Spence [44] can be used to explain some facts of our
results. Regarding to this theory of consumer psychology, people like Facebook users
send different signals (like written or shared posts, pictures, etc.) to their Facebook
environment. They receive the signal and process it (e.g. interpretation of a shared post).
Finally, they can give a feedback back. This feedback can be for instance a Like on
Facebook, if the evaluation of the signal through the signal processing is positive.

Important values of the multiple linear regression are shown in Table 2.

5 Conclusion

Based on a multivariate analysis of empirical data through linear regression, we inves‐
tigated how Facebook Likes are influenced by different factors. The empirical study
shows various interesting influence factors according to our quantitative web-based
survey in Germany. Especially the gender, age as well as written posts and uploaded
pictures or videos and adding new friends are important influencing factors for the Likes
someone gets on Facebook.

Our results contribute to the current research. Research on social media behavior can
benefit from new knowledge about Likes on Facebook. Therefore, current approaches
can adopt this knowledge and improve theories of Facebook and other social media user
behavior. Furthermore, different social media platforms can be evaluated with our model
and research results according to the basic feature of “Likes”. This paves the way to
concrete optimization steps on these platforms. We also used signal theory to explain
some aspects of the user behavior.

There are also practical implications. First, users can evaluate their social media
behavior in relation to getting more or less Facebook Likes. This helps them to improve
their social capital and possibly improve their social status. Second, enterprises can use
these results to calculate different personal attributes based on the received Likes of
individual Facebook users. This approach can help to get more detailed (private)
personal data. For instance, it might be possible for recruiters to monitor applicants on
Facebook analyzing user status updates and the amount of Likes [40].

There are some limitations to discuss. First, our sample consists only of young Face‐
book users. Second, we only asked persons in Germany. Future research should cover
these limitations. Furthermore, our quantitative research approach could not investigate
all possible influence factors. Most of the explored relationships are significant, but one
factor (“Page Likes”) is only on the significance level of 10 percent. Further, it could be
a good opportunity to try to get some information via direct Facebook access and not
only through a survey.

Therefore, future research should enlarge the sample of the study to people of all
ages as well as other countries. A qualitative research approach (e.g. user interviews)
can also be a good opportunity for future research as we need more insights about the
processes behind the interactions on Social Networking Sites. Consequently, more
Facebook attributes and information (e.g. tagged persons, time differences) can be
observed in the future, e.g. via the use of Facebook API Graph.
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Abstract. This study attempts to identify the persuasive design principles of
car-related smartphone apps that assist users in driving or managing their
vehicles. We developed a guideline by experts for evaluating persuasive design
principles of car apps and recruited four evaluators who were trained to apply
the guideline and given 35 car apps for evaluation. The value of Fleiss’ Kappa
was 0.782, over the excellent criterion of 0.75, which means the inter-rater
reliability of persuasive design guideline was reliable. We collected 697 car apps
from Apple iTunes Store and Google Play and examined which design princi-
ples were implemented by these car apps. The result shows that nine persuasive
design principles are found, such as reduction, trustworthiness, real-world feel,
self-monitoring, personalization, reminder, suggestion, expertise, and verifia-
bility. The results from this study would suggest some implications for car app
developers and automakers to develop better car apps in the future.

Keywords: Mobile application � Car-related mobile apps � Persuasive
technology � Persuasion � Persuasive system design principles

1 Introduction

Mobile applications, thanks to the explosive growth of smart phones, have been widely
used in our daily lives. A mobile application (hereafter app) is a computer program
designed to run on mobile devices such as smartphones or tablets. Nowadays, Apps are
available to download from different distribution platforms, such as Apple iTunes App
Store, Google Play, BlackBerry App World, Windows Phone Store, Samsung Apps
Store, Nokia Store, etc. Some apps are free to download, while others require direct
payment or in-app purchase for full functions. As of March 2016, over 3.82 million
apps have been published on the Apple iTunes Store and Google Play [9].
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Apps on smartphones allow users to do practically anything, such as online pay-
ment, playing games, sending emails, banking and portfolio investment, downloading
music and video, online shopping, and so on.

There are about five million app developers in the world who are competing for
users’ time and/or money [7] and that number is growing quite fast [8]. For app
developers, one of the most urgent issues is what kinds of design principles are the
most effective ones in order to satisfy the needs of mobile users. In other words, app
developers want to know how to design an effective and persuasive app that may attract
user’s interests, persuade users to use, and increase app’s using life cycle. This involves
psychological and behavioral issues.

This study is an attempt to evaluate empirically the applicability of the persuasive
design principles. The objects of the evaluation are mobile apps used for a car, i.e.,
car-related mobile apps (hereafter car apps). App developers and car manufacturers
have great interests in car apps, as “IoT” (Internet of Things) draws attention and
investment. For example, “TPMS” (tire pressure monitoring system) is a kind of in-car
application, which has built-in sensors to alert driver when tire pressure is abnormal.
“Blue Link” system enables Hyundai car users to control car by using a smartphone
application. At the intersection of the smartphone and the automobile lies a vast
opportunity for increasing in speed, efficiency, and entertainment.

As the first step, an evaluation guideline was developed to investigate persuasive
design principles of car apps. About seven hundred car apps were identified from the
two most popular app distribution platforms – 273 apps from Apple iTunes App Store
and 424 apps from Google Play Store. One of the researcher groups which consists
with two researchers of this paper and two master program students together evaluated
all 697 car apps according to the guideline. As the second step, 35 car apps were
randomly selected and given to an evaluation group with four other evaluators who
were trained to apply the guideline. The results from four evaluators were compared in
order to calculate the inter-rater reliability. The next two sections describe the evalu-
ation results and the inter-rater reliability.

2 Related Work

Several prior studies have performed some experimental methods to check the per-
suasive design of systems. The review of the prior studies highlights the following
issues.

First, there is no clear description about the theoretical interpretation of behavior
change after using mobile apps. Moreover, until now there is no clear research about the
theoretical interpretation of persuasive design for mobile apps that caused behavior
change. Most of the prior studies focus on the behavior change after some experiments
in medical research field, such as physical exercises method designed with persuasive
technology to help participants to control bodyweight. Most of them did not focus on
mobile app designing process. Second, until now, it is hard to find any empirical
research about the relationship between persuasive design and behavior change. Some
scholars and researchers in the field of “persuasive technology” have investigated issues
of human behavioral change and habit-forming in the use of information technology.
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Fogg [3] has provided a widely utilized framework to help developers to understand the
persuasive technology which is defined as any interactive technical system for the
purpose of changing people’s attitudes or behaviors. However, it cannot be used directly
as a guide for developers of technical systems to follow [5]. Oinas-Kukkonen [4] has
identified distinct software features in order to confirm and evaluate the significance of
persuasive systems. Oinas-Kukkonen and Harjumaa [6] have suggested 28 persuasive
design principles in four categories such as primary task support, dialogue support,
system credibility support, and social support. However, those design principles have
not been evaluated by empirical research.

3 Persuasive Design Principles

3.1 Persuasive Technology

Persuasive technology is defined as any interactive technical system designed for the
purpose of changing people’s attitudes or behaviors [3]. In other words, persuasive
technology is developed and designed to change user’s attitudes or behaviors not by
coercion, but through persuasion and social influence. If persuasion is possible or
available, a person or a group can receive an intervention from other people or group in
a particular setting [3]. Persuasive technology can be found in mobile apps or websites
with behavior-oriented designs like Amazon and Facebook, which can persuades users
to buy more often or stay logged in. Many mobile apps, such as some health-oriented
apps that incentivize weight loss and help to manage addictions and other mental health
issues. According to B.J. Fogg’s Behavior Change Wizard, “Persuade users to use or
change their attitudes or behaviors” means after using a persuasive designed app, user’s
behavior change can be found one time, more than one time, or even habit formation.
However, not any exist research has focused on the causal relationship between per-
suasive design features and behavior change.

Persuasive technology, as a kind of interactive information technology, is a
fast-growing research topic, especially for app design. It is proposed for changing
users’ behaviors and attitudes [3]. Both researchers and app developers are focusing on
increasing the app’s persuasive characteristics in order to motivate and influence users.
These kinds of interactive technologies and persuasive technologies can absolutely
change user’s attitudes and behaviors. Persuasive theory is the main representatives of
B.J. Fogg who was the first scientist to describe the overlap between persuasion and
computers. He established the Behavior Model and found that behavior (B) occurs only
when three elements converge at the same moment, that is motivation (M), ability (A),
and a trigger (T), which leads to B = MAT [3].

3.2 Persuasive System Design Model (PSD)

The “Persuasive System Design Model” (PSD Model) focuses on the detailed analysis
of the persuasion context, the event, and the strategy [5, 6]. The persuasion context
means the intended change in behaviors and attitudes. The event refers to the context of
use and users of technologies. The strategy means to develop the content of message
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and delivery route tightly integrated with target users. The PSD Model also provides 28
detailed design principles in four categories, “Primary Task Support” category includes
the principles of reduction, tunneling, tailoring, personalization, self-monitoring, sim-
ulation, and rehearsal. “Dialogue Support” category consists with the principles of
praise, rewards, reminders, suggestion, similarity, liking, and social role. System
Credibility Support” category includes the principles of trustworthiness, expertise,
surface credibility, real-world feel, authority, third-party endorsement, and verifiability.
“Social Support” category includes social learning, social comparison, normative
influence, social facilitation, cooperation, competition, and recognition. Until now,
most persuasive system design principles are not evaluated by using empirical method.

4 Inter-Rater Reliability

Before performing the evaluation process, an evaluation guideline for car app’s per-
suasive design was developed. This evaluation guideline was new developed based on
literature review. Therefore, the evaluation guideline may involve ambiguity in char-
acteristics descriptions or subjective judgments. In order to ensure the empirical
evaluation method of design principles in car apps, inter-rater reliability is needed. It
can help to address the degree of agreement among raters and to determine this
evaluation guideline is appropriate for measuring persuasive design principles of car
apps.

Actually, before this evaluation process, over 1000 mobile apps were collected and
analyzed from both Google Play and Apple iTunes Store by searching with keywords,
such as “car”, “driving”, “maintenance”, “automobile”, and etc. from October 2013 till
March 2015. After screened out some game apps and cartoons, based on app’s func-
tionality, utility, and features, a systematic categorizing method was developed. The
purpose of our research focuses on car app’s functionality and utility, car app’s per-
suasive design features, and user’s behavior change, therefore, these car apps were only
coded the app name, price, and category code number. After two rounds of reliability
analysis by experts, such as app developers and vehicle system researchers, the results
of Cohen’s Kappa (kappa1 = 0.886, kappa2 = 0.828) showed evaluators’ agreements
with this categorizing method. A total of 697 available car apps left and were classified
into eight categories: news and basic information about car, buying and selling, driver’s
communication, location service, safe driving service, A/S maintenance management,
renting service, and car expenses monitoring. This categorizing method was developed
and evaluated to be reliable. It will not be discussed in detail in this paper because it has
been discussed and it is under reviewing process for publishing.

Four evaluators (three assistant professors and one student in a master program)
were recruited and trained with the evaluation guideline. Two assistant professors came
from English-speaking countries with deep knowledge of business management. The
third assistant professor came from Malaysia who was interested in app design. One
student came from China whose major is in mobile business. The evaluators were
asked to follow three rules to evaluate the car apps. First, read and understand the
implications of every persuasive design principles. Second, download or use simulators
to try out apps. Third, make judgments and evaluate apps according to the guideline.
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35 car apps were randomly selected from 697 car apps which we have investigated
their functionalities and utilities. This 35 car apps were given to all four evaluators.
Appendix 2 shows an example about the evaluation results of three car apps’ per-
suasive design features.

Generally, Cohen’s kappa is a statistical measure for assessing the degree of
agreement. Cohen’s Kappa refers to a measurement of concordance or agreement
between two raters or two methods of measurement. However, in this research, Fleiss’
kappa should be used with nominal-scale ratings to assess the agreement among four
evaluators. Fleiss’s Kappa is an extension of Cohen’s Kappa for evaluating concor-
dance or agreements among multiple raters (generally more than 2 raters), but no
weighting is applied. Four evaluators (m = 4) independently analyzed 26 persuasive
design features for 35 car apps (“subject” n = 910) by giving agree (Y) to persuasive
design principle exist or giving disagree (N) to persuasive design principle not exist
(“two evaluation categories” k = 2). Based on the equation of Fleiss’ kappa, the
inter-rater agreement can be thought of as follows: if four evaluators (n = 4) assign
3640 ratings or decisions (“decisions” = n*m, each subject is evaluated m times) to
910 subjects, the value of kappa will show how consistent the ratings are. The p-value
of z-test is significant which means the value of kappa is not equal to zero. The
population kappa’s confidence interval is between 0.755 (Lower) and 0.808 (Upper).
The interpreting Fleiss’ Kappa value is 0.782. Fleiss’ guideline characterizes val-
ues below 0.40 as poor, 0.40 to 0.75 as fair to good, and over 0.75 as excellent [2].
Altman characterizes values <0.20 as poor agreement, 0.21–0.40 as fair, 0.41–0.60 as
moderate, 0.61–0.80 as good, and 0.81–1 as very good agreement [1]. Therefore, the
evaluation method for car app’s persuasive design principles is considered as reliable
(Table 1).

5 Persuasive Design Principles in Car Apps

28 persuasive design principles from “PSD Model” were used for checking which
persuasive features current car apps possess. A guideline for evaluating car apps was
developed. Due to limitations on space, the detail information about persuasive design
guideline will not be further mentioned in this paper. Only a brief description will be
shown (See Appendix 1).

Although this data mining process took quite a long time, a complete investigation
can help researchers and app developers to know well about the current status of car

Table 1. The statistic result of Fleiss’ Kappa measurement for inter-rater reliability

Kappa 0.782
Standard error 0.014
Z-statistics 57.725
P-value 0.000
Lower 0.755
Upper 0.808
alpha = 0.05; two tails
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app market. Another reason for this long-term investigation is that few branded car apps
can be found with high download amounts, ratings, and reviews. The current situation
for applying persuasive technology into car app design process is that only a few
persuasive design principles are used and it is hard to find a represented car app or
branded car app. Sample survey can hardly reflect the status of the population. More-
over, current car apps and vehicles are still independent and lack of connection. The
functions and content of current car apps do not satisfy all needs of car users. Most car
apps have a common shortcoming: lack of integration and singleness of functions. It is
hard for a car app to satisfy the full demands of users. For example, some persuasive
design features such as praise or rewards have gained widely attention because of the
habit-forming effectiveness. However, it is hard to find these features in current car apps.

Table 2. Persuasive design principles of car apps

Persuasive design principle
Evaluation Result

(Total 697 Car Apps)
YES NO Y/T (%)

Primary Task 
Support

Self-Monitoring 689 8 98.85%
Reduction 697 0 100.00%

Personalization 304 393 43.62%
Rehearsal 0 697 0.00%
Tunneling 83 614 11.91%
Simulation 0 697 0.00%
Tailoring 9 688 1.29%

Dialogue 
Support

Reminder 507 190 72.74%
Praise 7 690 1.00%

Suggestion 636 61 91.25%
Rewards 7 690 1.00%
Similarity 3 694 0.43%

Social Role 5 692 0.72%
Liking Not Evaluated

System 
Credibility 

Support

Trustworthiness 697 0 100.00%
Real-World Feel 693 4 99.43%

Expertise 689 8 98.85%
Verifiability 267 430 38.31%

Authority 7 690 1.00%
Third Party Endorsements 3 694 0.43%

Surface Credibility Not Evaluated

Social Support

Social Comparison Sharing 5 692 0.72%
Cooperation 0 697 0.00%

Normative Influence 0 697 0.00%
Social Facilitation 0 697 0.00%

Competition 0 697 0.00%
Recognition 3 694 0.43%

Social Learning 0 697 0.00%
Note: Shaded cell= Principle was selected; Clear cell= Principle was not selected
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The evaluation process for persuasive design principles started from June 2014 and
ended in March 2015. A pilot test was performed and two participants were asked to
read the guideline carefully and evaluate a few car apps. One participant is a mobile app
developer and another participant is a professor majored in e-business. Some descrip-
tions for persuasive design principles were modified. After that, except the members of
first evaluation group who have participated the evaluation process for persuasive design
guideline, another evaluation group which consisted with two researchers of this study
and two students in a Master program were fully involved in the whole evaluation
process for a total of 697 car apps. In the investigation period, from Apple iTunes Store,
we investigated and evaluated 218 free apps and 55 paid apps. From Google Play, we
investigated and evaluated 395 free apps and 29 paid apps. Because the price of app was
fluctuated, the price of app depended on the situation of the investigation day.

Car apps were evaluated in two ways. One is to download and try out a car app
directly. The other way is to use some simulators such as BlueStacks (a popular
Android simulator used for running applications on PC) or Xcode (an iOS simulator
used for running applications on Mac). There is no difference between the two ways. In
the evaluation process, only a few car apps were evaluated by using simulators, most of
evaluated car apps were directly downloaded and tried out in order to address the
persuasive characteristics.

As shown in Table 2, the result shows that current car apps have implemented at
most nine design principles: self-monitoring, reduction, personalization, reminder,
suggestion, trustworthiness, real-world feel, expertise, and verifiability. Seven per-
suasive design principles are universal in car apps and two persuasive design principles
are present in less than half of the apps.

6 Discussion

In our first research stage, an investigation was used to find out the current status of car
apps and to check the persuasive design characteristics of current car apps. Total six
hundred and ninety-seven apps were checked and nine persuasive design principles
were found to be the common features.

Over 90 % of car apps implemented the principles of self-monitoring, reduction,
suggestion, trustworthiness, real-world feel, and expertise, while 73 % implemented
the reminder principle and less than 50 % implemented the principles of personaliza-
tion and verifiability. However, it is hard to find some persuasive design features such
as praise or rewards in current car apps, even though these features have gained wide
attention due to the habit-forming effectiveness. Among them, about 38.31 % car apps
had “verifiability” feature, and about 43.62 % car apps had “Personalization” feature.
Although the number of car apps for “Verifiability” and “Personalization” was not over
50 %, it still could be considered as common features because most of the raters had no
argument with their conceptions and evaluation rules. Raters can easily confirm the two
features by using their evaluation rules. During the evaluation process, some persuasive
design principles caused disagreement among raters. For instance, the variable of
“Tunneling”, about 11.91 % car apps were considered to have this persuasive design
feature. The principle of tunneling was discussed a lot by evaluators during the
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evaluation process. Although it has been well used in a lot of game apps or healthy care
apps, this design feature was still not well used in current car app design which caused
a little more arguments among raters. Furthermore, during the investigation process, the
variable of “surface credibility” and “liking” are not investigated for the reason that
everyone has a subjective evaluating point of view.

7 Future Research

This paper shows the result of our first research stage from an empirical evaluation of
persuasive design principles in car apps. The following research is proceeded as
follows:

First, scale development for persuasive design features is a critical problem that
should be solved as quickly as possible. Most of the concepts of persuasive design
features are not normalized or formal concepts, and lack standardization. They cannot
be easily used to perform empirical studies. Therefore, scale development process for
these nine or even more variables will be compiled in a future study.

Second, the purpose of this long-term research is to evaluate user’s perceiving level
for the persuasive design characteristics and check out the causal relationship between
car user’s behavior change and car app’s persuasive design features. Therefore, a
quasi-experiment was developed to estimate user’s behavior change, to find out user’s
perception level for the persuasive design characteristics of car apps in different
behavior change group, and to confirm the causal relationship between persuasive
design characteristics and behavior change. Experimental data has been collected and
we now focusing on data analysis and the evaluation process. The result will be
reported in the near future.

8 Conclusion

This paper reports the result from an empirical evaluation of persuasive design princi-
ples in car apps. First, the evaluation revealed that six design principles of self-
monitoring, reduction, suggestion, trustworthiness, real-world feel, and expertise are
universal, while reminder is implemented in the majority of car apps and two principles
of personalization and verifiability are found in less than half of car apps. Second, the
inter-rater reliability showed that Fleiss’ kappa = 0.782, which means the strength of the
agreement is “good” or “substantial.”

Current car apps do not have some persuasive design features, such as praise and
rewards, which are highly recommended by famous app designers or researchers. For
example, popular game apps or some branded apps including super apps (such as
Wechat) have these two features of rewards and praise. Unfortunately, these two
persuasive design features are not found in current car apps. Car manufactures and app
developers can take the results from this study as a reference to design more persuasive
car apps.
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Appendix 1

A brief description of Evaluation Guideline for Persuasive Design Principles

Guideline Implementation Case: Modu parking

Self-monitoring Mobile app can eliminate the
tedium of tracking performance
or status and help users track
their behavior, status, task
schedule, or performance

Tracks the parking place and
routines

Reduction Mobile app can increase user’s
perceived motivation and be
more persuasive by making a
behavior easier to perform or
reducing complex behavior to
simple tasks or a few simple
steps

Reduces the complexity of finding
parking place and makes it easier
to find out the parking price

Personalization Mobile app can offer personalized
or tailored content and services
so that users can perceive more
credible and trustworthy

Inputs phone number, car number,
credit card number, email; Uses
environment setting, reminding
setting

Virtual
rehearsal

Mobile app can offer a simulated
environment in which users can
practice a target behavior or
rehearse an actual behavior to
change their attitudes or
behavior in real world

N/A

Tunneling Mobile app can set up a “tunnel” to
provide a process or a
step-by-step systematic approach
for users to proceed a behavior
along the way. It can weaken
user’s self-determination level
and provide opportunities for
persuasion

A searching results filter is
designed step by step. Users
should select every condition to
screen parking lot results along a
way; Introduces a new parking
lot and users should follow a
process to input the information

Simulation Mobile app can offer simulated
cause-and-effect scenarios, to
allow users to observe the
causality of their behavior and
persuade them to change their
behaviors or attitudes

N/A

(Continued)
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(Continued)

Guideline Implementation Case: Modu parking

Tailoring Mobile app can offer tailored
information to match
individual’s needs, personality,
interests, or usage context and it
can be more persuasive to help
users find appropriate
information

A searching results filter can be
selected by user’s preference

Reminder Mobile app can provides
automatized, event-triggered, or
customizable reminders via
e-mail, SMS, screen prompt, and
other methods to remind users of
their target behavior and help
them achieve their goals

Notices for events or drive
information; Uses push
messages to remind users about
latest news and latest update

Praise Mobile app can provides positive
feedback based on user’s
behavior by using praise via
words, images, symbols,
cartoons, animations, or sounds

Not found

Suggestion Mobile app offers suggestions,
coaching message, help tips,
using guide, or recommended
options during the using process

Uses guide, question emails, or
Kakao talk to help users

Rewards Mobile app provides virtual
rewards to increase the
frequency and activeness of
user’s target behavior
performing via sounds, game
items, bonus points, or other
virtual prize

Coupon can be downloaded;
Bonus points can be used as
money

Similarity Mobile app imitates users in
personality, preferences,
language habits, interests, or
affiliation

Not found

Social role Mobile app offers an avatar
playing the role of a specialist

Not found

Liking Not evaluated
Trustworthiness Mobile app provides truthful, fair,

and unbiased information and
complies with laws, design
regulations, privacy policies, or
social expectations

Declares privacy policies and user
agreements, users can resign
membership freely

(Continued)
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(Continued)

Guideline Implementation Case: Modu parking

Real-world feel Mobile app provides a direct
experience of daily routines and
making the impact on everyday
life clearly via decrease
imagination or suspension of
disbelief

Uses virtual map of Korea and
timeliness parking information

Expertise Mobile app provides expert
knowledge, specialized
experience, or professional
competence and offers
timeliness, efficient, and
frequently updated sources

Uses push message to remind users
about latest news and latest
update.

Provides professional information
about parking lots and charging
standards

Verifiability Mobile app can be more persuasive
and its credibility perceptions
can be enhanced by providing
means to verify the accuracy of
its content via Tel, email,
website or other outside sources

Uses email, telephone, Kakao Talk
to confirm the content

Authority Mobile app leverages roles of
authority or some official,
authoritative, and reputable
information

Not found

Third party
endorsements

Mobile app shows certified,
well-known, or respected
sources as its endorsements via
Certification logos, high
usability, or other industry
standards

Not found

Surface
credibility

Not evaluated

Social
comparison
sharing

Mobile app provides comparison
information of other users to
determine personal attitudes,
behaviors, or a possible way
forward

Not found

Cooperation
(intrinsic
motivation)

Mobile app provides a cooperation
platform and leverages human
nature to cooperate via group
working, pressing need, or
win-win cognition

N/A

(Continued)
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(Continued)

Guideline Implementation Case: Modu parking

Normative
influence

Mobile app leverages conformity
or belongingness to match
personal attitudes, behaviors,
and expectations with groups via
adopting or avoiding a behavior,
or gathering users with common
goal

N/A

Social
facilitation

Mobile app uses connected
technology to provide a virtual
social group in which users can
realize and observe other user’s
participating, virtual presence, or
even aware of being observed by
other users

N/A

Competition Mobile app provides a competition
platform and leverages human
nature to compete via racing
game, outcome comparison, and
prize or non-prize activities

N/A

Recognition Mobile app leverages the
motivating power of recognition
via awards, reputation logos,
donate stickers, citations,
ranking list, or other incentive
programs

Not found

Social learning Mobile app offers an observing
platform especially a rewarded
observing platform to learn new
attitudes and behaviors from
others

N/A
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Appendix 2

An example of evaluation results about car app’s persuasive design principles

An example of evaluation results about car app’s persuasive design principles 
Car App Name Mudu Parking Car Butler Autoist Diary

Evaluator Raters Raters Raters
Evaluator Id 1 2 3 4 1 2 3 4 1 2 3 4

Self-Monitoring Y Y Y Y Y Y Y Y Y Y Y Y
Reduction Y Y Y Y Y Y Y Y Y Y Y Y

Personalization Y Y Y Y Y Y Y Y Y Y Y Y
Rehearsal N N N N N N N N N N N N
Tunneling Y N N Y N Y N Y Y N Y N
Simulation N N N N N N N N N N N N
Tailoring Y N Y N N Y N N N Y N Y
Reminder Y Y Y Y N N Y N Y Y Y Y

Praise N N N N N Y Y N N N N N
Suggestion Y Y Y Y Y Y N Y Y Y Y Y
Rewards Y Y Y Y N N N N N N N N

Similarity N N N N N N N N N N N N
Social Role N N N N N N N N N N N N

Liking Not Evaluated
Trustworthiness Y Y Y Y Y Y Y Y Y Y Y Y
Real-World Feel Y Y Y Y Y Y Y Y Y Y Y Y

Expertise Y Y Y Y Y Y N Y Y Y Y Y
Verifiability Y Y Y Y N Y N Y Y Y Y Y
Authority N N Y N N Y N N N N N N

Third Party Endorsements N N N N N Y N N N N N N
Surface Credibility Not Evaluated

Social Comparison Sharing N N N N N N N N N N N N
Cooperation N N N N N N N N N N N N

Normative Influence N N N N N N N N N N N N
Social Facilitation N N N N N N N N N N N N

Competition N N N N N N N N N N N N
Recognition N N N N N N N N N N N N

Social Learning N N N N N N N N N N N N
Self-Monitoring N N N N N N N N N N N N
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Abstract. The need for training employees in new skills in an organiza-
tion generally arises due to the changing skill requirements coming from
the introduction of new products, technology and customers. Efficient
assignment of employees to trainings so that the overall training cost
is minimized while considering the career goals of employees is a chal-
lenging problem and to the best of our knowledge there is no existing
work in literature that solves this problem. This paper presents TRaining
AssigNment Service (TRANS) that minimizes an organization’s overall
training costs while assigning employees to trainings that match their
learning ability and career goals. TRANS uses an ORGanization and
Skills ontology (ORGS) to calculate the cost for training each available
employee for a potential role taking into account constructivist learning
theory. TRANS uses TRaining assIgnMent algorithm (TRIM), based on
Hungarian method for bipartite matching, for assigning employees to
trainings. In our experiments with real-world data, proposed allocation
algorithm performs better than the existing strategy of the organization.

Keywords: Applications · Training management system · Learning
theory · Organization and skills ontology · Training cost optimization

1 Introduction

Organization level training need arise due to reasons such as a change in the orga-
nization’s corporate plan, and the introduction of new products, process, tech-
nology etc. Unfulfillment of organization level training needs may lead to prob-
lems such as underutilization of resources, delay and escalation in costs of new
projects due to unavailability of resources and a decrease in the employee morale.
Training management systems are ‘software packages that organize, deliver and
track training through a central interface over an Intranet or the Internet’ and
are typically bundled as a part of talent management suites [1]. In the exist-
ing training management systems, the assignment of employees to trainings is
manual and does not take into account an employee’s learning abilities, career
goals, and the organization level training needs. This paper presents TRAining
AssigNment Service (TRANS) that can be integrated with an organization’s

c© Springer International Publishing Switzerland 2016
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training management system to recommend training to employees. The training
recommendations minimize the overall training costs to meet organization level
training needs while allowing employees to acquire skills that allow them to meet
their career goals. The key component of the solution is a TRaning assIgnMent
(TRIM) algorithm based on Hungarian method [2], a well-known algorithm for
bipartite matching. TRIM uses an ORGanization and Skills ontology (ORGS),
introduced in this work, to determine the relevant trainings and to calculate the
total training cost to move an available employee to a potential role.

Learning theories provide a set of principles that can be used to understand
the learning process. There are multiple learning theories [3,4] and TRIM uses a
novel approach based on the theoretical foundation of the constructivist learning
theory to determine the relevant trainings and to calculate the total training
cost to move an available employee to a potential role. TRIM uses employee’s
existing skills to determine a sequence of relevant trainings so that the employee
can incrementally build the skills required for a potential role. The total training
cost for transitioning an available employee to a potential role is adjusted to take
into account trainings that help an employee to reach their career goals.

The rest of the paper is organized as follows: Sect. 2 presents an overview
of TRANS. Section 3 presents the ORGS ontology and the approach used for
estimating the cost of training an employee. Section 4 presents TRIM that opti-
mizes organization’s cost of assigning employees to trainings. Section 5 presents
the evaluations of the training assignment algorithm on both synthetic and real-
world organization data. Section 6 presents the related work and concludes.

2 TRaining AssigNment Service (TRANS)

TRANS service takes as its input an employee id and returns the trainings
recommended for the employee. TRANS system architecture (shown in Fig. 1)
includes the following key components: Instantiate Ontology, Skill Gap Matrix,
Cost Matrix, and TRIM. The steps below describe the interaction of these com-
ponents for allocating employees to trainings to fulfil organization level training
needs as well as to help employees to move closer to their potential target roles.

Step 1. Instantiate ORGanization and Skills (ORGS) ontology. Instanti-
ate Ontology component uses the information specific to the organization (such
as employees, their skills, roles, etc.), to create an instantiation of the ORGS
ontology (presented in Sect. 3.1).

Step 2. Determine the skill gap matrix. A cell of the ith row and the jth
column in the skill gap matrix TM indicates the trainings that an employee ei

needs to complete to take up role rj . Section 3.2 presents the algorithm used by
Skill Gap Matrix component for computing TM .

Step 3. Compute the cost matrix. With the help of the skill gap matrix, we
then compute the cost matrix TC. A cell of the ith row and the jth column in the
cost matrix TC indicates the cost incurred by the organization if an employee
ei is assigned to role rj which require trainings of certain skills that are listed in
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Fig. 1. TRANS architecture uses TRIM and ORGS for assigning employees to trainings
to meet organization level training needs

the corresponding cell of the skill gap matrix. Cost Matrix component uses the
approach presented in Sect. 3.3 for computing TC.

Step 4. Assigning trainings to employees. Using the cost matrix computed
in Step 3, we optimally allocate employees to trainings with the objective of
minimizing the overall cost for the organization. For doing this, we propose a
polynomial time-complexity algorithm, namely TRIM, based on the Hungarian
method [2]. With the way we compute the cost, minimizing the overall cost also
ensures that the target roles of employees (i.e., their career goals) are considered
as well while performing the allocation. The algorithm is discussed in Sect. 4.

3 Training Cost Estimation

In this section we present an approach for estimating the overall cost by an
organization for training each employee in the skills required for each potential
role. Section 3.1 presents the ORGS ontology that is used to estimate employee’s
skill gap for a required role as well as for a target role. Section 3.2 presents
an algorithm for generating a training sequence for each employee using ORGS
ontology. Section 3.3 presents the approach used to estimate the overall cost for
training.

3.1 ORGanization and Skills (ORGS) Ontology

Figure 2 presents a visual representation of key classes and relationships in
ORGS. ORGS reuses the concepts of organization, employee, and roles from
the World Wide Web Consortium (W3C) recommended organization ontology
[5]. In the W3C recommended organization ontology, an employee is repre-
sented using a foaf:Person class from the Friend of a Friend (foaf) ontol-
ogy [6]. A foaf:Person is a type of foaf:Agent and the employment relation-
ship between an employee and an organization is represented using the class
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Fig. 2. Key classes of the ORGS ontology used by the TRIMS algorithm

org:Membership which captures the n-ary relationship between a foaf:Agent
and an org:Role. The org:Membership class includes a time:Interval dur-
ing which an employee will be associated with the org:Role. A department is
represented by class org:OrganizationalCollaboration and a project is rep-
resented by class org:OrganizationalUnit.

ORGS extends the org:role class by associating it with a collection of tasks
which an employee (represented by foaf:agent class) assigned to an org:role is
expected to perform. The Task class includes a Duration data property which
captures the time for which an employee is asked to perform the task. To perform
a task an employee requires skills represented by the Skill class. ORGS captures
the n-ary relationship between a task, the skill and the skill level required to per-
form the task, and the required experience in the skill through the Capability
class. The Experience in a skill is a data property of the Capability class. An
employee represented by a foaf:agent class has capabilities. TRIM recommends
trainings on the basis of an employee’s aspiration of a target role and ORGS
introduces an object property hasTargetRole that captures the relationship
between an employee and her target role.

3.2 Training Sequence Generation

This section describes the approach used for populating skill gap matrix TM
introduced in Sect. 2. Let S(rj) be the set of required skills for a role rj ∈ Role
and S(ei) be the set of skills of an employee e ∈ Agent then:

S(rj) ≡ {s | ∀c∈Capability,t∈Task∃haveTasks(rj , t) ∩ requireCapability(t, c) ∩ haveSkill(c, s)}
S(ei) = {s | ∀c∈Capability∃haveCapabilities(ei, c) ∩ haveSkill(c, s)}

Let rc be an employee’s existing role and rj be a potential role to which an
employee ei can be assigned. Then ΔS(rj , ei) be the skill gap that the employee
needs to fulfil for moving from current role rc to a potential role rj is defined as:

∀rj ∈ Role, ei ∈ Agent, ΔS(rj , ei) ≡ S(rj) − S(ei)
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Algorithm 1. Algorithm findIntermediateSkills to determine intermediate
skills required by an employee to learn a new skill
Input : S(E): set of existing skills of an employee E.
Input : NS: new skill to be learned.
Output: LP: Set of intermediate skills to learn new skill NS

1 LP = NULL ;
2 foreach Skill S in S(E) do
3 find SP the set of nodes on the shortest path between S and NS ;
4 if SP == NULL then continue; ;
5 if LP == NULL or size(SP) less than size(LP) then LP = SP ;

6 end
7 return LP

As shown in the ORGS ontology the skills have dependencies, which means
that an employee who wants to learn a new skill for a potential role has to
learn intermediate skills on which the new skills depend. Let us look at an
example. Alice is a UNIX systems programmer in an Information Technology
(IT) services company and aspires to pick up the role of a JAVA web application
programmer. For her target role Alice requires new skills in JAVA programming
and J2EE framework. However, to learn JAVA she needs to pick up Object
Oriented Programming a skill on which JAVA programming depends. Similarly
to pick up J2EE framework she needs basic networking skills which she has due to
her UNIX systems programming background. Algorithm 1 presents the pseudo-
code findIntermediateSkills that is used to determine the set of intermediate
skills required by an employee ei to learn a new skill. The algorithm takes as its
input the set S(ei) of employee’s existing skills and NS the new skill that the
employee has to learn for a potential role. A shortest path algorithm is applied
on the ORGS ontology (containing the skill information) to determine the set of
intermediate skills that an employee is required to obtain a new skill NS.

Let Sintermediate be the set of skills that an employee ei is required to learn
to obtain the skills from the skill gap ΔS(rj , ei) to move from the current role
rc to a potential role rj :

Sintermediate(rj , ei) ≡
⋃

s∈ΔS(rj ,e)

{ś | findIntermediateSkills(S(ei), s)}

T (rj , ei) be the set of trainings that an employee e has to undergo to takeup
a potential role rj and is used to populate the skill gap matrix TM(i, j):

T (rj , ei) ≡ {t | ∀s ∈ ΔS(rj , ei) ∪ Sintermediate(rj , ei), learnFrom(s, t)}

3.3 Training Cost Calculation

Cost matrix represents total cost incurred by the organization in assigning each
employee ei ∈ Employee to each of the required role rj ∈ Role. The total
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cost contains two components, cost of training and cost of convenience, and is
calculated as follows:

TCij = α × CTij − β × CCij

Cost of training (CTij) represents the cost to train an employee ei to acquire
the skills required for a required role rj . CTij is the total expenses incurred by an
organization in arranging and making the employee undergo the trainings from
the set T (ei, rj) described in the previous section. This cost is derived from the
constructivist theory of learning according to which an employee with shorter
skill gap for a required role can easily build the required knowledge by building
on prior knowledge.

According to constructivist theory, motivation has a positive influence on
learning. Hence, assigning employees to trainings that are required to reach their
target role will not only motivate them to learn better but will also reduce the
long-term training expenses of an organization. Let rt ∈ R be the target role of
an employee ei ∈ E and rj ∈ R be a required role to which the employee can be
assigned. Cost of convenience (CCij) is the total expenses incurred by an orga-
nization in arranging and making the employee undergo the trainings from the
set T (ei, rj)∩T (ei, rt). Target roles have a time line and hence an employee who
has shorter buffer time to learn a skill has to be preferred over an employee with
longer buffer time. Cost of convenience captures this by multiplying each train-
ing from the set T (ei, rj)∩T (ei, rt) with a scaling factor needExperience(rt,t)

time line for the target role ,
where the term in the numerator returns the experience required by the target
role in the skill imparted by the training.

In Eq. 3.3, α and β are tunable weights that can be adjusted based on the
organization preferences. For example, an organization that employs mostly con-
tract workers may want to minimize its immediate cost of training and doesn’t
worry much about its long term cost-benefit can set α = 1 and βC = 0. As
another example, an organization that has many full term employees may want
to give equal priority to immediate cost as well as to long term cost can set
α = 0.5 and β = 0.5.

Determining this cost for each required role for each employee TCij will give
the cost matrix TC.

4 TRaining AssIgnMent Algorithm (TRIM)

In this section, we present the algorithms for allocating employees to trainings
given the cost matrix TC computed in Sect. 3.3. Observe that it is trivial to
determine the trainings that each employee needs to go through using the skill
gap matrix TM created in Sect. 3.2.

First, we formulate the problem as an Integer Linear Program (ILP) which
upon solving gives the desired solution. Such a solution obtained after solving
the ILP formulation is optimal in the sense that it has the least overall cost.
However, solving ILP formulation may incur a very high run-time complexity,
as no polynomial algorithm is known to exist for general ILP. Hence, we propose
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an algorithm for our problem based on the Hungarian method [2] for bipartite
matching. The algorithm is optimal and has polynomial time complexity. Though
ILP would suffice most real-life scenarios where managers can afford the needed
computation time to get the optimal solution, polynomial time heuristic algo-
rithm will be of great help to perform what-if analysis on multiple strategies of
the organization in real-time.

4.1 ILP Formulation of the Problem

In this section, we show how the problem of assigning employees to roles (which
in turn can be mapped to required trainings) can be formulated as an Integer
Linear Program (ILP). The formulation for allocating employees to roles is shown
in Fig. 3. The formulation is an ILP on xij variables where i ∈ {1, 2, . . . , n} is
an index of employees and j ∈ {1, 2, . . . ,m} is an index of potential roles. Each
variable xij indicates whether an employee ei ∈ E is assigned to a role rj ∈ R
(xij = 1) or not (xij = 0). The objective of the ILP formulation is to minimize
the overall cost of the training — the first component is the cost of training
considering the two types of costs described earlier in the paper (i.e., training
cost and convenience cost) and the second component is the cost/penalty in
failing to meet demand for roles, if any; γ indicates the penalty for not meeting
one role. The first set of constraints specifies that each employee can be assigned
to at most one role. The second set of constraints specifies that the number
of employees assigned to a role should not exceed the demand for that role
(denoted by Dj). The third set of constraints specifies that each employee must
be integrally allocated to a role, if at all.

Trainings to employees can be assigned using the solution obtained by solving
the ILP formulation as follows. If xij = 1 then it implies that employee ei needs
to be allocated role rj . From this information, we can extract the set of trainings
that employee ei needs to complete to take-up the assigned role rj from the
training matrix — specifically, trainings listed in the cell of the ith row and the
jth column of the training matrix. The overall cost of the solution is obtained
by (

∑
xij × TCij) +

(∑
j∈R

(
Dj − ∑

i∈E xij

)) × γ.

Minimize (
∑

xij × TCij) +
(∑

j∈R Dj − ∑
i∈E xij

)) × γ subject to:

I1.
∑

j∈R xij ≤ 1 (i = 1, 2, . . . , n)

I2.
∑

i∈E xij ≤ Dj (j = 1, 2, . . . , m)
I3. xij ∈ {0, 1} (i = 1, 2, . . . , n)

(j = 1, 2, . . . , m)

Fig. 3. ILP formulation — for allocating employees in E to skills in S.



418 A. Singh et al.

4.2 TRIM Algorithm

In this section, we present a polynomial time-complexity optimal algorithm for
allocating employees to roles. The algorithm works as follows. First, it creates a
bi-partite graph with employees as one set of nodes and roles as another set of
nodes and a set of edges between these nodes are added with their weights set
to the corresponding cost involved in training. Then, it determines the optimal
assignment of employees to roles in polynomial time by determining the maxi-
mum weight matching in this bipartite graph using Hungarian algorithm, a well
known algorithm from the literature. Now, we describe these two steps in detail.

First, algorithm creates a bipartite graph as follows. It creates |E| nodes in
one partition where E is the set of employees who are available to be assigned
to the roles, and |R′| nodes in the other partition where R is the set of roles to
be filled; since there may be multiple openings for a role j ∈ R (i.e., Dj ≥ 1
number of openings for role j), algorithm adds Dj nodes in the second partition
for each role j. So, it holds that |R′| =

∑
j∈R Dj . For each employee node i

in the first partition, it then adds edges between node i and all the role nodes
j in the second partition. The weight of an edge between a node i in the first
partition and a node j in the second partition is set equal to γ −TCij where γ is
the penalty factor for failing to meet the demand for a role and cij is the overall
cost (which includes both training cost and convenience cost) incurred by the
organization in training employee i for the role j obtained by cost matrix TC.

Every employee node in the first partition can only be matched to at most one
role node in the second partition (ensuring that each employee can be assigned
at most one role) and every role node can be matched to at most one employee
node (ensuring that every role is assigned at most Dj employees). The size of
the graph created is polynomial in the input size as shown in Eq. (1). Here we
assume that the maximum demand for any role does not exceed the available
number of employees.

The number of nodes in the graph: |E| + |R′| = |E| +
∑

j∈R

Dj

≤ |E| + |E| × |R|
≤ |E| × (1 + |R|)

The number of edges in the graph: |E| × |R′| = |E| × |E| × |R|
= |E|2 × |R|

Then, the algorithm then uses the Hungarian method to find the maxi-
mum weight matching. By optimality of the Hungarian algorithm, the maximum
weighted matching in this graph can be obtained in polynomial time. In terms
of the ILP notation (of Fig. 3), the resultant weight of the employee assignments
to roles maximizes

∑
i∈E,j∈R TCij . Since γ × ∑

j∈R Dj is a system parameter,
the resultant assignment of employee to roles minimizes

∑
i∈E,j∈R xij × cij +

∑
j∈R

(
Dj − ∑

i∈E xij

) × γ, while respecting the ILP constraints. Hence, this
gives an optimal solution to the ILP in polynomial time.
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Finally, using the assignment of employees to roles, TRIM algorithm outputs
the trainings that each employee needs to go through by looking into the training
matrix TM. For example, the trainings that employee i need to undergo to take
up the assigned role j are listed in the ith row and the jth column of the training
matrix TM — the algorithm outputs this training list.

5 Simulations

In this section, we describe the experimental evaluations of TRIM algorithm.
The first set of evaluations are done using synthetic data and performance of
TRIM algorithm is compared against the ILP formulation (referred to as ILP
approach from here on) presented in Sect. 4.1. The second set of simulations
are done using real-world data from an organization. The performance of TRIM
algorithm is compared with a competitive approach referred as BAsic Training
Assignment (BATA) algorithm currently used by that organization.

ILP is run using IBM ILOG CPLEX Optimization Studio1. TRIM and BATA
algorithms are implemented in JAVA. The evaluations were run of a virtual
machine with 64 bit OS, 2.0 GHz processor, and 16 GB RAM. In the evaluations,
we set equal weights to training cost as well as convenience cost (i.e., α = β =
0.5) which indicates that the organization gives equal importance to both its
short-term goals as well to the long-term career goals of its employees.

5.1 Comparison of TRIM with ILP Approach Using Synthetic Data

In this set of evaluations, we compare the performance of TRIM with ILP app-
roach in terms of (i) the running time, and (ii) the cost of the solution output by
the algorithms; specifically, Cost of Training incurred per Employee (CTE). It is
trivial to see that the total cost of the solution can be obtained by multiplying
CTE with the number of employees allocated for training.

The synthetic data is generated as follows. Training cost matrix TC is gen-
erated using a Zipf distribution of 0.7. In this generated TC matrix, the number
of required roles is 0.4 times the number of available employees.

TRIM and ILP are applied on the synthetically generated TC matrix. The
number of employees is varied from 50 to 2500 and the time taken by both the
approaches is recorded in seconds as shown in Fig. 4a. Observe that the time
taken by the ILP approach exponentially increases as the number of employees
increase, while the time taken by TRIM increases polynomially. Also, as can be
seen in Fig. 4b, the cost of training per employee in the solution output by TRIM
is exactly same as that of the ILP approach. This re-confirms the optimality of
TRIM algorithm with respect to cost of the solution. To summarize, in our
evaluations with synthetic data, TRIM exhibited same performance as ILP in
terms of the cost of the solution, however, it significantly outperformed ILP
approach in terms of running time.

1 http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/.

http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
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Fig. 4. Performance of TRIM algorithm and ILP approach for synthetic data

5.2 Comparison of TRIM with BATA Using Real-World Data

In this set of evaluations, we compare the performance of TRIM with BATA
algorithm currently being used by an organization using the real-world data
from that organization. The comparison is based on the cost of the solution
output by the algorithms; specifically, based on the Cost of Training incurred
per Employee (CTE) in each solution. BATA is a two step training assignment
algorithm: a) First step assigns employees to trainings required for potential roles
so to minimize the cost of training alone b) Second step assigns employees to
trainings required for their target roles so as to minimize the corresponding cost.
As can be seen, the main difference between TRIM and BATA is that, TRIM
considers both training cost and convenience cost together while performing the
allocation whereas BATA does the allocation in two phases and hence fails to
take into account the cost of convenience while fulfilling the required roles. This
leads to incurring higher cost as shown by evaluations in this section.

The real-world data of an organization that is used in this set of evaluations
contains information about 2000 available employees, 22 roles and 25 projects.
Each project has roles and has multiple vacancies for each role to be filed which is
referred in this paper as potential role. For these evaluations, it is assumed that
each employee has a target role which is their supervisor’s role. The evaluations
consider that all the 2000 employees are available. Since the organization data
does not have cost for each skill training, we assume cost for each training is
constant, i.e., 2000 units (could be any currency).

CTE for both the solutions are measured by varying AEtoPR ratio. AEtoPR
is the ratio of the number of available employees to the number of potential roles
to be filled. AEtoPR is varied from 1.0 to 3.0 and its effect on CTE is observed
(see Fig. 5a). To vary AEtoPR, projects are selected from the data based on their
projected start date till the desired AEtoPR ratio is reached. To meet the desired
ratio a subset of potential roles may be chosen from the last selected project.
The project selection process takes care that as AEtoPR increases the number
of employees whose target roles aligns with the required roles also increases. As
seen in Fig. 5a, as AEtoPR increases CTE decreases. As mentioned earlier, this
happens because as the number of available employee’s increase it becomes more
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Fig. 5. Performance of TRIM algorithm and existing algorithm of the organization for
real-world data

and more possible to find employees whose current skill set and target role aligns
with the available potential roles. As can be seen from Fig. 5a, CTE of TRIM is
on an average 1000 units lesser than BATA, which signifies that the overall cost
when all the employees assigned to trainings are considered, TRIM outperforms
BATA in terms of overall cost of the solution.

Further, CTE for both the solutions are measured by varying TRtoPR ratio.
TRtoPR is the ratio of number of target roles present in the potential roles to
the number of potential roles. TRtoPR is varied from 0.0 to 1.0 and its effect on
CTE is observed. To vary TRtoPR ratio potential roles are selected from the
projects and the required vacancies are varied till the required ratio is reached.
Figure 5b plots the variation of CTE with respect to TRtoPR for both the
algorithms. As can be seen, for most of the TRtoPR values, TRIM performs
better than BATA. Also, it can be seen that, as the number of target roles
present in the potential role increase, the gap in CTE of TRIM and BATA
reduces. As TRtoPR ratio approaches 1.0, there is a high chance that every
employee gets a potential role that is actually the target role, hence the gap
between TRIM and BATA reduces to almost 0. To summarize, evaluations with
real-world data show that TRIM always provides a cost saving while assigning
trainings when compared to BATA.

6 Related Work

The literature contains multiple works that focus on using ontologies for automat-
ing skill management activities in an organization. Kunzman et al. present Profes-
sional Learning Ontology [7] and a reference model for integrating human resource
processes with ontology catalogues in [8]. Fazel-Zarandi and Fox present an ontol-
ogy for capturing skill and competency [9] and use it to determine an individual’s
skills and the skill gap for a role [10]. Authors in [11] present an ontology for com-
petency and use it to determine skill gap of employees. An ontology for compe-
tency and a functional architecture of a web-based system that can be used for
skill management activities is presented in [12]. The existing ontologies do not
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integrate skills, organization structure and project requirements thereby making
it unusable for recommending trainings. Furthermore, ORGS enriches the con-
cept of skill with experience that has not been covered in earlier ontologies and is
a crucial aspect of skill.

The existing work on skill management in an organization using ontologies
discussed in the previous paragraph focus on identifying an individual’s skill gap.
An extensive review of systems that recommend learning resources to students in
the education domain is presented in [13]. Shen and Shen [14] present a semantic
recommender that use an ontology of concepts and a student’s competency gaps
to recommend learning resources. However, they do not focus on using the ontol-
ogy in an organization to suggest learning paths that can be used by employees
to reach their target goals. A recent work [15] suggests using ontologies to guide
employees through their career goals in an organization. The work suggests that
ontologies can be used to recommend competencies to employees but does not
present any algorithms for the same. This work minimizes an organization’s costs
while assigning training to employees while taking into account their career goals
and learning abilities. To the best of our knowledge there are no algorithms in
literature that does such a training assignment for an organization.

7 Conclusion

Cost efficient allocation of employees to trainings to meet the organization level
skill requirements while considering the career goals of employees is a challenging
problem. For this problem, we presented a service TRANS that can be integrated
with an existing training management system. TRANS uses an optimal polyno-
mial time-complexity algorithm, TRIM, based on Hungarian method. Further,
in the process of designing the algorithm, we also presented ORGS ontology that
is used to calculate the cost for training each available employee for a potential
role taking into account constructivist learning theory. To the best of our knowl-
edge, no such solution exists in the literature and hence this is the first one. In
our experiments with real-world data from an organization, we observed that
our algorithm performs better than the existing strategy of the organization.
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Abstract. We investigate two different portfolio construction methods for two
different sets of algorithmic trading strategies that trade global futures. The
problem becomes complex if we consider the out-of-sample performance. The
Comgen method blindly optimizes the Sharpe ratio, and Comsha does the same
but gives priority to strategies that individually have the better Sharpe ratio. It
has been shown in the past that high Sharpe ratio strategies tend to perform
better in out-of-sample periods. As the benchmark method, we use an equally
weighted (1/N, naïve) portfolio. The analysis is performed on two years of
out-of-sample data using a walk forward approach in 24 independent periods.
We use the mean reversion and trend following datasets consisting of 22,702
and 36,466 trading models (time series), respectively. We conclude that Comsha
produces better results with trend-following methods, and Comsha performs the
same as Comgen with other type of strategies.

Keywords: Portfolio construction � Algorithmic trading � Sharpe ratio �
Optimization � Comgen � Comsha

1 Introduction

When a computer makes a decision to buy or sell an asset and executes the trade
automatically, it is called algorithmic trading. This type of trading comes in many names
and flavours and is known as algorithmic trading, automated trading, robot trading, bot
trading, trading robots, program trading, mechanical trading, systematic trading, high
frequency trading, low latency trading, ultra low latency trading, black-box trading,
trading models and quant trading. Some of the names may refer to one specific aspect or
type of trading, but they all are very similar – a human creates a computer program that
later analyses the data automatically and makes a decision to buy or sell by itself [1]. The
order is then sent to the market and executed with the anticipation of a profit. Automated
trading firms have been known for a while now and are famous for trend following and
more recently for high frequency trading. Portfolio construction for automated trading
systems (ATS) is a very new research topic and typically involves a huge number of
ATS. Very few research articles have been published in this field, most likely due to
secrecy.
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The important issue in financial engineering is to find the best portfolio optimi-
sation method. These methods were first introduced more than half a century ago [2].
A number of surveys and research articles have subsequently appeared, based on a
proposed portfolio optimisation idea [3–6].

In portfolio optimisation we construct a multidimensional weight vector w =
(w1, w2, …, wp), that establishes optimal proportions of assets X = (x1, x2, x3,… xp) for
the investment. Usually, profit or losses, xij (i = 1…p, j = 1…n) are used, where p is
the number of assets in the asset universe and n is the number of days in each asset.

In [2], a standard method for achieving the best result for the investment is to
calculate the ratio between the mean and standard deviation (SD). The mean and SD
ratio have two important and useful features: mean represents the profit and SD rep-
resents the risk. The ratio of these two measures is generally known as the information
ratio or Sharpe ratio [7]: S(xi) = mean (xi)/SD(xi). In the original formula it contains
risk free rate but for simplicity, we assume the risk free rate to be zero. Portfolio can be
described as follows:

xP ¼
Xp

j¼1

wjxj ¼ X� wT ð1Þ

Some authors have proposed supervised learning decision systems that modify
portfolio weights to reflect various changeable factors [8, 9].

It can be concluded that, for successful portfolio creation, there are three main
areas: data sample size, input dimensionality relationships and performance [10].

Another aspect is that few research papers deal with thousands of candidates in the
portfolio construction as there are number of issues. First, covariance matrix can be
invalid if number of assets is larger than number of days. Second, computational intensity
grows exponentially and for thousands of asses it becomes virtually impossible to con-
struct portfolio using typicalMarkowitzmean variancemethod. Authors in [14] proposed
heuristic method that is computationally capable of construction portfolios for thousands
of assets. Another attempt to speed up computations was presented in [13] where authors
analyze and compare the runtime of these algorithms on a set of benchmark problems and
demonstrate the most sophisticated version is several orders of magnitude faster than the
standard implementation. In [11] authors use exceptionally fast portfolio optimizer that
uses an active set method, whichwas enhanced by using penalty functionmethodology to
gain dramatic increases in speed to reach a true global optimal solution for large, real
world portfolio optimization problems with thousands of assets.

In addition to problems described above, numbers of researches confirm [16] that
optimal portfolios do not hold if measured in out-of-sample basis. In [12] authors show
that it is indeed difficult to avoid backtest overfitting. Any perseverant researcher will
always be able to find a backtest with a desired Sharpe ratio regardless of the sample
length requested. Thus, evaluation must be performed in out-of-sample and walk
forward fashion.
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2 Problem Formalisation

Systematic trading firm provided us daily series of profit and loss (PNL) generated by
ATS. Each series correspond to simulated run of ATS. Simulations are very realistic
and include adequate slippage and commissions.

2.1 Classic Portfolio vs. Algorithmic Portfolio

Portfolios constructed from ATS are different from classic portfolios constructed from
assets. In classic case portfolio is constructed from set of assets such us stocks, bonds,
currencies, commodities, etc. and for each asset weight is assigned. The first difference
between ATS and classic portfolio is size. In classical approach number of assets is
typically smaller i.e. less than 200. In AT case you can create thousands of different
versions of ATS. This is not always correct as for example for stocks, as there are tens
of thousands of stocks.

In the algorithmic trading it is quite often that you have hundred thousands of
algorithms and their variations to choose from. Also quite often weights are just binary
or discrete. Algorithm trades one lot or one futures contract. One cannot use Markowitz
portfolio construction method as number of assets is typically much smaller than
number of days (data points). There are some methods that can solve large scale
portfolio optimisation problem. One may use some heuristic optimization methods
such as Comgen [14, 15] that uses greedy optimization technique and adds algorithms
to the portfolio one by one maximizing Sharpe ratio.

The second difference between the classic and ATS portfolios is in the daily PNL
series characteristics. Not all trading models constantly hold position in the market.
Some models trade once a week. This makes ATS time series quite sparse and even
more difficult to construct correct covariance matrix and portfolio. Asset and ATP on
the same asset example is illustrated in Fig. 1. In upper graph we can see periods of not
trading as a flat line.
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Fig. 1. Daily PNL of the typical ATS (top) time series in our n = 3195 sized dataset and asset
(E-mini S&P 500) traded (bottom) by that ATS.
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2.2 Overfitting and Out-of-Sample Performance

One big problem in algorithmic trading is overfitting. In financial literature and slogan
this is also called curve fitting, bias, data mining, etc. This is a problem where your
algorithm during optimisation adapts to random data fluctuations rather than general
pattern in the data. It occurs due to numerous factors including: over-optimisation,
small data set, small number of trades, complex models, number of model parameters.
This phenomenon is known but not researched enough especially in algorithmic trading
environments. The problem is that out-of-sample results are typically much worse than
in-sample. See illustrative Figs. 2 and 3.

Evaluation of the results on the out-of-sample dataset is a big problem in scientific
literature. Quite often researches do not bother to test their portfolios/strategies
out-of-sample. Results obtained are good in-sample but out-of-sample performance is
poor. This is acute problem and some authors already reported it [17]. To avoid this
problem we create a portfolio on one set of data and verified it on the unseen future
data. We repeated this procedure several times to make sure winning method sys-
tematically produces better results.

2.3 Walk Forward Optimisation

We can distinguish 3 types of portfolio evaluation. First, we can create a model,
calibrate model parameters and test performance and quality on the same data set. This
type is highly criticised because more complex models can adapt to the training data
and demonstrate superior result. Second, we calibrate the model on one set and validate
it on the future unseen testing data. It is criticised as well as having one good
out-of-sample result can be a matter of luck. This approach is very common but limits
us to a small amount of unseen data. Good improvement is to use cross validation.
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Fig. 2. Out-of-sample performance (from
2014-01-01) of the portfolio is noticeably
worse than in-sample (till 2014-01-01).
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Fig. 3. Out-of-sample portfolio performance
from 2014-01-01 on the different set of trading
methods. We note that out-of-sample perfor-
mance is worse but positive.
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Take random subsets from the original data and repeat experiment multiple times. The
last method is walk forward approach. Here we train the model on one set and test it on
the small period of future data. Next, we shift the training period by period x and we
shift the testing period by the same period x. We repeat this procedure until there is no
data to shift our training and testing data periods. This is illustrated in Fig. 4. Walk
forward analysis is gaining more and more popularity. It is time consuming process but
allows one to view potential results in out-of-sample with longer time periods.

In our study we organised data into k month time intervals zi of 21 working days
(months). Initially we create a portfolio using z1… zm intervals and test it on zm+1
interval. In the next step we create a portfolio using z1… zm+1 range and test on zm+2.
This process is repeated until we reach zm+k. So we have totally k out-of-sample periods
that we can concatenate and get one long out-of-sample period. In total we have
m + k periods.

There are several modifications of this approach. Some use all available history to
calibrate parameters, some use fixed size recent history window. For example to test on
zp+1 one uses z1… zp data for training, but to test on zp+2 one uses z2… zp+1 data for
training. We used all available history, so to test on zp+2 we used z1… zp+1 data for
optimisation. Totally we used 2 years out-of-sample data, (12 � 2 = 24 months).

2.4 Data Description

All strategies under investigation are traded on 46 the most liquid futures from US and
European exchanges and include: indexes, energy, metals, interest rates, currencies,
agriculture and others. The data range varied from 2004 to 2016 depending on the
instrument. Some futures started trading in 2006 or later and available data is shorter.
We did not use proxy data for non existing history.

We used two types of trading models. From the systematic trading firm we received
big series of daily PNL series of simulated model results. All models were optimised
till 2014-01-01. Data from 2014 till 2016 was out-of-sample.

2.5 Short Term Trend Following (TF) Systems

Trend following strategies keep position as long as trend continues in the right
direction. Systems measures trend strength or momentum of the market and tries to find

z1

...

z2 z3 zm zm+1 zm+2 zm+k

...

walk forward out of sample periodinitial in sample period

Fig. 4. Walk forward testing, zm+1 is first out-of-sample period.
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good time to enter into a position. ATS were split into long and short sides. So strategy
can either take long position and later exit and stay flat until the next long position.
Short strategies will take short position on downtrend and will exit short position when
tend finishes. We do not have detailed information on how ATS are implemented as
this is sensitive information and was not shared by the systematic trading firm that
provided the data. Typical returns are a series of small losses followed by one big
profitable trade if model finds a good trend. To summarise the data we have: 36,466
trading systems, 3,094 days of history. In-sample period is from 2004-01-01 to
2014-01-01. Out-of-sample period from 2014-01-01 to 2016-01-01.

2.6 Short Term Mean Reversion (MR) Systems

This type of trading systems tries to make a profit on short term trend reversals.
Positions are kept for a very short time (one or two days). The logic is opposite to trend
following systems. If market moved in one direction too fast and/or too much there will
be a correction and system tries to make a profit on this correction. Exact logic is not
known as trading firm did not shared this information with us. Models are one
directional long or short only. System can be short-flat or long-flat. Typical returns are
a series of small wins followed by one big loss then market failed to reverse. Such types
of models are less popular as they sometimes generate sharp losses, but at the same
time they are less crowded. Logic is similar to market making but scale if much larger –
days or sometimes weeks. Summary: 22,702 trading systems, 1,823 days of history.
In-sample period from 2009-01-01 to 2014-01-01. Out-of-sample period from
2014-01-01 to 2016-01-01.

3 Portfolio Construction Methods

Unfortunately we cannot compare our method to classic mean variance optimiser as it
is too slow. We used MATALB in our experiments and tried quadratic optimised
(quadprog, frontcon, fminbnd) included in the MATLAB. However it
becomes too slow if number of time series goes above 600. In our experiments we used
36,466 and 22,702 sized datasets. We know there are some fast optimisers but ones we
found were commercial. We plan to include them in our future research.

3.1 Definitions

First we want to define some symbols used in our analysis.

O – pool of trading systems O = {o1, o2, … on}
P – portfolio of trading systems P = {p1, p2, … pn}
Pi – portfolio ith element, Pi ¼

Pn
j pij. Note that our portfolio gives equal weights

to each system.
pi – time series from the pool
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pij – jth element of the time series
sharpe(P) – Sharpe of the portfolio P
sharpe(pi) – Sharpe of the trading system pi

3.2 Benchmark Method

Equally weighted portfolio also known as Naïve portfolio is a popular benchmark
method. As the name suggests all assets/trading strategies are given equal weight in the
portfolio. This method is sometimes called 1/N method as weights are all equal to 1/N,
where N is the number of assets/trading strategies in the portfolio.

3.3 Comgen Algorithm

Comgen algorithm [14, 15] is based on greedy optimisation principle. We make series
of locally optimal decisions and think that it will lead to a globally optimal (or near
optimal) solution. In each step we examine all possible candidates to the portfolio and
select one that increases portfolio Sharpe the most. This procedure is repeated until
desired number of algorithms is selected or desired risk level is achieved. Typically we
do not allow inclusion of the same model more than once but it can be changed. We
present algorithm description below.

Algorithm 1 Comgen
select best Sharpe ratio strategy a from pool O
select a as a first portfolio P = {a}
for t=0 to Z 
begin
    for all b strategies in the pool O 
    begin
        add b to the portfolio Pnew = {Pold b}
        measure Sharpe ratio snew = sharpe(Pnew) 
    end

select best new Sharpe ratio sbest

add new bbest to portfolio P = {Pold bbest} 
end

.

Here Z is the size of the portfolio. In all our experiments we used Z = 60.

3.4 Comsha Algorithm

In portfolio construction a problem of overfitting is as acute as in individual ATS
development. There is an expectation that portfolio will be profitable in the future but if
portfolio is overfitted, results will be poor if not loss making. The same problem is with
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the correlation. You try to add strategies into portfolio that are not correlated in-sample
but correlation arises in out-of-sample period.

Comsha method is based on the idea that the highest Sharpe ratio strategies
in-sample tend to perform better in out-of-sample. This phenomenon has been noted by
several authors including [12, 18].

The essence of the algorithm is to give priority to the strategies that have the
highest Sharpe ratio while also paying attention into correlation between strategies. We
sort strategies by Sharpe ratio and add ones that has the highest Sharpe ratio first. We
also aim to increase portfolio Sharpe. Two criteria are used in the selection process:
individual Sharpe ratio and portfolio Sharpe ratio. I.e. add only if portfolio Sharpe
increases by sthreshold. This number sthreshold can vary but we selected 0.01 as
optimal. It indicates minimum Sharpe ratio increase in order to include new strategy to
the portfolio. Below we present algorithm pseudo code.

Algorithm 2 Comsha
make portfolio empty P = {}
sort strategies by Sharpe ratio in pool O 
select best Sharpe strategy a and add P = {a}

for t=0 to Z 
begin
    for all b strategies in descending Sharpe order in O 
    begin
        try to add b to the portfolio Pnew = {P, b}

snew = sharpe(Pnew) 
if snew – s > sthreshold

begin
             add b to the portfolio P = {P , b}
             s = snew

continue
end 

    end 
    if no new strategies added
    begin
        break #not possible to add any new strategy
    end
end

.

4 Experiments

We performed all experiments using out-of-sample data. Sometimes we used walk
forward approach; sometimes we used logic similar to cross validation. I.e. we take a
subset Osubset of the original pool O, create a portfolio and measure out-of-sample
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performance. Next we take another subset of the original pool, create a portfolio and
measure out-of-sample performance. We repeat this process 1000 times and averaged
the results.

Both methods Comsha and Comgen have several parameters to select. We selected
Z = 60 strategies from the original pool. This number is sufficient to grasp majority of
trading strategies coverage. We tried larger numbers but noticed no significant differ-
ence. Also we did not allow the same strategy to be included twice. Allowing this
sometimes lead in multiple selection of one very good strategy. For Comsha algorithm
we used sthreshold = 0.01.

4.1 Experiment 1, Walk Forward

In Figs. 5 and 6 we can see the results of walk forward experiments. Comsha method is
showing better results for TF type of strategies and produced better results in 17 out of
23 cases. For MR type strategies the difference between Comgen and Comsha results is
not so clear. Both methods perform similarly (11/24 cases). Equally weighted method
was depicted in green and indicated “ew” label.

4.2 Experiment 2, Comsha vs. Comgen

In this experiment we randomly generated subsets from both datasets and tried to create
2 portfolios one with Comgen and one with Comsha algorithms. We measured Sharpe
ratio in out-of-sample from 2014-01-01 till 2016-01-01 and in Fig. 7 plotted Sharpe
ratio scatter diagram with Comsha on horizontal axis and Comgen on vertical axis. We
repeated experiment 1000 times. In both experiments subset size was 10,000. We can
see that Comsha algorithm is producing better portfolios in 60 % of the cases on mean
reversion type strategies and 89 % of the cases on trend following strategies.
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Fig. 5. Sharpe ratio in 23 out-of-sample
periods on TF dataset. Comsha method out-
performs Comgen in 17/23 cases (higher is
better).
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Fig. 6. Sharpe ratio in 24 out-of-sample peri-
ods on MR dataset. Comsha method outper-
forms Comgen in 11/24 cases (higher is better).
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4.3 Summary of the Experiments

From the Table 1 we can clearly see that newly proposed Comsha algorithm is better
than Comgen. Results obtained are the same good or better. This depends on the
trading systems type. It works best with trend following systems and produces results
in some cases 90 % better. The statement that high Sharpe ratio strategies tend to
perform better in out-of-sample is correct (especially on trend following type of
strategies) and our experiments support this statement.

As we can see in all instances Comsha produces better results than Comgen
algorithm.

5 Conclusions

In this paper we investigate several aspects of algorithmic trading portfolio construc-
tion: types of algorithms, portfolio construction methods and out-of-sample behaviour.
We all know that by using too much optimisation very good in-sample results can be
achieved. The problem arises when the final portfolio is tested with unseen data. The
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Fig. 7. Sharpe of Comsha method vs. Sharpe of Comgen method on 1000 random data subsets.
On the left MR type strategies, on the right TF type strategies. The dot below the diagonal line
indicates that Comsha produces better results. In-sample for both was from 2009-01-01 till
2014-01-01 and out-of-sample from 2014-01-01 to 2016-01-01.

Table 1. Summary of the experiments. How many times Comsha was better than Comgen on
1000 random portfolio subset trials.

No. Model Size Start Comsha is better

1 TF 1000 2004 60.80 %
2 TF 10 000 2004 89.20 %
3 TF 20 000 2004 91.30 %
4 MR 10 000 2009 52.00 %
5 TF 10 000 2009 64.40 %
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results can often be disappointing. We use the Sharpe ratio metric not only as a
goodness/quality measure but also as an indicator of potential out-of-sample
performance/quality. The Comsha algorithm creates a portfolio giving priority to
trading models that have a high Sharpe ratio. This method is compared to another
method, Comgen, and we can note that Comsha is better than Comgen in the majority
of cases. Also, both methods are much better than a naïve, 1/N, equally weighted
portfolio.

For trend following systems, Comsha was always better, in close to 90 % of the
experiments. For another dataset that consisted of mean reversion models, the benefit
was not so clear, and both methods performed similarly.

This leads us to other conclusion that TF strategies were more overfitted than MR
type strategies. This is only true in our case and may not be the same for other TF and
MR type strategies.

We also note that experimental results on the financial data can often be misleading
due to the presence of large amounts of noise. A slight change in the configuration of
the experiment can make results positive or negative. The influence of random change
is high. It is very difficult to achieve consistently better results than other methods.
Though difficult, it is possible for robust methods.

From the market perspective, we note that 2015 was less favourable for both
algorithmic trading strategies. We performed a series of experiments, and it was dif-
ficult to achieve good results for 2015. Regardless of the portfolio construction method,
the most important aspect is the profitability of the underlying models. If the trading
system is not profitable in an out-of-sample period, no portfolio construction method
can create good results.

Also, we note that the newly proposed Comsha method is very fast and produces
results sometimes 20 times faster than Comgen. This makes the new algorithm suitable
for large scale application where the number of portfolio candidates exceeds tens of
thousands.

The Comsha and Comgen methods can be extended to include simple (one symbol
not exceeding more than x % of the portfolio) constraints. Support of more complex
constraints needs to be investigated in the future.

Acknowledgments. This work was supported by the Research Council of Lithuania under the
grant MIP-100/2015. Authors also want to express their appreciation to Vilnius University.
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Abstract. Supply Chain Management aims at optimizing the flow of
goods and services from the producer to the consumer. Closely intercon-
nected enterprises that align their production, logistics and procurement
with one another thus enjoy a competitive advantage in the market. To
achieve a close alignment, an instant, robust and efficient information
flow along the supply chain between and within enterprises is required.
However, less efficient human communication is often used instead of
automatic systems because of the great diversity of enterprise systems
and models. This paper describes an approach and its implementation
SCM Intelligence App, which enables the configuration of individual
supply chains together with the execution of industry accepted perfor-
mance metrics. Based on machine-processable supply chain data model
(the SCORVoc RDF vocabulary implementing the SCOR standard) and
W3C standardized protocols such as SPARQL, the approach represents
an alternative to closed software systems, which lack support for inter-
organizational supply chain analysis. Finally, we demonstrate the prac-
ticality of our approach using a prototypical implementation and a test
scenario.

1 Introduction

In the past decades, internal enterprise information systems have experienced
significant technical and scientific advancement. However, comparatively little
progress has been made to improve the exchange of information between enter-
prises [6]. Until today, most of the communication between enterprises is done
via informal channels, such as emails (including file attachments) or phone calls.
Only tier-1 suppliers of major Original Equipment Manufacturers (OEM) are
usually fully integrated into the information exchange and corresponding IT
support (e.g. electronic data interchange connections) as they are expensive to
deploy and maintain. Since they are the most dependent on well structured
value chains, they are the ones who are urging their suppliers to share crucial
information [2].
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-39426-8 34



Towards Federated, Semantics-Based Supply Chain Analytics 437

Informal communication is time-consuming, costly and can become inefficient
when crucial information is passed on among many different people, each using
their own vendor-specific business process model and Supply Chain Manage-
ment software system. Automatic communication and analysis among various
enterprises requires a common process model as a basis. The industry-agnostic
Supply Chain Operation Reference (SCOR) [14], backed up by many global play-
ers (including IBM, HP and SAP), precisely aims at tackling this challenging
task. By providing 201 different standardized processes and 286 metrics, it offers
a well-defined basis that allows to describe supply chains within and between
enterprises. The applicability of SCOR, however, is currently limited, since the
standard stays on the conceptual and terminological level and major effort is
required for implementing the standard in existing systems and processes.

Also, the systems implementing such a common process and data model need
to provide secure interfaces to allow exchange of crucial supply chain informa-
tion with their partners. However, proprietary software systems do not focus on
offering flexibility by utilizing open standards [4]. While the market-dominating
providers such as SAP and Oracle have recently introduced REST1 interfaces,
their main goal is not to share information with competing software systems.
This led us to using standards and protocols that enable enterprises to project
entire supply chains and to optimize them.

In this article, we present an approach for representing, exchanging and ana-
lyzing supply chain data adhering to the SCORVoc vocabulary. SCORVoc is
an RDF vocabulary implementing the SCOR standard, which bridges between
the conceptual/terminological level of SCOR and the operational/executional
level of IT systems. Based on the machine-processable supply chain data model
and W3C standardized protocols such as SPARQL, supply chain information
can be exchanged and analyzed in a distributed and flexible way. For example,
the vocabulary can be easily extended with domain-specific classes or proper-
ties, thus tailoring the data mode for specialized domains. In pharmaceutical
and food supply chains, for example, regulatory compliance information (such
as temperature or expiration dates) plays a crucial role.

The remainder of this article is structured as follows: In Sect. 2, we present
the requirements a system needs to fulfill to allow instant semantic-based sup-
ply chain analytics. Based on those requirements, we developed a system design,
which is described in Sect. 3. Section 4 presents an implementation of this system
including the data structure, and the client-server model application structure.
Sect. 5 reports on an evaluation of the usefulness and usability of our approach by
describing an application scenario and providing a demonstration of our imple-
mentation. Finally, we describe in Sect. 6 how open current market leading sys-
tems are w.r.t. accessing crucial supply chain data before concluding the paper
with an outlook on future work in Sect. 7.

1 https://scn.sap.com/community/developer-center/hana/blog/2014/12/10/sap-hana
-sps-09-new-developer-features-rest-api,
https://blogs.oracle.com/stevenChan/entry/introducing oracle e business suite.

https://scn.sap.com/community/developer-center/hana/blog/2014/12/10/sap-hana-sps-09-new-developer-features-rest-api
https://scn.sap.com/community/developer-center/hana/blog/2014/12/10/sap-hana-sps-09-new-developer-features-rest-api
https://blogs.oracle.com/stevenChan/entry/introducing_oracle_e_business_suite
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Fig. 1. Examples of individual supply chain views on specific parts of a supply network.

2 Requirements

Our requirements are driven by the LUCID project2 which aims at improv-
ing the information flows between highly connected enterprises. Furthermore,
a global operating manufacturer provided us with useful insights on day-to-
day supply chain challenges and helped us to gain a better understanding of
the SCOR. Instead of human intervention, the rationale is to automate data
exchange of logistical information, order management or event propagation.
Automating information exchange can, for example, help preventing the bull-
whip effect, which causes supply chain inefficiencies due to excessive production
line adaption as a response to business forecasts [9]. To attain the goal of an
interactive, federated analysis tool for supply chain management, we first collect
all requirements it needs to fulfill.

These are the requirements:

R1 Data sovereignty The major requirement is that each enterprise keeps the
full sovereignty of its data. This requirement precludes systems based on
external data hubs or cloud solutions.

R2 Secure data access Giving external enterprises access to one’s own informa-
tion system requires secure interfaces.

R3 Configurable supply chain networks Since every supply chain partner main-
tains a different view on the entire network (see Fig. 1, it is important that
each partner can configure its own view in the system.

R4 Customizable data models: Since there is no single globally accepted process
model, one needs to be able to customize and extend the data models.

R5 Customizable analysis techniques key performance indicators (KPIs) and
analysis methods vary by industry, region and abstraction model.

Sharing information inter-organizationally is usually strictly governed by
legal barriers. We assume in our approach that specific data access contracts
have been established and thus ignore legal requirements in our technical imple-
mentation.
2 Linked valUe ChaIn Data, http://www.lucid-project.org/.

http://www.lucid-project.org/


Towards Federated, Semantics-Based Supply Chain Analytics 439

Fig. 2. SCM Intelligence App Architecture

3 Architecture

Figure 2 displays the overall architecture of our approach including the services
that a server is going to provide and which the front-end takes advantage of.
From the host’s SPARQL endpoint, SCM Intelligence App is able to retrieve
specific information relevant to the supply chain, or to compute KPI metrics,
implemented as SPARQL queries, directly on the endpoint. The provider of the
server thus provides access control (via standard HTTP authentication mech-
anisms) and a triple store. The SCM Intelligence App provides three services
in total described in the sequel.

Configuration. First, the application allows each enterprise to configure their
individual view on the supply chain. To achieve this, they are required to specify
the endpoint and the credentials of each node in the supply chain. Furthermore,
every connection within the supply chain needs to be described, that is: Which
enterprise is the supplier/client of another enterprise.

Visualization. Second, once the information is specified in the configuration
step, the application is able to generate a supply chain visualization. This visu-
alization generally enables users to view supply chain information related to
different aspects (e.g. supply chain throughput, health) and on different levels
of granularity (e.g. tier 1 suppliers). In particular, it enables users to identify
critical links and suppliers/clients.

Analytics. Third, the user can run pre- or self-defined analytic methods to
compute KPIs on the entire supply chain. This main service helps to identify
weak performing links which then can be either optimized or replaced. Thus,
helping to keep the entire supply chain efficient and competitive.

4 Implementation

Our implementation follows the client-server model. We first introduce how
the client is implemented and then describe the server including the services
it provides.
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Fig. 3. Supply chain workflow example: Reliability between enterprises [12]

Data Structure. A major issue when it comes to the inter-organizational
exchange of data is the vast variety of systems and data models among and
within enterprises. Taking this into account, instead of aiming for a “one size
fits all” data model, we provide a common structure enterprises can use as a
basis and extend in a straightforward way.

Before defining a model, one needs to choose a meta language for express-
ing the model. In 1999, the World Wide Web Consortium (W3C) published
RDF [3] to provide a “vendor-neutral and operating system-independent system
of metadata”3. With the goal to facilitate knowledge sharing and exchange, it
has matured over time and allows on one hand to express simple terminologies,
taxonomies and vocabularies but also complex ontologies using the knowledge
representation language OWL [11]. RDF and OWL thus provide us with an opti-
mal basis such that an enterprise can adapt their supply chain models at any
time to enable the exchange of specific use case descriptions among each other
and to make sense of them.

Once the meta language has been chosen, the data model itself for the infor-
mation planned to be exchanged needs to be specified. There are many reasons
to distrust any system that claims to have a data model represents everything
that multiple enterprises along a supply chain may want to exchange. Different
interests in granularity, legal reasons, domain-specific requirements make finding
an accepted standard hard; this is considered one of the major bottlenecks in
the current Industry 4.0 initiative [2].

As a step towards a more standardized way to represent supply networks,
each enterprise has to agree on how each connection is measured. Thus, one
needs a process model with a clear definition for each process and how they
are evaluated. The APICS Supply Chain Council4 tackles this challenge, and
elaborates a reference model named Supply Chain Operations Reference Model
(SCOR) [14]. The industry-agnostic reference is backed up my many global play-
ers (including IBM, HP, and SAP) and contains 201 process definitions and 286
metrics. A metric represents a KPI that is used to measure processes.

3 https://www.w3.org/Press/RDF.
4 http://www.apics.org/sites/apics-supply-chain-council/frameworks/scor.

https://www.w3.org/Press/RDF
http://www.apics.org/sites/apics-supply-chain-council/frameworks/scor
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Fig. 4. Overview of the SCORVoc vocabulary (the namespace prefix schema refers to
schema.org and dc to Dublin Core).

@prefix rdfs: <http ://www.w3. org/2000/01/rdf−schema#> .
@prefix skos: <http ://www.w3. org/2004/02/skos/core#> .
@prefix xsd: <http ://www.w3. org/2001/XMLSchema#> .
@prefix : <http ://purl . org/e is/vocab/scor#> .
:Enable rdfs:subClassOf :Process ;

rdfs:comment "Enable describes the ...";
rdfs:label "Enable"@en , "Permitir"@es ;
skos:notation "E" ;

Listing 1. Concept definition example

Figure 3 represents a typical supply chain workflow. Each node represents an
enterprise, each arrow a connection. The values besides the connection can have
many dimensions: The reliability of a delivery, the costs involved, the time it
takes to deliver from one place to another.

SCORVoc [12] is an RDFS vocabulary that fully formalizes the SCOR ref-
erence. It contains definitions for for the processes and KPIs (“metrics”) in the
form of SPARQL [7] queries. A process is a basic business activity. Listing 1
displays an example definition of a process and Fig. 4 gives on overview on the
entire vocabulary.

As an example, there are multiple delivery processes: scor:SourceStock
Product, scor:SourceMakeToOrderProduct and scor:SourceTo
EngineerToProduct depending on whether a delivery is unloaded into the
stock, used in the production lines or used for special engineered products. Each
time such an activity takes place, all data that is needed to evaluate how well
this process performed is captured. Such as whether the delivery was on time, it
was delivered in full or if all documents were included. Each process contains at
least one metric definition. Due to its depth, we chose SCORVoc as our common
data basis. The vocabulary is available on GitHub5 including definitions and
localisation for each concept.

5 https://github.com/vocol/scor/blob/master/scor.ttl.

https://github.com/vocol/scor/blob/master/scor.ttl
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Fig. 5. SCM Intelligence App Configurator View

Client. The client is realized as a web application for two reasons: First, it pre-
vents possible installation issues or required operating-system dependent pre-
configurations. Thus, having a web browser is the only prerequisite for using
our system. Second, due to the vast use of open web standards such as RDF or
SPARQL, providing a web client is only consequential, considering that, without
an active network connection, data exchange is impossible.

The user interface is developed by using the markup language HTML56 and
the JavaScript libraries jQuery7 and vis.js8. The entire source code is avail-
able at the repository hosting platform GitHub9.

Figure 5 depicts the SCM configuration view for the user. Step by step the
user can add each enterprise to the supply chain and thus model the entire
view. For each enterprise, one needs to specify the SPARQL endpoint, the access
credentials and its position in the supply chain. Once all this information has
been defined, the entity is available for future supply chain analyses.

Figure 6 depicts the analysis view of the client. By specifying the timespan
and analysis method (in the example: “Order Delivered in Full”), one can run the
analysis on live or historical data and have strong and weak links highlighted.
Thus, one can identify connections that require special attention and should
therefore be acted upon or be replaced with alternative suppliers.

Predefined methods are described in [12]. Example dimensions include Reli-
ability, Responsiveness, Agility, Costs and Asset Management.

6 https://www.w3.org/TR/html5/.
7 http://jquery.com/.
8 http://visjs.org/.
9 https://github.com/EIS-Bonn/SCMApp.

https://www.w3.org/TR/html5/
http://jquery.com/
http://visjs.org/
https://github.com/EIS-Bonn/SCMApp
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Fig. 6. SCM Intelligence App Analytics View

Server. As a server, we chose the eccenca DataPlatform10 (basis described in
[15]) because of its access control support and SPARQL endpoint.

To be more precise, it offers a triple store as a knowledge base and a SPARQL
endpoint as an interface to access the data. The SPARQL endpoint is secured
using the OAuth 2.011 framework for authentication. Authorization is based on
the Authorization vocabulary12 as described in [16]. By providing context-based
access conditions (eccauth:AccessCondition), it allows providers (suppli-
ers or clients) to decide which data to share with whom on a RDF named graph
level.

However, the server may be exchanged with any other system which provides
a secured data access interface. The knowledge base, a triple store, may also
be exchanged as long as SPARQL queries can be executed. While in theory
access control is not important for the analysis itself, in reality, for enterprises
it is. Thus, if publishing supply chain information openly is an option, any open
SPARQL endpoint may be sufficient.

5 Evaluation

We provide a proof-of-concept evaluation for the feasibility of our approach.
Figure 6 describes the following scenario: The raw material producer Iron

Mine ZZ supplies the enterprises Daimler, GigaLab F4 and GigaLab X1. Sub-
10 https://www.eccenca.com/en/products/linked-data-suite.html.
11 http://tools.ietf.org/html/rfc6749.
12 https://vocab.eccenca.com/auth/.

https://www.eccenca.com/en/products/linked-data-suite.html
http://tools.ietf.org/html/rfc6749
https://vocab.eccenca.com/auth/
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sequently, GigaLabX1 then supplies Global Manufacturing and Press Logistics
MML and so on. Once this network is specified, one can choose the analytic
method to measure the quality. In our example, we choose Order Delivered in
Full (according to SCOR). Listing 2 represents the SPARQL query for this met-
ric. In order to calculate this result, it is necessary to first select all deliveries
executed and then to divide their count by the count of those that were not
fully executed. Whether a delivery is considered full or not full is specified by
the properties hasMetricRL 33 and hasMetricRL 50.

In the SCOR standard, this metric is identified by RL 2.1 and contains the
following general definition:

@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix : <http://purl.org/eis/vocab/scor#> .
SELECT (xsd:decimal(?full) / (xsd:decimal(?notFull)) * 100) AS ?result
WHERE { { SELECT COUNT(?deliveredInFull) AS ?full

WHERE { ?deliveredInFull :hasMetricRL_33 100 .
?deliveredInFull :hasMetricRL_50 100 . } }

{ SELECT (COUNT(?allDeliveries)) AS ?notFull
WHERE { ?allDeliveries a :Process . } }}

Listing 2. Orders Delivery in Full SPARQL metric

Percentage of orders which all of the items are received by customer in
the quantities committed. The number of orders that are received by the
customer in the quantities committed divided by the total orders [14]

Thus, the percentage 92% between Iron Mine ZZ and GigaLab F4 means
that 8% of all orders received by GigaLab F4 were not received in the quantities
originally ordered in the timespan of September 1 2015 up to December 31 2015.
For the sake of better identifying problematic links, values below 90 % were
highlighted with a red font color and a yellow background. We have deployed a
demo13 with multiple server instances including artificial test data.

6 Related Work

In 2014, according to a Gartner study14, the Supply Chain Management soft-
ware market reached a turnover total of $9.9 billion (2015 data expected to be
available in May 2016). The SCM software market offers a rich diversity of ven-
dors providing systems and models to manage supply chains. However, most of
the systems offer limited remote access or only recently introduced it.

We review some existing products based on their openness. In particular,
we check if the products support connecting to data sources of another system
without human interaction. For example, connectivity is provided by REST or
SOAP [1] interfaces to build customizable applications, which make us of the
underlying data.

13 https://rawgit.com/EIS-Bonn/SCMApp/master/scm-app.html.
14 http://www.gartner.com/newsroom/id/3050617.

https://rawgit.com/EIS-Bonn/SCMApp/master/scm-app.html
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Table 1. Openness of SCM products.

Market Includes Includes Interface

share REST SOAP introduced

SAP SCM 7.0 25.8 % + − 2011

Oracle Business Suite 14.6 % + + 2014

JDA Software 4.4 % − − −
Manhattan Associates 1.9 % − + 2010

Epicor ERP 10 1.6 % + + 2014

Based on a market share study by Gartner, SAP is the current market
leader with 25.8 % market share, followed by Oracle and JDA Software with
14.6 % and 4.4 %. Using this information, we selected the strongest software
vendors for our analysis.

Table 1 presents the results of our study. While the trend is slowly going
towards more openness, even major vendors provide incomplete interface sup-
port. Usually, these systems are optimized for being connected to other products
of the same vendor, as described in the technical documentation.15

Most of the existing research on formalizing SCOR into an ontology focuses
on the benefits of having semantics clearly represented [5,13]. Some of these
approaches further discuss use cases and an potential impact [10,17] of employ-
ing these ontologies or use it for simulation [5]. However, none of these works
are based on the latest SCOR version (11.0), have defined executable KPIs or
developed a SCOR-compliant application.

7 Conclusions and Future Work

The use of data-centric approaches in engineering, manufacturing and production
are currently widely discussed topics (cf. Industry 4.0, smart manufacturing or
cyber-physical systems initiatives). The complexity of supply chain management
in general is considered to be one of the major bottlenecks of the field. Interoper-
ability, decentralization, real-time capability and service orientation are four of
the six design principles of the Industry 4.0 initiative [8]. Our approach tackles
these challenges using a decentralized system, which provides direct access to
crucial supply chain relevant information. While proprietary software systems
are slowly introducing access services such as REST or SOAP, also a seman-
tic description of the data is required to gain a common understanding and
thus reduce the semantic barrier. Aligning data structures on industry standards
increases interoperability, but in order to meet enterprise-specific demands, any
data structure needs to allow customization without breaking the model. From a

15 http://help.sap.com/saphelp/ scm700/ ehp03/helpdata/en/58/d4cc537cbf224
be10000000a174cb4/frameset.htm.

http://help.sap.com/saphelp/_scm700/_ehp03/helpdata/en/58/d4cc537cbf224be10000000a174cb4/frameset.htm
http://help.sap.com/saphelp/_scm700/_ehp03/helpdata/en/58/d4cc537cbf224be10000000a174cb4/frameset.htm
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non-technical perspective, a challenge also lies in establishing trust among sup-
ply chain partners. Providing remote access to internal knowledge bases is often
hindered by legal concerns and the fear of giving away one’s business secrets.

For the future, we plan to support further standards in addition to SCOR,
such as GS1 EDI 16 or ISO/TC 184/SC 4 17. We plan to demonstrate the added
value of integrating open data into supply chain management, such as spatial
data from LinkedGeoData, company data from OpenCorporates or open product
data. Furthermore, we plan to test our system in a production setting including
real data.

Acknowledgments. This work has been supported by the German Ministry for Edu-
cation and Research funded project LUCID, and by the European Commission under
the Seventh Framework Program FP7 for grant 601043 (http://diachron-fp7.eu).
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