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Foreword

The 18th International Conference on Human-Computer Interaction, HCI International
2016, was held in Toronto, Canada, during July 17–22, 2016. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,354 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 74 countries submitted contributions, and 1,287 papers and
186 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of the design and use
of computing systems. The papers thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 27-volume set of the
conference proceedings are listed on pages IX and X.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2016
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2016 Constantine Stephanidis
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• Second International Conference on Human Aspects of IT for the Aged Population
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Program Board Chairs: Fiona Fui-Hoon Nah, USA,
and Chuan-Hoo Tan, Singapore

• Miguel Aguirre-Urreta, USA
• Andreas Auinger, Austria
• Michel Avital, Denmark
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HCI International 2017

The 19th International Conference on Human-Computer Interaction, HCI International
2017, will be held jointly with the affiliated conferences in Vancouver, Canada, at the
Vancouver Convention Centre, July 9–14, 2017. It will cover a broad spectrum
of themes related to human-computer interaction, including theoretical issues, methods,
tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website: http://2017.
hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2017.org

http://2017.hci.international/

http://2017.hci.international/
http://2017.hci.international/
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Abstract. Many studies investigate IT integrated instruction adoption by discus‐
sing enablers and constraints. They suggest that school policies, infrastructures,
and learning resources are critical for effectively implementing IT integrated
instruction. However, few of the research explore the diffusion patterns of IT
integrated instruction in educational organizations based on social network
perspective. This study conducts a case study where an IT integrated instruction
application is successfully diffused among teachers via social interactions. In this
study, we seek answers of two research questions: (1) What kind of social
networks are relevant to IT diffusion? And (2) How these social networks influ‐
ence IT diffusion? Using social network analysis, this study examines the corre‐
lation between authority, consultation and affective networks and IT diffusion
pattern. Our findings suggest that the authority, consultation, and affective
networks are positively correlated to the IT diffusion. This study further illustrates
and compares the characteristics of social networks and IT diffusion diagram. Our
findings provide organizations a way to make good use of social networks for
diffusing IT.

Keywords: Social network · IT diffusion pattern · IT integrated instruction

1 Introduction

With rapid development of information technology (IT), many educational organiza‐
tions consider integrating IT into instructions with an expectation of improving educa‐
tion quality. IT integrated instruction refers to an instructional method that using IT to
present learning materials and to design instructional activities [19]. The previous
studies suggest that school policies, infrastructures, learning resources are critical for
IT integrated instruction adoption [21]. In addition, peer support in organization and
interpersonal interactions are also the important factors [20].

Most of previous studies investigate the adoption of IT integrated instruction by discus‐
sing enablers and constraints. Few of them explore the pattern that IT integrated instruction
diffuses within educational organizations. In addition, IT integrated instruction, as an
example of innovation, can be diffused through social interactions [16]. This study explores

© Springer International Publishing Switzerland 2016
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the relationship between IT diffusion and social network. We identify three kinds of social
network in organization and examine their correlations to IT diffusion pattern. We seek the
answers for two research questions: (1) Which social networks are relevant to IT diffusion?
(2) How these social networks influence IT diffusion? Our research is anchored on a case
study of IT integrated instruction in an elementary school. In that case, the IT integrated
instruction was effectively diffused among teachers without formal manipulations. Most
teachers in the school displayed interactive electronic books with computer and projector as
the way of IT integrated instruction for delivering instructions. This case provides us a good
observation target to explore how IT can be diffused by social networks. We applied a
social network analysis to explore the factors of IT diffusion in an organization. Specifi‐
cally, we analyzed the correlation between teacher’s authority, consultation and affective
networks and IT diffusion pattern.

2 Literatures

2.1 IT Integrated Instruction

IT integrated instruction is an instructional method that integrating information tech‐
nologies into the design of instructional processes and activities [19]. This instructional
method can enhance learning because it riches learning contents with multimedia and
improves the interaction between students and learning materials [11]. The focus of IT
integrated instruction is not only on using IT in classroom, but also on effectively
applying IT features to design corresponding instructional activities, so as to enhance
students’ learning processes [11, 23]. This instructional method improves traditional
instruction by providing richer learning material presentation, enhancing teacher-
student interactions, and bringing much of creativity of instruction.

Although educational organizations promote IT integrated instruction with many
advantages, it needs instructors accept and adopt such instructional method for realizing
these advantages. The previous studies conclude the barriers of IT integrated instruction,
including the lack of resources and support (i.e., funding, staff, and IT equipments), the
unsupported norm, a lot of effort and stress on developing learning materials, and the
insufficient computer literacy of using IT into instruction [13, 20, 27].

2.2 Theoretical Gap

Existing studies investigate IT integrated instruction by discussing the difficulties of
implementation, including resources, IT infrastructure, instructor’s IT literacy, and
organizational norms. These studies contribute by proposing critical factors on facili‐
tating the adoption of IT integrated instruction. However, they rarely discuss how IT is
to be diffused within an organization, as well as by which channels it can be diffused.
In the limited investigations, research suggests the importance of social interactions. For
example, Wu and Wu [27] propose that IT integrated instruction diffuses through not
only administrative policies, but also through the interpersonal exchanges and sharing
among organization members. And Shih [20] suggests a significance of peer support.

4 T.-H. Chu et al.



These studies bring a implication that the interpersonal interactions embedded in
working context can be important to the diffusion of IT.

The interpersonal connections are known as social networks which help individuals
exchange information with group members [17, 18]. Interpersonal relationship in organ‐
izations is suggested to be a considerable influence on individual behaviors formation
and change [7, 15]. Social network perspective provides a lens to understand IT adoption
within organizations [22]. This perspective enables a creative solution of IT adoption
by taking advantage of the existing interpersonal networks within an organization. Thus,
this study applies the social network perspective to examine the relationships between
the IT diffusion and social networks in an organization.

2.3 Social Network Perspective

Social network refers to the network of relationship that people connect with each other
through a certain social interactions within an organization or group [18]. Social network
perspective conceptualizes a social structure as a pattern of the embedded resources,
opportunities, social supports and constraints that an actor can receive affording by her
network position [22]. By analyzing social structures to study management and organ‐
izational behaviors, social network has been wildly applied by studies in various fields
[4, 7, 15, 18, 22].

Social network perspective explains performance and outcomes by the actor’s posi‐
tion in social network [2]. An actor’s position in social networks indicates the embedded
social interactions and exchanges for enhancing or constraining access to valued
resources, such as work advice and strategic information, as well as social supports [6,
14, 22]. A social network is usually represented by a graph formed of numerous ‘nodes’
and ‘ties’, where a node refers to an individual actor and a tie indicates the relationship
among two actors [6, 9, 10, 26]. As ties typically involved different kinds of resource
exchanges [1, 22], we focus on three typical ties (i.e. social relationships) within an
organization. Social relationships in an organization can include formal authority rela‐
tionships (such as superiors and subordinates, peers, and colleagues), consultation rela‐
tionships (such as obtaining help, and advising others), and affective networks formed
by friendships and trust [25].

Many studies examine network centrality to capture social exchanges within a social
network. Network centrality is defined as ‘the extent of an actor’s involvement in assis‐
tance exchanges with others’ [22, p. 375]. Three types network centrality are identified,
including degree centrality, closeness centrality, and betweenness centrality [8, 24].
Degree centrality measures the direct linkage of an individual for examining her control
scope within networks. An individual with higher degree centrality connects to more
actors and has greater influence within the social network. The closeness centrality
determines the extent of closeness between an individual and others. An individual with
higher closeness centrality is closer to others, and is able to acquire information quickly.
Betweenness centrality presents the extent of mediation that the interactions among
members must be introduced by an individual actor. An individual with higher betwe‐
enness centrality is more critical to disseminate information across groups within a social
network [6].
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3 Hypotheses Development

We develop a research framework for studying the relationship between three social
networks and IT diffusion pattern (Fig. 1). Three typical social networks in organization
were identified by previous studies, including authority, consultation and affective
networks [1, 22, 25]. The complexity of integrating IT into instruction poses the need
to support teachers in overcoming knowledge and emotional barriers of IT features and
instructional design. In an organization, such a support can be brought by authority (i.e.
the formal report system), informal information exchange (i.e. consultation), and friend‐
ship (i.e. affective support) among the organizational members.

IT diffusion  

Authority network  

Consultation network 

Affective network  

H1 

H2 

H3 

Fig. 1. Conceptual framework

Authority Network. Authority network refers to a social relationship formed by formal
report system in an organization. In authority network, an actor interacts with her super‐
visor (or subordinates) and colleagues according to job position, rather than interper‐
sonal relationship. When an actor interacts with others by authority, she can acquire the
support of formal resources and information, and makes IT diffuse thereafter. Thus, we
proposed the hypothesis H1.

H1: Authority network is positively influence IT diffusion.

Consultation Network. The deployment of an innovation (such as IT integrated
instruction) usually create challenges as the organizational members have to learn tech‐
nology features and interfaces, as well as to cope with new work processes [5]. There‐
fore, the individuals may pose substantial learning requirements [3, 22]. Learning how
to integrate IT into instruction includes knowledge transfer across teachers with different
levels of skills. It is easier for transferring knowledge among people with similar
training, background and job characteristics. It implies that a teacher can benefit from
consulting others for obtaining help or giving advices, and makes IT diffuse thereafter.
Thus, we propose the hypothesis H2.

H2: Consultation network is positively influence IT diffusion.

Affective Network. When learning about a new innovation, an individual is also
suffered from mentally fatigue and frustration [12, 22]. The affective network that build
based on friendship and trust plays an important role for providing social support. An
individual who highly involved in affective networks usually receives more emotional
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support and resources, with which they can cope with mentally fatigue and frustration
of using IT into instructional activities. Thus, we propose the hypothesis H3.

H3: Affective network is positively influence IT diffusion.

4 Research Design

This study conducted a case study to examine the relationship between social networks
and IT diffusion. Based on theoretical sampling, this study selected an IT diffusion case
in a Taiwanese elementary school as the research site because of two reasons. Firstly,
this case presented the corresponding phenomenon that this study wanted to discuss. In
this case, the IT was diffused among most organizational members via social interac‐
tions, rather than formal administration. Secondly, the social interactions among elemen‐
tary teachers school were very intensive. The teachers usually worked together for
developing instructions of each subject-matter in grade fragments. Meetings, special
interest groups, and workshops were formed for teaching works. The adjacency of both
classroom locations and office seats would increase the potential social interactions
among teachers in terms of observation, consultation, and friendship. Such the
complexity of social interactions also increased the potential of research exploration.

4.1 Case Background

Alpha was an elementary school located at a small town in the middle Taiwan. Estab‐
lished for more than fifty years, at the research time, Alpha ran a G1–G6 program by
forty-one classes with 1300 students. There were sixty-eight teachers, including forty-
two main classroom teachers and twenty-six academic teachers. Among the teachers,
90 % of them were with IT literacy of using computer and applications.

In 2009, Alpha’s teachers volunteering adopted a new way of IT integrated instruc‐
tion by displaying electronic books with a projector for teaching students. In 2012, more
than half of the teachers had adopted such an instructional method. In Alpha, this was
the first time that teachers used IT into daily instructional activities without formal
regulation. Before this success, Alpha experienced a failure on introducing interactive
whiteboard (IWB) in 2007. Although the school administrated several tutorials for
teaching teachers IWB features and set a reward system for encouraging IWB use, but
that project was terminated in the sixth months after implementation. Most of the
teachers kept distance from using IWB. When comparing the two IT implementations,
two observations were found. First, the teachers adopted an IT that had simple techno‐
logical features (i.e. e-book with projector) but they rejected an advanced one (i.e. IWB).
Second, IT implementation failed when there were formal manipulations via policy, but
it succeeded under informal social interactions. Those observations posted the question
on how IT would be diffused via interpersonal social networks without formal
administrations.
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4.2 Data Collection

Data collection in this study was through questionnaires responded by individual
teachers in Alpha. The questionnaires contained six questions for drawing the IT diffu‐
sion, authority, obtaining help, advising, friendship, and trust networks, respectively.
For each of the six questions, the subjects noted three organizational members who were
best fulfilled the description of the questions. For example, the question of ‘authority’
required the subjects to indicate three people who they formally interacted with
frequently for completing task. For another example, the response of ‘obtaining help’
should be three people who the subject frequently consulted with for solving problems.
To verify the content validity, the questions were reviewed by three instructors who
served for elementary schools for clarifying the appropriateness of description and
meaning. All teachers in Alpha were candidates of filling the questionnaire in order to
construct social network models as real as possible. As eight teachers refused to respond,
we acquired a total of 60 responses for the following analysis.

4.3 Data Analysis

For the data analysis, this study used UCINET to construct and to analyze the correla‐
tions among social networks. For each of six questions, researchers compiled the 60
responses into a 60 × 60 matrix and illustrated the correspondent social network diagram
via UCINET illustrating tools. Then, as consultation and affective were second-order
constructs, a CFA was used for versifying the reliability and validity. Next, principle
component analysis was applied to generate the scores of consultation and affection
matrices. Finally, a MRQAP (Multiple Regression Quadratic Assignment Procedure)
regression was applied to estimate the correlations between authority, consultation,
affective networks and IT diffusion network, respectively.

MRQAP was a regression analysis for matrices. MRQAP estimated the regression
coefficients of a dependent matrix with several independent matrices with particular
explanatory power. The calculation was in two steps. Firstly, a conventional regression
analysis between the independent and the dependent matrices was carried out. Applying
OLS (ordinary least squares) for calculating regression coefficient, MRQAP calculation
procedure used N (N−1) observations in the matrices as the basis. After calculating the
actual observation, secondly, a randomly permutation on the rows and columns in the
matrices, then another OLS calculation was carry out to obtain another regression coef‐
ficients (i.e. β values). After repeated permutation and OLS calculations, a distribution
of β values could be obtained. A comparison of the β values in the distribution with the
β value obtained from actual observation was then carried out. If the possibility that β
value after permutation was bigger or equal to the actual observed β value was lower
than 5 %, it meant the actual observed β value has reached the 0.05 significance level.
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5 Research Findings

5.1 Reliability and Validity

Since both of consultation and affective networks included two questions, we examined
reliability and validity of these two constructs. The reliability was tested by Cronbach’s α;
and the greater value indicated the greater reliability. The Cronbach’s α for the two
constructs were all greater than 0.7, indicating a satisfied reliability (Table 1). The validity
was tested by a CFA for checking whether the obtaining help and advising converged into
a factor while friendship and trust converged into another. The results of Table 1 showed
that obtaining help and advising converged to a factor (i.e. consultation network). And
friendship and trust converged to another factor (i.e. affective network).

Table 1. Factor loadings and Cronbach’s α

Items Consultation network
(Cronbach’s α = .905)

Affective network
(Cronbach’s α = .856)

1. Obtaining help .962 .116
2. Advising .787 .507
3. Friendship .237 .910
4. Trust .207 .928

Since both of Consultation and Affective networks were composited by two varia‐
bles, we calculated the values of two 60 × 60 matrices according to the factor loadings
of Principle Component Analysis. The two 60 × 60 matrixes, each of which represented
consultation network and affective network were used for following analysis.

5.2 Hypotheses Tests

This study used UCINET VI software with a MRQAP analysis for estimating the correla‐
tions between the authority, consultation, affective network, and IT diffusion, respectively.
Each of the networks was represented by a 60 × 60 matrix according to the responses of the
corresponding question. In MRQAP analysis, IT diffusion pattern was the dependent vari‐
able, whereas authority, consultation and affective networks were the independent varia‐
bles. Table 2 showed the result of regression coefficients of MRQAP analysis.

Table 2. Regreesion coefficients

Independent matrix β Standardized β p value
Authority network 0.407 0.393 0.001***
Consultation network 0.284 0.298 0.001***
Affective network 0.060 0.062 0.001***

Note: Dependent matrix: IT diffusion pattern, *p < 0.1 **p < 0.01 ***p < 0.001,
R2 = 0.446; Adj R2 = 0.446.
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In Table 2, all the three constructs were significantly correlated to the IT diffusion
pattern, indicating supports on the hypotheses H1, H2 and H3. Authority, consultation and
affective networks explained the IT diffusion pattern well (R2 = 0.446). These results indi‐
cated that the IT diffusion was significantly correlated to the teachers’ authority, consulta‐
tion and affective social networks. Among the three networks, the authority network was
the most important predictor (β = 0.393), followed by the consultation network (β = 0.298),
and then the affective network (β = 0.062). That was, in this case, the IT was diffused
mainly through authority and consultation networks. Although affective network had
significant influence, its importance was much less than the other two.

6 Discussions

This study examined the influences of authority, consultation and affective network on
IT diffusion. Taking an example of IT diffusion in an elementary school, our findings
showed the three social networks were significant on IT diffusion. The IT diffusion
pattern was presented in Fig. 2. In Fig. 2, some clusters of IT diffusion, such as IT1 (11,
12, 13, 14, 16), IT2 (23, 24, 25, 26, 27), IT3 (31, 33, 34, 35, 38), IT4 (41, 42, 44, 45,
46), and IT5 (51, 52, 54, 57, L), could be identified. It also identified some key persons
for the IT diffusion, such as G (standardized in-degree centrality = 38.806), L (26.866),
F (11.940), M (11.940), and 42 (10.448). Among them, G and L were current and former
IT chief. That showed that the IT specialists played an important role on IT diffusion.
In addition, E (standardized betweenness centrality = 21.307), 16 (17.296), F (16.467),
13 (15.707), 32 (13.663) had higher betweenness centrality, indicating that they played
as important hubs for bringing IT across subgroups.

Fig. 2. IT diffusion pattern

Authority Network. Authority Network were proved by this study as the most impor‐
tant construct to IT diffusion. Figure 3 presented the authority network in Alpha. The
authority network demonstrated the formal interaction based on job position and report
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system. In Fig. 3, the teachers who served in the same grade fragment had a lot of
exchanges and formed several clusters in this diagram. A small group analyze identified
six clusters in this network diagram, including A1 (11, 12, 13, 14, 15, 16), A2 (22, 23,
24, 25, 26, 27), A3 (31, 32, 33, 34, 35, 37), A4 (41, 42, 44, 45, 46), A5 (51, 52, 53, 54,
55, 57), and A6 (62, 63, 64, 65, 67). The members of these clusters were teachers in the
same grade fragment (i.e. G1–G6). This phenomenon presented the way teachers work
in an elementary school. In an elementary school, instructions and activities were usually
run based on grade fragment level. For a semester, each grade fragment identified
particular instructional themes and activities for each subject-matter. Teachers in grade
fragments conducted extensive interactions for coordinating the instructional plan
execution.

Fig. 3. Authority network

We found three overlaps when we compared the authority network with IT diffusion
pattern. These overlaps were A1 (which overlapped IT1), A2 (which overlapped IT2),
A3 (which overlapped IT3), A4 (which overlapped IT4), and A5 (which overlapped
IT5). These evidences showed that the IT was diffused within grade fragments, espe‐
cially in G1, G2, G3, G4, and G5.

The key actors with higher network centrality in authority network were 33 (stand‐
ardized in-degree centrality = 10.448), E (8.955), F (8.955), 51 (8.955). Among them,
E and F were also identified as key actors on IT diffusion network. Since E and F served
for the Office of Academic Affairs, indicating that the staff in Office of Academic Affairs
who had lots of interactions with teachers were also critical for such IT diffusion.

Consultation Network. The consultation network was also significant on IT diffusion.
Excepting interactions based on authority, information exchange for problem solving was
a critical path of IT diffusion. Such information exchanges could be obtaining help and
advising others. Figure 4 presented the consultation network. In Fig. 4, six clusters could
be identified, including C1 (11, 12, 13, 14, 15, 16), C2 (23, 24, 25, 26), C3 (31, 32, 33, 34,
37), C4 (42, 44, 45, 46, 47), C5 (51, 52, 53, 54, 56), and C6 (A, B, G, I, M, N). Most of the
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group members were teachers served in the same grade fragment, but C6 was a group
formed by academic teachers.

Fig. 4. Consultation network

The consultation network overlapped IT diffusion pattern on five clusters, they were
C1, C2, C3 C4, and C5. This showed that IT was diffused along with the consultations
(either obtaining help or advising) within grade fragments. It occurred especially in the
grade fragments G1, G2, G3, G4, and G5.

In addition, the key actors with higher centrality in the consultation network were G
(standardized in-degree centrality = 17.9100), E (14.925), D (13.433), 15 (11.940), and
M (11.940). Among them, G had highest degree centrality in IT diffusion network as
well. As G served as the IT chief in school, it was not surprised that he provided lots of
consultation for IT use.

Furthermore, E presented the highest betweenness centrality in both consultation
network (standardized betweenness centrality = 15.262) and IT diffusion network.
These indicated that E not only assistant others but also an important referee. Acted as
a hub, E helped the IT diffused across clusters when he provided consultations to
teachers.

Affective Network. Figure 5 presented the affective network. The K-plex analysis
indicated no significant clusters within this diagram. It meant that affective interaction
among the teachers in Alpha didn’t restrict to authority and work consultation. The actors
with higher degree centrality was 32 (standardized in-degree centrality = 11.940), 36
(11.940), N (10.448), E (10.448), and I (10.448). Among them, only 32 had been iden‐
tified as the hub (with higher betweenness centrality) in the IT diffusion diagram.
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Fig. 5. Affective network

7 Conclusion

This study investigates the correlation between social networks and IT diffusion pattern.
The results suggest that authority, consultation and affective network are significantly
correlated with IT diffusion. These findings can bring three implications.

First, the authority network is effective for IT diffusion. For elementary teachers, the
grade fragments formed based on authority is the critical channel for IT diffusion. Within
grade fragment, the teachers need to interact with others closely for accomplishing the
designed instruction plan and activities. Teachers hold meetings within grade fragment
frequently, and these meetings increase the opportunities for teachers to share experi‐
ences on using IT into instruction. Besides meetings, the classrooms of the same grade
fragment are usually located in the adjacent area. This arrangement makes it easy
discuss, share and demonstrate how to use IT for instruction. As a result, teacher’s
authority network promotes close interactions, especially within grade fragment, and
becomes an important enabler of IT diffusion.

Second, professional consultations in organization play a key role of IT diffusion. The
diffusion of IT is also facilitated through the consultation network in organization. When
teachers are confused with work problems, they usually seek advices within grade frag‐
ment. The consultants who are senior and experienced might introduce IT as the solutions
for solving their colleagues’ problems on instruction. These advices are often convincing
and persuasive because the consultants are in the same situation of organizational environ‐
ment, have similar work conditions and resources limitations. Consultants not only support
teachers instantly but also act as the learning partner on using IT for instruction. Experi‐
ence sharing and support providing from consultants reduce teachers’ sense of uncertainty
and anxiety of adopting IT, and therefore makes IT diffusion.

Third, the affective network provides hubs for IT diffusing across grade fragments.
The friendship and trust network among teachers facilitated the transfer of IT relevant
information to the colleagues in different grade fragments.
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This study has academic and practical contributions. For the academy, this study
illustrates and explains how social network may influence IT diffusion. Our findings
remind organizations to make good use of social networks for diffusing IT. Authority,
consultation and affective network in organization are effective and critical channels for
diffusing IT. For practice, organizations can take three ways to facilitate IT diffusion
through social networks: (1) Strengthen the interactions of authority network in order
to increase the opportunities of information exchanging and sharing; (2) Pay attention
to the members who are often consulted by others. They can be the consultants and
supporters who make other individuals to adopt IT; (3) Use affective network to
encourage teachers to share their experiences and reflections on using IT, and provide
the information to the teachers who do not use IT for instruction.
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Abstract. This research-in-progress paper explores the effects of information
source credibility (brands versus vloggers), information type (how-to tutorial
versus product demonstration), and viewer characteristics on perceptions of
information quality, information usefulness, information satisfaction, and
information adoption in the context of YouTube videos regarding a technology
product, the Apple Watch. The primary goal of this study is to understand how
users process information provided through YouTube videos by brands and
vloggers, as well as extend existing models of information adoption that solely
focus on information and source characteristics without considering character-
istics of the user or viewer. Envisioned future steps in this project are discussed
as well as implications for research and practice. Data collection will be com-
pleted prior to the HCII conference, where results will be presented.

Keywords: Source credibility � Information quality � Information usefulness �
Information adoption � User characteristics � Youtube � Social media technology
industry

1 Introduction

YouTube is the second largest search engine, making it a principal source of knowl-
edge and information for consumers. Across the various product categories that may be
showcased in YouTube videos, the Electronics industry is the most viewed industry,
accounting not only for 16 % of all YouTube views but further accounting for 15 % of
all video uploads making it the single largest industry, followed by beauty, auto,
telecom, beverages, and other [26].

A large proportion of these videos are not created by brands themselves, but rather
by electronics vloggers. Because of their popularity, brands are increasingly under-
standing and embracing the influence of these electronics vloggers. Although brands
currently control a mere 3 % of YouTube’s videos, recent marketing research reports
show that brands are growing their investments for marketing through YouTube
channels [26] to improve their presence on YouTube among the influence of electronics
vloggers. However, do these massive amounts of views translate into brand or vlogger
influence and do viewers act on the content or suggestions found in these videos?

Despite the growing popularity of Apple Watch videos on YouTube and the
increasing use of this marketing channel by Apple Watch brands, no studies were

© Springer International Publishing Switzerland 2016
F.F.-H. Nah and C.-H. Tan (Eds.): HCIBGO 2016, Part I, LNCS 9751, pp. 16–25, 2016.
DOI: 10.1007/978-3-319-39396-4_2



identified that explore viewer behavior in the context of the electronics industry.
Although various studies on online consumer behavior have studied social media such
as Facebook [12] or Twitter, we identified only a single study regarding YouTube as a
source of information on the H1N1 Influenza Pandemic. However, none of the above
studies have focused on how viewers process information from videos, and how their
information processing is either affected by source credibility or in turn influences the
user’s intention to act on the content or suggestions found in the video.

Therefore, this study aims to answer the following research question: What is the
effect of the information’s source credibility (brands vs. vloggers) on information
quality, information usefulness, information satisfaction, and information adop-
tion in the context of YouTube Apple Watch videos? In addition to analyzing per-
ceived characteristics of the information embedded in the video, this study moves
beyond existing Information Systems (IS) studies on information adoption in organi-
zational settings (c.f., [33, 38]) by also incorporating viewer characteristics, such as
prior knowledge and information relevance.

Therefore, this study offers two contributions to existing research on information
adoption. First, by analyzing information adoption in the context of YouTube Apple
Watch videos, we shift to an analysis of source credibility and information quality in a
voluntary, online environment compared to studies focusing on organizational settings.
Second, by incorporating viewer characteristics—prior knowledge and relevance—we
extend existing models that have solely centered on characteristics of the source and the
information itself thereby overlooking the interactions between the viewer and the
source/information.

Beyond the abovementioned contributions to theory, this study is expected to
generate practical implications by shedding light on the credibility of brands versus
vloggers in the context of YouTube as well as reveal which types of product-related
videos— how-to tutorials versus product demonstration—are most likely to result in
information adoption.

The remainder of this research-in-progress paper is organized as follows. First, we
review the prior literature on source credibility, information quality, and information
adoption as well as literature pertaining to viewer characteristics. These theoretical
foundations will be used to formulate a set of hypotheses regarding the interplay of
these source/information and viewer characteristics. Subsequently, we present the
hypothesized research model, envisioned research approach, experimental manipula-
tions, and measurement scales. Finally, we discuss future steps of this study and
expected contributions to research and practice.

2 Literature Review

In this section, we review the literature regarding the key constructs underpinning this
study, namely: perceived source and information characteristics (source credibility and
information quality), viewer characteristics (relevance and prior knowledge), and key
dependent variables in this study (information usefulness, user satisfaction, information
adoption).
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2.1 Source and Information Characteristics

The two key characteristics of the source and information that will be explored in this
study are source credibility and information quality.

The concept of credibility has previously been studied in psychology by [16], who
studied how intrinsic attributes affect the credibility of a source. [16] analyzed intrinsic
attributes such as, trustworthiness, expertise, and attractiveness and their effects on
credibility and ultimately someone’s attitude towards said source. It was found that
high source credibility induces greater positive attitude toward the position advocated
[10]. Specifically, these previous studies found that high source credibility leads to
higher persuasion than low source credibility; hence source credibility plays a key role
in the transmission of information and subsequent decisions to adopt content or sug-
gestions provided by the source.

Although these original studies were conducted in offline environments, recent
studies have extended source credibility into the online environment. For instance, [20]
studied the differentiation of source, message, and media credibility in an online
environment. [9] studied the perceived source credibility of websites regarding mes-
sage features and structural features. However, these works have been largely
exploratory in terms of developing measures of media credibility for online media
rather than exploring impacts on information adoption.

For the present study, the following definition of source credibility is retained: “the
extent to which an information source is perceived to be believable, competent, and
trustworthy by information recipients” [3].

The other key characteristic in this study is information quality, a multi-
dimensional concept. In what follows, we will discuss some of the various conceptu-
alizations developed in different papers. For instance, [18] found that information
quality has two sub-dimensions, which are information persuasiveness and information
completeness. According to [34]’s definition of quality, information quality encom-
passes the dimensions of accuracy, comprehensiveness, currency, reliability, and
validity. The latter is similar to [13] five-dimensional conceptualization of information
quality as: accuracy, completeness, relevance, timeliness and amount of data. [21]
discovered three main dimensions underpinning information quality including the
perception of the user about the information, the information itself (completeness), and
the process of accessing the information.

In the present study, we will analyze information quality as a subjective factor
determined by the user’s personal view, experience and his background in line with the
suggestion of [32] who argue that information quality cannot be assessed indepen-
dently of the people who use the information. Therefore, in line with this subjective
approach to conceptualizing information quality as well as appreciating its multi-
dimensional nature, we adopt the following definition of information quality by [33]:
“the extent to which users think that information is relevant, timely, accurate, and
complete”.
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2.2 Viewer Characteristics

In addition to the two characteristics of the source and information, this study also
incorporates two characteristics of the viewer (or user), namely information relevance
(or interest) and prior knowledge.

Information relevance or interest has long been studied to determine its effect on
attention, engagement, and cognitive processing [6, 29, 30]. Given its direct link to
engagement and attention, relevance or interest appears to be an important viewer
characteristic in understanding information adoption.

Second, prior knowledge—a user characteristic that refers to a person’s awareness
of and information about a topic, product, or technology [28]—influences people’s
perception of the attributes of that product. Existing studies have found evidence for
relationships between knowledge and perceived innovation attributes, including rela-
tive advantage [7], risk (i.e. uncertainty) [8], as well as observability and trialability
[23] of a technology. Similarly, one can anticipate that a viewer’s prior knowledge
would interact with his or her perception of source credibility and information quality
in the context of YouTube Apple Watch videos.

2.3 Dependent Variables: Information Usefulness, Information
Satisfaction, and Information Adoption

In addition to the information- and viewer-centric independent variables, this study
incorporates the following three dependent variables, namely information usefulness,
information satisfaction, and information adoption.

Information usefulness has been studied across various settings including health
[24] and organizational contexts [33]. Similar to the concept of usefulness in the
technology acceptance model [5], research on information has identified information
usefulness as an important driver of information adoption [31]. In this study, the
following definition is retained: “information usefulness refers to the degree to which
the information is perceived to be valuable, informative and helpful” [33].

Information satisfaction is the equivalent of user satisfaction in IS and consumer
research, which is largely a function of the effectiveness of the interaction of a user with
a technology or product [1, 4, 22]. Contemporary research links user satisfaction to
attitude and attitude change (c.f., [17, 19]). In this study, we define information sat-
isfaction as “a person’s feelings or attitudes toward a particular informational message”
(adapted from [38]).

Finally, information adoption—our ultimate dependent variable—has been previ-
ously studied in both offline [37] and online [36] settings. We will mostly leverage the
literature on content and information adoption in computer-mediated communication
contexts, such as [33]’s study about email information adoption and [36] study of
information adoption in online communities. In line with [36], we define information
adoption as “the extent to which people accept content that they are presented with as
meaningful, after assessing its validity”.
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3 Research Model and Hypotheses

Given the limited space available, Table 1 summarizes the hypotheses underpinning
our research model and provides references to supporting research. Figure 1 visualizes
all hypothesized relationships in the overall research model.

Table 1. Hypotheses

Hyp. Description Supporting
evidence

H1 Source credibility positively affects information quality [33]
H2 Source credibility positively affects information usefulness [36]
H3 Information quality positively affects information usefulness [33]
H4 Information relevance will have a positive moderating effect on

the relationship between source credibility and information
usefulness

[6, 29, 30]

H5 Prior knowledge will have a negative moderating effect on the
relationship between information quality and information
usefulness

[11, 37]

H6 Source credibility positively affects information satisfaction [18, 38]
H7 Information usefulness positively affects information satisfaction [38]
H8 Information usefulness positively impacts information adoption [5, 33]
H9 Information satisfaction positively impacts information adoption [38]

Fig. 1. Proposed research model
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4 Methodology

For this study, we will adopt a 2 (Brands vs. Vloggers) * 2 (Product presentations vs.
Tutorials) experimental design. Hence, participants will be randomly assigned to one of
four videos prior to answering a research question.

4.1 Source and Video (Message) Selection

For the selection of vloggers, a selection will be made based on popularity as defined
by total number of views and channel subscribers as well as experience as determined
by the number of videos and date of joining YouTube. However, vloggers that have
established official contracts with brands will be eliminated so as not to undermine the
distinction between the information source—namely brand versus vloggers.

For the selection of official Apple Watch brands, we will use a ranking generated by
[26] where they ranked electronics brands based on the total number of videos posted
on YouTube.

For the content selection, we classify the videos into one of two main categories
(see Table 1). Although two additional video types exist, hauls (showing off recently-
purchased items) and vlogger’s way of life (aimed at creating intimate relations with
subscribers), these are not used by brands, hence, are inappropriate for comparing the
two source types. For each cell, we will select a video from the selected vlogger or
brand (Table 2).

4.2 Measures

The constructs and items, as adapted from existing literature, are summarized in
Table 3.

Table 2. Video categories and descriptions

Category Product presentations Tutorials

Brand Electronics brands are presenting their
own products which are often
adapted from existing commercials

“How to” videos published by brands
which show how to use a particular
electronics product

Vloggers Vloggers create videos such as
“50 + Apple Watch Tips and
Tricks”, or “Top Apps for the Apple
Watch” which usually present
multiple products

Similar “How To” videos that show
how to use an electronic device (e.g.,
Apple Watch)
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Table 3. Constructs and items

Construct Definition (in this study) Source Sample items

Characteristics of the source
Source
credibility

The extent to which an
information source (brand or
vlogger) is perceived to be
believable, competent, and
trustworthy by viewers

[3] “The person/brand who
published the video was
knowledgeable on this topic”

“The person/brand who
published the video was
trustworthy”

Information
quality
(adapted)

A viewer’s assessment of
whether the information in
the video is accurate, valid,
and timely

[35] “Information provided by this
video is accurate”

“Information provided by this
video is reliable”

Viewer characteristics
Relevance/topic
interest
(adapted)

The viewer’s level of interest in
electronics

[14, 15] “Important- unimportant”.
“Irrelevant- relevant”
“Means a lot to me- means
nothing to me”
“Unexciting- exciting”

Prior knowledge
(adapted)

The viewer’s familiarity,
associations, and knowledge
with/about electronics

[27] “Please rate your knowledge of
Apple Watch, as compared to
the average person’s
knowledge of Apple Watch”

“One of the least
knowledgeable”-“one of the
most knowledgeable”

Dependent variables
Information
usefulness
(adapted)

The extent to which a viewer
believes that a specific video
would enhance his/her
effectiveness in using the
Apple Watch

[25] “This video would be useful for
getting valuable information
about this product”

“This video would enhance my
effectiveness in getting useful
information about Apple Watch
product”

Information
satisfaction
(adapted)

The viewers feelings about the
information provided in the
video

[2] “Very dissatisfied- very
satisfied”

“Very displeased- very pleased”
“Absolutely terrible- absolutely
delighted”

Information
adoption
(adapted)

The viewer’s intentions towards
adopting Apple Watch as
advocated in the video

[33] “How likely are you to act on
the content of this video”?

“To what extent does the content
of the video motivate you to
take action? Not at all
motivated – Totally motivated”
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5 Discussion and Concluding Remarks

Research on social media has proliferated in recent years; however, the majority of
prior studies have focused on the message without regard for either the source or the
recipient of that message. We attempt to overcome this gap in the literature through the
study in progress. Hence, the foremost contribution to theory will be the provision of a
unified view on the underlying mechanism of information adoption, one that incor-
porates characteristics of both the source/information as well as the user and explains
their associated effects on information adoption.

Furthermore, results will highlight the extent to which mediation occurs between
constructs that have previously been studied in isolation, such as the relationships
between source credibility, information usefulness, and information adoption [33].

In regards to implications for practice, a clear contribution will be made in iden-
tifying which of the two prevalent, product-centered video types – product demon-
strations and how-to tutorials – is more effective in leading to the viewer’s adoption of
the communicated information. Accordingly, a brand can invest in the creation of such
digital assets, as they may ultimately lead to greater product sales.

Lastly, a two-fold analysis of source credibility will reveal whether (i) commercial
brands are more or less credible than individuals when it comes to product information
dissemination, and (ii) the relative effect of credibility on perceptions of information
quality, information usefulness, and information satisfaction.
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Abstract. Popular professional online networking sites, such as LinkedIn™,
Monster™, CareerBuilder®, and others, focus on traditional jobs. Increasing
demand for high school internships suggests an interest for an electronic
networking database pertinent to high school opportunities [14]. In comparison
to traditional methods of acquiring internships, such a database would provide
increased accessibility and efficiency through an HCI conceptualized computer
interface. Surveys were designed and distributed to stakeholders, an east coast,
chartered high school (students grades 9–12, n = 132), businesses (n = 18), and
parents (n = 143), to gather reactionary information. A Kruskal-Wallis, nonpara‐
metric algorithm found significant differences (p < 0.05) amongst the variables
and eliminated errors due to a lack of homoscedasticity. The data found desira‐
bility, optimal implementation, and privacy concerns across independent varia‐
bles. The degree that all stakeholders will feel comfortable in using a database to
focus internship potential revolves about the efficacy, presentation, and portal
attributes of the database.

Keywords: Internship · High school · Networking · HCI · Database · Survey ·
Privacy

1 Literature Review

An intern is “a student or trainee who works, sometimes without pay, at a trade or
occupation in order to gain work experience” [9]. Internships distinguish themselves
from other traditional jobs by focusing on work experience and learning. As a result,
internships may not result in payment, since the pursuit of knowledge, instead of wealth,
is the primary goal. High school students often seek internships as a means of furthering
their knowledge and gaining recognition for their work. “Students who have participated
in internships have reported better time management and communication skills, higher
levels of self-discipline, increased initiative and improved self-image concepts” [13].
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Internships provide benefits for both the employer and the worker [2], and internships
provide opportunities that can benefit all concerned. The demand for internships prom‐
ises a steady increase, with a survey showing that 50 % of 326 surveyed companies were
creating internship programs in 2014 [14]. High school and college students seek intern‐
ships because they make the students’ resume more attractive to potential employers.
Employers may not give consideration to applicants without prior internships or work
experience [16], which makes internships highly prized opportunities for students
wishing to someday join the workforce. According to one study, 95 % of employers take
work experience into account while recruiting [4]. Thus, internships are reliable sources
of this crucial experience for those seeking employment but not yet directly involved in
the workforce. Furthermore, internships help develop a skillset vital to a professional
setting, including interpersonal relationship skills and confidence in one’s work [4]. 92 %
of high school interns said they interned in hopes of acquiring new skills, while 81 %
said they sought internships for job experience [7].

LinkedIn™, a professional networking site, allows professionals and businesses to
connect and network. However, LinkedIn™ is geared towards providing job opportu‐
nities, rather than internships. The LinkedIn™ user agreement states that profiles
throughout the site specifically target job openings in clause 2.5 [15]. High school
students lack diverse connections due to their lack of experience in the work force and
the limitations of their age due to legal reasons; LinkedIn™’s concept of connections
hinder a student’s ability to be acquainted with professionals and thereby internship
opportunities.

Social networking sites hold an infamous reputation for privacy concerns, as they,
by design, appeal to a large body of people [6]. Barnes [1], sees difficulties stemming
from the fact that users, especially those of high school age, may wish to keep their
information private but still share it in a public area because they incorrectly assume
that the information will be semi-private. A professional high school internship database
may require more security than a traditional networking site, as its professional, as
opposed to social, nature would require different types of information from the user [11],
preventing the divulgence or misuse of information that commonly plagues similar
networking sites. “Internships are the link between theoretical knowledge and concepts
learned in the classroom setting, and real time industry applications. Internships have
long been regarded as an important component in preparing undergraduate students for
the entry-level job market” [13]. Knouse et al. [10], examined the relationships between
students’ academic performance, job offerings and internships and found that “students
with internships had a significantly higher overall grade point average, were somewhat
younger upon graduation, and were more likely to be employed upon graduation than
students without internships” [10].

The main intentions of an internship are “personal real world insights and exposures
to actual working life, an experiential, foundation to their career choices, and the chance
to build valuable business networks” [12]. The Atlantic indicates internships only
improve chances of obtaining a job by a “negligible 1.8 % points” in comparison to those
who do not participate in internships [5]. The National Association of Colleges and
Employers, on the other hand, states that over 63 % of interns are offered job opportu‐
nities through a survey in which over 38,000 students participated [3]. Gault et al. [9]
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in “Undergraduate Business Internships and Career Success: Are They Related?” state
that internship experiences result in “significantly higher levels of extrinsic success than
their non-intern counterparts.”

Gault et al. [9], in the Journal of Marketing Education, also found that interns reported
receiving starting salaries that averaged $2,240 higher than their non-intern counterparts.
In addition, the study found that higher salaries, later on in careers, were the result of
earlier employment and that interns had obtained their positions approximately 2.36
months earlier than non-interns. The fact that interns started work earlier can be
supported by the notion that the internships provided better preparation and “job acquis‐
ition skills” [9].

2 Methods

Using Google Forms, three distinct surveys were constructed for high school students,
their parents, and local businesses and industries. Information was gathered from these
groups. The following response choices were available: Yes or No, choose all that apply,
and semantic differentials consisting of Strongly Agree, Agree, Moderately Agree,
Moderately Disagree, Disagree, and Strongly Disagree. Student questions focused on
the information a student wanted to make available to companies, privacy concerns
regarding the database, vocational fields of interest, and a student’s opinion on the
usefulness. Parents received questions relative to their comfort levels concerning using
the database, the opinions of the parents regarding information shared within the data‐
base, and any potential parental concerns. The company survey proffered questions on
what information each company would require from a prospective intern, the discipline
of each respective company, and their opinion on the usefulness of the database. All
data was analyzed with the software Minitab®. Significant differences among variables
were found by using the Kruskal-Wallis nonparametric statistical method at p < .05.

3 Findings

3.1 Student Survey

The student survey found that 97.0 % of students (n = 132) surveyed believed that a
professional networking site focused on high school internships would assist them in
acquiring internships (see Fig. 1). There was a significant difference pertaining to
students who thought that this would be beneficial to college application and students
who wanted to receive feedback with p = 0.004. The survey also revealed a significant
difference between how strongly students thought the site would be useful for obtaining
internships and how strongly they thought electronic networking would benefit their
college application, suggesting that many students desired an internship as a means of
obtaining college recognition. The data also showed that 90.9 % of students considered
themselves ‘comfortable’ or ‘strongly comfortable’ with technology. Students also
wanted to receive feedback from businesses through the site. All student respondents
claimed to want business feedback on their internship performances, but not all students
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wished this feedback to be made public; 81.8 % of students stated that they would want
feedback from businesses to be viewable by other businesses (see Fig. 2). 98.5 % of
students reported that they wished to read peers’ reviews of companies, and 96.2 %
wished to write reviews (see Fig. 3). A significant difference with a p-value of .003
existed between the extent that students wanted feedback and the extent that they wished
to review companies. Additionally, statistical significance existed between whether the
feedback should be posted on the site and if they wanted to give companies feedback.
Students, while positive about the prospects of obtaining internships, showed wariness
concerning the potential privacy risks surrounding the site. 77.3 % of respondents stated
that they would be concerned with having their personal information on a database.
84.8 % of students wanted their information to be viewable only by teachers and busi‐
nesses, and not by their peers. 56.1 % of students said that they disagreed with including
pictures of users on the website. Gender did not play a role with respect photo inclusion.
Finally, there was a significant difference between believing an electronic network
would be beneficial in the internship process and gaining feedback on one’s performance
as an intern.

© 2015 Google Inc, used with permission. Google and the Google logo are registered 
trademarks of Google Inc.

Fig. 1. Breakdown of students’ opinions on the potential benefits of electronic networking

© 2015 Google Inc, used with permission. Google and the Google logo are registered 
trademarks of Google Inc.

Fig. 2. Breakdown of students’ opinions on receiving review
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Fig. 3. Breakdown of students’ opinions on reviewing companies

3.2 Parent Survey

Parents (n = 143) displayed similar enthusiasm for the creation of a database centered
on internships for high school students. 91.6 % of surveyed parents believed that such
a database would help their child find an internship (see Fig. 4). Parents supported the
prospect of student and business reviews; 93.0 % supported receiving feedback from
businesses concerning their child’s performance as an intern, and 91.6 % supported their
children reviewing companies. There was no significant difference between the support
for giving or receiving reviews and the level of education of the surveyed parent. A
strong significance existed between a parent’s desire for receiving reviews and for
students to be able to review companies, a response similar to that of the surveyed
students. 85.4 % agreed that student-related/profile data posted on the site should only
be accessible to approved business institutions (see Fig. 5). The parents shared a similar
opinion concerning privacy and security, as only 57.3 % of parents were comfortable
with their child’s photo being displayed on the site. The age of the respondent had no
significant effect on the response concerning this matter. A significant difference
between the opinions of male, female, and ‘did not wish to answer’ parents who
responded concerning the concept of a photo on the profile page existed. Furthermore,
the majority of parents preferred that prospective interns be contacted via a school email,
rather than a personal one, with 68.5 % stating that they would be fine with a child’s
school email being utilized for contact but only 16.1 % stating that they would be willing
to have a child’s personal email be used (see Fig. 6). Parents expressed a strong overall
trust with their children concerning acquiring an internship, as 62.9 % stated that they
would be comfortable with children using the site and applying for positions without
parental approval, but many desired more involvement once the student acquired the
internship, as 62.2 % stated that they would wish to be contacted before their children
concerning an internship.
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Fig. 4. Breakdown of parents’ opinions on the potential benefits of electronic networking
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Fig. 5. Breakdown of parent’s opinion on displaying their child’s academic information
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Fig. 6. Breakdown of parent’s opinion on forms of contact between their child and a business
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3.3 Business Survey

Of the surveyed businesses (n = 18), 61.1 % responded that they would be willing to
hire high school students as interns and 61.1 % responded that they would be interested
in using a professional database site to do so. Businesses were more interested in hiring
junior and senior high school students; 66.7 % sought rising college freshmen and 72.2 %
sought rising high school seniors, while only 38.9 % sought rising high school juniors,
16.7 % sought rising sophomores, and 11.1 % sought rising freshmen (see Fig. 7). 88.9 %
of businesses were interested in knowing a student’s GPA (see Fig. 8), but no significant
difference existed between the type of business and its desire to know a student’s GPA
(see Figs. 8 and 9). There was no significant difference between how strongly a business
valued standardized test scores and how strongly they valued GPA. Businesses also
desired to retain security regarding a professional high school database; 66.7 % of busi‐
nesses only wished to provide contact information to students they had selected for
internships, and 33.3 % of businesses stated that they did not wish to make any contact
information public to students at all. 94.4 % of businesses supported preventing students
from putting inappropriate or vulgar content in their reviews, helping to prevent slander
of companies. Businesses, regarding the style of review, shared a similar opinion with
the parents and students. 66.7 % of companies surveyed desired the ability to leave
comments apropos an intern’s performance. 83.3 % of businesses said that they would
only want students who had previously held an internship to be able to review the
company.

© 2015 Google Inc, used with permission. Google and the Google logo are registered 
trademarks of Google Inc.

Fig. 7. Breakdown of business’s opinion on the grade level for potential internships
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Fig. 9. Breakdown of business’s opinion on the importance of standardized test scores

4 Conclusion

Over 98.5 % of high school students want a way to connect to companies, and 91.7 %
of parents encourage this relationship. High school students strongly desire internships
and consider themselves comfortable with technology (98.5 %), which supports the
plausibility of this platform. Literature and the study’s data indicate student enthusiasm
derives largely from the fact that they believe they will receive recognition from colleges
(97.0 %) as a result of an internship, as well as work experience in their field of interest
[12]. Businesses, overall, support the prospect, as 66.7 % of businesses agree with the
idea of reviewing high school interns. Businesses are becoming more accepting of high
school interns. The main concern for businesses is the students’ young age (see Fig. 7).
Student age also was a factor in the students’ preference of company contact. A signif‐
icant difference existed between the year of students and their desire to be contacted by
businesses before their parents. Both the student and parent surveys revealed a relation‐
ship between a desire to write reviews and to receive them, showing the possibility for
improvements to existing internship programs that companies offer. There was no
significant difference relating education to giving or receiving reviews, showing that all
want to contribute to making internships better; this, combined with the strong desire of
students to read and write reviews, shows that all involved in this process want the
opportunity to learn and grow. The fact that 66.7 % businesses who wish to review interns
who have worked with them and that 83.3 % of business wish to receive comments from

Fig. 8. Breakdown of business’s opinion on the importance of GPA
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interns indicate that companies value both student feedback and security to help prevent
students from posting inaccurate or fictitious reviews.

The combination of a more discriminatory selection process as well as dynamic
responses allows for the active refinement of the intern through their experience. The
fact that no significance exists between businesses wanting to know test scores and
wanting to know GPA supports the null hypothesis that a business prefers GPA over
standardized test scores, demonstrating that the two are interchangeable and either would
be sufficient for the application process. The statistical significance between students
believing electronic networking would be beneficial to obtaining an internship and
receiving feedback shows that students wish to utilize a high school professional data‐
base to pursue internships and also highly value the maintenance of a completely profes‐
sional and secure atmosphere on the proposed database. The fact that 28.0 % of student
are willing to provide their personal email indicates a high concern for web safety and
privacy. The lack of a significant difference between male and female opinion of their
photo on the website highlights not only a universal concern for privacy, but also a
related concern for professionalism.

Because the functionality of searching for interns, based on profile data, depends on
students providing certain pieces of information, privacy concerns may arise due to the
potential exploitation of this information. Concerns regarding security risks, expressed
by parents and businesses, are inherent to any database containing personal information.
Both students and parents displayed some reluctance in providing personal information,
such as a child’s photo, on the website. The surveys did find that students viewed as
more mature by their parents were trusted to provide more of their personal information
on the website, as a significant difference existed between how mature parents felt their
students were and parents’ willingness for students to display their photo. Both students
and parents preferred divulging non-personal information to businesses, such as an
official school email, over revealing information such as phone numbers and personal
email addresses. The fact that 88.6 % of students are willing to provide a school email
to companies, while only 28.0 % of students are willing to provide a personal email,
supports this idea of dual concerns for privacy and professionalism.

Over 72.7 % of students, with no significant difference between males and females,
wanted their parents, not just themselves, to be contacted by businesses. However,
students valued importance of initial business contact; 79.5 % reported that they would
be opposed to a business contacting a parent before the student, with significant differ‐
ences existing between age and opinion; older students opposed the idea of parents being
contacted first more strongly than younger students. The majority of each group desired
to be the first contacted by a business, which suggests parents wish to ensure that their
children are safe and students want to be independent in their search for work experience.
This tension may derive in part from parental safety concerns, and a secure and profes‐
sional site may relieve some of the concern of parents.

A significant difference existed between gender and willingness to display a child’s
photo, with parents who are reluctant to divulge their gender discouraging their child
from divulging personal information through a photo. A significant difference existed
between how mature a parent felt their child was and how willing the parent was to allow
the child to display their photo; in other words, parents felt that more mature children
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could be trusted to reveal more personal information. Potential security fears could be
ameliorated through careful measures taken by the coding team of such a website, as
well as the private and professional nature of the site. By focusing this website with the
sole intent of connecting employers to prospective interns, this database possesses the
potential to circumvent many of the problems found in social media and social
networking. A professional database, used by both students and businesses, would allow
companies to identify prospective interns and students to identify prospective businesses
to intern for, as well as increase the competition between interns by allowing companies
to view a larger pool of prospective candidates. Analysis indicates that a database of this
type would not only be feasible, but also desirable among both students, parents, and
certain business types.

All participants in the survey desire to take part in the internship process; the major
obstacle preventing a solid partnership between the prospective interns and companies
is a lack of networking. Knouse et al. [10] substantiate the importance of connecting
students with employers as soon as possible in order to provide students with the oppor‐
tunities to excel. Gault et al. [9] indicate that graduates with direct industry experience
had a higher tendency to receive a higher starting salary. These two goals drive students
and parents to obtain internships. The addition of such a database would provide poten‐
tial connections in a fast and efficient manner.
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Abstract. In order to explore the relationship between happiness and Internet
use, an Internet Use Scale (IUS) was developed and administered to college
students along with the Flourishing Scale [1] and the Satisfaction with Life
Scale [2]. A factor analysis of the IUS revealed three components of Internet use
(time spent on the Internet; use of the Internet for information gathering; and use
of the Internet for affective expression). Time spent on the Internet was nega-
tively related to both happiness measures; information gathering was positively
related to Flourishing scores; and affective expression was unrelated to
happiness.

Keywords: Happiness � Internet

1 What Is Happiness?

For the most part, researchers agree that happiness is inherently subjective. In fact, the
term is often used interchangeably with “subjective well-being” (SWB) [3]. Myers [4],
one of the leading researchers in the area, stated that happiness is “…whatever people
mean when describing their lives as happy.” (p. 57). Despite the potential for ambiguity
with such a definition, there is considerable agreement, at least across Western culture
as to what happiness means [5]. Most people equate happiness with experiences of joy,
contentment, and positive well being; as well as a feeling that life is good, meaningful,
and worthwhile [6].

As a consequence, self-report measures have served as the primary measure of
happiness. Examples include the Satisfaction with Life Scale (SLS), the Subjective
Happiness Scale (SHS), and the Steen Happiness Index (SHI). Psychometric studies of
these self-report measures indicate that they are, by and large, reliable over time,
despite changing circumstances; they correlate strongly with friends and family ratings
of happiness; and they are statistically reliable. Lyubomirsky [6] sums this up, “A great
deal of research has shown that the majority of these measures have adequate to
excellent psychometric properties and that the association between happiness and other
variables usually cannot be accounted for by transient mood” (p. 239). These psy-
chometric studies illustrate the general agreement among people as to what constitutes
happiness.

One other interesting point regarding the definition of happiness and its measure-
ment is that mean happiness is consistently above a mid-line point in most populations
sampled [3]. For example, three in ten Americans say they are “very happy”, only 1 in
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ten report that they are “not too happy”, and 6 in 10 say they are “pretty happy” [4].
Therefore, there appears to be a positive set-point, where most people appear to be
moderately happy, and this is independent of age and gender [4].

2 Happiness and the Internet

Studies that have examined the relationship between the Internet and happiness have
been conducted at least since the relatively early days of the World Wide Web. Most of
these have focused on communication/collaborative activities and the Internet. As we
mentioned, these types of activities have been found in non-internet studies to be
strongly related to happiness.

2.1 The Internet Paradox

In 1998 Kraut and colleagues reported the results of a reasonably extensive study of
early World Wide Web users where they followed the activity of mostly first time
Internet users over a period of years. Researchers administered periodic questionnaires
and server logs indicating participant activity on the web. (Participants were provided
with free computers and internet connections) [7].

Over all, the results showed that the Internet had a largely negative impact on social
activity in that those who used the Internet more communicated with family and friends
less. They also reported higher levels of loneliness. Interestingly, they also found that
email, a communication activity, constituted the participants main use of the Internet.
The researchers coined the term “internet paradox” to describe this situation in which a
social technology reduced social involvement.

These researchers speculated that this negative social effect was due to a type of
displacement, in which their time spent online displaced face-to-face social involve-
ment. Although they note that users spent a great deal of time using email, they suggest
that this constitutes a low quality social activity and this is why they did not see
positive effects on well being [7]. They find further support for this supposition in a
study reported in 2002, where they found that business professionals who used email
found it less effective than face-to-face communication or the telephone in sustaining
close social relationships [8].

Since the time that this Internet paradox was identified, a number of studies over the
next twelve years have found, fairly consistently, results that contradict the Kraut et al.
results. More recent studies have indicated the potential positive social effects of the
Internet and their relationship to well being. Further, the effect appears to be getting
stronger as the Internet and the users mature.

In fact, one of the first challenges to this Internet paradox was provided by Kraut
himself when he published follow up results for participants in the original
Internet-paradox study, including data for additional participants. In this paper,
“Internet Paradox Revisited,” researchers report that the negative social impact on the
original sample had dissipated over time and, for those in their new sample, the Internet
had positive effects on communication, social involvement, and well being [5].
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Therefore, it appears that the results of the original Kraut et al. study were largely due
to the participants’ inexperience with the Internet. Within just a few years, American
society’s experience with the Internet had increased exponentially. Further, the Kraut
studies concentrated on email, whereas there are many other social communication
tools available on the modern web.

2.2 Displacement Versus Stimulation Hypothesis

More recently, researchers have examined the relationship between on-line commu-
nication and users’ over all social networks, explicitly addressing the question of
whether or not on-line communication “displaces” higher quality communication, or
“stimulates” it. Presumably, the former would negatively effect well being, while the
latter would enhance it [9].

In this large scale study, over 1000 Dutch teenagers were surveyed regarding the
nature of their on line communication activities, the number and quality of friendships,
and their well being.

They found strong support for the stimulation hypothesis. More specifically, these
researchers developed a causal model, which indicated that instant messaging lead to
more contact with friends, which lead to more meaningful social relationships, which,
in turn, predicted well being. Interestingly, they did not find this same effect for chat in
a public chat room. They attributed this finding to the fact that participants reported that
they interacted more with strangers in the chat room as compared to their interaction
with friends with instant messaging [9].

2.3 The Internet and Social Connectedness

Despite studies, such as the one just mentioned, which have found a relationship
between internet use and positive outcomes, there is still a great deal of press sug-
gesting that the internet can effect users negatively, causing social isolation, and
shrinking of social networks. This is purported to be especially true for adolescents
[10].

Researchers with the Pew Internet and Daily Life Project set out to examine this
concern directly in one of the most comprehensive studies of the effect of the Internet
on social interaction, reported in 2009 [10]. Contrary to fears, they found that:

• A variety of Internet activities were associated with larger and more diverse core
discussion networks.

• Those who participated most actively with social media were more likely to interact
with those from diverse backgrounds, including race and political view.

• Internet users are just as likely as others to visit a neighbor in person, and they are
more likely to belong to a local voluntary organization.

• Internet use is often associated with local activity in community spaces such as
parks and restaurants, and Internet connections are more and more common in such
venues.
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Although these outcomes did not explicitly include happiness, they do support the
contention that Internet activities can enhance the amount and quality of social rela-
tionships, which has been implicated in a number of studies as a strong and consistent
predictor of happiness.

3 Research Overview

In this study we address the relationship between Internet use and happiness by
re-examining the Internet paradox and the displacement-versus-stimulation hypothesis.
We ask users about their overall amount of internet usage, and assess the relationship
with happiness. We will also extend past research by exploring different types of
internet usage through an Internet Usage Scale currently under development. In this
way we can better explore the role of context in the relationship between Internet usage
activities and happiness.

4 Questions

4.1 Internet Use Scale

How are the items of the Internet Use Scale related to one another and to what extent
are these factors related to the five factors the scale was intended to measure?

4.2 Relationship Between Internet Use and Happiness

Are the Internet Use Scale factors related to happiness? If so, which factors and in what
direction?

5 Research Method

5.1 Participants

Twenty-eight students enrolled in an undergraduate course in digital media at a small
Midwestern technological research University served as the participants in this study.

5.2 Measures

Twenty-five statements were developed to represent five factors in Internet use, with
five items representing each factor. The factors the items were intended to represent
were: Time spent on the internet; Use of the Internet for Social Interaction; Use of the
Internet for Affective Expression; Use of the Internet for Gaming; and Use of the
Internet for Information Gathering.

In addition The Flourishing Scale (FS) [1], and the Satisfaction with Life Scale
(SWLS) [2] were administered to represent happiness.

40 R.H. Hall



5.3 Procedure

Participants completed a survey on-line that consisted of the items from the IUS, FS,
and SWLS. The items were presented in the form of a statements and participants
responded with a number from 1–7 representing the degree of agreement.

6 Results

6.1 IUS Factor Analysis

In order to compare the relationship of the items of the IUS scale with the
proposed/predicted factors a confirmatory factor analysis was carried out on all items.
This was a Principal Components Analysis with a Varimax rotation with a five factor
forced solution, to represent the five factors proposed. The items, proposed factors,
computed factors, and primary loadings are presented in Table 1.

Table 1. Proposed and computed factors of the internet use scale

Proposed
factor

Item Computed factor
1 2 3 4 5

Affective
Expression

I often post online “rants” .74
Interacting socially online tends to
make me angry

.62

Interacting socially on the internet
tends to calm me down

.57

I do not like people who vent their
anger online in social forums

−.88

I feel better when I vent my anger
online

.60

Social
interaction

I get a lot of social support from
interacting with people online

.57

I tend to write positive and
supportive comments when I
interact online

.87

I rarely use the internet to post
everyday things like what I had
for lunch, or pictures of my pets

.51

When I want to socialize, I’d rather
interact face-to-face than online

−.73

I use the internet to connect with
people

.73

Gaming I spend more time playing on-line
games than I do on social media
sites like Facebook

.84

−.51

(Continued)
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The scale was modified based on this factor analysis by reducing the factors to three
(Time, Information Gathering, and Affective Expression). In addition some items were
eliminated and some were expected to load on different factors than those initially
predicted. A second Principal Components analysis with a Varimax rotation was
computed with a forced three-factor solution based on the remaining three factors. The
items, the remaining factors, and primary loadings are displayed in Table 2.

Table 1. (Continued)

Proposed
factor

Item Computed factor
1 2 3 4 5

I participate in fantasy sports on the
internet

I spend a lot of time playing on-line
games

.91

I would rather play a game/sport
that requires physical activity and
skill than play an on-line game

−.74

I like to participate in off-line
competitive games/sports

−.64

Information
Gathering

I often use the internet for finding
facts

.53

I often use the internet for checking
facts

.61

I’m skeptical of the accuracy of
information I find on the internet

.57

When I don’t know the answer to
something, I immediately look it
up online

.78

I check reviews online before I
make any serious purchase

.59

Time I spend more time on line than off .79
I spend a lot of my waking hours on
the internet

.76

The internet often distracts me from
healthy physical activity like
exercise

.62

I believe it is rude for someone to
check a mobile device (e.g. read a
text message) when they are
participating in a face-to-face
conversation

.48

My on-line activity helps support
my off-line activity

.68
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6.2 Relationship Between Internet Usage and Happiness

In order to assess the relationship of the three internet usage factors and happiness,
three factor scores were created by computing the mean of the items loading on a given
factor (Table 2) with items subtracted or added depending on the direction of their
loading (negative or positive). Scores for affective expression were reversed such that
high scores represented more use of the Internet for affective expression. High scores
on the time factor represented more time spent on the Internet and high scores on the
Information Gathering factor represented more use of the Internet for Information
Gathering Purposes. A zero-order Pearson correlation with two-tailed significance test
was computed for each factor score with the happiness scale scores. These results are
presented in Table 3.

Table 2. Factor analysis of modified internet usage scale

Proposed
factor

Item Computed factor
AE IG T

Affective
Expression
(AE)

I often post online “rants” −.83
I do not like people who vent their anger online in
social forums

.80

I feel better when I vent my anger online −.76
Info
Gathering
(IG)

I check reviews online before I make any serious
purchase

.71

I rarely use the internet to post everyday things like
what I had for lunch, or pictures of my pets

.70

I’m skeptical of the accuracy of information I find
on the internet

.62

When I don’t know the answer to something, I
immediately look it up online

.61

Time (T) I spend more time on line than off .83
I spend a lot of my waking hours on the internet .80
I would rather play a game/sport that requires
physical activity and skill than play an on-line
game

−.79

When I want to socialize, I’d rather interact
face-to-face than online

−.66

The internet often distracts me from healthy
physical activity like exercise

.62

I like to participate in off-line competitive
games/sports

−.60
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7 Conclusions

Consistent with the original Internet paradox, and the displacement hypothesis, the total
amount of time users reported spending on the Internet was strongly and negatively
related to measures of happiness. The only specific Internet usage factor that was
significantly related to happiness was the degree to which users reported carrying out
information gathering activities, which was significantly related to Flourishing, but not
the Satisfaction with Life Scale. Further, use of the Internet for affective expression was
not significantly related to perceived happiness measures.

While these results are interesting as an exploratory study, including the devel-
opment of an Internet Usage measure, the study has limitations, which can be
addressed in future research. First, the sample size of 26 was quite small, resulting in
weak statistical power. Second, the scale items will need to be further modified and
categorized based on further psychometric analyses with larger sample sizes. Third,
some important factors, such as social interaction on the Internet, could not be properly
examined due to the lack of predicted relationship among scale items. More psycho-
metrically sound items of important constructs, such as social interaction, will need to
be developed for examination in future studies of the relationship between internet
usage and happiness.
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Abstract. Social commerce is where e-commerce meets social networks. Links
between social network users are being leveraged to generate and propagate word-
of mouth about a products, services and brands, creating new business opportu‐
nities, and more specifically, a new channel for online business. However, a close
look at the academic and practitioner literature on e-commerce and social
networks reveals a clear lack of consensus on social commerce concepts and
implementation mechanisms. We argue that without such consensus, social
commerce might not reach its full potential. Therefore this paper starts by
providing an overview of social commerce research and practice in light of the
wide attention it has drawn recently. We then propose a social commerce frame‐
work consisting of three key parts, namely implementors, enablers and activities.
Using Facebook APIs and plugins, we design, develop and deploy a set of social
commerce applications as proof-of-concept of our proposed framework.

Keywords: Social commerce · E-commerce · Social network · Viral marketing ·
Facebook API

1 Introduction

Nowadays people of all ages are using social media services including social networks
such as Facebook, Twitter and LinkedIn to connect with their online communities and
to generate and consume content. Businesses perceive this extensive and increasing use
as an opportunity for new business applications [1] that fall within the realm of “social
commerce”. Generally speaking, social commerce is an Internet-based commercial
application leveraging social media and Web 2.0 technologies which support social
interaction and user generated content in order to assist consumers in their decision-
making process for acquiring products and services within online marketplaces and
communities [2]. In recent years, social commerce has proliferated not only because
social media is popular, but because user participation, one of the core features of Web
2.0, has a significant impact on business [3]. Companies are moving beyond their corpo‐
rate websites and taking an active part in social media because social media users partic‐
ipate in the marketing and promotion of their products and services.

Social commerce is an opportunity for businesses to leverage social media capabil‐
ities, specifically social ties (aka links) between users, in order to strengthen their strat‐
egies and achieve their goals. Rowan and Cheshire [4], for instance, adopted Facebook
pages to implement social commerce for several of their brands, even though their
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products are mostly sold through online and offline retailers. They obviously have their
corporate websites, various brands websites, and websites for individual product lines.
Still, some Facebook pages dedicated to their products provide e-commerce function‐
alities for users to purchase those products, making Procter and Gamble one of the early
adopters of social commerce.

Even though the aforementioned facts point to its rapid development, its nascent
popularity, and the increasing attention dedicated to it, there is limited research that
seriously examines the concept of social commerce, let alone its implementation [5]. As
argued by Wang and Zhang [6], one of the distinct challenges of social commerce
research is conceptualization, due to various points of view and positions and conceptual
ambiguities including definitions and scopes. Existing academic research focuses on
social shopping and regular e-commerce websites. Olbrich and Holsing [1] for example,
analyze a social shopping community called Polyvore to study the effectiveness of social
shopping features. Choi et al. [7] study e-commerce websites that offer rating,
commenting and recommending functionalities in order to understand how people are
influenced by social activities enabled by such functionalities.

Hence we believe it is important to clarify the concept of social commerce and iden‐
tify mechanisms for its efficient and effective implementation. To this end, this paper
explores social commerce by discussing and refining its various definitions, and by
proposing a social commerce framework consisting of the following key elements:
implementors, enablers, and activities. The paper also addresses social commerce
implementation based on the proposed framework, using simple and freely available
Web 2.0 technologies.

2 Social Commerce: Literature Review

The term “social commerce” refers to the delivery of e-commerce activities, services
and transactions throughout social media environments [8], and according to Wigand
and Benjamin [9] it consists of applying social media applications to shape business.
Huang and Benyoucef [2], focusing on the user’s perspective, give a more comprehen‐
sive definition where “social commerce” denotes a more social, creative and collabo‐
rative approach used in online marketplaces, supporting social interaction and user
generated content in order to assist consumers in their decision-making process for
acquiring products and services. Undoubtedly, social commerce involves multiple disci‐
plines, including marketing, retailing, computer science, sociology and psychology,
which contributed to the diversity of its definitions. Indeed, there are several conflicting
characterizations of the concept in the literature. (1) Some researchers assert that social
commerce is to sell products and services while others claim that it includes branding
and marketing; (2) some regard social commerce as equivalent to social shopping
whereas others differentiate between the two concepts; (3) some affirm that social
commerce is to connect businesses to consumers (B2C) while others see social
commerce as connecting consumers to consumers (C2C) or individuals to individuals,
and (4) some claim social commerce to be a new phenomenon while others do not
perceive it as new. We discuss these points of view below.
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(1) Social commerce for selling or marketing. Social commerce is seen by Stephen
and Toubia [10] as marketplaces where individual sellers can sell products by
assorting them on personalized online shops, so they receive commissions on sold
products. Leitner and Grechenig [11], who perceive social shopping and social
commerce as the same thing, define social shopping as a unique e-commerce
approach which offers a similar environment to social networks for consumers to
collaborate and shop together. In contrast, Amblee and Bui [3] describe the char‐
acteristics of social commerce as facilitating the shopping experience and
supporting social interactions by sharing the experience and aggregating consumer
evaluations. In these two cases, social media and other technologies are devised to
pursue marketing and communication rather than sales, although an increase in
sales could be the ultimate goal. Such position is somewhat adopted by Constan‐
tinides and Fountain [5] who state that the basic differences between social media
applications and previous internet applications is that the user, as an essential
contributor, is a new marketing parameter instigating a migration of market power
from products to consumers and from traditional mass media to new personalized
ones. This highlights the importance of forming a relationship between the business
and its customers. In other words, this is a way to build trust and relationships
between organizations and customers in order to form loyalty. Based on the above
discussion, it is clear that social commerce is not just limited to selling, but also
includes marketing. Additionally, both selling and marketing are more affected by
the power of users than the power of sellers, although sellers provide original
content such as information, photos and videos of products, and set up events that
users can participate in.

(2) Social commerce and social shopping. Some researchers see social shopping as
equivalent to social commerce while others do not. But when social shopping is
seen as equivalent to social commerce, the focus is usually on selling and buying
rather than on marketing. For instance, as indicated by Kang and Park-Poaps [12],
social shopping is a consumer behaviour involving consumers interacting with each
other through online interpersonal communication in the process of shopping.
Furthermore, Leitner and Grechenig [11] describe social shopping, which they also
call social commerce, as a “conventional shopping platform with community driven
functionalities”, and the examples they provide are collaborative shopping
networks such as ThisNext and Kaboodle as well as B2C social shopping websites
such as Threadless and Zazzle. These websites are mostly known for shopping. On
the other hand, characterizations that differentiate social commerce from social
shopping include marketing and promotional activities undertaken by users who
voluntarily share their shopping experiences. Well-known social shopping websites
such as ThisNext and Kaboodle provide a bookmarking functionality, so users can
share their bookmarks of items they discovered. Beisel [13] describes social
commerce as creating places where people collaborate online, get advice from
trusted individuals, find products/services and then purchase them, while describing
social shopping as the act of sharing the experience of shopping with others.
Although the main goal of social shopping is for users to gain shopping experiences
for better purchasing decisions, merchants do use social shopping websites to
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promote and sell their products. Providing shopping knowledge does not guarantee
that users who saw the information will buy the items, but it increases product
awareness. Furthermore, Wang and Zhang [6] state that social shopping is part of
social commerce, and thus has a narrower scope than social commerce. In light of
this, we argue that social commerce can include social shopping, whereas social
shopping cannot include social commerce. In other words, social shopping is a
subset of social commerce, and social commerce primarily signifies users’ shopping
and/or buying activities.

(3) Social commerce connects business to consumers or consumers to consumers.
With regards to whether social commerce connects businesses to consumers or
consumers to consumers, we believe that social commerce encompasses all aspects
of both connections. But some researchers seem to make a distinction. For instance,
in addition to differentiating social commerce from social shopping, Stephen and
Toubia [10] claim that social shopping connects consumers invigorated by online
word-of-mouth whereas social commerce connects sellers. Clearly, using social
media for commercial purposes is not reserved for business organizations, but indi‐
viduals can also use it - and they are in fact using it. Individual handicraftsmen sell
their creations through websites like Etsy (http://www.etsy.com), known as a
community based e-commerce website with a connection to social media. Wang
and Zhang [6] argue that social commerce is a form of peer-to-peer communication,
where users spread out a persuasive viral message by word-of-mouth through social
networks to increase a company’s brand recognition, product awareness and adop‐
tion. Gaulin [14] further support this view and indicate that that social commerce
content is “crowdsourced” (a term referring to user-generated content) to the users;
where the concept of “user” covers not only individuals, but also groups and
communities. Finally, note that social commerce encompasses both online and
offline business connections and does not necessarily mean that all business trans‐
actions must take place online. For example, Starbucks provided a coupon for a
new coffee promotion event, which could be shared through social media, so anyone
was able to print and bring it to an offline store to get the free coffee.

(4) Social commerce is new or not. With respect to whether social commerce is new
or not, we note that the term “social commerce” itself is relatively new because it
first appeared in 2005, but the concept is not [2]. When there was no fast transpor‐
tation, markets were not just places for selling and buying but they were places for
people to share information [15]. Even when there was no Internet, people still
gathered information about products and services from testimonials and comments
made by their family, friends or colleagues. Nowadays, a product catalogue on a
social commerce website such as Kaboodle or ThisNext is filled up by individuals,
and product information is delivered and propagated on social media through indi‐
viduals’ posting and sharing. Interestingly, as early as 1999, Amazon and Epinions
had already adopted some of the basic social features, such as referral shopping,
wish lists, email to friends, and sharing experiences and opinions [16]. Thus, even
though social media is relatively new and is being used by consumers and busi‐
nesses as a new communication channel, the fundamental notion that commerce
gains power from individual users’ sharing experiences is not new. It has just been
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made faster, better, and broader through the use of social media. This is in line
within a study by Wang and Zhang [6] who claim that social commerce reuses some
of the traditional e-commerce strategies to bring social networks to the forefront to
connect shoppers with one another or with products. Social commerce is not a new
application or technology, but rather an evolution of e-commerce.

3 Social Commerce Framework

Based on the discussion in the previous section, we identified several characteristics of
social commerce: e-commerce relying on social media and Web 2.0 technologies; not
being limited to selling and buying but including management and operations, however
mainly marketing; facilitating participative, contributive and collaborative activities by
users through social media; and its activities can intensify the overall effects of specific
business goals.

With this in mind, the concept of social commerce can be defined as e-commerce,
in a broad sense, using the advantageous characteristics of Web 2.0 technologies such
as participation, contribution and collaboration, which strengthen the effectiveness of
commercial activities of users. We propose the following framework to highlight how
we see this concept.

The framework (Fig. 1) illustrates social commerce’s related entities and their inter‐
connections. First, there are two entities involved in social commerce: Enablers and
Social Commerce Implementors. Enablers are social media users who are willing to
participate in activities and contribute ideas, opinions and knowledge for use by other
networked users. Enablers can also be customers who look for product information and
possibly share their purchasing knowledge and experiences with others. Social
Commerce Implementors, however, are operating bodies that implement social media
or Web 2.0 technologies for the purpose of commercial activities such as advertising,
promotion and selling. These Social Commerce Implementors are not limited to organ‐
izations, but also include individuals such as artists (e.g., musicians, photographers,
movie stars, etc.), athletes and architects, who use social media to promote and/or sell
their products and services.

Social commerce activities and 
goals

Web 2.0 technologies
(Social networks; micro-blogs; Social applications)

Social commerce Implementors
(Business organizations; Individuals)

Enablers
(Social media users; customers)

Fig. 1. Social commerce framework

Social Commerce Implementors and Enablers are connected by social commerce
activities and goals. Because Social Commerce Implementors leverage various Web 2.0
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technologies which are well suited for their strategies or goals, these technologies allow
Enablers to perform activities that support Implementors in achieving their strategies or
goals. For example, a Social Commerce Implementor can utilize a blog to promote a
product and to provide product information, then, through that blog, Enablers can prop‐
agate that information to their friends by sharing it within their social network. In other
words, the original product information is provided by the Implementor through the blog
and the Enablers who discover the product information participate in sharing that infor‐
mation (See Fig. 1). Most of all, in the participative activities of the Enablers, there
should be a willingness or intention to take on roles that support certain business goals.
Enablers can also be called “fans” in the Facebook terminology, since Facebook users
become fans of certain brands once they click the “like” button on the brand pages.
Although it is hard to regard users who click a “like” button as “real fans” of a brand,
the action of clicking the “like” button signals the user’s willingness to see postings by
the brand. This is because by clicking the button, all shared postings from the brand will
appear on that person’s Facebook newsfeed.

Unlike traditional Web 1.0 ways of communication, in which organizations directly
promoted or advertised their products and services through available media, such as
corporate websites (where a user has to visit the corporate website to find product infor‐
mation), in a social commerce environment, Enablers discover product information
anywhere and share it with their friends if they are interested in it. This means that
product information is actually delivered by Enablers rather than by the organization
itself, and that information can be exposed through the Enabler’s newsfeed, where all
people who are connected to him/her can see it.

Table 1 shows typical social commerce activities as identified from the literature.
Liang and Turban [8] classify social commerce activities into four categories, namely
“social media marketing”, “enterprise management”, “technology, support, integration”
and “management and organization.”

Table 1. Social commerce activities

Choi et al. [7] Curty and Zhang [16] Constantinides and
Fountain [5]

Liang and Turban [8]

Awareness Branding
Content creation

Informing new
opinion leaders

Social ads/viral marketing:
recommendation/referral/
affiliate marketing/video
marketing

Consideration Traffic generation
Engagement
Innovation/
Ideation
Lead generation

Listening to custom‐
er’s voice

Personalized one-to-
one marketing

Partnering with
talented amateurs

Marketing research: ratings/
reviews

Forum/
discussion group/
Social interaction

Conversion Purchase decision Providing personal‐
ized products

Direct selling

Loyalty Loyalty/advocacy
After sales service

Interaction with
customers

Social CRM, customer
service
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This categorization broadly exemplifies activities related to commercial intentions
and involvement through the use of social media. Choi et al. [7] list three purposes for
using Web 2.0 technologies to achieve business goals: internal purposes, customer-
related purposes and working with external partners/suppliers. These purposes are
largely meant to increase speed, effectiveness, volume, and revenue; and to reduce cost
and time. Constantinides and Fountain [5] list “reaching” and “informing” new online
opinion leaders, “listening” to customers’ voices, personalized one-to-one marketing
and launching corporate blogs and podcasts as a channel of interaction with customers,
partnering with talented amateurs and providing customers with personalized products.
Curty and Zhang [16] list activities using social media, particularly for marketing;
branding, content creation, traffic generation, engagement, innovation/ideation, lead
generation, purchase decision, loyalty/advocacy, and after sales service.

Actually, the activities listed in Curty and Zhang [16] are categorized based on the
so called Marketing Funnel which encompasses the following elements: Awareness,
Consideration, Conversion and Loyalty. The Marketing Funnel was (and is still being)
used to establish marketing strategies. In other words, the elements of the marketing
funnel, namely awareness, consideration, conversion and loyalty can be seen as goals
that Implementors strive to achieve. Hence, we classified the aforementioned social
commerce activities based on the elements of the marketing funnel (see Table 1).

However, a new version of the marketing funnel dubbed the new customer lifecycle
was proposed by Forrester research. It consists of the following four phases. Discover
is the phase where a customer discovers brands, products or the need for products
through positive word-of-mouth or other accessible media. Explore refers to a custom‐
er’s journey of browsing, testing or trying a certain item to experience it until the
purchasing decision is made. Buy includes not only purchasing but inventory look up,
perceived actual value of the item, and the buying experience. Finally, Engage refers to
the customer’s activities after the purchase.

As Liang and Turban [8] points out, the traditional marketing funnel does not seem to
reflect the customer’s standpoint. In fact, it is written from an organization’s point of view.
In the new customer life cycle, customers discover, explore, buy and engage, whereas
organizations endeavor to have customers discover in order to be aware of the brand and
products, have them explore and be informed enough to consider the products, have them
buy to be converted into actual buyers, and have them engage as loyal customers.

Consequently, with the new customer life cycle which stands for a customer’s (i.e.,
Enabler’s) perspective and the marketing funnel which represents an organization’s (i.e.,
Implementor’s) standpoints, achievable business goals from a social commerce imple‐
mentation can be organized as shown in Fig. 2.

Enablers discover products or feel the need for them, and then explore to find detailed
information about the products that satisfy their needs in order to make a good purchase
decision. Then, Enablers buy the products and engage by sharing their shopping expe‐
riences with their community. Implementors utilize Web 2.0 technologies to have
Enablers discover products and feel the need for products (to achieve the business goal
of product awareness); have Enablers explore information provided by the Implementors
(to achieve the business goal of consideration); have Enablers buy the products
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(to achieve the business goal of conversion); and finally, have Enablers engage in
contribution (to achieve the business goal of loyalty).

Note that from an Enabler’s perspective, activities would directly reflect a key char‐
acteristic of Web 2.0 as described by O’Reilly [17], namely “Harnessing collective
intelligence”. This characteristic is leveraged for the sake of users’ collaborative, partic‐
ipative and contributive activities which involve all phases of goal achievement from
an enabler’s standpoint (i.e., discover, explore, buy and engage) (see Fig. 2). For
instance, a need for a product can be awakened by a contributive action such as a
recommendation from a friend.

4 Using the Framework to Implement Social Commerce

In this section we show how the framework can be used to implement and deploy simple
applications (apps) that realize a set of social commerce activities. We use Facebook
APIs and plugins for they are easy to use and freely available, but we could have used
those of Google plus, Twitter, or any other social network.

4.1 Implementation Process

We implemented four proof-of-concept social commerce apps, namely: a discount
coupon sending app for viral marketing, a rating items app for market research, a limited
time sales app for direct sales, and a photo contest event app for loyal customer contri‐
bution (see Table 2).

Table 2. Apps to perform social commerce activities

Apps Social commerce activities Business goals
(1) Discount coupon sending Viral marketing Awareness
(2) Rating items Market research Consideration
(3) Limited time sales Direct sales Conversion
(4) Photo contest event Loyal customer contribution Loyalty

(1) Discount coupon sending: Social events held by Social Commerce Implementors
are numerous, and decisions to select a certain type of event could depend on what
Social Commerce Implementors want to pursue, yet the purpose is usually the same;

Discover Explore Buy Engage

Awareness Consideration Conversion Loyalty

Enablers

Implementors

Fig. 2. Phases of business goal achievement from each entity’s standpoint
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events require participative activities which will lead to the promotion of a certain
item and its brand name by social media users themselves. Constantinides and
Fountain [5] found that purchasing decisions are strongly influenced by peer
reviews, referrals, social networks and forums. Thus, coupon sending by networked
friends can be more persuasive than that by the brands themselves. Coupon sending
for a discount deal is designed to give a user a discount coupon, which can be used
in a store, by sending a message of the deal to friends on a social network and
suggesting to them to purchase together, so that they can get a 50 per cent discount
on any product in the store.

(2) Rating items: As discussed earlier, consumers no longer rely on traditional
marketing media such as print or TV ads, but rather tend to believe their peers’
opinions more. Consumer ratings and comments, for instance, represent one of the
most important means for sellers to respond to consumers because they reflect what
consumers really want and how they want it. Therefore, the insights gathered from
ratings and comments can serve as input for product development and/or improve‐
ment. The rating app targets users who are regular visitors to a corporate social
network page.

(3) Limited time sale: One classic marketing strategy to sell a product is to have
customers feel that the product is somewhat special, by giving them limited access,
limited offers, limited availability or time sensitive deals because when resources
are scarce, people tend to put more value on them. In addition, the “Buy” stage in
Forrester’s new customer lifecycle considers the perceived actual value of items
and the experience from the customer’s standpoint. This app offers limited items
for a limited time. When a user sees the limited offer through a newsfeed, he/she
can reach to this app by linking from the newsfeed and purchasing items as long as
the items are available by clicking the “Buy” button.

(4) Photo contest event: User generated photos of products are excellent marketing
resources since users act as marketing personnel for the company. Besides, content
created by users is more credible. As discussed earlier, such credibility strongly
affects resources, rendering them more believable, persuasive and trustworthy to
customers [3]. The photo contest event encourages users to post their photos and
to allow people to vote on them, so that the photo with the highest vote will be
rewarded. The activity requires users to draw more people such as friends, family
members and colleagues who are willing to vote on their photos. Users discover
the photo contest event information through a newsfeed or a message from their
friends. Users can then visit the page through a link from the newsfeed or message
and vote on the photo they like. They can also comment on and share any photo
posted in the app.

We chose to develop the four social commerce apps using Facebook APIs and
plugins (freely available and simple to use Web 2.0 technologies), which are known to
connect to a large pool of potential audiences. For that we require a web server with
SSL to store the apps and a database to store data. Since Facebook requires developers
to provide an HTTPS web address of the app to protect user information, SSL is required
on the client side. PHP SDK was installed within the client’s web server. SDKs are
available from Github (https://github.com), an external developers’ community. The
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functionalities of each app are summarized in Table 3, each one divided into primary
(i.e., core requirements for an app to fulfill its role) and supplementary (i.e., support an
app but an app can fulfill its tasks without them) functions.

Table 3. Apps and their functionalities

Apps Types of functionalities Functionalities
Discount coupon sending Primary functions Sending a message/displaying the

information/accepting an offer/
issuing a coupon

Supplementary functions Sharing, liking
Rating items Primary functions Listing, viewing, rating, commenting

Supplementary functions Sharing, liking
Limited time sales Primary functions Viewing of products, payment

Supplementary functions Sharing, liking
Photo contest Primary functions Listing, uploading, viewing, voting

Supplementary functions Sharing, commenting

Figure 3 shows the communication flow between a client, which contains the apps,
and the server (in this case Facebook) where the apps live. When an app is displayed
with data on Facebook, the app needs to call the corresponding Facebook APIs (e.g.,
when it accesses a user profile). Facebook then returns the data to the app, and using the
data, it can show the complete results to the user.

Fig. 3. Social commerce app communication map

There are six steps in the development process of a social commerce app within the
Facebook platform: (a) installing a SDK; (b) creating a Facebook Page; (c) creating an
independent app on the client side; (d) registering the app on Facebook developer;
(e) modification of the app if needed (some functions require a unique access token to
perform, and in order to obtain it, the App ID and App Secret, which are created after
the registration, are required); (f) adding the app on Facebook Page Tap. Once the app
is completely settled as a Facebook app, in some cases, users’ permission is required to
access their profile when they first access the app.

The discount coupon sending app allows a user to send a message to a friend (or
friends) by clicking the “Send a message to your friends” button as shown in Fig. 4(a).
If the user is logged in (in most cases due to the fact that users would discover this while
logged in to Facebook), by clicking the button “Send a message to your friends”, a
dialogue where a user can write a message and select recipients pops up. If it is the first
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time the user accesses the app, the user is asked to allow the app to obtain his/her data,
particularly a list of friends. This allows the dialogue to suggest friends to the user, so
that he/she can select them.

a b

c d

Fig. 4. (a) Discount coupon sending app, (b) Message on a recipient’s side, (c) Recipient’s view
when the message is clicked, (d) Rating app

Checking the login status performs two tasks: verifying if the user is logged in and
checking if the user already gave permission for the app to access a list of his/her friends.
Once the message has been successfully sent, the discount coupon link becomes visible
and the user can print the coupon.

At the same time, the recipient can see the arrival of the message (see Fig. 4(b)). The
recipient is able to see the discount information shown in Fig. 4(c) by clicking the
message in Fig. 4(b). The information in Fig. 4(c) includes two links: one to print out
the coupon and one to send a message to other friends.

The rating app is shown in Fig. 4(d). A user can click items on the app and each item
has its detailed view as in Fig. 5(a), which contains information on the item, rating,
commenting, liking and sharing functions (see Fig. 5).

The Limited time sales app is shown in Fig. 5(b). As long as the app is accessible,
anyone including non-Facebook users can purchase the items since the app shows
product information and the payment method using PayPal. The use of the PayPal
payment method is similar to that of Facebook plugins. By configuring a selected button
with information regarding products (e.g., name, price, shipping cost, tax), the code of
the payment button can be obtained, copied and pasted into any page (see Fig. 5(c)).
The photo contest app is shown in Fig. 5(d). The functionalities used for this app are
that users can upload photos with a simple message, and anyone can view and vote on
the photos in each detailed view by clicking a photo.
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4.2 Discussion

In this subsection we briefly discuss our social commerce implementation process using
Facebook’s development platform (API and plugins). Our discussion is guided by the
following attributes from the IEEE Standard for software quality [18]: resource economy,
completeness, security, testability, software independence, and ease of learning.

In consideration of whether the implemented apps are capable of performing specific
functions under stated conditions using appropriate amounts of resources, an app consists
of two sections; client side where the actual app is stored and service provider’s side where
the app is embedded. This means that server side recourses are utilized and even if some
functions are not available on the server side, they can be supported by developing them
on the client side. Plugins can cause inefficiencies, for example, the photo contest app,
created using the Like plugin, stores the Likes counts on the server side, so all count data
has to be called from the server side, which makes the display very slow.

With regards to whether there are sufficient functions to satisfy developers, multiple
SDKs including JavaScript, PHP, iOS and Android are supported by the Facebook plat‐
form, and various functions can be implemented with JavaScript alone. Additionally,
there are different ways to call data. For instance, to fetch a user’s name, one can query
the data or use the Graph API with the GET function. But unlike Google based appli‐
cations which are interoperable with various social networks, apps created for Facebook
platform are not.

Regarding the question of whether the apps are secure enough to detect and prevent
information leak, loss and illegal use, utilizing social networks is to tap into user demo‐
graphic data which can be used for market research. To access demographic data, apps
need to obtain permission to access user profiles. An access token, which stays valid for
a couple of hours to allow certain activities on an app, is made available to developers.
Once a user gives permission, the app can access user data such as list of friends,

a b

c d

Fig. 5. (a) Rating view with rating, liking, sharing and commenting functions, (b) Limited time
sales app, (c) PayPal Buy Now button setting, (d) Photo contest app
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favourites, likes, education, work, and status. Although the permission request including
information on what to access pops up when a user accesses the app, if the user does not
pay attention and simply clicks to allow it, the user would not know what kind of infor‐
mation can be exposed to the app. It is the user’s responsibility to be aware of what is
being shared.

Debugging apps is not very different from that of other software applications, and
Facebook provides various debugging tools. Problems faced by developers are that it is
hard to find an error when the code is quite long, and sometimes, they are not even sure
if the data they called is actually called or does exist. Using debugging tools, developers
can test data availability and workability. In addition, JavaScript SDK which contains
expanded checking procedures can be used for test purposes.

Do the apps depend on the platform they are being developed on? Is the platform
stable? An app can perform without necessarily being embedded in a Facebook page,
but to access the pool of information the app needs to call an API which requires an
access token. But once it is registered as an app on the server side, it is required to contain
an app ID and an app Secret to communicate with the Facebook platform. When a user
is within Facebook, apps can be used seamlessly once the user gives the apps permission
to access the user profile. Finally, the Facebook platform reflects one of the character‐
istics of Web 2.0: perpetual beta. Some functionalities, methods and objects have been
changed, disappeared, or are being deprecated. Therefore, apps using those methods and
objects have to be rewritten.

Is it easy to learn how to create apps? As for any other software project, the complexity
of app development depends on the complexity of the required functionality. Apps that
perform simple tasks, such as the photo contest and rating items created in this study are
not as complicated as game software or e-commerce solutions. Therefore, programming
expertise could be a less important factor. Thus, apps can be complicated depending on the
required functionality to perform certain tasks. In contrast, the biggest hinder to develop
apps using web APIs is how much time the developer has dealt with certain APIs and how
well he/she knows about them. To create an app using what the service provider offers, the
developer has to work in ways the provider allows him/her to do.

5 Conclusion

As a first step, this research sought to clearly establish the concept of social commerce.
Hence various definitions from the literature and their different standpoints were
analysed. We then proposed a social commerce framework consisting of Social
Commerce Implementors, Enablers and their activities which rely on Web 2.0 technol‐
ogies. Social commerce activities were categorized in the four stages of the marketing
funnel, namely Awareness, Consideration, Conversion and Loyalty.

As a second step we addressed social commerce implementation and developed
proof-of concept social commerce apps, each one performing specific social commerce
activities. Four different social commerce apps were implemented, each one designed
to achieve a goal that fits within a stage of the marketing funnel (a coupon sending app
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at the Awareness stage, a rating app at the Consideration stage, a limited time sale app
at the Conversion stage, and a photo contest app at the Loyalty stage).

Overall, the contributions of this research consist of capturing the concept of social
commerce in a framework aimed at supporting social commerce researchers and devel‐
opers in understanding the core mechanisms of this concept. Further, social commerce
implementation was investigated.

However, there are limitations to this research. First, although social media can be
utilized in a B2B setting, this study has only dealt with B2C aspects. In addition, despite
the fact that e-commerce includes not only selling and buying but also the whole spec‐
trum of management of suppliers and customers, the proof-of-concept apps built for this
study focused primarily on promotion and selling. Second, the apps were created using
the Facebook platform and its APIs, even though there are other technologies available.
Third, the apps were created as initially planned, but this research did not deal with how
effectively they perform. The intended purpose was to understand what is available, how
to utilize it, what the obstacles are, and how to overcome them through the app devel‐
opment process. Thus, social apps can be created with more sophistication and effi‐
ciency, and the evaluation of these apps to see how effectively they perform will be a
next step, along with a thorough and formal evaluation of the development process itself.
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Abstract. Evaluating the quality of academic content on social media is a critical
research topic for the further development of scholarly collaboration on the social
web. This pilot study used the question/answer pairs of Library and Information
Science (LIS) domain on ResearchGate to examine how scholars assess the
quality of academic answers on the social web. This study aims to: (1) examine
the aspects used by scholars in assessing the academic answer quality and identify
the objective and subjective aspects; (2) future verify the existing of subjective
aspects when judging the academic answers’ quality by detecting the agreement
of evaluation between different evaluators. Though concluding the evaluation
criteria of the academic content quality from the related works, the authors iden‐
tified nine aspects of the quality evaluation and mapped the participants’ responds
of the reasons for the answer quality judgment to the identified quality judgment
framework. We found that aspects that related to the content of academic text and
the users’ beliefs and preferences are the two common used aspects to judge the
academic answer quality, which indicated that not only the text itself, but also the
evaluator’s beliefs and preferences influence the quality judgment. Another
finding is the agreement level between different evaluator’s judgments is very
low, compared with other non-academic text judgment agreement level.

Keywords: Academic answer quality · Academic social Q&A · Social media ·
ResearchGate

1 Introduction

As Web2.0 technology develops, user generated contents (UGCs) on social networking
sites gradually become the main sources of internet information. How to quickly distin‐
guish high quality UGCs to satisfied information consumers’ needs becomes a critical
research topic. Social Q&A platforms are one of the popular social networking sites to
enable users to ask questions and provide plenty of answers. Over the past decade, we
observed the growing popular of the social Q&A platforms. An increasing number of
individuals are using social Q&A platforms to fulfil their information needs. Abundant
available answers are obtained from different users with different quality. The informa‐
tion quality is greater reliance on the requirement of information consumers to make
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these quality judgments. Ferschke [1] clearly described “high quality information must
be fit for use by information consumers in a particular context, meet a set of predefined
specifications or requirements, and meet or exceed user expectations. Thus, high quality
information provides a particular high value to the end user.”

Meanwhile, academic social Q&A platforms, such as ResearchGate, change the
traditional academic exchange channels and provide a new informal way that researchers
interact and communicate with other researchers [2]. On social Q&A platforms,
everyone can provide academic resources without any peer-reviewed. As a result, these
are a mass of resources with diverse quality from high to low. This made it hard for
scholars to find the high quality resources, which may result in decreasing the desire to
join in the social Q&A platforms to acquire and share academic information [4]. So the
information quality on the academic social networking sites is another necessary issue
to be solved. We argue that the academic answers quality evaluation on academic social
Q&A platforms is more critical than generic social Q&A platforms and different from
the generic social Q&A evaluation [3]. Firstly, on the academic Q&A platforms,
academic questions and answers are more professional and need much domain knowl‐
edge to understand. What’s more, there may be no fixed high quality answers, especially
for discussion seeking questions. Secondly, academic answers’ quality maybe have
multiple new facets which need other novel criteria to evaluate. Thirdly, for the academic
social Q&A platforms, most information consumers are scholars with the different
professional levels which are different from those information consumers who use
generic Q&A sites [3].

In this study, we selected ResearchGate’s Q&A platform as the academic social
media platform for our study. ResearchGate1 is one of the most well-known academic
social networking sites (ASNSs) that support scholars’ various activities, including
asking and answering questions. We used the question/answer pairs of Library and
Information Science (LIS) domain to examine how scholars assess the quality of
academic answers on the social web. This study had two main motivations. One was to
examine the aspects used by the evaluators to access the academic answer quality. Then
based on the definition of each information quality evaluation aspects that acquired from
the previous studies, we identified the objective and subjective aspects. The other was
to detect the agreement of evaluation between different evaluators when judging the
academic answers’ quality, in order to further verify the exiting of the subjective aspects
during the quality assessment. Moreover, by comparing the agreement level of the
academic content assessment with the other kinds of content’s evaluation agreement,
this study can acquire the reliability of the evaluators’ judgment on the academic content
quality. The two research questions are:

• What aspects that evaluators use to access the quality of academic answers? What
aspects are objective ones whose judgment are based on the information itself, and
what aspects are subjective ones whose judgment are context sensitive?

• How about the agreement in evaluation the academic answers’ quality between the
evaluators?

1 http://www.researchgate.net.
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2 Related Works

Academic social media changed the way scholars obtain the academic resources [5].
There are rapidly growing existing works on academic social networking sites (ASNS),
which include scholarly information exchange [6] and trustworthiness of scholarly
information on ASNS [5, 7], motivation of joining in ASNS [8], and scholarship assess‐
ment through ASNS [9].

Although few existing work focused on the quality of academic answers, there are
many related works on examining answer quality on generic social Q&A platforms.
Some of the prior researches focused on finding the answers quality criteria, such as
content, cognitive, utility, source, user relationship, socioemotional, to automatically
evaluate the answer quality [10–12]. Some detected the relationship between the iden‐
tified answer quality features and peer judgment quality [13–15]. Others were concen‐
trated on comparing the quality of different Q&A platforms [16, 17].

For the assessment of academic content quality, judging research articles’ quality
was the earliest research topic. The previous works considered that “high quality journals
are more likely to publish high quality research papers” [18]. So previous works focused
on detecting the high quality journals, such as analyzing journals’ citation, impact factor,
and reputation [19, 20]. However, other researches argued that it is biased to judge an
article’s quality based on the journals’ quality evaluation methods [21]. So the following
studies were directly based on the papers’ external features, such as using papers’ authors
reputation and citation [22, 23]. Then the following works researched into the papers’
content and judgment context to explore the papers quality. Calvert and Zengzhi present
the most accepted criteria given by the journal editors for evaluating research articles,
including the new information or data, acceptable research design, level of scholarship,
advancement of knowledge, theoretical soundness, appropriate methodology and anal‐
ysis [24]. Clyde (2004) detected the influence of the evaluators’ specialist knowledge
on the research publications’ quality judgment [43].

Until now there has few works about the quality of academic content on social media.
Li et al. studied the effect of web-captured features and human-coded features on the
peer-judged academic answers’ quality in the ResearchGate Q&A platform [3]. There
are some previous works undertook the relevance and credibility of academic informa‐
tion on the social media [27–33]. And some works had announced that “the relevance
and credibility of information are aspects of the concept of information quality” [25,
26]. The studies about the relevance judgment of academic content focused on under‐
taking in detecting the criteria for evaluating the relevance of academic resources on the
web [27–30]. For example, Park interviewed 11 graduate students to evaluate the biblio‐
graphic citations for the research proposal of masters’ thesis. They identified three major
categories, including internal context, external context, and problem context, of affecting
relevance assessments [28]. The trustworthiness of the academic information on social
media is another related topic. These studies concentrated on reporting what criteria
influence users’ judgment of the academic resources’ trustworthiness [25, 31–33]. For
instance, Watson examined the relevance and reliability criteria applied to information
by 37 students for their research assignments or projects. The identified criteria was
classified into two major categories, pre-access criteria and post-access criteria [25].
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In summary, there are no clear evaluation frameworks for academic answer quality
on ASNS. So this paper aims to review assessment criteria for answer quality among
existing work and examine how users assessment of the academic answer quality.

3 Research Design

3.1 Study Platform: ResearchGate Q&A

ResearchGate (in short: RG) is one of the most well-known ASNS for scholars. RG has
more than 5 million users by the end of 2014. Its mission is to connect scholars and make
it easy for them to share and access scientific outputs, knowledge, and expertise. On RG,
scholars can share their publications; connect with other scholars; view, download, and
cite other scholars’ publications; and ask academic questions and receive answers.

In this paper, we used RG’s Q&A platform to investigate academic answer quality
assessment. As Fig. 1 shown, scholar posts a question, and other researchers can view
or follow this answer, provide answers to the question, or use “up vote” or “down vote”
to rate the answers according to their criteria.

3.2 Dataset: Question/Answer Sets

In this study, we chose questions in the category of “Library Information Services2” on
RG Q&A. This is because the authors are LIS researchers who knows the domain. These
same question/answer pairs were used as dataset in other studies too [3, 6]. The dataset
contains 38 questions with 413 corresponding answers. Following Choi, Kitzie and Shah
classification [35], we focused on the discussion-seeking questions because they are
relatively more complex than information seeking questions, and may require more
quality assessment criteria. Therefore, we narrowed down to 17 discussion seeking
questions with 188 answers.

We further cleaned the dataset by removing those answers that do not provide the
information to answer the question. For example, some answers only contain askers’
gratitude to the answerer, or some answerers declared that he had the same question or
asking another related questions, answering another question that is put forward by other
answerers. After we removed the above kinds of answers, we had 15 questions with 157
answers.

3.3 Research Method

Data Collecting. We recruited 15 LIS domain scholars, who have adequate domain
knowledge to understand and assess the content of the answers. These participants are
labeled as E1–E15 in this paper. In order to obtain data for calculating the judgment
agreement on the quality assessment, we divided the 15 questions with 157 answers into
five groups by randomly assigning 157 question/answer pairs (QAPs) into the five

2 https://www.researchgate.net/topic/library_information_services.
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groups. Through this way, we had three groups with 31 QAPs, and two groups with 32
QAPs. So, quality of each QAP in these five groups is judged by three participants.
During our experiment, the participants used 11-point Likert scale (0 to 10) to judge the
answer quality with 0 being the lowest quality and 10 as the highest. After finishing the
judgments, the participants were asked to explain the criteria used for assessing the
answer quality.

Data Analysis. Using the related work presented in Sect. 2 [11–41], we summarize the
following nine groups of criteria for assessing academic answer quality:

• Criteria related to the content of academic text (C1): this group are the criteria that
examine the characteristics of the text content and are objective. This group contains
23 criteria: recency [24, 27–32, 40], information type [25, 27, 28, 30, 32], theoretical
soundness [24], appropriate methodology [24], appropriate analysis [24], readability
[11, 14, 28–30, 32, 40, 41], balanced and objective point of view [25, 27, 30–32], the
views of other scholars [32], scholarly [25, 27, 31, 32, 41], the scope [25, 28, 29,
31], depth [11, 14, 17, 25, 27–29, 40, 41], references [27, 30–32, 41], objective

Fig. 1. A question/answering interface on RG (https://www.researchgate.net/post/
How_can_I_decide_number_of_neuron_in_hidden_layer_in_ANN_for_probable_best_perform
ance_in_classification_problem)
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accuracy [2, 14, 17, 25, 27, 29, 40, 41], appropriate quantity [27, 28], examples [27,
30], discipline [30], good logic [32, 41], including contact information [32], no
repetitive [11, 28], original [11], consistently [40] and writing style [15, 25, 27, 41].

• Criteria related to the sources of text (C2): this group are the criteria relating to the
text source, not the information content. This group contains the following four
criteria: clear information about who is posting the information and his/her goals [32],
author’s authorship [11, 14, 15, 24, 25, 27, 28, 30, 32, 33, 41], source status [25, 28,
29, 31–33], source type, such as from a paper, a report, a website, a forum, or a
PowerPoint slides [28, 30].

• Criteria related to the users’ beliefs and preferences (C3): For the quality evaluation,
different users recognize the text quality differently [34]. There are criteria which are
subjective and determined differently by individual users. One of the reasons that
leads to this phenomenon perhaps is that different users have different beliefs and
preferences. Several criteria related to users’ beliefs and preferences were identified,
which include topics satisfying the information needs [11, 27, 28, 30], subjective
accuracy/validity/reasonableness/believable [14, 16, 29, 40, 41], interest/affective‐
ness [27–30, 41], and utility [11, 29, 41].

• Criteria related to the users’ previous experience and background (C4): another
reason is users’ previous experience and background that results in the different
quality judgment. In other words, users’ domain knowledge influences the evaluation
of some criteria, which are understandability [27, 29, 30, 40, 41], known source [29,
30, 32], language [30], content novelty [11, 29, 30, 40, 41], value of a citation [28],
and source novelty [29].

• Criteria related to the user’s situation (C5): different research situations maybe also
affect users’ quality judgment. This group contains the following five criteria: time
constraints [29, 30], relationship with author [29], information consumers’ purpose
[28], stage of research [28, 30], and personal availability [28, 29].

• Criteria related to the text as a physical entity (C6): this group includes the criteria
which are objective and external characteristics of the text, including obtainability
[28–30], cost [16, 25, 29, 32], length [14, 15, 30, 41], and quickness [15, 41].

• Criteria related to other information and sources (C7): this group have the related
criteria that associated with other information or sources to confirm the text quality.
Consensus within the field [29, 32], external verification/tangibility/corroboration
[17, 25, 29, 32, 41], cited by other authors in other documents [32] are the three
identified criteria.

• Criteria related to the texts’ layouts and structure (C8): this group criteria are
proposed to how well the format of the text is organized. We recognized four criteria,
which are having lists/diagrams/statistics/pictures [27, 32], fewer advertisements
[32], working links [25, 32], structural clues (with topic sentences, first paragraph,
and headings) [25].

• Criteria related to the social environment (C9): this group contains social and
emotional value that express in the text, which include users’ endorsement [14], polite
[11], socioemotional value [40, 41], review [15], answerer’s attitude/effort/experi‐
ence [41], and humor [41] criteria.
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Then, we classified the participants’ responses according to the above mentioned nine
groups of criteria using the directed content analysis method [36]. The classification
results were discussed and confirmed among the authors to reach an agreement results.

We calculated the inter-rater agreement among the three sets of assessments on the
QAPs using Fleiss’ Kappa [39]. Fleiss’ Kappa extended Cohen’s kappa [38] by being
able to handle more than two raters. Fleiss’ kappa through a statistical measure assess
the reliability of agreement between the raters when assigning categorical quality ratings
to the answers [42]. Fleiss’ kappa below 0 represent “poor agreement”, 0.01 to 0.2 “slight
agreement”, 0.21 to 0.4 “fair agreement”, 0.41 to 0.6 “moderate agreement”, 0.61 to 0.8
“substantial agreement”, 0.81 to 1.00 “almost perfect agreement” [37].

4 Results Analysis

4.1 Analysis of the Evaluation Criteria

The 15 participants who responded the reasons for answer quality judgment were
mapped to the nine criteria groups. As shown in Table 1 of the results, the criteria related
to the user’s situation (C5), other information and sources (C7) were not supported by
the participants. It is possible that the participants only gave the quality score to the
answers under our requests rather than truly seeking such information. So they could
not image the situation clearly and associated the quality of the answer with the other
information or sources when judging the answer quality.

Table 1. Criteria of academic answer quality used by the participants

Criteria Participants
C1 E1, E2, E3, E4, E5, E6, E7, E9, E10, E11, E12, E13, E14, E15

C2 E1, E6

C3 E2, E3, E4, E5, E6, E7, E11, E12, E14, E13

C4 E2, E12

C5 —
C6 E5, E6, E8

C7 —
C8 E15

C9 E4, E8

Table 1 also shows that the content of academic text (C1) is the most commonly used
criterion to evaluate the quality. Fourteen of the 15 participants mentioned this group of
criteria. Among the 14 participants, 6 participants used the objective accuracy criterion
(E4, E6, E9, E11, E12 and E13); for example, E12 mentioned that he needs objective
evidences to support his quality evaluation. Meanwhile, completeness was also used by
6 among the 14 participants (E2, E3, E7, E9, E11 and E12) to evaluate the quality. An
example is E7 said the answer should provide the enough arguments. Three of the 14
participants used the logic criterion (E5, E7 and E14) to judge the quality; for example
E7 said the answer should express the idea logically. Readability and with references
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criteria are used by two participants, respectively (E7 and E11 for readability and E3 and
E9 for with references). There were one participant using having theoretical basis (E2)
and examples (E3), respectively.

The second commonly selected group is related to the users’ beliefs and preferences
(C3). Ten of the 15 participants used this group criteria. Seven among the 10 participants
used the relevance criterion (E3, E5, E6, E7, E12, E13 and E14), which means that the answer
should provide relevant information to the question and meet the users’ information
need. An example mentioned by the E14 is that the answer should focus on the problem.
E2 and E4 mentioned the criterion of reasonability, and E11 mentioned utility.

Criteria related to the text as a physical entity (C6) are used by three participants
(E5, E6 and E8). They mentioned such as accessibility, length and time constraint. The
authorship was claimed by two participants (E1 and E6), which is the criterion related to
the sources of text (C2). Two participants mentioned criteria related to the users’
previous experience and background (C4) (E2 and E12), including creative and under‐
standability. E4 and E8 claimed they value the socioemotional of the answer; for example,
the answer should express with friendship, honest, and serious attitude. Criteria related
to the texts’ layouts and structure (C8) was selected by only one participant (E15).

According to Table 1, we recognize that the criteria that are associated with the user,
like users’ preferences, background, and situation, were subjective quality evaluation
criteria. Different user with different personality may perceive the quality differently.
The other criteria are objective ones whose judgment are independent to different users’
judgments and are based on the content of the information for evaluating the quality.

Table 2. Agreement results between three participants for each group

Question/answer sets Fleiss’ kappa
Group1        0.041
Group2 −0.049
Group3 −0.039
Group4        0.033
Group5        0.065

4.2 Agreements on Quality Judgments

As shown in Table 2, based on the Landis and Koch [37] interpreting, the agreement
level on quality evaluation agreement among the three participants on each question/
answer pair was low. The Fleiss’ kappa of the five parts of data sets are all well below
slight agreement (<0.2). The results gave us the indication that academic answer quality
is a highly subjective concept. Based on results in Sect. 4.1, we known that different
participants used different criteria to judge the quality, and 10 out of 15 participants used
criteria that are related to their own preferences, background, and situations. This is the
reason why the agreement of evaluating academic answer quality stay at very low
agreement level. This result is somewhat consistent with a study of detecting the
Wikipedia articles’ quality evaluation, which reported their agreement value being
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between 0.06 and 0.16 [34]. This indicates that academic text quality judgment is
probably more difficult than for that on Wikipedia articles.

5 Discussion and Conclusions

In this study, we used the LIS domain question/answer sets from ResearchGate to detect
the criteria that evaluators use to evaluate the academic answer quality. Then, we mapped
the participants’ responds to the quality judgment framework. We found that the content
of academic text and the users’ beliefs and preferences are the two common used criteria
to judge academic answer quality. Meanwhile, based on the previous works’ definition,
we identified the subjective criteria, which are dependent to different users, and objective
criteria, which are only related to the content of the text. This investigation indicates
that not only the text itself, but also the users’ beliefs and preferences can influence the
quality judgment. So it is hard to achieve high agreement on text quality based on
different users’ judgments. Especially for academic text, which are more complicated
than generic text, it is even more difficult to get the high level agreement. This
phenomena indicated that academic content quality evaluation cannot be simply based
on a few users’ judgments, because they cannot reach the acceptable agreement level.

The major contribution of this study is that we identified that the evaluation of the
academic answer quality contains both objective and subjective criteria. The objective
criteria include readability, depth, and recency, and automatic methods can be used to
evaluate the quality from these criteria. Meanwhile, the subjective criteria should be
judged based on different users’ background and requirement. For example, the more
expertise a user has on a particular domain, the higher chance that the user likes the
professional content, whereas, the less knowledge a user has on a domain, the more
likely the user would like to read some easy readable domain related text.

This is a pilot study regarding the evaluation of academic answer quality. A limitation
of our study is that we just detected the one kind of academic text, ResearchGate
academic answers on LIS domain. We plan to expand our study to other academic
sources in different domains. More specifically, we hope to detect what criteria that
belong to the nine criteria groups we identified are more important for scholars to judg‐
ment the academic content quality. This helps to set up a general quality evaluation
framework for academic information on social media. Such framework would combine
the subjective and objective criteria.
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Abstract. This paper describes the use of social media during times of disaster.
The Mumbai Attacks 2008 and the Paris Attacks of 2015 are used as examples
of how data is validated into information and redistributed as community knowl‐
edge. Examining the tweets, Google tools, Vines, and postings of participants
during these events, this paper argues for creating social web systems that can
allow for participation and can help people locate relevant content.
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1 Introduction

During times of disasters, social media has become a dynamic center of activity. Across
digital spaces, people work to connect each other with information about the event.
Whether it is about missing persons, bombing locations, or memorials, people reach out
to share and understand what they are experiencing across time and space. We are now
awash in an array of social media systems, have increased access to technology, and are
becoming a more digitally literate society.

Often, the experiences of trying to share, validate, and distribute information are
disrupted by the systems we create. From locating the missing to validating content
across sites such as reddit, YouTube, Twitter, Vine, and Facebook, people have an urgent
need to connect and understand their situation and each other. In order to devise better
solutions for these emergencies, we need to consider extreme use cases when designing
user experiences within digital spaces.

This research builds upon findings from usability tests and ethnographic research
from the past 10 years [1], including work examining the Indian Ocean earthquake and
subsequent tsunamis [2], the London bombings [3], Hurricane Katrina [3], the Christ‐
church earthquake [4], and the Boston Marathon bombings [5]. In this paper specifically,
we will compare the Mumbai attacks of 2008 to the Paris attacks of 2015, two terrorist
events that share certain attributes across physical and digital spaces. Using a framework
for understanding experience architectures based on actor-network theory and informa‐
tion studies, this paper examines these two events and presents research findings.
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2 Brief Literature on Understanding Data, Information,
and Knowledge in Relation to Actor Network Theory

Across social media, people are able to upload images, update statuses, tag content,
check-in to locations, and use other features to connect with others. In doing so, they
are able to declare associations, identify with different social groups, and assign status
to themselves and their communities. They – people, places, things – are all actors within
various networks that work together across these systems.

For this study of social media use during times of disaster, our team has used actor-
network theory to understand the communication networks and theory from information
science to examine how people locate data, verify information, and distribute knowledge
across these networks. Coupled together, this framework creates a method for under‐
standing how participatory networks and technologies can help people cooperate during
times of disaster.

A Brief Look at Actor-Network Theory. Actor-network theory (ANT) originated in
the field of science and technologies studies as a way to talk about the interactions
between and across people and technology. This theory began in the work of Latour [6],
with later additions from Law [7], Callon [8], and Mol and Law [9]. ANT suggests that
all participants, whether human or nonhuman, have equal agency to affect any given
situation; my work here gives priority to human actors, while encouraging researchers
and practitioners to look at how these moments are contextualized for people by space,
time, and technology. Referred to as “actors,” these participants can be people or tech‐
nologies. During an event, these actors come together to form temporary, creating
assemblages of relations and forming a collective, referred to as an “actant” [6]. An
actant is a network comprising any actors — mobile devices, tweets, pins, people, and
so on — that have the ability to act and do act within the network. Examining these
actors and their networks provides a broader understanding of the people, groups,
governments, organizations, technologies, and places, — the nouns — to researchers
and practitioners [1].

For the purposes of this paper, an “actor” refers to any active participant in the
network. Actors may include people, organizations, events, and technologies (e.g.
devices, websites, apps) – an array of nouns. Actors join together in a network to
accomplish certain tasks. This network of interconnected participants is a device for
information coordination and flow. The Internet exemplifies flexibility in a distributed
network: it is without hierarchy or predetermined routes between nodes, and it has
solidly symmetrical nodes [10]. Networks of this nature therefore have the flexibility to
come together and disband later. The social web provides such networks with systems
for the coordination and dissemination of information.

Data → Information → Knowledge. Researchers and practitioners often hold strong
opinions about what constitutes knowledge. In order to better understand knowledge
creation, our team uses the concepts of data, information, and knowledge to see how
people transform these ideas. These concepts are based in the work of industry practi‐
tioner Morville [11], systems analyst Kock [12], and internet studies scholar Weinberger
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[13]. In our application, we take a more pragmatic approach. Our work is to pinpoint
how content moves through these three stages, while also understanding the context in
which this activity is taking place.

As addressed in our earlier research work, these three stages are described as follows:

1. The initial form of content is data. Data can appear in networks as words, phrases,
images, symbols, and so on. A simple example of data is a Twitter stream. Without
any context, a Twitter stream is just data: links, text, usernames, and hashtags.

2. Information is the second phase of content. Information is validated data, and vali‐
dation can come in several forms. For instance, participants can connect two pieces
of data, such as an image and a name, to pinpoint a person’s identity. Participants
validating data created richer, useful, and contextualized content.

3. Knowledge is the final stage of content. Knowledge is information that is shared
within the network. It takes a form that allows for repurposing and distribution [1].

In considering these stages, it is important to see them as porous, rather than rigid.
It is not always as simple as pinpointing each stage. In the case of international disasters,
this inability to pinpoint these moments can be attributed to issues of translation and
localization – in other words, understanding the cultures and contexts. In the examples
below, we illustrate how participants push knowledge through these networks, moving
through these three stages by leveraging their networks and deploying various social
web tools.

3 Background on the Mumbai Attacks

From 26 to 29 November 2008, terrorist attacks in Mumbai, India resulted in 166 civilian
deaths and at least 304 injuries [14]. At least 12 locations were affected by terrorism,
including numerous transportation systems and tourism sites. Western journalists
focused the majority of attention on the explosions and gunfire at the Taj Mahal Palace
hotel and the Nariman House. Throughout this multiday event, many volunteers online
and the mainstream media performed the challenging and daunting knowledge work of
locating and validating information from eyewitnesses.

Countless social web participants worked to mobilize, locating data, verifying infor‐
mation, and distributing knowledge across the globe. From the use of Google Docs and
Twitter to the numerous images uploaded to Flickr, Mumbai was a major tipping point
for online participation in the wake of a disaster. This event began a new era for the
social web, one where participation spanned multiple systems, where people were
organized and knowledgeable in their own culture and systems of use.

Participants developed connections across systems in order to find and share infor‐
mation related to the attacks. At the same time, they encountered many obstacles and
challenges as they attempted to exchange information about the attacks. They pushed
information from blogs to spreadsheets, and tried to flush out misinformation on Twitter
through hashtags. None of these systems were connected in ways that would have made
their jobs of sharing information easier.
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One major example of how this occurred is the use of Google tools. Specifically,
Dina Mehta and others used Google Sheets to collect data, validate it as information,
and share it as knowledge with their community. Gaining access to a faxed list of the
injured and killed in hospital because of these attacks, they shared this data with their
network through their blogs and on Twitter. They were able to recruit participants to
hand type the content of the fax into a Google Sheet that was shared across the interna‐
tional network. People could then validate the content—who was killed, injured, or
otherwise missing—and then repurpose this content as knowledge that they could share
with the friends and relatives of those affected. In this way, the actors in this network—
people, Google Sheets, Google Docs (now called Drive), Twitter, Blogs—were able to
guide this content through these three stages of data, information, and knowledge
through their participation in the network.

In describing this work and the group of participants who helped her, Mehta stated:

[T]he “we” I speak of is not an organization but a loosely joined community. We are bonded,
and I truly believe that in the face of utter horror, wherever it might occur, we have a strong
pillar in this emotional connection we feel as equal human beings and not in our narrow identities
prescribed by nationality or religion or race or gender. This is an evolving revolution sparked
by how people are using social tools on the Web [15].

Mumbai was a pivotal moment for online participation during times of disaster. Text-
based systems such as Twitter and Google Docs paired with Flickr’s image uploading
service to create a new era in the social web, one focused on linking and working across
systems. Systems developers cannot ignore this new mode of use for the social web. In
order to meet the needs of the new social knowledge workers, the industry and the field
must think beyond their own single serving interfaces, systems, documents, and silos.

4 Background on the Paris Attacks

On the night of 13 November 2015, a series of terrorist attacks occurred across Paris,
France. Resulting in 130 [16] deaths and hundreds of injuries, these planned attacks
caused chaos throughout the city. From explosions outside the football stadium to
gunfire at restaurants and bars, suicide bombers left the city in panic and caused major
spikes in social media usage. The Bataclan concert hall was the site of shootings and
explosions where many of the deaths and injuries occurred. Videos of these shootings
were replayed across digital spaces, showing the band’s reaction as the shootings began
and showing the injured escaping through alleyways.

Within digital spaces such as Twitter, reddit, Vine, YouTube, and Facebook, partic‐
ipants raced to locate, validate, and share knowledge. Traversing among these systems,
participants had an easier time of sharing what they found, but much of this information
sharing was lost in a deluge of messages imparting sadness, prayer, and support. Finding
and validating knowledge during such chaos is a key user aim for digital participants,
yet we have not developed systems to improve these user experiences in times of disaster.

There are many compelling examples of compelling social media experiences from
this disaster, from trying to locate the missing on Twitter to looping Vines showing
scenes of horror outside the Bataclan, to the many instances of using Instagram to share
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photos and videos of scenes around the city. Characteristic of this new genre, great
confusion at the scene of the attacks results from people’s attempts to understand what
(if anything) was happening, where it was happening, and who was affected.

Locating information across systems, participants began to piece together the event.
From the original Vine that recorded explosions outside of the football stadium [17] that
has more than 379,000,000 loops at this writing and was cross-posted to Twitter, to the
eventual missing persons posts on Twitter [18], participants worked to understand what
was happening. There were Vines and re-Vines of footage of both the start of the shoot‐
ings as well as people escaping the Bataclan nightclub, where the majority of victims
were killed. Finding the original Vine was difficult, as it was reposted relentlessly by
other participants.

Across these systems, hashtag usage did not seem to normalize at first as is often the
case in disasters [4], with #Paris #Parisattacks #Bataclan and others in use. During the
early hours of the event, and among the chaos, the international participation across
social media, the flood of reposted content, and the lack of stable hashtags, there was
great difficulties in locating data and validating information.

5 Similar Issues Remain

In this section, we discuss the issues that remain over time. Social media participants
have increased access to technology, along with increased literacy and skills for working
across a multitude of apps and services. What this has led to is a lot of content – posts,
tags, tweets, images, etc. Considering the growth of social media and the unrelenting
constant that is terrorism and natural disasters, it is imperative that we create systems
that allow data to flow, information to be validated, and knowledge to be shared.

Looking specifically at recent research from the Pew Research Center [19] in Fig. 1,
it is obvious that social media is a growth area: Facebook reported 890 million active
daily users in 2014, and Twitter reported 320 million monthly active users in 2015 [20,
21]. We need to consider these issues in the context of larger concerns for the future of
digital technology and human computer interaction.

5.1 Problems Locating Relevant Data

Locating information may have been easier during the time of the Mumbai Attacks
because the pool of users was smaller in 2008 than they were during the time of the Paris
Attacks. In January 2009, there were an average of 2 million tweets per day, a number
that grew to 200 million tweets per day by June 2011 [22]. The genre of how to respond
to terrorist events has also evolved. We can expect to see a show of concern, in this
instance using hashtags such as #prayforparis. There are also retweets, reposts, and a
general recycling of content. These movements can clog the network, creating an echo
chamber in which original content (data) cannot be located or verified (information)
because the reposted content, and thus original, validated material cannot circulate the
network as knowledge.
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An example of such use of Twitter during the Paris Attacks can be shown in Fig. 2.
With millions of tweets being sent in the days after the attacks, locating relevant data
can prove extremely problematic. How can we find useful, original content?

Fig. 2. Top languages used in the 4 million tweets sent following the Paris attacks, using data
from NYU Social Media and Political Participation (SMaPP) [23]

Fig. 1. Social networking site use as percentage among all American adults by age group, 2005–
2015 (no data available for 2007) [19] (Color figure online)
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5.2 Issues Validating Information

After locating this information, it can be extremely difficult to validate it. Pinpointing
original content often comes down to trusting the actors involved in the network. There
are many questions we may consider as we examine the content. Is this account estab‐
lished? Is this content in line with other posts made by this participant? Does the poster
make any claims to the data itself – do they take ownership of it or explain the originality
of the content?

In an age where there term “Photoshopping” has become a verb, trusting content can
become even more arduous. Being able to validate data through multiple sources of
information is important. During extreme events such as natural disasters and terrorist
attacks, we can use data such as geolocation metadata from posts, but only if people
have turned on this information. Considering how often people opt out of these geolo‐
cation features, we cannot count on this data to be accurate or available.

5.3 Roadblocks for Circulating Knowledge

Major roadblocks for circulating knowledge are the systems themselves. Due to growth
in social media use, increases in reposting original content, and posts in the #prayfor
style, much of the original content can be lost. Recirculating validated content as knowl‐
edge, rather than simply reposting, can be a challenge.

From the Mumbai Attacks and the Christ Church earthquake, we have evidence
showing that hashtags can be used advantageously to share information [4]. However,
the participants during these events were in a much smaller community of people than
those participating during the Paris Attacks, which drew a large, international set of
users on Twitter [23].

One answer is in the ways that Twitter’s new Moments feature operates, collecting
and sharing posts that they deem relevant and useful. Their curated missing persons
moment from the Paris Attacks is still posted as of this writing [24]. Such historical
knowledge repository work is important to future generations of users of these systems
and the histories, the stories, we leave behind.

And of course, as academic researchers—we need to be able to have archives for
this knowledge. Many, many of the tweets, YouTube videos, Vines, and Instagram
content are gone. They have been taken down by their content owners or by the systems
themselves. How might we preserve this content for future generations, historians, and
ourselves?

6 New Opportunities for Engagement and Knowledge Sharing

As we can tell from the issues discussed above, there are several opportunities available
to us as researchers and practitioners. In this section, we discuss the ways in which we
ought to improve the user experience of digital spaces and areas that need our research
attention.

There has been a dramatic shift between “use” and “participation” in the popular use
of social web tools, such as Twitter, Instagram, Facebook, Pinterest, Flickr, Snapchat,
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Vine, and Wikipedia. “Use” is scaffolded by robust user-centered design theories and
methods, while “participation” is pushing forward new ideas, theories, and techniques
for best practices in researching, building, and supporting sociotechnical systems. In the
past, experiences confined users to a set of interfaces contained within systems; now,
social web participants consider a wide array of communication options across multiple
networks. Researchers must explore these spaces as participants, open to re-evaluating
preconceived notions of “social”. We can learn how to build more flexible systems,
methods, and policies through these activities.

6.1 Considerations for Practitioners

Above all else, it is important for practitioners to recognize that their content will be of
the most benefit to all if they allow it to flow, unhindered, across other systems. Insta‐
gram’s seamless posting to both Facebook and Twitter is a useful example, just as the
difficulty in sharing search strings in these same digital spaces points to issues.

Considering the use cases in this paper, it can be argued that looking at such extreme
examples can help in the testing of systems. How well can they scale to hundreds, thou‐
sands, or even hundreds of thousands of users? Are there spaces for participation? How
do we let content move across systems?

More importantly, this kind of research can help us make important arguments about
use, access, culture, and context. This research asks that we look at the networks in which
our participants experience our systems – that we consider participating with them, that
we use our own technologies to do this work, understanding the affordances and the
limitations. How might we make more responsive, useful social media spaces? We can
work within them and use them alongside our participants, engaging with them and
experiencing it with them.

6.2 Areas of Future Research

We cannot ignore the possibilities and the participation of the social web. Each day, new
systems are capturing our attention, our posts, and our pins. How these systems might
be used during extreme cases of disaster point to the ways in which we can develop our
networks and technologies.

While this longitudinal study has been an arduous undertaking given the severity of
the topic and the reality of these situations, it has also been highly rewarding. Further
areas of research should include eventual disasters, such that we can continue to under‐
stand these communication practices. Such contextualized data will help us create
systems that make space for participation in times of stability as well. It is our respon‐
sibility to build systems that support human interaction and productive communication
during times of disaster.
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Abstract. This paper describes a comparative empirical evaluation study that uses
multimodal presentations to communicate review messages in an e-commerce
platform. Previous studies demonstrate the effective use of multimodality in
different problem domains (e.g. e-learning). In this paper, multimodality and
expressive avatars are used to communicate information related to product reviews
messages. The data of the reviews was opportunistically collected from Facebook
and Twitter. Two independent groups of users were used to evaluate two different
presentations of reviews and ratings using as a basis an experimental e-commerce
platform. The control group used a text-based with emojis presentation and the
experimental group used a multimodal approach based on expressive avatars.
Three parameters of usability were measured. These were efficiency, effectiveness,
user satisfaction, and user preference. The result showed that the two approaches
performed similarly. These findings provide a basis for further experiments in
which text, emojis and expressive avatars can be combine to communicate a larger
volume of reviews and ratings.

Keywords: Multimodality · Expressive avatars · e-Commerce · Usability · Social
media · Reviews · Effectiveness · Efficiency · User satisfaction

1 Introduction

The Web increases accessibility and removes geographical barriers [1]. As more people use
the Internet for on-line transactions, the need for effective, efficient and user satisfying e-
commerce interfaces becomes significant. Product reviews and ratings need to be easily
understood by users. Therefore, issues such as usability of the presentation, accessibility
and clarity contribute to the decision making of users. Good exemplars of good design
would require fewer users ‘clicks’ and display transitions. The term “modality” refers to the
use of human senses (e.g. vision, hearing, touch, smell and taste) [2]. Currently, commer‐
cial e-commerce interfaces predominantly use visual means to communicate information.
This often results to a visual information overload. The introduction of the new web tech‐
nologies (Web 2.0) facilitated additional capabilities for users. Users can easily publish
opinions, beliefs and thoughts globally accessible by the social media. Ratings can be
shared through social media in platforms such as Facebook and Twitter. This paper
presents a brief overview of literature relating to e-commerce, social media, user reviews,
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emojis and multimodality. It also describes the experimental e-commerce platform devel‐
oped, the experimental design, results and conclusions.

2 e-Commerce, Social Media and Multimodality

2.1 e-Commerce

e-commerce can be defined as “the use of the Internet and other networking technologies
for conducting business transactions” [3]. An organisation is considered to be e-business
functioning when most (or a significant proportion) of its business is delivered electroni‐
cally. Exchanging information is often enabled through the use of information technology
(IT) [4] and lowers the cost of exchanging information [5, 6]. Generally, e-commerce not
just involving selling or buying products online but it extends the business process such as
handling customer online queries, integrating payment from customers, promotion of
product and services. e-commerce is an umbrella concept that integrates a wide range of
existing and new applications [7]. The Web increases accessibility and defies geograph‐
ical barriers [8]. This is the reason that firms across the world have implemented e-
commerce. With the increasing number of companies available online, it is important to
understand some of the utilisation drivers of one platform over another [9].

2.2 Social Media

Web 2.0 enables users to interact and freely share information online [10]. The Oxford
English Dictionary [11] defines social media as “websites and applications that enable
users to create and share content or to participate in social networking”. The ability to
create content online creates an influence of one user over another in social media
websites such as Facebook and Twitter.

A key business component of social media is that it allows consumers to evaluate
product, make recommendations, and link current purchases to future purchases through
status updates and Twitter feeds [12]. Social media is rapidly becoming one of the main
sources for product reviews. Previous research investigated the role of social media on
business. Lucas [12] conducted a study on the influence of social media in consumer
purchasing behaviour and found that most of the participants purchased online based on
social media previews. This study had 249 participants, 59 % where using Facebook and
34 % using Twitter as social media tool in order to obtain peer reviews. Social media is
generally regarded as a useful aid to customers who seek advice or peer reviews of
products. For example, consider the Trip Advisor platform, people make purchases
based on previous experience and recommendation from unknown people. Several
studies have focused on the influence of social media on potential customers. Boomer
[13] discussed the influence of social media and its role. This becomes even more rele‐
vant as increasingly people tend to share most of their online experience using social
media networks (e.g. Facebook and Twitter). These sources are exemplars of frequently
used platforms to extract or retrieve product reviews.
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2.3 User Reviews

Social media appears to become the platform users rely on to get reviews. When users
are sharing reviews regarding a product or service they are directly influencing the
purchase decisions of other users. According to [33] consumers evaluate product infor‐
mation (e.g., product reviews) in order to achieve their consumption goals. Moreover,
electronic word-of-mouth (eWOM) is created when users share information and their
experiences online [34]. The eWOM is likely to be much more powerful than WOM as
it could potentially reach unlimited number of users [35]. It is a powerful product infor‐
mation source [36]. User reviews are usually categorised as positive, neutral or negative.
Positive product reviews provide information about satisfactory experiences with the
product, and thus represent opportunities to attain positive outcomes [33].

A study focused on tripadvisor.com conducted by Vermeulen and Seegers [37] found
that positive hotel reviews improve the perception of future customers. They concluded
that exposure to any (positive or negative) hotel reviews increases hotel awareness,
especially if the hotel is less known. A similar study conducted by Ye et al. [38]
suggested that positive hotel reviews result to more bookings. Reviews being shared
among other users or groups have different value to other users depending on the content
of review and emotional context. For example, consumers that attribute negative
emotions to the reviewer’s personal dispositions rather than the product, those emotions
are unlikely to influence other users [36].

2.4 Multimodality

Several user interfaces communicate reviews using text with some graphics to commu‐
nicate product reviews. Although this is considered acceptable to users, it could result
in overloading the users with textual information [14, 15]. When presenting consulting
user reviews and ratings, other non-textual means can be used to aid efficiency, effec‐
tiveness and user satisfaction. For example, multimodal interaction for product reviews
and ratings may help to browse large volumes of this data easier [16]. Multimodal
applications may use non-speech sound, text and hypertext, animation and video,
speech, handwriting, gestures and computer vision.

Combining visual and auditory metaphors enhances the user experience. The audi‐
tory metaphors consist of recorded speech, earcons and auditory icons. The more meta‐
phors used, the greater the volume of information that can be communicated. Avatars
often incorporate the use of speech and human-like animated facial expressions and
body gestures [17]. For instance, in e-learning interfaces, multimodality has shown to
be useful in enhancing the usability and users learning performance [18]. Previous
studies suggest that the use of more metaphors, including graphics, often enables users
to perform tasks faster. For instance, a study by Rigas and Memery [19] showed that
multimedia helped users to learn more material than a typical text-and-graphics
approach. Users also performed different tasks more successfully. Another study [20]
showed that multimedia metaphors helped users to make fewer mistakes in intermediate
and complex tasks. In some cases, the time taken to complete tasks was also reduced.
This shows the importance of multimedia or multimodality in making tasks executions
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easier. Another study by Rigas and Memery [21] showed that multimedia helped users
to learn more material than using text-and-graphics media and assisted them to perform
tasks more successfully. This shows the importance of multimodality.

Multimodal systems have been developed to support functions such as increase
system accessibility for diverse users [22]. Avatar is a computer-based character that
has been utilised to virtually represent one party in an interactive context [23] using
speech, facial expression or body gestures [32]. Avatars are often used as a tool to support
e-learning environments [18]. As multimodality refers to the use of different commu‐
nication channels, avatars are considered as an additional metaphor to improve the visi‐
bility and communication aspects of any system. Avatars can be classified into three
groups. These are abstract, realistic and naturalistic [24].

3 Experimental Platform

An experimental e-commerce platform was developed to act as basis for this empirical
investigation. Two interfaces were designed. These were a text-based with emojis and
a multimodal with expressive avatars. Both interface versions communicated the same
information relating to the reviews and ratings of products. All the reviews were sourced
from Facebook and Twitter. The presentations were designed to deliver the same infor‐
mation about the products being displayed. This information included different type of
reviews (positive or negative) along with ratings score (1 to 5). The products used in
this platform were laptops with different specifications, prices and ratings. Figure 1
shows the conceptual model for this experiment.

The presented content included three sections the product, product specification and
the reviews. The complexity of the reviews communicated increased in every task.
Table 1 shows the mapping allocation of the multimodal metaphors to the information
communicated. Customer review comments were communicated using text and the
different ratings using text and multimodal metaphors. Guidelines for multimodal infor‐
mation presentation [22] were followed for the development of the interfaces. The
expressive avatars used in the experiment had facial expressions correlating to the review

Fig. 1. Conceptual model showing the relationship between social media reviews messages and
multimodal metaphors.
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rating (positive, negative or neutral). These followed established guidelines in the liter‐
ature [25]. Figure 2 shows the facial expressions used in the expressive avatars.

Table 1. The allocation of metaphors to the information communicated

Interaction Metaphor

Content

T
ex

t

G
ra

ph
ic

s

C
ol

ou
rs

E
xp

re
ss

iv
e

A
va

ta
r

Product Description

Price
Customer Reviews
Reviews Ratings

Social Media Source

Fig. 2. Facial expressions used in the expressive avatars

4 Experiment

The experiment measured efficiency, effectiveness and user satisfaction. Each user was
presented with different presentations of reviews and ratings using four experimental
tasks. The user sample consisted of 24 users that were opportunistically divided into two
groups. The independent variable was the method used to communicate reviews and
ratings. This variable has two versions. These were the text-based with emojis and an
avatar-based design. The experiment consisted of four parts:

1. Pre-experimental questionnaire.
2. Perform tasks.
3. Post-task questions.
4. Post-experimental questions.
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4.1 Procedure

For consistency throughout the experiment, the same procedure was applied for the two
groups. The experiment started by requesting users to answer a pre-experimental ques‐
tions that aimed to collect data relating to:

1. General user profile (e.g. age, gender and education).
2. Previous experience with computers, Internet and online shopping.
3. The frequency of use of social media networks.

During the pre-experimental questionnaire, users were presented with a video tuto‐
rial for five minutes. The tutorial presented an introduction to the experimental e-
commerce platform. Two tutorial videos were used (one for each group of users). The
control group was presented with a tutorial demonstrating the interface with the text-
based reviews and emojis. The experimental group was presented with the facial expres‐
sion avatar-based interface. The link between facial-expressions and the ratings of the
reviews was also highlighted in the tutorials. Thereafter, the users in both groups
performed the same tasks (i.e. four tasks) but using the different interface according to
the group (i.e. control and experimental). On completion of the experimental tasks, users
answered a user satisfaction questionnaire.

4.2 Experimental Proposition and Hypotheses

The experimental proposition is that multi-modal metaphors and facially expressive
avatars will provide more effective, efficient and user satisfying presentations of social
media based product reviews in an e-commerce platform compared to a textual based
with emojis approach. This paper focuses on the effectiveness and efficiency parameters
of the above proposition. The hypotheses are:

1. Presentations of reviews and ratings using facially expressive avatars will be more
effective than text-based with emojis in terms of tasks completed successfully.

2. Presentations of ratings using facially expressive avatars will be more efficient than
the text-based with emojis in terms of users’ products comparisons.

3. Presentations of ratings using facially expressive avatars will have the same effi‐
ciency in user-based comparisons for up to four products.

4.3 Tasks

Each group performed the same four tasks but with the corresponding interface. Previous
studies showed that the metaphor affect user performance depended on the level [20,
25] and the type of a task being examined [26, 27]. Hence, the tasks were designed to
follow the same procedures as previous experiments. The level of difficulty in each task
was gradually increased in a way that the first task was the simplest and the fourth task
was the most complex. Therefore, the tasks were classified into easy, moderate and
difficult. Each task had a set of requirements. Users had to choose the correct product
based on criteria based on the reviews. The actual reviews varied from one task to
another. For instance, for the Group 1 and task 1, the reviews were simply presented
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one-by-one (one product review presentation) but for task 2, reviews of products were
presented together so as the user could compare products. In the multimodal presenta‐
tion, as the user proceeded from one task to another, the complexity of the review rating
also increased. Therefore, the more difficult the task, the more information was commu‐
nicated. The complex tasks contained larger volumes of information compared to the
easy and moderate tasks. On completion of each task, users answered questions based
on that task. The aim of these questions was to evaluate the performance of the user
based on the information and the review interface presented by the task.

4.4 Sample

The user sample consisted of 24 users who had no prior exposure to the experimental
platform. All users had no prior knowledge on the multimodality metaphors as used in
the experiment. They were requested to perform all tasks and answer all questionnaires.
These 24 users were opportunistically assigned to two groups (n = 12) to evaluate the
two conditions (i.e. text-based with emojis and facially expressive avatars). This volume
of sample is considered to be sufficient for this usability evaluation [28].

5 Results and Discussion

The results were analysed in terms of the time taken by users to complete the tasks
(efficiency), number of correct selections of products (effectiveness). Inferential statis‐
tics were used to examine the difference between variables [29]. When the data was not
normally distributed, the Mann-Whitney t-test was used [30]. The mean, median and
mode were used to perform the statistical analysis. Also, Kolmogorov-Smirnov test [31]
was used in the statistical analysis to test, calculate and present the normal distribution
of experimental results. The statistical analysis used α = .05 and the significance using
p-value = .05 (which refers to be less than 0.05).

5.1 Profile of the Sample

Pre-experimental questionnaires were used to collect the users’ profile information (e.g.
gender, age, education or prior experience). Figure 3 presents the profile of the sample.
The control group (text-based with emojis) consisted of 58.33 % of users aged between
25 and 34, 36.11 % between 18 and 24 and 5.56 % between 35 and 44. The second group
(multimodal) had an age range of 58.33 % between 25 and 34, 36.34 % between 18 and
24 and 5.33 % between 35 and 44. The gender distribution was 25 % females and 75 %
males in the control group and 16.67 % females and 83.33 % males in the experimental
group. The education level of the sample was predominantly undergraduates. Figure 4
shows the sample’s prior experience relating to the use of computers and the Internet.
The data suggests that the sample was knowledgeable and experienced. This was
expected given that the sample was drawn from University students.
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5.2 Effectiveness

The effectiveness was measured by the frequency of tasks completed successfully by
users during the experiment. This measure was considered for all the tasks in total and
for task complexity (easy, moderate, and difficult). Users in the experimental group
performed marginally better than the users in the control group (Fig. 5).

The total number of correctly completed tasks in the experimental group (facially
expressive avatars) was 43 compared to the 37 for the control group (text-based with
emojis). The mean value of successfully completed tasks per user for the experimental
and control groups was 3.58 and 3.08 respectively. This experimental group

Fig. 3. Users’ profile in terms of age, gender, and education level in the three groups

Fig. 4. Users’ knowledge in terms of using computers, Internet and online shopping frequency
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demonstrates marginal improvement of successfully completed tasks compared to the
control group. The ANOVA test results showed that that the variance was not significant
(p at 0.05). The experimental group outperformed the control group in the easy tasks
only. The experimental group had 87 %, 75 % and 66.7 % completion rate for easy,
moderate and difficult tasks respectively. The control group had 83 %, 75 % and 67 %.
Although these results do not show that one method is better than the other in terms of
efficiency, there is a prima facie case that in principle the application of expressive
avatars does not hinder the effectiveness of users. This results points to the fact that the
two approaches can be collaboratively employed to communicate reviews and ratings.
The emojis also helped users to quickly browse reviews that in turn accelerated the
completion of tasks. Figure 6 shows the total number of successfully completed tasks
achieved by each user for both groups. Results show that 4 users successfully completed

Fig. 5. Percentage of correctly completed tasks achieved by the users in the two groups for all
tasks (A) and for task complexity (B).

Fig. 6. Total number of successful completed tasks by each user
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all tasks in the control group (users 1, 2, 3 and 6) while 3 users in experimental group
(users 8, 9 and 12). The mean value of tasks completed successfully per user was 3.08
and 3.17 for the control and experimental groups respectively.

6 Conclusion and Future Work

The variance between the control and experimental groups was not significantly different
in terms of tasks completed successfully. This indicates that both approaches taken to
communicate reviews and ratings are valid. It is important to investigate further under
different task circumstances. The use of emojis shown to be particular useful. Users
obtained an overall viewpoint relating to the review and rating (positive, negative or
somewhere in between) at a glance. This makes a strong prima facie case for the use of
emojis as additional element of the review and rating entry. There is a need to understand
the way in which emojis and expressive avatars can be combined to communicate larger
volumes of data.
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Abstract. This paper aims to explore the ways in which multimodality can be
integrated on social platforms and its impact on consumer purchase decision. It
aims to investigate user views on the presence and absence of multimodal meta‐
phors on social media platforms and its impact on consumer decision making. A
questionnaire was conducted from 58 respondents. Results indicate multimodal
metaphors not only aid user understanding but also positively affect consumer
purchase decisions.

Keywords: Consumer behavior · Consumer purchase decision · Multimodality ·
Multimodal metaphors · Social media marketing

1 Introduction

People intrinsically interact with the world in a multimodal manner. In User Interface
Design (UID), multimodal metaphors aim to influence and enhance natural human
capabilities to communicate information using audio, visual, graphical 3-D, and other
modalities. Changes in consumer behavior have forced businesses to rethink their
marketing presentation strategies on the digital domain. The majority of the firms are
now advertising using social media. Social Media marketing has caused a shift in
consumer behavior. According to recent statistics [16], last year the annual average
weekly spend online was £718.7 million.

It is generally accepted that social media marketing lacks “human warmth” as it is
impersonal and automated compared to traditional marketing. In the online advertise‐
ment context, multimodality provides an additional bandwidth to communicate infor‐
mation. As the complexity of an online advertisement presentation increases, its clarity
and effectiveness may decrease. In order to reduce complexity, the design and interactive
features need to be balanced in a manner that the presented media impacts favourably
on the purchase decision of a potential customer. However, the effect of multimodal
metaphors to present and promote products on social platforms has still not been fully
investigated. This paper aims to gather an overall viewpoint of user perception relating
to the use or lack of multimodality.

© Her Majesty the Queen in Right of the United Kingdom 2016
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2 Social Media Marketing and Multimodality

Consumer behavior can be defined as “a study of the process involved when individuals
or groups select, purchase, use or dispose of products, services, ideas, or experiences to
satisfy needs and desires” [9]. Bagozzi et al. [18] defines consumer behaviour as a
combination of social and psychological processes, which people endure through the
possession, use and disposal of products or services. It is the understanding of the inter‐
personal and social reasons underpinning consumer decision-making and the transac‐
tions associated with it. Consumer behaviour is complex as it varies depending on indi‐
vidual characteristics and idiosyncrasies. Purchase can be either rational or emotional
[17]. Consumers employ multiple senses in order to directly and indirectly explore their
environment to improve belief and identify new information [10]. External stimuli
contribute during information search and evaluation. When a product is presented on
social media platform, multimodal metaphors provide additional bandwidth to commu‐
nicate information and enable the better user understanding of the information commu‐
nicated. Despite the existing knowledge of customers for a product, they will still require
to enhance their knowledge with some form of external search. Some of this supple‐
mentary data is obtained through advertisement, friends and increasingly social media
platforms [17].

Social media can be defined as a medium through which people interact in order to
create, share and exchange information and ideas in virtual networks and communities.
Social media is differentiated from traditional media by attributes such as permanence,
immediacy, frequency, cost and reach [21]. The importance of social media has been
widely accepted today and it is pervasive in both personal and professional environ‐
ments. Over the last decade, the Internet and social media has grown in usage and
acceptability. This has changed purchasing patterns and consumer behavior. Human
interaction has fundamentally and profoundly changed by the extensive use of online
social networks [15]. This change has been accompanied by a strong growth of web-
based platforms that facilitate this interaction. Some of the in vivo social interactions
and relationships have been replaced with an equivalent counterpart in virtual worlds
using online communities. These online communities enable people to share their
knowledge, experiences and engage and promote dialogues within different cultures [4].
Studies suggest that consumers show greater value to peer reviews and judgments rather
than firm promotions, demonstrating a shift in the focus of persuasive power [5].

The growth of internet and online communities have significantly transformed
consumers, cultures and organizations with easy access to vast information, enriched
communications and improved social networking [19]. Social media has not only
changed marketing and advertisement of products [11], but also altered the focus from
product information search to post purchase behavior [8]. Social media allows organi‐
zations to communicate with customers in a way that increases intimacy and enables the
growth of a relationship [12]. This could result to a positive or negative perception of a
brand as the reviews cannot be controlled. Even a small amount of negative information
or user feedback can have a significant impact on consumer attitudes [13]. Online groups
exercise an evident influence on the behavior and consumer buying intent and indirectly
on the purchase decision. Social media platforms provide individual consumers with a
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public forum which not only gives them own voice but access to product information
which then aids their purchase decisions [14].

Multimodality is an integrated approach of different types of media. According to
Bunt et al. [6], human interaction with the world is inherently multimodal. People use
their senses sequentially and simultaneously to perceive their environment. Multimodal
metaphors describe the interactive systems that aim to enhance computer communica‐
tion using audio, visual, graphical and other modalities. Fortin and Dholakia [7] suggest
that as the presentation complexity of an advertisement increases, the effectiveness of
positive results decreases. This complexity is often alleviated through balancing design
and interactive features in such way that they contribute to a positive consumer purchase
decision.

Rigas and Alseid [1] demonstrated the successful use of multimodal metaphors to
communicate information. Further Rigas and Alty [20] and Almutairi and Rigas [2]
prescribed the use of multimodal interfaces and avatars to communicate with the target
audience. Additionally, Rigas and Almutairi [3] identified the positive impact of multi‐
modal metaphors on ease of use of learning materials. Interfaces that communicate
information to users using several communication channels often provide a more
engaging interaction [2]. The use of interactive multimodal features aids user under‐
standing to complete online purchases. However existing literature lacks the under‐
standing of the impact of specific metaphors (text, video, audio, graphical illustrations)
used in online advertisement towards consumer purchase decision.

3 Methodology

A positivist approach was taken in this study. Structured questionnaire was designed to
investigate the user comprehension on the use or lack of multimodality and explore
whether its presence help users develop an understanding of a product advertisement.
The questionnaire had questions of multiple format, including multiple choice, dichot‐
omous questions, self-assessment Likert-scale questions and open ended question. This
enabled the gathering of an overall user viewpoint relating to multimodal metaphors and
their perceived impact on purchasing decisions. The opportunistic sample consisted of
58 participants, 29 male and 29 female aged between 18 and 35 years old. The age profile
of respondents consisted of 18–21 years old (8.6 %), 21–25 (34.5 %), 26–30 (37.9 %)
and 31–35 (19 %).

4 Data Analysis and Discussion

4.1 Sample Profile

A total number of 58 respondents took part in the survey, 29 (50 %) male and 29 (50 %)
female and 58 valid responses were received as shown in Fig. 1. All the respondents fall
in the age group between 18–35, with the largest group falling in the age group of 26–
30, accounting for 37.9 %, out of which 20.70 % account for females and 17.20 % males.
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Fig. 1. Sample profile against gender

The second largest group falls in the age group of 21–25, making up 34.5 %, out of
which 17.20 % account for females and 17.20 % for males. However, the smallest group
of respondents fall in the age group of 18–20, accounting for only 8.6 %, of which 3.40 %
are female and 5.20 % male. Out of the 29 female respondents, the educational profile
consists of 14 (24.10 %), with Degree or Diploma, and 9 (15.5 %) with a Postgraduate
degree. Whereas, out of the 29 male respondents, 10 (17.2 %) hold a degree and 11
(19 %) have acquired postgraduate degree. Out of the 58 respondents who took part in
the survey 63.8 % prefer to shop in-store, out of which 34.50 % account for male and
29.30 % account for female. On contrary 32.8 % prefer to shop online, of which 20.70 %
are female and 12.10 % male. This question had an invalid response of 3.4 %. Figure 2
highlights Internet proficiency, 25 respondents (43.1 % of which 22.40 % were female
and 20.70 % male) indicated that they use internet most on their smart phone. The second
largest group of 22 (37.9 % of which 15.50 % were female and 22.40 % male) indicated
that they prefer using internet on their Laptop. This data suggests that females prefer to
access the Internet on their smart phone and males on their laptop. However, from the
results, smartphone seems to be the device on which majority of the respondents prefer
using internet on as compared to laptop, tablet and desktop. This can be largely due to
the convenience factor; as smart phones allow one to perform most tasks that one could
do on a desktop or laptop.

A cross tabulation between gender and reasons for using internet most indicated that
the largest group of females accounting for 13.8 % used internet most for work purposes.
The second largest group (17.2 %) used internet for browsing, followed by 8.6 % who
use internet for shopping. Whereas, 24.1 % of male respondents indicated that they use
internet most for browsing, followed by 10.30 % who use for work purposes. However,
the overall results indicate browsing to be the reason for which majority of total respond‐
ents (41.4 %) use internet for, followed by work (24.1 %), personal reasons (19.0 %) and
shopping (10.3 %).
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It is interesting to notice that the smallest group, consisting of 1.7 % male use internet
for shopping purposes, which clearly indicates towards the difference in male and female
shopping behavior.

Fig. 2. Respondent internet proficiency against gender

The survey aimed to gather an understanding of the frequency of online shopping.
Results indicated that a large number of respondents, (31.0 %) shop online on monthly
basis, followed by 25.9 % who shop once in every 3 months. Only 13.8 % respondents
shop on weekly basis. However, results indicate equal number of male and female (50 %)
who shop online on monthly basis. These statistics indicate towards ever growing trend
on shopping online on significantly regular basis, equally by both genders.

Figure 3 demonstrates user perception of different marketing modes. 41.40 % of the
respondents strongly agreed that social media marketing is more ‘influential’ as
compared to conventional marketing. 22.40 % agree, whereas only a small percentage
of respondents (8.60 %) disagree that advertisements on social media are more influential
than conventional marketing. On contrary, the largest group accounting for 34.50 %
thought that advertisements through conventional marketing are more influential.
However, 6.90 % disagree and 12.10 % strongly disagree to this claim. 69 % perceive
social media marketing to be more information rich as compared to conventional
marketing. Out of which 32.80 % strongly agreed and 36.20 % agreed. Only 17.2 %
respondents did not consider social media to be more information rich. On the other
hand, 34.50 % of respondents agreed and 13.80 % strongly agreed that conventional
marketing is more information rich. These results highlight the importance of social
media as a medium to transmit information. The ability of social media to allow organ‐
izations and individuals to upload and share information. The main aim of marketing
along with product/service promotion and brand creation is to be able to aid user
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understanding of the product or service advertised. Hence it is vital to ensure that the
users do not find the advertisement context and the information marketed too complex
to digest. Results from the survey illustrated that a large group of respondents,
accounting for 43.1 % found advertisements via social media marketing to be a lot more
complex as compared to conventional marketing. However, 20.7 % respondents disagree
that social media marketing is more complex. This indicates that out of the respondents
who took part in the survey, most of them find advertisements on social to be more
complex as compared to conventional marketing.

Fig. 4. Respondent viewpoint of different advertisement modes

4.2 User Perception of Advertisement Contexts and Modes

Figure 4 indicates the user perception of most convincing advertisement modes. 37.90 %
strongly agreed and 31 % agreed that advertisements on social media are most
convincing. The second most convincing advertisement mode form the results is maga‐
zine (32.80 % agreed), followed by TV (31 % respondents agreed). The least convincing

Fig. 3. User perception of different advertisement contexts
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mode was radio (12.10 % agreed and 24.10 % disagreed). In conclusion, the social media
was found to be the most convincing mode of advertisement (Fig. 5).

Fig. 5. User view point of social media marketing

4.3 User Understanding of Social Media Marketing

In order to develop an understanding of respondents view point of social media
marketing, the social media marketing was tested against 5 variables including Open
systems, Two-way communication, Authentic content, Influencing and Real time crea‐
tion. The aim was to identify which variables are accepted amongst the most respondents
as significant traits of social media marketing. 56.9 % (39.70 % agreed and 17.20 strongly
agreed) believed social media marketing to be compromised of an open system. 55.1 %
perceived social media marketing offers authentic content. 51 % claim it to be influencing
and 50 % believed that offers a two-way communication. The smallest group which
accounts for 44.8 % of the respondents found social media marketing offering real time
creation. Open system and authentic content were considered as two major traits.

4.4 Impact of Multimodal Metaphors to Aid User Understanding

Figure 6 demonstrates the impact of different metaphors to aid user understanding.
Multimodal metaphors are present on the digital domain to enhance user understanding
of the product/service advertised. In order to identify the impact of individual multi‐
modal metaphors to aid user understanding a series of Likert scale questions were posed
to the respondents. Results illustrated that the largest group of respondents accounting
for 81.1 %, where 28.30 agree and 52.80 strongly agree, find Video to be the most
significant metaphor in developing a clear understanding of the product advertised. The
next metaphor which aids user understanding most after video is Illustrations for which
38.30 % agree and 34.70 % strongly agree, making a total group of 73.5 %. 60 % of the
respondents find Text to aid their product understanding and only 43.5 % find Audio to
help them develop a clear understanding of the product advertised online.

The graph clearly illustrates that all 4 metaphors are significantly important to aid
user understanding of the product advertised online. However, Video (which
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compromises of all remaining metaphors) and Illustrations appear to be the most critical
metaphors in enhancing user understanding (Fig. 7).

Fig. 7. Impact of multimodal interactivity on user purchase decision

4.5 Impact of Multimodal Interactivity on Purchase Decision

It is important to determine whether multimodal metaphors only act as informant tools
to aid user understanding or if they have any impact on the consumer purchase decision.
This has been addressed in the survey through dichotomous questions. 50 % of the
respondents stated that absence of sales assistant (human) does not affect their purchase
decision, whereas 48.30 % stated that it would affect their decision. However, a large
percentage of females accounting for 29.30 % agree that absence of sales assistant would

Fig. 6. Impact of multimodal metaphors to aid user understanding
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affect their purchase decision, whereas a large proportion of the male respondents (31 %)
stated that their purchase decision would not be affected by the human absence. This
clearly shows that although majority users feel that the absence of human would not
have an impact on their purchase decision there is clearly a difference of shopping
behavior and preferences across genders.

The results have also revealed that a large proportion of respondents, both male and
female, accounting for 91.4 % agree that interactive features increase their product
knowledge. Only a mere 8.6 % disagree. This highlights the importance of interactive
features to increase product knowledge. The respondents were further questioned to
identify whether the absence of interactive features affects their purchase decision, to
which 74.20 % answered yes. A small group of 24.1 % claim that interactive features
have no influence on their purchase decision. 1.70 % were unsure. These results demon‐
strate the importance of interactive features in not only increasing product knowledge
and aiding user understanding but also affecting the purchase decision. Further, a large
number of respondents (39.6 %) stated that the product presentation affects their
purchase decision. Only 1.70 % are barely influence by the presentation of the product.

4.6 Interactive Features and User Influence

Figure 8 shows 53.10 % strongly agreed and 26.50 % agreed that advertisements with a
combination of video and text are most likely to positively affect purchase decision. For
illustrations and text, 19.10 % strongly agreed and 53.20 % agreed. The advertisements
via audio perceived to have a limited impact.

Figure 9 indicates that 49.10 % agreed that advertisements on social media are more
efficient. 60.40 % wanted a more secure payment online procedure. 57.50 % strongly
agreed that online shopping should have more clear refund and exchange policies.
29.30 % desired high human presence and 27.20 % strongly agreed that high human
presence would improve their online purchase experience. The interactive multimodal
features present on social media and integrated in online advertisements largely

Fig. 8. Impact of interactive features on consumer purchase decision
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contributed to aid product understanding, influence and positively affecting consumer
purchase decision.

Fig. 9. Online buying effectiveness, efficiency and user satisfaction

5 Conclusion

Smartphone was the most common device on which majority of the respondents
accessed Internet. The results indicate that the highest online shopping frequency of the
respondents is on monthly basis, indicating equal number of male and female (50 %).
A large number of respondents believed that social media marketing is more ‘influential’
and ‘information rich’ compared to conventional marketing. However most of the
respondents find advertisements on social media to be more complex, but still find social
media to be the most convincing mode of advertisement. Open system and authentic
content are the two major traits of social media. The research also highlights that text,
illustration, audio and video are perceived as significantly important to aid user under‐
standing of the product advertised online. However, video and illustrations appear to be
the most critical metaphors in enhancing the user understanding. Interactive features are
perceived to increase product knowledge, aid user understanding and impact upon
purchase decisions. The majority of users felt that the absence of human presence would
not have an impact on their purchase decision. However, females felt that the absence
of human presence might impact their purchase decision. It appears that there is a
difference of shopping behavior and preferences across genders. The study also identi‐
fied that combining metaphors in online advertisement is most likely to have a positive
effect on the purchase decision (video with text and illustrations with text). Audio used
on its own in advertisement context does not seem to have a significant impact to posi‐
tively affect the purchase decision. Most of the respondents agreed that advertisements
on social media are more efficient and effective, hence leading to a positive purchase
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decision. However, advertisements on social media are perceived as more complex. In
conclusion, multimodal metaphors based on social media advertisement act as an
informant tool by helping consumers to gain a better understanding of the product
advertised and positively influence the final purchase decision.
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Abstract. How a person perceives social media platforms should provide insight
on the platforms they choose to use or not. Literature reviews highlight studies
focused on demographic, familiarity, social influence, application, and usefulness
as a means to differentiate choice/use. This study combines quantitative and qual‐
itative techniques to examine Social Media Platform (SMP) preferences.

Using a web-based card sorting application, 59 participants completed an
open sort activity on 19 SMPs. Information was also collected on SMP usage,
age and gender. The strength of the paired-relationships between SMPs is
presented in the form of a similarity matrix and a dendogram (hierarchical cluster
analysis). A set of decision rules were developed in order to arrive at 44 stand‐
ardized categories. A matrix of categories and SMPs provides means to explore
associations. These relationships are examined for overlap and absence. This
allows researchers to discuss findings in terms of current theory and practice.

Keywords: Pile sort · Media richness theory · Media synchronicity theory ·
Social media platforms

1 Introduction

Scholars have engaged in many different lines of inquiry in an effort to understand why
users adopt certain social media platforms over others. For example, different work has
investigated social media with respect to user intentions [1], demographics, and kinds
of interactions afforded by different sites [2, 3]. This work, however, seeks to extend
and deepen our understanding of user engagement, by getting users to categorize the
platforms they use in an effort to understand more about how users think about their
interactions with these tools. When combined with simple demographic data on the users
and a series of survey questions about social media use, it is hoped that this method can
shed light on connections that may or may not be immediately apparent through survey/
questionnaire and demographic data alone.

Demographic categories have been considered in the existing literature as predictors
of trends in use. For example, Saul discusses an “exodus” of younger users from Face‐
book [4]. Related work by Chan et al. show how gender influences Facebook engage‐
ment, with women more likely to (a) have an account and (b) participate more often than
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their male counterparts [5]. Studies by Malone and Kinnear [6] as well as Hagag et al.
[7] discuss how shared culture or cultural values can influence preferences for a specific
website or web platform. Related to the question of demographics are studies of affor‐
dances which highlight the motivation for certain segments to use specific online plat‐
forms. For example, Bell et al. [8] showed how Facebook can help older adults feel less
lonely. And Chen showed that women bloggers tend to use social media for the purposes
of recreation and information sharing [1]. This is supported by market research showing
that new moms tend to be frequent and engaged users of Facebook, since they are able
to form a community which helps with information sharing, recreation, and social stim‐
ulation [9]. Despite this research, demographics alone does not tell the story of why
people engage (or ignore) different social networks, and thus the question tends to be
much more complex than which gender, age segment or cultural group a person belongs
to, especially when these categories so often intersect.

Moving beyond the demographic question, other factors have been considered in the
literature as possible explanations for why certain people use different social media
platforms. For example, Correa et al.’s work showed that certain traits, namely, openness
and extraversion show a positive correlation with social media use (in contrast to traits
like emotional stability, which exhibit a negative correlation) [10]. Other studies have
shown a relationship between familiarity with a social network (or perceived familiarity)
and the likelihood that users would continue to engage with it [11]. Similar research has
revealed that convenience and cognitive effort has a simple and direct impact on social
network adoption [12]. Other studies have honed in on the relationships between people
and corresponding social network influence as a predictor of social network use. Cataldi
and Aufaure showed how influence can spread the adoption of a network (or a message
along that network) [13]. Palazon et al. showed that the willingness of individuals to
join brand related pages on sites like Facebook depends on their social network and the
influential individuals within that network [14], and Herrerro et al. demonstrated how
online search behaviour is directly influenced by the social network of the individual
doing the searching [15]. This type of behaviour would seem on the surface to confirm
an affordances thesis. That is to say, since social media affords a certain type of
networked social interaction, social interactions should therefore drive a person’s choice
of platform and the way they interact on it [16].

Following the extensive body of research on social media use and affordances
[2, 17], studies have shown that people often use specific platforms because they offer
a certain type of interaction with others. For example, Gomes and Pimentel developed
a series of “if-then” rules that describe user behaviors using “data mining procedures.”
Their results showed that users engaging with each other on Facebook for Blackberry
tended to demonstrate reciprocity to the exclusion of other mechanisms of social or
collective influence [18]. This is reasonable from an affordances perspective as Face‐
book.com itself—as well as all other social media—affords posts that demonstrate reci‐
procity through likes, clicks and shares. But while this work highlights an important user
motivation related to social media engagement, the reduction of user behaviors to simple
if-then formulas may not take into account all the ways that people choose to interact
using these platforms. Rather than simply data mining, it is advisable to understand
social media use, or really any human social behaviour with respect to a complex
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spectrum of deeply contextual and sometimes contradictory human understandings, and
motivations [19].

The question of context—who chooses what and why—has thus far received little
investigation outside of high-level market or demographic categories. To achieve a
contextual and rich analysis of individual motivations for social media use, we recom‐
mend that demographics and affordances be considered alongside other cues. For this,
it is useful to draw from and expand earlier models of media choice. Building on Media
Richness Theory [20], which showed that interlocutors seek out and choose richer media
in order to better understand and communicate issues with others, Dennis and Valacich’s
Media Synchronicity theory tries to build a model that takes into account multiple
processes, in this case five: immediacy, symbol variety, parallelism, rehearsability and
reprocessability to explain how people choose to engage with a particular medium of
communication [21]. This understanding is useful because it supports different user
motivations for adopting a particular communication medium and thus can be very
useful for understanding motivations for social media use. For example, Chan showed
how asynchronicity can motivate shy people to engage with social media platforms like
Facebook as a way to experience social interaction in a less threatening context [22].
Similarly, Taipale showed a relationship between demographic social media choices
and the synchronicity of the chosen medium or platform of communication–making a
link here between demographics, affordances, and media richness that is a step forward
in understanding the varied complexity of human motivation [23]. However, media
synchronicity theory is still limited as it assumes that media choice is directly related to
a conscious goal of communication between two or more individuals, and as such it may
not account for some of the less conscious or un-inferred categories of experience.
Examples could include social influence, felt but seldom reflected upon group or collec‐
tive or social-network hierarchies that impact personal preference, personal or group
experience or history related to different platforms or assumptions or attitudes about
services that defy rational explanation.

Free pile sort has been used in anthropology and sociology in such diverse fields as
health care, organizational communication, cultural anthropology, and food studies [24–
28]. It is generally used in combination with the collection of demographic data and
survey research as a way to reveal taken for granted assumptions or demographic and
network relationships not immediately apparent through survey data alone. While it is
quite common outside of communication studies, it has not yet been employed exten‐
sively to understand computer mediated communication. Its great strength is that it
allows for both quantitative data collection, in the sorting and categorization of elements,
and qualitative data collection [29] these are then combined to form a detailed explan‐
ation of why participants sorted different elements in a specific way. When combined
with the demographic details of the participants, it thus has the power to extend an
analysis offered through a media synchronicity lens by offering (1) demographics,
(2) professed motivation (3) relationships between different media as uncovered through
categorization (4) social cues and other less-conscious influences (5) the discovery of
other motivations not anticipated by the researcher or research team (in contrast to a
survey instrument with pre-determined lines of questioning or scales of answers). The
pilot study detailed here, thus employs free pile sort in a new way, that is in the
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understanding of social media preferences in order to address several hypotheses related
to user motivations.

2 Methodology

2.1 Participant Recruitment

Active social media users were recruited through open calls on Reddit and personal
connections (LinkedIn, individual emails, etc.). Participants had the option of passing
along contact information (snowball effect) but most did not do this. The engagement
protocol can be broken down into three parts. We used the Optimal Workshop Opti‐
malSort web-based application to collect questionnaire and card sort data.

Pre-Activity Questionnaire – Usage. Participants responded to the questions below.
These questions not only allowed the collection of participant data, but also primed
participants for the subsequent card sort (equivalent of pile sort) activity.

(a) What social media applications/services are you a registered user of?
(b) What social media applications/services did you use yesterday?
(c) Think about the last three things you posted on any social media service/application.

What were they?

Card Sorting Activity. Participants were presented with 19 cards to sort by moving
individual cards from a list to an area where cards can be grouped together in clusters
(categories). Participants had freedom regarding the arrangement of the cards and the
naming of the clusters. This is known as an open card sort and is most commonly used
by Information Architects [30].

With 19 cards for our participants to sort, there is a potential for 18 pairs for each
card. The higher the frequency that two cards are paired together, the stronger the asso‐
ciation. The resulting similarity matrix (Fig. 1) shows the grouping of cards together
(%) by the 59 participants.

Post-Activity Questionnaire - Category Grouping, Frequency of Use, Demographics.
We asked participants to describe why they ordered the list the way they did, and had them

provide answers to some standard demographic and use-pattern questions, including
frequency of use, gender, age, and the habits of their offline social or family networks.
Importantly, this allowed us to understand the contextual information that helped make
sense of the patterns we observed in the free pile sort data.

Grouping Categories – Meta Analysis. Participants in the exercise of sorting and
categorizing 19 social media platforms generated 390 categories. The OptimalSort
application allows researchers to standardize categories so it is possible to examine
individual cluster labels and group them together. We developed the following decision
rules in order to get to a reasonable number of standardized categories.
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Decision Rule 1 Basic Synonymy: Category labels that researchers agreed were synon‐
ymous on their face were standardized.

Decision Rule 2 Temporal Character: Categories that suggest time, periodicity, or
routine were grouped together.

Decision Rule 3 s Pass Limit: After first standardization pass, researchers could only
combine 2 categories at a time.

Decision Rule 4 Qualifying Language: Qualifying terms or phrases in category labels
were decisive in determining synonymy. See Rule 1: Basic Synonymy.

Decision Rule 5 Noise Categories: Groups that were unclassifiable (researchers termed
these as ‘noise categories’), groups with no conceptual link among services in the cate‐
gory that the researchers could identify with confidence or consensus. Examples include
category labels like ‘Lookout!,’ ‘Meh,’ etc., group labels where the group label terms
themselves provide too little guidance to make a clear determination.

Decision Rule 6 Standardization Naming: Standardized categories were named using
the term most commonly used among the category labels of the participants. Different
terms were grouped under common descriptors or terms when the common term or
descriptor represented a concept or activity shared by the terms (e.g. to curate content
requires the browsing of content, hence a label that suggested or used the term ‘curate’
was standardized to ‘Browsing’).

Using Decision Rules 1–6 above the researchers reduced the participant categories
to 44 standardized categories. The researchers ceased standardization when their
consensus formation reached its limit; when they could reduce no further. Table 1 shows
the standardized category labels.

Fig. 1. Similarity matrix for 19 social media platforms (59 participants)
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Table 1. Standardized categories identified by researchers

Aggregator Content Frequency Network Sharing
Blogging Core Fun News Social
Broadcasting Dating Hosting Noise Social ranking
Browsing Don’t use Images Occasional Time killers
Business Downtime Information old Tools: images

editing
Chat:text Email misc Personal Video
Communications Entertainment Multimedia Photo Visual
Communities Favourites Music Private watch
connecting Forums Necessary Professional

Using the strength of the association between paired cards, OptimalSort can execute a
hierarchical cluster analysis to generate dendograms showing these relationships. The
Actual Agreement Method generates a dendogram that shows the % of participants in
agreement with actual groupings. These groupings are quite easy to pick out in Fig. 2.
Information architects typically use these types of charts to identify how participants
group content in comparison to proposed or current designs.

The dendogram helps to show how the social media platforms cluster together even
though participants used different strategies for developing their categories. Table 2
shows the % Agreement for the top 7 pairs. Two sub-pairings are also presented in
Table 2 to show the level at which a subsequent pairing occurs.

3 Discussion

Our study assumes a systems ecology of possibilities in the form of social platforms,
situated in a common medium, and equally available to all the users who participated
in our study. We maintain that as social media platforms consolidate or converge, the
technical affordances of the platforms become less useful for explaining patterns of use.
For example, Twitter.com can host lean, rich or richer media, as can Facebook.com, or
nearly any other platform in our sample [31].

Fig. 2. Dendogram indicating pair relationships based on % agreement by participants
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Based on the meta analysis described above, we determined that the categories
‘social,’ ‘social ranking,’ and ‘communities’ warranted further inquiry. Importantly, the
term “social,” as in society, and the term “community,” overlap in the family of syno‐
nyms that cluster about them on paradigmatic grounds. Social and community connote
the structure and the values of groups. The term ‘social ranking,’ however, introduces
a distinction in the form of differentiation along strata, where some elements rise above
others in priority, status, or perceived value. Community or social activity tend to indi‐
cate a group; systems of rank or ranking tend to indicate a tiered group.

The social media platforms that attached to the standardized categories, however,
fail to support the affinity group-tiered group distinction. Figure 3 is organized by type
and token. This means that tokens, are examples of platforms (like Digg.com or
Pinterest.com) that attach to the larger category or type terms (like community or social
ranking). Digg.com, for example, a social news site and tagging engine that filters
content on grounds of participant response–a community-based ranking engine–appears
in all three categories. Reddit.com, another social news site, also appears in all three
categories. See Fig. 1, the Similarity Matrix, for how Digg.com and Reddit.com relate
to other services. 64 % of the participants grouped Reddit.com and Digg.com together.
Both are popular news and content aggregation sites that allow users of the service to
post content that can be voted up or down by other users. This means a different form
of analysis is needed to understand patterns between user categories, and platforms are
too alike to support an affordances analysis alone.

As with natural language itself the types in the form of standardized categories and
their tokens in the form of concrete social media platforms seem to relate to one another
along lines of family resemblance [32]. This is not what one would consider to be a
logical way of making sense of social media, is not a symbolic way of making sense of
social media and does not conform to popular theories of social media use. To identify

Table 2. Relationship strengths indicating paired relationships

Pairing % Agreement Subpairing % Agreement
Digg.com
Reddit.com 65
Instagram
Pinterest 52 Picassa 24
Email
Skype 52
Facebook
LinkedIn 51 Twitter 27
Vine
YouTube 51
Tumblr
WordPress 45
SnapChat
WhatsApp 37
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by means of statistical inferencing across broad samples the denser clusters of semantic
pattern–where terms or like terms appear in the company of other terms with higher
frequencies–is the principle that guides that both corpus linguistics and the study of
semantic graphs, therefore it is reasonable to use a network analysis to understand the
social media platforms. When we treated the social media platforms as three semantic
meta-networks, we were able to produce the following network diagram, Fig. 4.

The resulting merged meta-network yielded 17 unique nodes for a network density–
or measure of actual as opposed to potential connections–of 46 %. Betweeness centrality
—a network metric—registers the percentage of paths that pass through a node. Nodes
with high betweenness centrality indicate mediating elements. Skype, and Songza,
though they each appear in only one of the merged meta networks as seen in Fig. 3,
register at the highest level of betweenness centrality in Fig. 4 at 0.091 and 0.047
respectively. Digg.com, by way of contrast, though it appears at a frequency of 3 in the
merged meta-networks, falls below the top 10 in betweenness centrality. Importantly,
this reveals user preferences that an affordances framework and standard survey instru‐
ments would probably fail to detect.

Skype and Songza are less generalized platforms of communication or content
delivery; one specializes in social playlists and music delivery, the other in voice and
video calls. They are easier to differentiate among platforms in a rich environment of
platforms. Whereas other platforms blend and merge into a generalized field of services

Fig. 3. Standardized categories ‘social,’ ‘social ranking,’ and ‘communities’ as logic trees. The
child categories are the services the participants sorted into like groups at various levels of
frequency.
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where choice may be less clear, Skype and Songza assume a more specific character.
This expresses itself in a semantic network as betweenness centrality. This finding would
predict that similarity strength, or a platform’s similarity or relations of similarity with
other platforms defeats a sense of a clear choice among services. In other words, the
only time affordances can predict user choice is when the platform in question is suffi‐
ciently different in features from every other platform. Otherwise, it may be social
connections, trendiness or other contextual factors that are driving trends in use.

4 Conclusion

The ecology of social media platforms may be described by

(a) the services they offer,
(b) the technical affordances they support

Fig. 4. Social media platforms that attach to the categories social, social ranking, and
communities expressed as the union of three meta-networks (adapted from [33]).
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(c) the opportunities they offer to develop, circulate, and curate content
(d) the opportunities they offer to discover or to develop contacts and relationships,

and to connect with or to develop affinity groups

It is the primary assumption of this research that (a)–(d) underdetermine patterns of
user selection among platforms or services within platforms because of the redundancy
of services or opportunities among platforms, because of the tendency of users to use
only the most immediate means to meet the most immediate need without respect to the
richness of any platform’s feature set, and because the experience of users with any
objective process tends to develop independently of the process itself [31]. We hypothe‐
sized that users would sort the social media platforms that they use or that they know
about based on criteria that include services, technical affordances, and so forth, what
we referred to as “platform sorts” or “content sorts” But we also hypothesized other
criteria consistent with categories of work, leisure, or social influence, sorts like liking,
compliance-conformity, or reciprocity [31].

On its face our pilot study findings support our hypotheses. The Similarity Matrix
derived from user responses is consistent with prior literature on the relative degree of
use and familiarity of social media platforms, with Facebook.com, Twitter.com, and
other familiar services, dominating user consciousness of what opportunities for social
media activity exist. Where our methodology as evidenced by our findings may offer a
unique contribution is at the level of user perception. User perception, we would argue,
when conditioned by choices among rich feature sets, tends to blur platforms into a
generalized field of activity that can be freely sorted any number of ways. The gener‐
alized platform such as Facebook.com, Twitter.com, or Wordpress.com, seems to follow
a Walmart generalist strategy of non-differentiation by design, where Skype or Songza,
by way of contrast, seem to follow a boutique strategy of differentiation by means of
content or medium specialization.

If the generalized field hypothesis holds we would expect to find folds or concen‐
trations that obtain between or among services as users would select among services or
opportunities not based on platform but on combinations of services that may obtain
across platforms, such as using Tumblr to park images from Instragram.com or
Imagur.com, of Facebook.com to circulate memes from Tumblr or WordPress.
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Abstract. This study builds on previous work on personal branding [1, 2] and
is one of the first to qualitatively explore how and why actual recruiters make
certain decisions in selecting a candidate on LinkedIN. In this study, recruiters
reviewed seven different Linkedin pictures of a job candidate applying for a
ficticious entry-level Marketing Consultant Job, while using a think-aloud
method. Each picture displayed the candidate in a different way, making certain
cues more salient (e.g. smiling, casual holiday shot, avoiding eye gaze). The
results of this study indicated that especially the cues of smiling and eye-contact
(looking in the camera) appear to have a positive influence on the perception of
perceived credibility. Theoretical and practical implications of these findings are
discussed.

Keywords: Personal branding · Strategic social media · Impression management ·
Recruitment · Think-aloud method · Credibility · Job interview success · LinkedIN

1 Introduction

Recruiters are increasingly screening potential applicants via Social Network Sites
(SNSs) such as Facebook and LinkedIn, before deciding to invite them to a job interview
[3]. In an “ideal” world, recruiters should base their selection decisions on objective
assessment of information provided by the candidate (e.g. cv, cover letter). However,
in practice, identically skilled candidates may not be invited to an interview due to
stereotyped interpretation of information available on their physical appearance [4].
Although recruiters ought to look beyond these cues and base their hiring decisions on
all work-related information available, in reality, these practices do take place. When
screening SNSs, particularly profile pictures receive the most attention [5]. Moreover,
the few visual cues displayed in these pictures (e.g. attire) are often magnified and ster‐
eotyped [6].

So how can job applicants combat these perceptions and make the most of their
online self-presentation? Compared to face-to-face communication, an online setting
offers individuals more control over their self-presentation allowing them to strategically
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“plan” impressions [7]. This act of “personal branding” is increasingly emerging among
individuals and is defined as “the process by which individuals attempt to control the
impressions others form of them” [8, p. 34]. In our previous work, we manipulated
LinkedIN pictures with glasses and beards and investigated how this influenced the
generation of “positive” stereotypes related to Ohanian’s perceived credibility [1, 2].

This study is one of the first to qualitatively explore how actual recruiters make
decisions in selecting candidates. Hereby this study goes beyond previous, more quan‐
titative approaches (e.g. experiments) that predominately relied on student and the
general public samples to investigate perceived credibility of job candidates [1, 2, 9].
The aim of this study is to gain more insight into how certain visual cues in pictures of
potential candidates influence the decision-making process of recruiters. Therefore, the
following research question is formulated: “How does a LinkedIn profile picture
contribute to the perceived credibility of a job applicant on the likelihood to obtain a
job interview?”

2 Theoretical Framework

2.1 LinkedIn as a Tool for Screening and Selection

Since its introduction in 2003, Linkedin has grown into the world’s largest professional
network with more than 345 million users as of 2015 [10]. Linkedin strives to connect
professionals worldwide to increase the success of both job seekers and recruiters [10].
This is facilitated by the setup of the platform. As a social networking site, Linkedin
allows job seekers to create a public profile, present themselves as professionals, share
personal information, work experiences, and relevant skills, and link up with other
professionals, recruiters or organizations. Similarly, Linkedin allows organizations, or
recruiters working on behalf of these organizations, to create a public profile, to present
themselves to job seekers, share employment opportunities, and link up with potential
candidates [10, 11]. Thus, Linkedin simultaneously functions as an online resume,
professional network, and as a tool for screening and selection. Indeed, as much as 81 %
of Inc. 500 companies use LinkedIn for talent acquisition [12].

When judging the credibility of an individual through a LinkedIn profile there is an
inherent level of bias and subjectivity involved because it is completely user-generated
[13]. Job applicants are increasingly becoming aware of the opportunities of Linkedin
as a screening and selection tool by future employers [3]. As personal profiles shape
first impressions, applicants may spend time and energy in creating a profile that is likely
to leave a positive impression. In doing so, individuals engage in impression manage‐
ment [14] also known as self-presentation: “the process by which individuals attempt
to control the impressions others form of them” [8]. Candidates have control over their
self-presentation given the allowance of user-generated content in SNSs such as Link‐
edin. Thus, impressions can be strategically manipulated to present oneself as more
competent, likeable, and trustworthy [7].

Research shows that a profile picture is one of the most important tools that people
use for visual impression management in CMC contexts [15, 16]. The value of a profile
picture lies not only in its ability to display physical appearance, but also in its ability
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to (rightly or wrongly) display a person’s personality. Appearance, facial expression,
and attire may signal qualities that are supportive of an individual’s proclaimed set of
skills and on his/her profile [5, 15]. Considering that a job applicant intends to ‘sell’ his
or her qualities to a future employer in order to successfully obtain a job interview, a
profile picture may be manipulated in various ways. For example, wearing spectacles
in order to look more intelligent [2].

Despite their potential for manipulation, recruiters are relying on Linkedin for
screening and selection, as user profiles are believed to be a valid and truthful source of
information [17], even more so than a résumé, application form or cover letter. Unlike
the latter forms of communication, a Linkedin profile is accessible to anyone with whom
the profile owner is connected. These connections (e.g., current or former colleagues
and employers) can verify or contradict provided information [18]. Recruiters infer that,
due to the risk of being contradicted by others, job applications are more likely to share
truthful information.

2.2 Visual Cues as Input for Credibility Assessments

The primary concern of recruitment professionals is to assess whether a candidate is
qualified for the job. Thus when evaluating person’s profile for job fit, recruiters should
base their selection decisions on a careful and rational analysis of all job-related infor‐
mation available. However, research on the selection process of recruiters in face-to-
face settings, shows that impressions are not only based on job-related information but
also on the simple cues, such as those captured by non-verbal communication (e.g., facial
expressions, voice intonation), that are unrelated to qualifications of the candidate [19].
Constraints in time and cognitive capacity may induce recruiters to rely no more cues
than necessary to form an impression. These cues provide mental shortcuts that ease the
cognitive load of making a decision, as described by the Elaboration Likelihood Model
[20] and the Heuristic-Systematic Model [21].

Thus, recruiters may base first impressions on very minimal cues of information [22–
24]. This is not different in CMC settings. According to Social Information Process
theory (SIP) [25] individuals form impressions of each other, regardless of the medium
being used. As CMC contexts are devoid of non-verbal cues that accompany face-to-
face communication, people tend to look for other cues to shape impressions [6]. Given
the absence of non-verbal communication, people rely more heavily on whatever cues
remain available, such as those captured by a person’s profile photo.

LinkedIn allows candidates to upload a photo, which is typically not present in
traditional means of initial employee evaluations, such as the résumé. Research shows
that people rely on the visual appearance of a person’s face to form impressions. For
example, one’s facial expressions and attire reveal information about a person’s quali‐
ties, such as attractiveness, trustworthiness and competence that can be less quickly
obtained from textual information. Perceptions based on facial information are shaped
as quickly as 39 ms [26]. This is facilitated by a specific area of the brain that is involved
in the processing of visual information, in particular faces [27].

Thus, facial signals play a crucial role in how people infer meaning to personality
traits [28], especially in a context that is devoid of other visual cues such a non-verbal
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communication. This is confirmed by the study of Chiang and Suen [19], who showed
that recruitment professionals use visual cues (heuristics) from the online profiles of job
applicants and that these cues are likely to evoke positive responses amongst the recruit‐
ment professionals if the source is believed to be credible. Additionally they add that
these cues may be more important than job related information such as prior work expe‐
rience or education.

According to a recent study by Edwards et al., [29] the presence of picture/no picture)
affect credibility perceptions, i.e., a set of perceptions that a receiver holds of a source,
including its perceived competence, trustworthiness and attractiveness. Results indi‐
cated that users who post a profile picture along with their LinkedIn profile are perceived
as more attractive and more competent than users who do not post a picture. Although
these studies confirm that visual cues of Linkedin profiles shape impressions, there is a
dearth of research on the question whether visual cues directly affect perceptions of
credibility, and if so in what way [30]. This is surprising, as credible subjects are more
persuasive than non-credible subjects [31]. In the context of recruitment selection it is
therefore likely that perceived credibility results in a higher likelihood of obtaining a
job interview. Therefore, this study aims to examine whether visual cues have any
influence on the decision-making process of recruitment professionals. A more detailed
discussion will follow in the methodology section.

3 Method

3.1 Sample

In total, 11 recruitment professionals were interviewed with an average age of 29.2
(ranging from 22 to 41 years old), of which 73 % were female. Only recruitment profes‐
sional were selected that spend at least 20 h a week in recruiting potential job candidates,
over a period of at least 1 year, working at an organisation that has a 1000 employees
or more. All recruitment professionals were familiar with using LinkedIn as a recruit‐
ment tool. Recruitment professionals were chosen as the sample of this study, to increase
the external validity of this study since a major part of recruitment professionals’ daily
job consists of “selecting online job candidate selection” within a limited time frame.
Although the sample size of this study was relatively small [32], it was sufficient as
information saturation was achieved in these interviews.

3.2 Research Design

This study took on a qualitative approach and used a think-aloud protocol in combination
with photo-elicitation. The think-aloud method is a technique where the respondent is
asked to vocalize thoughts and reactions while evaluating information (e.g. photos) in
real-time [33]. Think-aloud was previously predominately used in usability testing of
products and websites [e.g. 34], as it is a relatively cheap and fast way to gather feedback
from users [35]. Advantages of this approach are that it enables the researcher to ask
follow-up questions to specify and clarify certain motivations [36]. This way, a more
rich and in-depth contextual understanding of recruiters’ decision-making process is
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obtained, which is particularly important as the exploration of decision-processes is
rather complex. To a certain extent, the think-aloud method minimizes the possibility
of socially desirable answers, since the respondent is requested to express all thoughts
verbally in real-time [33].

Photo-Elicitation Material. Seven different pictures of a potential job candidate
applying for a ficticious entry-level Marketing Consultant Job were shown to recruiters.
Each picture displayed the potential candidate in a different way, making certain cues
more salient, namely: (1) smiling, (2) formal attire (3) black and white picture (4) causal
holiday shot (5) avoiding eye gaze (6) neutral face and (7) avoiding eye contact, but
smiling. The rationale for these selection of these specific cues, is as follows:

First, the smiling picture was chosen because previous research has demonstrated
that a smile is a positive emotion that may enhance a person’s attractiveness and
approachability [37]. Second, formal attire was chosen because several studies demon‐
strated that a more masculine outfit such as business suit leads to job interview success
[38]. However, blogs state that to dress for success, you should match the industry’s
culture, as in a more creative industry such as advertising, more casual attire may be
more effective than formal attire [39]. Third, the black and white pictures were chosen
because they are associated with aesthetic photography, and set an intellectual, scientific
tone [40]. However, other studies have demonstrated that black-and-white photography
creates a distance between the depicted individual and the perceiver, and displays the
individual less realistic due to the lack of colour [41]. Four, the casual holiday shot was
chosen because this is considered as a faux pas for the professional SNS LinkedIN
according to popular press [e.g. 42], but has not yet been empirically tested. Five,
avoiding eye gaze was chosen as a picture because many LinkedIN profiles use this
composition assuming it may be a “dreamy”, aesthetical appealing picture. However,
eye gaze is an important indicator of trust [43]. Therefore, it’s important to further
investigate the impact of this cue. Six, a neutral face was chosen because some people
believe that on LinkedIN this signifies “seriousness”. However, research has demon‐
strated that people perceive a non-smiling person (neutral expression) as someone who
is in the possession of less positive traits in comparison to a smiling person [44]. Finally,
avoiding eye contact but smiling was chosen because the results on this combination
have been mixed [cf. 45]. Together, all of these visual cues can be used to explore
perceived credibility by looking at the elements of attractiveness, trustworthiness and
expertise.

In order to create a realistic setting, the manipulated photos were presented to the
recruitment professionals as a profile picture placed in a real screenshot of a LinkedIn
profile page. Any additional information that may contain cues (e.g. number of contacts)
was blurred. The model in this study was 27-year old male. This age indicates that the
job candidate is a recent graduate or starter with little to no working experience [46].
The same model was used in every profile picture, to avoid unwanted interaction effects
(Fig. 1).

Moreover, it requires a certain level of grooming, yet it is not fully dependant on the
physical appearance of the model. The job vacancy was based on several existing
descriptions of starter positions for marketing consultant, and resonated the three
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different sub dimensions of Ohanian’s perceived credibility [47]. First, the attractiveness
aspect is conveyed by mentioning that the ideal candidate is a team player that possesses
excellent communication skills and dynamic, strong presentation skills. Second, exper‐
tise aspect corresponds to the requirement for a Master’s degree, excellent project
management, presentation and analytical skills. Third, although trust is not explicitly
stated in the job description, it is implicitly required in order to form mutually beneficial
relationships, such as those encountered in a typical working environment. In terms of
format, the job-description showed similarities with our previous work [see 1, 2].

3.3 Procedure

All interviews were recorded and transcribed in order to assure replication of the data-
analysis process. The interview started by stressing confidentially and that information
was only to be used for research purposes. As the researcher was the “measurement-
instrument”, she took care to remain an open, non-judgemental, objective approach, and
to stimulate the respondent to talk freely and comfortably.

First, the recruiter was offered the fictitious job vacancy. After allowing sufficient
time (2–3 min) the researcher determined if the job vacancy was clearly understood to

Fig. 1. Pictures for photo-elicitation (NB: All pictures were of identical size. The numbers
displayed on the pictures here are for clarity purposes; they were not present on the actual photos).
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ensure full understanding and to prevent any language barriers. Hereafter, an introduc‐
tion was given stating that the recruitment professional was looking to hire a new
marketing consultant and had the access to online profiles of job applicants. The
recruiters were asked to ‘think-aloud’ on their cognitive processes when judging the
pictures of the shown candidates. To prevent any bias, the visualisations were shown in
a set order as demonstrated in this article. After the last visualisation had been shown
the respondent was asked to turn around all the visualisations and to rank them from
high (1) to low (7) in respectively attractiveness, trust, expertise and likelihood to invite
the job applicant. The reason for this ranking was to explore whether the recruiters had
a specific preference for one visualisation over the other. In order to guarantee a system‐
atic analysis of the data, the six steps of thematic data analysis from Braun and Clarke
[48] were used. After the interviews were transcribed and familiarized, interesting
passages or quotes were highlighted to identify data segments. However it is important
to note here that during this process there was no selection yet of importance or rele‐
vance, as this does not correspond with an open approach [49]. In phase 3 and 4 [48],
the data segments were organized in thematic maps and sorted per visual cue. Each
visual cue was analysed thoroughly on how the recruiters perceived the job applicant,
conforming to the three components of Ohanian’s [47] perceived credibility: attractive‐
ness, trustworthiness and expertise. Additionally, the results of the rankings of the visu‐
alisations altogether, on the three components of Ohanian [47], were taken into account
and analysed. Eventually in phase 5 and phase 6, a final analysis of the visual cues was
conducted and repeated patterns of meaning were uncovered.

3.4 Operationalization

To enhance validity and reliability during the interview process [49], a set script of
interview questions was followed.

Questions for the interview on perceived credibility were adapted to a qualitative
open approach based on the theory of Ohanian [48]. If, how and why the subject was
perceived as credible was examined by questioning the respondent on three areas:
attractiveness, trustworthiness and expertise. Example questions were:

• What is your first impression of this person?
• What are the qualities of this person?
• Does this person fit the job description?

4 Results

For the first picture (the smile), the data demonstrates that there is a clear tendency to
be perceived as a socially skilled, ambitious, trustworthy and professional candidate.
This is for instance displayed in the following remark by a recruiter: “He looks open,
very positive and has a smile. I also think his communication skills are very good and
those are the most important requirements for this function.” Another recruiter
mentioned: “He looks confident due to his posture and open appearance.” For the second
picture, for formal attire, the results were somewhat mixed. Some recruiters were
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positive and indicated the candidate looked more experienced. However, three recruiters
expressed that the formal attire could also be used by the applicant as a tool for a more
fortunate presentation in order to hide his insecurity or lack of work experience. This
was indicated by a 26 year old recruiter: “He looks very serious and arrogant and that
gives me the feeling that he is maybe trying too hard, so he is pretending he is someone
he’s not and is actually very insecure.” For the third picture (black and white) the data
demonstrates that a black and white picture does not hinder, nor help a person’s appear‐
ance on LinkedIn. This is illustrated by the following comment: “Well my preference
would go to a photo with colour because that looks more natural and attracts more
attention than a black & white photo. However overall, I think this is a good profile shot
and it looks professional”. For the fourth picture (the holiday picture), the data obtained
from the interviews demonstrates that a slight majority of the recruiters was still likely
to invite the candidate. However, they would have preferred a more representative photo.
For the fifth picture (avoiding eye gaze), the results demonstrate that the visual cue of
eye-contact has a noticeable influence on the perception of recruiters. A majority of
recruiters said that they couldn’t gauge this person’s personality because they don’t feel
a connection. Moreover, they perceive this person is less trustworthy due to the avoid‐
ance of eye contact, which is illustrated by the following remark of an recruiter: “I
always want to look someone in the eye. For me that’s an important indicator if someone
is trustworthy or not.” For the sixth picture (neutral face) recruiters are not very positive,
but also certainly not negative. Some recruiters noted that it was so difficult to “read”
this job applicant, and others found him a bit boring. Finally, for the seventh picture
(avoiding eye contact, but smiling) the smile had a positive influence on the overall
perception, however, the avoidance of eye-contact remained a disturbing factor for trust
perceptions. Recruiters perceived this job applicant as more distant and to himself.
However, as for expertise, all the recruiters perceived this applicant as an expert as they
perceived the “staring in infinity”-expression as someone who is an intellectual thinker
that clearly sets his goals.

5 Discussion

The results indicated that especially the cues of smiling and eye-contact (looking in the
camera) appear to have a positive influence on the perception of perceived credibility.
For the other cues the results were rather mixed. For example, the recruiters that indi‐
cated that formal attire was preferred also worked in more “formal” organisations, while
other recruiters worked in more informal settings.

The contribution of this study is that it demonstrates that even recruitment profes‐
sionals process information in a similar vein as other “human beings”, and they may
also be led by heuristics. This finding adds to the discussion on the validity of studies
on perceived credibility of which the sample were not recruitment professionals.
However, further research on the investigated cues is necessary in a more controlled,
experimental setting and with larger samples in order to draw more definite conclusion.

This study also has practical implications. Based on the insights obtained in this
study, job applicants (particularly in the field of marketing) are advised to smile and
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make eye-contact on their profile picture, as these seem to be universal cues that posi‐
tively influence perception of credibility. Regarding wearing formal or informal attire,
the job applicant is advised to adapt their dress code to the specific type of organisational
culture. As in today’s world one is the CEO of ones own brand, the likelihood to
successfully obtain a job interview is just a few visual cues away.
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Abstract. Social media is an integral part of the web, and it is becoming even
more important when it comes to employment prospects. People with disabilities
already find it difficult to access employment and any web sites that are inacces‐
sible to them makes the issue that much harder. LinkedIn is one social network
that is becoming essential for employees in the twenty-first century. A subset of
requirements from the W3C Web Content Accessibility Guidelines were used to
test how accessible LinkedIn is to people with disabilities. A large number of
issues were found, indicating that LinkedIn is not an accessible social network
and is unlikely to provide the same functionality to people with disabilities using
the system as those provided to the general public.

Keyword: Accessibility

1 Introduction

Social media is an incredibly important tool in modern society. There are five main
reasons people access social media: personal (such as sharing photos on Instagram),
work (such as finding jobs on LinkedIn), entertainment (such as following celebrities
on Twitter), provision of goods and services (such as responding to user complaints on
Facebook) and education (such as watching instructional videos on YouTube) [1]. It is
not just the young who access social media, with close to 30 % of people over the age
of 65 interacting on social networking sites, and 50 % of people aged 50–64 [2].

1.1 Social Media and Employment

Social media is becoming an essential part of negotiating the current working environ‐
ment. Of all US adults who use social media, 35 % have used social media to look for
or research a job, 34 % have used social media to inform friends of a job in their current
company and 21 % have applied for a job found through social media contacts [3].
Thirteen percent of social media users state that their existing social media profile has
helped with finding a job [3].

As the percentage of recruiters who use LinkedIn to review job candidates is now
95 % [4], this social network is integral to one’s employment prospects. With over 414
million users [5] (including over 120 million registered members in the US [6]), two
new users every second [5] and 3 million active job listings at any one time [7], it is a
formidable network.

© Springer International Publishing Switzerland 2016
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Thus the accessibility compliance of these social networks is of paramount impor‐
tance to people with disabilities. People with disabilities are already discriminated
against in the workforce, as the many instances of litigation under the Americans with
Disabilities Act attests to [8]. Although the employment rate of people without disabil‐
ities has increased slightly over the last 25 years – from 76 % to 78 %, the employment
rate of people with disabilities has almost halved – from 29 % to 16 %, despite no
significant change in the percentage of people with disabilities over the twenty-five years
[9]. With the employment participation rate of people without disabilities close to three
times that of people with disabilities [10], any barrier to employment must be rectified.

When it comes to LinkedIn, one’s success is greatly improved by interacting with
the network. For example, adding a professional photo to one’s profile means that one
is fourteen times more likely to be found in LinkedIn [11]. Adding skills to one’s profile
increases one’s views thirteen times [12]. The number of comments on a LinkedIn post
doubles if that post contains an image [13]. Therefore, LinkedIn is not just about creating
a profile, but updating it as required. It is therefore essential that these features are fully
accessible.

1.2 About Web Accessibility

Web accessibility is about making sure web sites, web applications and mobile apps
(including social media networks) are accessible to people with disabilities. There are
four groups of people assisted by an accessible site: people with cognitive disabilities;
people with vision impairments; people with physical disabilities; and people with
hearing impairments. The estimate of people with disabilities in the US varies between
40 million [14] and 57 million Americans [15]. This is a conservative estimate.

W3C Web Content Accessibility Guidelines, Version 2.0. Web accessibility of web
sites is best achieved by following the Web Content Accessibility Guidelines, Version
2.0. The World Wide Web Consortium (W3C) has worked in the area of web accessi‐
bility since 1998 and they have developed a set of recommendations called the W3C
Web Content Accessibility Guidelines, which have been endorsed around the world.
The W3C states that “following these guidelines will make content accessible to a wider
range of people with disabilities, including blindness and low vision, deafness and
hearing loss, learning disabilities, cognitive limitations, limited movement, speech disa‐
bilities, photosensitivity and combinations of these” [16].

The W3C Web Content Accessibility Guidelines, Version 2.0 consists of four prin‐
ciples (Perceivable, Operable, Understandable and Robust) with 12 guidelines and 61
success criteria. There are three conformance levels: Level A (minimum), Level AA
(medium) and Level AAA (high). Most countries require conformance to Level AA.
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2 Methodology for Testing the Accessibility Compliance
of Social Networks

The LinkedIn web site and mobile app was tested against the W3C Web Content Acces‐
sibility Guidelines on a desktop computer, an iPhone and an Android phone.

The following pages were tested:

• Homepage
• Create an account
• Login
• Profile page
• Add a post

2.1 Testing Against the W3C Web Content Accessibility Guidelines

A selection of success criteria from the W3C Web Content Accessibility Guidelines
were used to assess the accessibility compliance of LinkedIn. These success criteria are
representative of the most serious accessibility issues that people with disabilities
encounter when accessing a web site.

Success Criterion 1.1.1: Non-text Content (Level A). This success criterion requires
that text alternatives are provided for all non-text content, such as images, for assistive
technologies to interpret. Without text alternatives (“ALT attributes”) all images would
be unavailable to screen reader users. Missing text alternatives to form features, such as
image submit buttons, means that assistive technology users, such as screen reader users
and speech recognition users (for people with vision impairments and physical disabil‐
ities respectively), will be unable to use a form at all.

This success criterion was tested using Chris Pederick’s FireFox Web Developer
Toolbar [17] using the following features:

• Outline all images without ALT attributes
• Outline images with empty ALT attributes
• Display ALT attributes

Images and other non-text content in LinkedIn were tested for the presence and accuracy
of text alternatives. LinkedIn was also tested for the ability for a user to add text alter‐
natives to user-generated content.

Success Criterion 1.3.1: Info and Relationships (Level A). This success criterion
requires that important information about the content be coded so that it can be inter‐
preted by assistive technologies. For example, headings can be coded in a particular way
so that screen reader users can access a list of headings in the page, and therefore access
an overview of the content of the page.

This success criterion was tested manually by reviewing the code of a social media
site and with Chris Pederick’s FireFox Web Developer Toolbar [17] using the following
features:
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• Outline headings

LinkedIn was tested for the presence and accuracy of headings and for the presence
of appropriately coded form elements.

Success Criterion 1.4.3: Contrast (Minimum) (Level AA). This success criterion
requires that the colour contrast between foreground text and the background meets
certain requirements. People with failing eyesight and people who are colorblind have
difficulty reading content with low colour contrast. Approximately 8 % of men are
colorblind [18], therefore it is a common ailment (although it is not defined as a disa‐
bility). Due to the high prevalence of colorblindness amongst the general population this
success criterion was deemed integral to the accessibility compliance of the LinkedIn
web sites, despite the fact that it is in the Level AA (medium) category, not the minimum
category.

This success criterion was tested using the Paciello Group’s Colour Contrast
Analyser [19]. Items that were deemed mandatory to understanding and interacting with
the social media site were tested for adequate colour contrast.

Success Criterion 2.1.1: Keyboard (Level A). This success criterion requires that all
content and functionality in a web site be accessible via the keyboard. A number of
different physical disabilities restrict a user’s ability to use a mouse, and these people
often rely on a keyboard to access a site. Keyboards can also be implemented with mobile
devices, for people who have difficulty using the touchscreen feature.

This success criterion was tested manually on a FireFox browser (Version 44) on
Windows 10.

Success Criterion 2.1.2: No Keyboard Trap (Level A). This success criterion
requires that any component that can be entered via a keyboard can also be exited via a
keyboard. There are some instances where features, such as video players, trap the
keyboard focus and the user cannot escape the feature. In order to continue using the
site the user must close the browser and begin again. Success Criterion 2.1.2 is one of
the four “non-interference” success criteria in WCAG2 [20]. These four success criteria
must be met across an entire site, even if part of the site is deemed to be inaccessible.
Failing one of these four success criteria interferes so significantly with some user’s
interaction with the site that it is deemed a critical failure.

This success criterion was tested manually on a FireFox browser (Version 44) on
Windows 10.

Success Criterion 2.4.1: Bypass Blocks (Level A). This success criterion requires that
users that can only access content sequentially can jump over repeated content such as
navigation straight to the body of the page. One of the most common methods of
achieving this is to provide “skip links” which provide an anchor link to the content of
the page. According to WCAG2, skip links must be the first focusable link on a page
[21]. For example, this allows screen reader users to jump past the navigation, which,
if there were no skip links, would be repeated on every page that they visit.
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This success criterion was tested manually on a FireFox browser (Version 44) on
Windows 10.

Success Criterion 2.4.3: Focus Order (Level A). This success criterion requires that
the order of content is meaningful to the user. There are three different content orders:

• Visual order of content on the page
• Source order of the code
• Order in which items receive keyboard focus

It is important that these three orders are the same. Often people with disabilities will
have access to more than one content order, and if there are differences between these
content orders it can cause serious confusion to users. For example, a keyboard-only
user of a site will have access to the visual order of the content of the page, as well as
the order in which items receive keyboard focus. As another example, people with
cognitive disabilities who use screen readers to assist in reading content will have access
to the visual order of the content in the page and the source order of the code (which is
used by the screen reader).

This success criterion was tested in conjunction with Success Criterion 2.1.1:
Keyboard, by manually reviewing the visual order of the content on the page and by
displaying the content with style sheets disabled using an internal AccessibilityOz
FireFox bookmarklet.

Success Criterion 2.4.7: Focus Visible (Level AA). This success criterion requires
that an element that has keyboard focus is visually indicated to the user (“keyboard focus
indicator”). If this is the case, the user can easily follow keyboard movement through
the page, and activate appropriate items. Where items do not have a highly visible
keyboard focus indicator the user will not know where on the page their focus is located.
This makes a site incredibly difficult, if not impossible to use. As this is a feature that is
essential to keyboard-only users in interacting with a site it was deemed integral to the
accessibility compliance of the LinkedIn web site, despite the fact that it is in the Level
AA (medium) category, not the minimum category.

This success criterion was tested manually on a FireFox browser (Version 44) on
Windows 10.

3 The Accessibility Compliance of Social Media

3.1 Results of Testing Against the W3C Web Content Accessibility Guidelines

Success Criterion 1.1.1: Non-text content (Level A). Surprisingly the LinkedIn site
does not have many images, however they all include accurate ALT attributes. Unfortu‐
nately, there is no way for a user, when posting a status with an image, to add an ALT
attribute to that image. As a result, all images added to a status or a post have empty
ALT attributes.
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Success Criterion 1.3.1: Info and Relationships (Level A). The forms in LinkedIn
have been coded appropriately as specific form elements. This should make it straight‐
forward for screen reader users to access the site.

Headings have been coded in the site, however the hierarchy of the headings are
incorrect. In the example below the text ‘Platinum Asset Management Limited shared:’
is a heading 3. The article title ‘Sugar addiction – breaking the cycle’ is a heading 4.
However, the names of the commenters on the article (‘Alan Wallace’, ‘Brett Elliott’)
are also coded as heading 4 (see Fig. 1). These commenter names are sub-headings to
the article name and should be coded as a heading 5.

Fig. 1. Heading structure (headings outlined) in the main profile page of LinkedIn

Success Criterion 1.4.3: Contrast (Minimum) (Level AA). Colour contrast is prob‐
lematic, with some information presented as medium-grey text on a light-grey back‐
ground on a mobile device. Whether a person is a first degree contact or a second-degree
contact is provided as medium-grey text on a light-grey background and fails WCAG2
colour contrast requirements (see Fig. 2).

When entering an incorrect password into the login box, the error text is red on a
grey background (see Fig. 3) and this also fails WCAG2 colour contrast requirements.
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Fig. 3. Colour contrast failures in the iPhone LinkedIn mobile app (Color figure online)

Success Criterion 2.1.1: Keyboard (Level A). When creating an account some impor‐
tant features are not keyboard accessible, including the ability to skip importing contacts
(see Fig. 4), and sending another email if the original email was not received (see Fig. 5).

Fig. 2. Colour contrast failures in the login feature (Color figure online)
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Fig. 5. The ‘Send me another email’ option can only be accessed by the mouse

Fig. 6. Many options in the add post feature can only be accessed by the mouse

Fig. 4. The ‘Skip’ importing contacts link can only be accessed via a mouse
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Some features are not keyboard accessible, such as saving, publishing or formatting
functions when adding a post (Fig. 6).

Success Criterion 2.1.2: No Keyboard Trap (Level A). When first accessing the site
as a new user a popup appears over the top-left navigation with information about
messaging (see Fig. 7). This popup cannot be closed by the keyboard. In addition, a user
tabbing through the navigation will not be able to see the items currently in focus as they
are overlapped by the popup. This is referred to as a ‘reverse keyboard trap’ [22] – where
content cannot be closed with the keyboard and this content overlaps important infor‐
mation. This can only be closed by leaving LinkedIn and logging in again – on subse‐
quent logins this popup does not appear.

Fig. 7. The messaging popup overlaps important navigation items in the top-left and can only be
closed using the mouse

Success Criterion 2.4.1: Bypass Blocks. LinkedIn contains quite detailed skip links.
There is a popup available on keyboard focus that allows users to jump to sections such
as profile activity, update status, network updates and search (see Fig. 8).

Fig. 8. LinkedIn includes comprehensive skip links that appear on keyboard focus

Success Criterion 2.4.3: Focus Order (Level A). In the sign up process the source
and keyboard focus order do not match the visual order of content (see Fig. 9). The first
item is the field, however the second item that receives keyboard focus is a ‘Learn more’
link which appears below the ‘Continue’ button. The ‘Continue’ button subsequently
receives keyboard focus.
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Fig. 9. The source order of content does not match the visual order in the sign up process

Success Criterion 2.4.7: Focus Visible (Level AA). LinkedIn often has a highly
visible keyboard focus indicator so keyboard-only users know where they are positioned
on the page. When looking at pending invitations in the menu the focus indicator is a
bright blue outline (see Fig. 10).

Fig. 10. Some items, such as rejecting an invitation have a highly visible keyboard focus indicator
(Color figure online)

Unfortunately, some items that have a keyboard focus indicator do not meet colour
contrast requirements. In the dropdown for the menu, when an item receives keyboard
focus it changes to a deep-blue colour (see Fig. 11). This colour, against the dark-grey
background does not meet WCAG2 colour contrast requirements.

Fig. 11. The keyboard focus indicator is a deep-blue against a dark-grey background and does
not meet colour contrast requirements (Color figure online)
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4 Conclusions

In conclusion LinkedIn still has many accessibility problems that are likely to cause
problems to different groups of people with disabilities. As a result, these groups are
less likely to be able to find relevant employment, contributing to the under-employment
of people with disabilities.

4.1 Why Is Social Media Inaccessible?

The main reason why social media is not accessible is that social networking sites and
apps are almost continually refreshed. Facebook sometimes changes twice a day [23].
This, coupled with a lack of a formal testing process, means that what may be accessible
today may be literally gone tomorrow. Although there have been some improvements
in the accessibility of social networks over the last year; namely the removal of a
CAPTCHA in the signup process for LinkedIn, any accessibility features can be instan‐
taneously lost as the site or mobile app is updated.
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Abstract. In online social networks, new social connectivity is established
when a respondent accepts a friend request from an unfamiliar requestor. While
users are generally willing to establish online social connectivity, they are at
times reluctant in constructing profile connections with unfamiliar others.
Drawing on the privacy calculus perspective, this study examines the effects of
social structure overlap and profile extensiveness on privacy risks as well as
social capital gains and how the respondent responds to a friend request (i.e.,
intention to accept). The results provide strong evidence that social structure
overlap and profile extensiveness influence privacy risks and social capital
gains. In addition, while privacy risks reduce intention to accept, social capital
gains increase intention to accept online social connectivity.

Keywords: Online social networks � Online social connectivity � Impression
formation � Privacy calculus � Intention to accept

1 Introduction

Online social connectivity is highly important to online service providers. A new online
social connectivity is initiated when an unfamiliar requestor sends a friend request to a
request respondent [1]. The respondent’s response to the friend request is often
influenced by his or her impression of the requestor, and the impression is formed
based on the requestor’s personal profile on online social networks. Personal profiles
typically contain a variety of information about the requestor, such as photographs,
personal interests, and social circles.

Past studies reveal that developing online social connectivity with an unfamiliar
requestor can be beneficial to the respondent. Furthermore, the establishment of online
social connectivity enables the respondent to develop additional relationships based on
the social networks of the requestor. As a key function of online social networks is to
facilitate the development and maintenance of online social connectivity, we contend
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that gains in social resources are an important benefit in developing new online social
connectivity.

It has, however, been observed that while online social connectivity enables
increasing in social resources, its establishment might subject the respondent to risks.
Research in the interpersonal communication domain provides insights into this phe-
nomenon. For example, Stern and Taylor [2] examined students’ Facebook usage
behavior and reported that while students did accept friend requests from unfamiliar
others, those who were concerned about their privacy information denied friend
requests. In essence, the respondent might deny profile connections in response to
privacy risks on online social networks.

In this paper, we propose and empirically test a research model that integrates the
interpersonal cognition literature and the privacy calculus perspective. In sum, the
model maintains that the effects of category-based information and attribute-based
information are summarized into privacy risks and social capital gains, which in turn,
drive the respondent’s response to online social connectivity (i.e., intention to accept).

2 Literature Review

2.1 Impression Formation

The literature on interpersonal cognition suggests that individuals form impression of
others by considering two types of social information, namely category-based infor-
mation and attribute-based information. Category-based information triggers social
categorization, which invokes relational frames stored in memory [3]. Researchers
suggest that category-based information facilitates sense-making by providing mech-
anisms for comprehending relational communications [4]. Attribute-based information
activates individualization in social information processing. By considering others’
specific attributes systematically, individuals are likely to develop deep understanding
of others.

2.2 Privacy Calculus

The privacy calculus perspective posits that individuals’ decision in allowing boundary
accessibility is the outcome of a tradeoff, in which individuals consider the risks
associated with boundary accessibility against certain social gains [5]. While past
research has considered a variety of risks and gains, privacy risks and social capital
gains are suggested to be particularly relevant to individuals’ behavior when their
personal information is concerned. This study defines privacy risks as the threats to
personal information associated with the establishment of profile connections. This
type of privacy risks is particularly important in online social networks because
establishment of online social connectivity exposes individuals’ privacy space to
unforeseen danger. Social capital gains are defined as the estimated increase in
resources accumulated through relationship development [6]. Past research has regar-
ded gains in social capital as the main enticement for individuals to engage in social
interactions.
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While privacy risks are known to be a prime inhibitor to online social networking,
the respondent’s social capital gains are found to be a major driver of online social
connection development. Overall, privacy risks and social capital gains, which repre-
sent the two components in the respondent’s privacy calculus, are particularly
important in influencing his or her response to online social connectivity.

3 Research Model and Hypotheses

The research model is presented in Fig. 1.

3.1 Determinants of Privacy Risks

Social structure overlap refers to the degree to which the respondent and the requestor
share common interpersonal contacts. The respondent who shares similar social net-
works with the requestor tends to share a common perspective with regards to rela-
tionship development, and this commonality reduces risks in developing connections.
The resulting social cohesion engendered by social structure overlap lessens the like-
lihood that the requestor will engage in exploitive behavior, hence reducing risks to the
respondent’s privacy. Thus, we predict that:

H1: Compared to low social structure overlap, high social structure overlap leads
to lower privacy risks.

In addition to social structure overlap, we expect privacy risks to be influenced by
requestor’s profile extensiveness, which refers to the extent to which the personal
profile contains detailed personal information. Researchers have noted the importance
of personal profiles in the initial stage of relationship development. When requestor’s
profile extensiveness is high, the respondent may develop rich understanding of the
requestor, hence reducing privacy risks with regards to establishing online social
connectivity. Therefore, we posit that:

H2: Compared to low profile extensiveness, high profile extensiveness leads to
lower privacy risks.

Fig. 1. Research model
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High social structure overlap helps the respondent converge his or her focus on
social similarity with the requestor, that is, the respondent is likely to perceive the
requestor as someone who shares common social circles and interpersonal connections
[7]. Hence, the effect of profile extensiveness is likely diminished when social structure
overlap is high.

In contrast, low social structure overlap suggests less commonality in interpersonal
relationships. As a result, the respondent is likely to become more prudent in forming
impression of the requestor. Low social structure overlap would not be sufficient in
finalizing the respondent’s impression of the requestor. Compared to low profile
extensiveness, high profile extensiveness connotes more informative profile content
and hence reduces privacy risks with regards to establishing online social connectivity.
Thus, we hypothesize that:

H3: There is an interaction effect between social structure overlap and profile
extensiveness on privacy risks, i.e., in the high social structure overlap condition, the
effect of profile extensiveness in terms of reducing privacy risks is less prominent than
that in the low social structure overlap condition.

3.2 Social Capital Gains

In online social networks, social structure overlap is a concise representation of sim-
ilarity in social networks as well as commonality in interpersonal connections.
Research on interpersonal relationship has consistently uncovered strong links between
social structure overlap and liking, which is also termed as the similarity effect. Typ-
ically, individuals believe others, who shared common social connections, would also
believe what individuals believe [8]. Past research suggests that a positive relationship
between social structure overlap and individuals’ expectation of social capital gains in
relationship development. Therefore, we hypothesize that:

H4: Higher social structure overlap leads to higher social capital gains.
From a social penetration perspective, when an unfamiliar requestor reveals himself

or herself through self-disclosure, the respondent is better able to understand the
requestor and predict his or her future behavior. In online social networks, the lack of
physical presence limits attribute-based information to the requestor’s self-disclosure in
personal profiles. As a result, the respondent has to rely heavily on the requestor’s
personal profile in assessing his or her social capital gains. Accordingly, high profile
extensiveness is likely to induce large social capital gains in establishing online social
connectivity. Thus, we predict that:

H5: Higher profile extensiveness leads to higher social capital gains.
When social structure overlap is high, the respondent feels assured that the

requestor would have common interests and share mutual understanding in developing
relationships, thereby reducing the respondent’s reliance on profile information in
assessing social capital gains. However, when social structure overlap is low, mutual
understanding and common interests cannot be guaranteed; hence, the respondent
would pay more attention to information available in the requestor’s personal profiles.
Thus, we propose that:
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H6: There is an interaction effect between social structure overlap and profile
extensiveness on social capital gains, i.e., in the high social structure overlap condi-
tion, the effect of profile extensiveness in terms of increasing social capital gains is less
prominent than that in the low social structure overlap condition.

3.3 Privacy Tradeoff and Request Acceptance

Accepting a friend request can be risky because it represents the respondent’s will-
ingness in exposing himself or herself to the requestor in online social networks. Much
research suggests that in online social networks, relationship acceptance can be
impeded by the respondent’s privacy risks perceptions in establishing online social
connectivity [9]. Therefore, we posit that:

H7: Higher privacy risks lead to lower intention to accept.
A number of studies suggest that social capital gains significantly influence

intention to accept a friend request. For example, in a study on Facebook, Lampe et al.
[10] reported that individuals who had favorable impression of others were more
willing to establish online profile connections. These findings imply that the respon-
dent’s gains in social capital may induce acceptance to a friend request. Therefore, we
hypothesize that:

H8: Higher social capital gains lead to higher intention to accept.

4 Research Methodology

This research employed a quasi-experimental design (i.e., 2 � 2 factorial design) that
integrates the characteristics of field surveys and lab experiments. Facebook was
chosen as the online social network platform for this study. Respondents were uni-
versity students who had online social networking experience. In the experiment,
respondents were presented with one of the four scenarios (i.e., varied across the two
categories of social structure overlap and profile extensiveness) in which they received
a friend request from an unfamiliar requestor.

Social structure overlap was manipulated by the number of mutual friends the
respondent has in common with the requestor. In this study, low social structure
overlap was represented by 5 % of the respondent’s total Facebook friends, whereas
high social structure overlap was represented by 50 % of the respondent’s total
Facebook friends. Profile extensiveness was facilitated by manipulating the amount of
content items in the mock-up personal profile of the requestor that mimicked actual
Facebook layout and technology features (e.g., sponsored advertisements, profile pic-
tures, and timeline elements).

Low profile extensiveness was represented by 5 timeline items, while high profile
extensiveness was represented by 20 timeline items. The timelines items were devel-
oped based on a pool of actual timeline items contributed by students from the same
university. Respondents were told to imagine that the scenario was real and read
through it carefully. Afterwards, they were instructed to complete a questionnaire that
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contained manipulation checks and measurements of the research variables, as well as
the relevance and realism of the friend request scenario.

The survey ran for one week, and collected 76 responses, who were not friends of
the contributors.

5 Data Analysis and Results

5.1 Respondent Demographics and Background Analysis

Among the 76 respondents participating in the study, 37 were females. The age of the
respondents ranged from 19 to 22, with average Internet experience and average
Facebook experience being 6.28 years and 4.2 years, respectively.

5.2 Results on Privacy Risks

ANOVA with privacy risks as dependent variable reveals that higher social structure
overlap significantly leads to lower privacy risks (F (1, 72) = 75.04, p < 0.01) (see
Table 1).

Further, profile extensiveness is found to have a significant main effect on privacy
risks (F (1, 72) = 20.49, p < 0.01), meaning that compared to low profile

Table 1. ANOVA results

Source Sum of squares Df Mean square F Sig.

Overall sample
SSO 68.89 1 75.04 75.04 .000
PE 18.81 1 18.81 20.49 .000
SSO * PE 8.73 1 8.73 9.50 .003
Error 89.06 72 .92
Total 1786.72 76
SSO = Low
PE 26.89 1 26.89 22.67 .000
Error 58.11 37 1.19
Total 1254.28 38
SSO = High
PE .95 1 .95 1.47 .232
Error 30.95 36 .65
Total 532.44 39

Notes:
Dependent Variable: Privacy Risks.
SSO = Social Structure Overlap, PE = Profile Extensiveness.
R Squared = .52 (Adjusted R Squared = .50)
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extensiveness, high profile extensiveness reduces privacy risks. Hence, H1 and H2 are
supported. Simple main effect analysis (Table 2 and Fig. 2) reveals that (1) high profile
extensiveness is associated with significantly higher social capital gains than low
profile extensiveness under the low social structure overlap condition (F (1, 37) =
22.67, p < 0.01), and (2) low profile extensiveness and high profile extensiveness are
not different from each other in affecting social capital gains under the high social
structure overlap condition (F(1, 36) = 1.47, p = 0.23). Therefore, H3 is supported.

5.3 Results on Social Capital Gains

ANOVA with social capital gains as dependent variable reveals that higher social
structure overlap significantly leads to higher social capital gains (F (1, 72) = 90.11,
p < 0.01) (see Tables 5 and 6). Further, profile extensiveness is found to have a sig-
nificant main effect on social capital gains (F (1, 72) = 69.26, p < 0.01) (see Table 3).
Hence, H4 and H5 are supported.

In line with our prediction, the effect of profile extensiveness is more prominent in
the low social structure overlap condition than in the high social structure overlap
condition (Table 4 and Fig. 3). Therefore, H6 is supported.

Table 2. Mean values of privacy risks

Low PE High PE Mean

Low SSO 5.56 4.10 4.79
High SSO 3.31 3.04 3.16
Mean 4.46 3.57

Fig. 2. Mean plot of privacy risks
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Table 3. ANOVA results

Source Sum of squares Df Mean square F Sig.

Overall sample
SSO 67.46 1 67.46 90.11 .000
PE 51.85 1 51.85 69.26 .000
SSO * PE 4.96 1 4.96 6.62 .012
Error 72.62 72 .75
Total 1982.56 76
SSO = Low
PE 44.95 1 44.95 37.21 .000
Error 59.19 37 1.21
Total 694.38 38
SSO = High
PE 12.23 1 12.23 43.73 .000
Error 13.43 36 .28
Total 1288.19 39

Notes:
Dependent Variable: Social Capital Gains
SSO = Social Structure Overlap; PE = Profile Extensiveness.
R Squared = .63 (Adjusted R Squared = .62)

Table 4. Mean values of social capital gains

Low PE High PE Mean
Low SSO 2.41 4.29 3.40
High SSO 4.49 5.48 5.03
Mean 3.43 4.88

Fig. 3. Mean plot of social capital gains
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5.4 Results on Request Acceptance

Partial Least Square (PLS) was used to test remaining hypotheses. The measurements
generally load heavily on their respective constructs, with loadings above 0.8, thus
demonstrating adequate reliability (Table 5).

Subjects’ intention to accept was captured using three items. The high composite
reliability and Cronbach’s alpha scores shown in Table 6 lend support to satisfactory
internal consistency.

The diagonal elements in Table 6 represent the square roots of average variance
extracted (AVE) of latent variables, while off-diagonal elements are the correlations
between latent variables. For adequate discriminant validity, the square root of the
AVE of any latent variable should be greater than correlation between this particular

Table 5. Loadings and cross-loadings of measures

PR SCG IA

PR1 0.84 −0.42 −0.57
PR2 0.84 −0.38 −0.51
PR3 0.84 −0.35 −0.48
PR4 0.85 −0.35 −0.46
PR5 0.81 −0.46 −0.48
SCG1 −0.37 0.86 0.53
SCG2 −0.36 0.84 0.56
SCG3 −0.49 0.85 0.64
SCG4 −0.38 0.87 0.61
IA1 −0.53 0.58 0.89
IA2 −0.54 0.66 0.88
IA3 −0.51 0.58 0.88

Notes:
PR = Privacy Risks;
SCG = Social Capital Gains;
IA = Intention to Accept.

Table 6. Internal Consistency and Discriminant Validity of Constructs

CR CA PR SCG IA

PR 0.89 0.92 0.70
SCG 0.88 0.91 −0.47 0.73
IA 0.86 0.91 −0.60 0.69 0.78

Notes: CR = Composite Reliability;
CA = Cronbach’s Alpha.
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latent variable and other latent variables. Data shown in Table 6 therefore satisfies this
requirement. Moreover, in Table 5, the loadings of indicators on their respective latent
variables are higher than loadings of other indictors on these latent variables and the
loadings of these indicators on other latent variables, thus lending further evidence to
discriminant validity.

Results shown in Fig. 4 indicate that privacy risks has a significant and negative
effect on intention to accept (b = −0.352, p < 0.01). Hence, H7 is supported. Fur-
thermore, the results demonstrate that social capital gains have a significant and pos-
itive effect on intention to accept (b = 0.525, p < 0.01). Therefore, H8 is supported.

6 Theoretical Implication

This study makes important theoretical contributions. Past IS research examining
privacy issues in online social networks has paid little attention to social connectivity
regulation. This lack of attention to the establishment of social connections is some-
what surprising since a prime reason for individuals to adopt online social networks is
to establish, develop, as well as maintain social connections. On the basis of the privacy
calculus perspective, we identify privacy risks and social capital gains, as the cost and
benefit elements of a privacy tradeoff, whereby individuals consider the privacy threats
and social benefits in establishing social connectivity. Our findings show that privacy
risks and social capital gains are indeed important determinants of individuals’
response to a request for profile connections. To the best of our knowledge, this study
is the first to employ the notion of privacy boundary regulation to understand the
establishment of social connectivity.

Further, we contribute to the IS literature by providing evidence on the importance
of impression formation in regulating social connectivity. While past studies have
identified a myriad of factors pertinent to privacy perceptions, rarely have researchers
examined the effects of social information processing on individuals’ assessment of
privacy threats and social benefits. Based on the interpersonal cognition literature, this
study identifies two important antecedents of privacy calculus, namely social structure
overlap and profile extensiveness. Specifically, social structure overlap is a type of

Fig. 4. Nomological network model testing
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social category-based information, which invokes relational frames to facilitate social
categorization. Profile extensiveness concerns the details of requestor’s specific
information (i.e., social attribute-based information), which is essential for individu-
alization in social information processing. Taken as a whole, we combine literature on
impression formation and privacy calculus and then show the efficacy of this inte-
grative approach in the context of online social networks.

7 Practical Implication

Our findings have important implications to application designers as well as online
social networks providers. Application designers of online social networks often pro-
vide mechanisms that address users’ perception of privacy risks. While mechanisms
that address privacy risks are somewhat common, little design efforts have been made
on enhancing the appreciation of social capital gains. To this end, we advocate a design
strategy which improves recognition of social capital gains. As predicted by the pro-
posed model, social capital gains are found to be enhanced by greater social structure
overlap and profile extensiveness. While this result is largely consistent with con-
ventional wisdom, a more interesting finding of this study is probably that the joint
effect of social structure overlap and profile extensiveness on social capital gains is
more pronounced in the low social structure overlap condition than that in the high
social structure overlap condition. This finding suggests that the extensiveness of
profile details is crucial for relationship development between users who do not share a
high degree of social commonality. This is because an extensive profile provides
comprehensive information about the requestor, thereby reducing uncertainty and
enhancing interpersonal understanding. Thus, it is important that application designers
consider enriching profile extensiveness, such as photo album previews and timeline
abstracts on online social networks.

8 Limitations and Future Directions

Our contributions can be limited by friend request scenario. Evidence suggests that the
effects of social structure overlap and profile extensiveness may depend on the friend
request scenario. For example, Pagani [11] revealed that individuals were generally
reluctant to reject connectivity with those they had actual social relationships. In our
experiment, respondents were presented with a friend request scenario in which an
imaginary friend had sent them a Facebook friend request. Result has shown that
respondents perceived the friend request scenario as relevant (mean = 6.02) and real-
istic (mean = 5.54), thus lending confidence that our scenario selection is appropriate.

This study opens up a number of exciting avenues for further research. We see the
value in investigating “objective” measures of social connectivity acceptance, as
opposed to our current behavioral intention measurements. It is possible that individ-
uals’ actual behavior may not completely reflect their behavioral intentions. To this
end, a further investigation of actual acceptance using a field experiment could be a
future research avenue.
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Furthermore, it is likely that some individuals’ responses to a friend request might
manifest in behavior beyond acceptance. For example, they might report the requestor
as a spammer or block the requestor from future relational approaches. We encourage
researchers to explore other behavioral responses which might be important in online
social networks.

9 Conclusion

Despite various measures taken by online social networks providers, privacy issues
continue to be a major impediment to the development of social connectivity. Given the
importance of profile connections, practitioners have expressed substantial concerns on
individuals’ disinterests in accepting social connectivity. To that end, we offer a
theory-driven approach to evaluating the two key types of social information in helping
practitioners to promote the development of social connectivity. Our findings clearly
indicate that an integration of the interpersonal cognition literature and the privacy
calculus perspective is essential for a better understanding of individuals’ intentional to
accept. We believe that the model proposed in this study can serve as a solid foundation
for future work in this important area.
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Abstract. The success of open knowledge sharing community requires individ‐
uals to involve in and make continuous commitment to it. The aim of this study
is to develop an integrated understanding of the factors that influence individuals’
open knowledge sharing community involvement and continuous commitment.
We employed the expectancy-value theory as our theoretical basis, and proposed
that knowledge sharing expectancy, knowledge sharing value, and knowledge
sharing affect characterized by six motivational constructs influence individuals’
community involvement and continuous commitment. We conduct a survey to
collect data and validate the research model. Our findings contribute to the under‐
standing of knowledge-sharing community success and augment the research on
digital services for knowledge sharing in the open communities.

Keywords: Expectancy value theory · Open knowledge sharing community ·
Expectancy · Value · Affect

1 Introduction

Open knowledge-sharing communities (OKSCs) as a typical type of virtual communities
are developed to facilitate open discussion and promote knowledge sharing. OKSC is a
group of people who share knowledge, develop relationships, and attain certain goals
individually or collectively in an information technology-supported context (Ma and
Agarwal 2007). One famous example here is the stackoverflow.com, which has attracted
millions of programmers to share their knowledge by asking questions and posting
answers. To attract participants, various mechanisms are designed to encourage OKSC
participation and knowledge sharing (Kang 2011). For instance, badge system in stack‐
overflow.com is developed to reward the active participants. However, it is no guarantee
that the community will be successful. Despite the proliferation of OKSCs, the factors
leading to their success are still unclear.

Prior studies on knowledge sharing communities took the perspective of knowledge
contributors and were mainly focused on knowledge contribution and its antecedents
(Kim et al. 2011; Ma and Agarwal 2007; Wasko and Faraj 2005). However, OKSCs
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involve not only knowledge contributors, but also knowledge seekers and other partic‐
ipants (Chen and Hung 2010). All roles are critical to fostering OKSC success. Rather
than only focusing on knowledge contributors, this study investigates individuals’
knowledge sharing behaviors - OKSC involvement and OKSC continuous commitment
- which involve both knowledge contributors and knowledge seerks. As indicated in
prior studies, there is a belief that involvement and commitment are important issues for
virtual community success (Chang and Chuang 2011) by fostering better membership
relationships and improving community development, growth and survival (Ma and
Agarwal 2007).

To design effective strategies to enhance OKSC involvement and continuous
commitment, it is first necessary to find out the factors relating to involvement and
continuous commitment. Some theoretical perspectives have been taken to explain indi‐
viduals’ behaviors in knowledge sharing communities, including cost-benefit frame‐
work (Bock et al. 2005; Kankanhalli et al. 2005; Wasko and Faraj 2005), social capital
perspective (Chiu et al. 2006; Wasko and Faraj 2005), social network perspective (Chow
and Chan 2008; Wasko and Faraj 2005), organizational climate (Bock et al. 2005),
incentive systems (Bock et al. 2005; Kankanhalli et al. 2005). These perspectives were
more rationality-driven in explaining individuals’ behaviors. Although knowledge
sharing researchers emphasized rational motivations, the importance of irrational
factors, such as emotions, should not be ignored. However, scant research, of which we
are aware, have investigated emotional factors in the study of knowledge sharing.

Both rational and irrational motivational factors are examined in this study. We adopt
the expectancy-value theory (EVT) to identify six motivational constructs that belong
to knowledge sharing expectancy, knowledge sharing value and knowledge sharing
affect and examine their relationships with OKSC involvement and continuous commit‐
ment. The research model is tested using the data collected by survey.

2 Theoretical Foundation

Expectancy-value theory (EVT) is a basic paradigm for understanding individuals’
motivations and behaviors (Liu and Liu 2011). It describes the cognitive-motivational
process in attaining a goal (Liu and Liu 2011). Adopting EVT to explain individuals’
behavior, three motivational components were identified – expectancy, value, and
affective components (Pintrich and De Groot 1990). The three motivational components
identified by EVT include both rational and irrational factors. EVT provides a good
theoretical perspective to explain why individuals are motiveted to involve in and
continuously commit to OKSC.

EVT supports that expectancy component is a good predictor of behavior (Liu and
Liu 2011). Expectancy has been conceptualized in two forms: efficacy expectancy and
outcome expectancy (Chiu et al. 2006). Efficacy expectancy is the belief about one’s
competence to perform the behavior successfully, while outcome expectancy is the
belief that one’s behavior will lead to certain outcomes (Chiu et al. 2006). The expect‐
ancy of a good outcome does not mean that an individual has the ability to perform the
behavior, and vice versus (Eccles and Wigfield 2002). Efficacy expectancy and outcome

154 M. Wu et al.



expectancy are regarded as major determinants of one’s willingness to expend effort and
be engaged in a behavior (Liu and Liu 2011). In this study, we conceptualize knowledge
sharing expectancy as an efficacy expectancy to perform knowledge sharing behavior
and an outcome expectancy to produce good outcomes. As an efficacy expectancy,
knowledge sharing self-efficacy is defined as an individual’s confidence in one’s compe‐
tence to share valuable knowledge with others in the same virtual community (Chen and
Hung 2010). Perceived compatibility is defined as an individual’s cognition of likely
value, need and experience that one’s behavior in knowledge sharing community is
similar to the original value system (Chen and Hung 2010). Individuals in online
community want to build reputations, and develop social relationships (Ma and Agarwal
2007). Compatibility with the community value system is the outcome being pursued.
As such, we regard perceived compatibility as one type of outcome expectancy. Thus,
knowledge sharing expectancy includes two constructs: knowledge sharing self-efficacy
and perceived compatibility.

Value component in EVT refers to an individual’s perception of the value and interest
of performing a behavior (Miltiadou and Savenye 2003). It deals with individuals’
reasons for doing a task (Eccles and Wigfield 2002). Knowledge sharing value is
conceptualized as that individuals perform knowledge-sharing behavior for the sake of
the values and interests they can derive from knowledge sharing. It explains individuals’
reasons for conducting knowledge sharing. Two reasons are highlighted: desire for self-
presentation, and perceived relative advantage. Desire for self-presentation is defined
as the extent to which individuals want to present their images in OKSC (Kim et al.
2012). Drawing on identity theories, individuals are more likely to conduct tasks that
allow them to present their self-images. Perceived relative advantage refers to individ‐
uals’ cognitions about the advantages and benefits brought by knowledge sharing
behavior (Chen and Hung 2010). Pursuing benefits and advantages is also an important
reason for individuals’ participation in OKSC.

Affective component in EVT concerns individuals’ affective or emotional reactions
to perform certain behaviors (Pintrich and De Groot 1990). It deals with “How do I feel
about the behavior?” Knowledge sharing affect is conceptualized as forward-looking
affective reactions where individuals imagine the emotional consequences of conducting
or not conducting knowledge sharing behavior (Tsai and Bagozzi 2014). Model of goal-
directed behavior suggests that anticipated emotions as an important affective compo‐
nent are significant determinants of individuals’ behavior (Perugini and Bagozzi 2001).
Anticipated emotions are reflected by positive and negative anticipated emotion (Tsai
and Bagozzi 2014).

3 Research Model and Hypotheses Development

The research model is developed based on the expectancy-value theory and knowledge
sharing literature. As shown in Fig. 1, we specify that individuals’ knowledge sharing
expectancy, knowledge sharing value and knowledge sharing affect are reflective
second-order factors and they influence individuals’ OKSC involvement and continuous
commitment.
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Fig. 1. The Proposed Research Model

3.1 Knowledge Sharing Expectancy

Knowledge sharing self-efficacy reflects how well individuals believe that they can
perform knowledge sharing successfully (Ray et al. 2014). It is suggested as a key moti‐
vational factor that drives individuals’ knowledge sharing decisions and behaviors
(Chen and Hung 2010; Kankanhalli et al. 2005; Ray et al. 2014). The willingness to
involve in the community is largely dependent on one’s confidence in performing it well
(Rich et al. 2010). High self-efficacious members tend to be more self-motivated (Bock
et al. 2005), and they are more willing to involve in community activities and be respon‐
sive to others’ inquiry (Ray et al. 2014). In contrast, low self-efficacious members are
fearful of acting wrongly (Ardichvili et al. 2003), so they are likely to withdraw from
the community activities when difficulties are encountered (Kankanhalli et al. 2005).
Thus, we suppose a positive relationship between knowledge sharing self-efficacy and
OKSC involvement.

Knowledge sharing self-efficacy is also an important factor that influences individ‐
uals’ continuous community commitment. First, besides an ability evaluation, self-effi‐
cacy also reflects an inherent desire for mastery (Bandura 1993). Individuals invest time
and effort to foster their efficacy in the online community, and the time and effort become
sunk cost if they leave the community. They are likely to stay in the community when
sunk cost is high (Polites and Karahanna 2012). Second, as high self-efficacious
members own much knowledge about the community, they have the desire to maintain
cognitive consistency (Polites and Karahanna 2012). Thus, they tend to main their status
quo through continuously commit to the present online community. Third, by virtue of
self-efficacy, individuals gain positive experience from successful knowledge sharing,
which may enhance their continuous commitment.

The second expectancy factor – perceived compatibility is also expected to be asso‐
ciated with OKSC involvement and continuous commitment. Compatibility is the
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congruency between one’s behavior and the value system (Chen and Hung 2010). Indi‐
viduals are motivated to participate by the expectation to be in congruity with their value
systems (Lin et al. 2009). Once the compatibility is perceived to be high, individuals
become comfortable with the OKSC, and they increase their involvement and commit‐
ment (Lin et al. 2009). In OKSC, individuals depend on the platform to share knowledge
and derive value (Ray et al. 2014). And the amount of value they expect to obtain is
partly determined by the perceived compatibility. Perceived compatibility is also consid‐
ered as a psychological barrier (Budman 2003). Once individuals’ cognitions and
behavior are incompatible with the community value, they may face the risk of being
criticized which undermines their involvement and psychological attachment.

H-1a: Knowledge sharing Expectancy in OKSC, reflecting by knowledge sharing self-
efficacy and perceived compatibility, is positively related to individuals’ OKSC
involvement.
H-1b: Knowledge sharing Expectancy in OKSC, reflecting by knowledge sharing
self-efficacy and perceived compatibility, is positively related to individuals’ OKSC
continuous commitment.

3.2 Knowledge Sharing Value

Knowledge sharing value includes desire for self-presentation and perceived relative
advantage. The two factors explain why individuals engage in knowledge sharing. The
development of internet technology offers opportunities for individuals to present them‐
selves through digital channels (Kim et al. 2011). Individuals are willing to participate
in the OKSC when they can express and present themselves (Ma and Agarwal 2007).
We anticipate that desire for self-presentation influences individuals’ OKSC involve‐
ment and continuous commitment. First, it is important that members achieve a shared
understanding in OKSC. By presenting one’s self-identity, individuals can be under‐
stood and accepted by other members. The acceptance and acknowledgement from other
members can increase one’s intention to get involved and stay in the community. Second,
the revelation of similar interests and experiences resulting from self-presentation facil‐
itates relationship building. Individuals are more willing to participate in relationships
and continue the relationships when their identities can be presented, and social rela‐
tionships built in OKSC can promote community persistence (Ma and Agarwal 2007).
Third, Individuals can present a desired self through how they behave (Kim et al.
2012). The involvement and commitment in OKSC is seen as an act of self-presentation
that can express one’s preferred identity to others (Ray et al. 2014). Individuals involve
in and commit to OKSC not only because of altruism, but also for reputation (Wasko
and Faraj 2005) and self-esteem (Bock et al. 2005). Efficient identity presentation is
encouraged by reputation system. When community members want to build good repu‐
tation, they involve in helping behavior, and make commitment to OKSC.

Perceived relative advantage is a multidimensional construct and it is mainly mani‐
fested as increased efficiency and effectiveness, economic benefits, and enhanced status
(Lin et al. 2009). Prior studies suggested that individuals participate in virtual
community in hope of enriching their knowledge, seeking support, making friends, or
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being seen as skilled, knowledgeable and respected (Lin et al. 2009). When potential
benefits are expected to generate as a result of community participation, individuals are
more willing to invest effort and time to the community. Furthermore, the lack of formal
obligations in OKSC means that community participation is voluntary (Ray et al.
2014). As OKSC members are anonymous and distant from each other, the normative
pressure is less than that in offline communities (Ray et al. 2014). The knowledge
acquisition and relationship building are of significance in motivating OKSC involve‐
ment. Continuous commitment occurs as one weighs the benefits associated with staying
in a community against the costs of leaving (Teunissen et al. 2009). When the perceived
relative advantage is high, the cost of leaving is high. In contrast, if individuals see no
advantages, they won’t get involved and make commitment to it. In this sense, perceived
relative advantage is a necessary condition for OKSC involvement and continuous
commitment.

H-2a: Knowledge sharing Value in OKSC, reflecting by desire for self-presentation,
perceived relative advantage, is positively related to individuals’ OKSC involvement.
H-2b: Knowledge sharing Value in OKSC, reflecting by desire for self-presentation,
perceived relative advantage, is positively related to individuals’ OKSC continuous
commitment.

3.3 Knowledge Sharing Affect

In addition to expectancy and value component of motivation, knowledge sharing affect
is also an important motivational factor in driving OKSC involvement and continuous
commitment. Knowledge sharing affect is reflected by anticipated emotions, which are
expected emotional consequences of participating or not participating in OKSC (Peru‐
gini and Bagozzi 2001). An individual usually expects a good or bad result before
making a decision, and positive and negative anticipated emotions are invoked as a result
of the expectations (Tsai and Bagozzi 2014). Positive anticipated emotions are evoked
when individuals imagine desired outcomes if they participate in the community, while
negative anticipated emotions are evoked when individuals expect undesired outcomes
if they fail to participate in the community (Baumgartner et al. 2008). As Taylor and
Pham put it, the emotions one anticipates provide the fuel for taking further actions
(Taylor 1991). Perugini and Bagozzi (2001) added anticipated emotions to the theory
of planned behavior and found that both positive and negative anticipated emotions are
significant antecedents of individuals desires and behaviors (Perugini and Bagozzi
2001).

Individuals have the tendency to pursue positive emotions and avoid negative
emotions, which is believed to be significant sources of decision making (Zeelenberg
1999). If individuals are aware that participating in OKSC can lead to positive emotions
afterward, they will be more likely to participate. Positive anticipated emotions transmits
the signal that the environment is unproblematic and safe, which enables individuals to
freely participate in community activities, share their knowledge, and seek for knowl‐
edge without being criticized (George and Zhou 2007). Moreover, when the community
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is believed to be safe, individuals are comfortable to get involve and willing to stay in
it in the future (Loi et al. 2006).

Negative anticipated emotions are also powerful in predicting individuals’ behaviors
(Baumgartner et al. 2008). When individuals experience failure in OKSC participation,
the negative anticipated emotions related to psychological effects of worry may arise
(Zeelenberg 1999). The worry drives individuals to taken relevant actions (Baumgartner
et al. 2008). As a result, individuals involve in OKSC to release the worry. Since negative
emotions are usually intense, more effort is needed to committed to the community
(Taylor 1991). For example, an individual who plans to pass an exam imagines having
been unsuccessful in passing it. The anticipated negative emotions resulting from the
likely failure may stimulate a hard-working behavior to pass the exam as people have
the tendency to avoid failure (Zeelenberg 1999). In addition, negative anticipated
emotions are associated with affective cost of not being community members (Astrachan
and Jaskiewicz 2008). The affective cost thus plays as a barrier for members to get out
of the community.

H-3a: Knowledge sharing Affect in OKSC, reflecting by positive anticipated emotions
and negative anticipated emotions, is positively related to individuals’ OKSC involve‐
ment.
H-3b: Knowledge sharing Affect in OKSC, reflecting by positive anticipated emotions
and negative anticipated emotions, is positively related to individuals’ OKSC contin‐
uous commitment.

4 Research Methodology

Our sample was obtained from several major OKSCs in Mainland China, including
zhidao.baidu.com, zhihu.com, csdn.com, and others. These OKSCs enable users to ask
questions and post answers in the form of discussion thread. Because of page limitation,
we cannot comprehensively explain all details here. The PLS results for the structural
model are illustrated in Fig. 2, in which knowledge sharing expectancy, knowledge
sharing value, and knowledge sharing affect generally significantly improve partici‐
pants’ knowledge sharing behavior in OKSC.

5 Discussion

Despite the rapid development of knowledge sharing communities beyond organiza‐
tional boundary, a theory relating both rational and irrational factors to knowledge
sharing behaviors is lacking. To fill this gap, we proposed a second-order-factor research
model by extending the expectancy-value theory to the OKSC context. Six constructs
belonging to knowledge sharing expectancy, knowledge sharing value, and knowledge
sharing affect were identified as first-order factors. Using a survey to collect data, we
found that knowledge sharing expectancy, knowledge sharing value and knowledge
sharing affect are good predictors of individuals’ knowledge sharing behaviors.
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This study has both theoretical and practical implications. From a theoretical
perspective, this study empirically supports that both rational and irrational factors
should be considered when studying online knowledge sharing. From a practical
perspective, this study offers insights to the success of virtual communities. To enhance
the development of virtual communities, participants’ knowledge sharing expectancy,
knowledge sharing value, and knowledge sharing affect should be well fostered.
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Abstract. In spite of the virtual nature and the system operating purely based
on pre-formulated computer algorithms, cryptocurrency networks have reached
greater popularity with a significant follower base with people placing trust on
the system operation. As credibility is an important factor for systems facilitating
financial transactions, in this study we will be presenting a simple model facili‐
tating identification of relevant important factors to be considered by users and a
methodology for assessing the credibility of cryptocurrency networks. We iden‐
tify two routes, systems and the psychological perspective in the credibility
assessment process which varies with the user expertise.

Keywords: Credibility · Cryptocurrency · Information systems in finance ·
Bitcoins

1 Introduction

Cryptocurrency is simply a mode of exchange of goods and services similar to cash but
with virtual existence as a digital currency where cryptography is used to secure the
transactions. More specifically, the virtual founder of this currency, Satoshi Nakamoto
proposed it as a decentralized peer-to-peer electronic currency system relying on digital
signatures to prove the ownership and public transaction history known as a “block
chain” to record transactions [1]. In Bitcoins; a version of cryptocurrency, the transac‐
tions are handled peer-to-peer without the intervention of a central authority such as a
bank or a financial institution. Further there is no central authority such as a central bank
to govern the currency. It could be considered as a network of currency with no reference
to a nation, owner or transaction parties in a transaction and hence anonymous. The
Bitcoins owned by a person are stored in a digital wallet for future use or exchanged
and cleared to conventional cash in a Bitcoin exchange. In addition, the Bitcoin gener‐
ation is governed by a protocol adopted by the currency network.

Although cryptocurrency is a very recent and an unconventional Information
Systems (IS) phenomenon, the concept has achieved immense popularity with an
increased number of individual enthusiasts, media attention and many real world stores
as well as popular online stores recently starting to accept Bitcoins as a currency [2].
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It should be noted that the Bitcoins currency network achieved this success with general
public and organizations placing their trust and value on a concept with a merely virtual
existence. It is purely based on an IS phenomena with no recognized regulatory body
such as a government or a central bank governing the system.

Under such circumstances, it raises an interesting question on how users would assess
the credibility of a virtual currency and what factors are important in the credibility
assessment when they are presented with information on the network. Specifically,
credibility would be an essential factor as cryptocurrency networks facilitate financial
transactions that by nature are required to be secure, reliable and accurate. The problem
is further complicated with the virtual nature without a liable entity where all the deci‐
sions on the control of the network are being made solely by pre-formulated computer
algorithms. Further, the cryptocurrency networks have in recent times been criticized
for being utilized to facilitate illegal transactions such as narcotics trade and it has faced
setbacks with key entities of the network such as Bitcoin exchanges closing down with
bankruptcy [3].

Hence in this study, we will develop a simple theoretical model on how users would
evaluate the credibility of the cryptocurrency networks when users are presented with
background information of a network.

2 Theoretical Background and Research Model

In this section we will go through the theoretical background related to the research
model proposed and the hypotheses proposed.

2.1 Credibility

The definition, dimensions and antecedents of credibility has been interpreted in
different but related ways in prior information systems research. For example, the term
credibility has been referred to as believability, trust, reliability, accuracy, fairness,
objectivity and many other combinations [4]. However it should be noted that there are
many conflicts on these conceptualizations [4, 5]. In another view, credibility along with
benevolence have been modelled as sub-dimensions of trust [6]. In the case of buyer-
seller relationships, it is noted that the most accepted form of credibility is as one sub-
dimension of trust with the other sub-dimension being benevolence [7]. In such a rela‐
tionship credibility is with regard to the competence, honesty and reliability of the seller
(trustee) [8]. Benevolence is identified as the willingness of the seller (trustee) to behave
with a genuine concern for the buyer even at a cost [9]. However as mentioned previously
in the context of cryptocurrency networks, as the logics of operations are predefined
based on algorithms and there is no identified central party to govern the system, benev‐
olence may not be applicable to the context. Hence we would explore the dimension of
credibility as it would be involved in the cognitive process of assessing the trust of the
network.

Credibility of information in communication has been researched in-depth and one
of the main goals in such research is identifying the factors and paths that lead humans

166 S. Ahangama and D.C.C. Poo



in judging whether a particular piece of information and its source could be considered
as credible for various information seeking goals and tasks [4].

Due to the importance and high dependence of computer products Fogg and Tseng.
[5] have conceptualized the credibility of such computer products. Here, credibility is
simply defined by them as “believability” of a system and that it is a perceived quality.
Credibility is also conceptualized as a multidimensional construct where the key compo‐
nents contributing to credibility evaluations are trustworthiness and expertise. In the
case where a computer product is assessed for credibility, a person would base the
assessment on these concepts. In further discussion on credibility, we would consider
the conceptualizations presented by Fogg and Tseng [5] as a base of our research study.

However it has been noted that credibility is not an important aspect in case of all
computer products as explained below [5]. For example the authors state that in the case
of the computer product that is not visible or there is no doubt on the incompetence,
credibility will not be an important factor in human computer interaction. Yet if the
computer product is used for purposes such as providing knowledge, instructing users,
involving in decision making, reporting measurements, running simulations, rendering
virtual environments, reporting on work performance and reporting on current state,
credibility will be an important factor influencing the human computer interaction. In
the case of cryptocurrency networks, the users would highly weigh on credibility as a
decisive factor as the network will be handling personal financial transactions by a virtual
network without the guarantee by a central agency. Financial transactions would be
obviously conducted in a secure system that is found to be credible to be trusted upon.

Further in the discussion on credibility on computer products [5], two routes are
presented where users will be focusing on in evaluating the credibility. The two perspec‐
tives are (1) the systems perspective and (2) the psychological perspective. Here the
systems perspective directly evaluates the different aspects of the computer product such
as the device, the interface, the functionality, and the information.

Due to architecture of cryptocurrency networks, the key devices such as miners or
the network architecture are not visible to the end user to carry out a credibility assess‐
ment. Further the interfaces would include a basic payment gateway which cannot be
considered as a unique aspect when utilizing the network. In our case we are evaluating
the credibility assessment on the basis that the cryptocurrency network will be utilized
in the process of general transactions. As a result the informational aspect would not be
a differentiating factor with general information such as past transactions, account
balance etc. which are common to any payment system. However the functional
processes of cryptocurrency networks which support state of the art transaction
recording, validation, anonymity of users among many other benefits are considered as
the core of the system which has grabbed much of the attention. Hence it could be
concluded that, the most important aspect in the systems perspective assessment would
be the evaluation of functional credibility. In order to evaluate functional credibility, we
have utilized the popular information system evaluation criteria of task and technology
fit [10, 11]. This will be explained in Sect. 2.3.

As mentioned previously, [5] proposes the role of psychological perspective in the
overall evaluation of credibility by users. In the context of computer products, for
example the brand or the popularity of the creator behind the product is proposed by the
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authors as possible targets to consider in conceptualization. Further “reputed credibility”
is defined as one of the four types of credibility [12]. Reputed credibility is defined as
the extent to which a user would believe on an entity based on what third parties have
reported. We can conclude that psychological perspective would have a link in creating
reputed credibility. In the context of cryptocurrency the evaluation of psychological
properties would not be straightforward as in the case of a general computer product.
For example, there are no strong and direct psychological properties such as brand or a
clear initiator of the project. However the reputation among the general public as well
as the structural assurance placed by authoritative entities can be considered as possible
candidates. These will be explored in Sect. 2.4 below.

2.2 Elaboration Likelihood Model

According to Elaboration Likelihood Model (ELM), the attitude change process of a
user is a result of central or peripheral route of processing [13, 14]. ELM has been used
extensively in prior research to characterize the credibility assessment process [5, 15–
17]. ELM states that while users would process in the central route when they are able
to use adequate cognitive resources they would opt for peripheral route when they lack
the ability and motivation to process the information. The ability and motivation to
elaborate is captured by the elaboration likelihood in the model. In prior research, for
example argument quality was proposed as the central cue which source credibility as
the peripheral cue in the context of decision management systems while job relevance
and user expertise were proposed as the moderators [18]. In the context of trusting online
vendors, information quality was proposed as the central cue and third party seals on
websites as the peripheral cue [19]. In the current context we conclude that the systems
perspective would be in the central route as it requires and involves higher cognitive
capability to understand the concepts behind the cryptocurrency networks and to make
a task and technology fit assessment. In contrast, the psychological perspective would
take the peripheral route due to the nature of assessment involved. In addition, in order
to capture the ability of the user to elaborate, we use user expertise as the elaboration
likelihood.

2.3 Task Technology Fit Assessment

As mentioned previously, the central route requires a user to assess arguments critically
in an informational message and then decide based on the relative merits of the argu‐
ments prior to the judgment on the decision. For example in the IT acceptance context,
potential benefits of system acceptance, comparison of alternative systems, availability
and quality of system support etc. have been considered [18]. Similarly for the systems
perspective we utilize Task Technology Fit (TTF) as the assessment criteria.

TTF in brief refers to the correspondence between the technology characteristics and
task characteristics where a proper “fit” would be the case in which technology provides
sufficient features and support that is required by the user of the technology to carry out
the intended tasks [10, 11]. TTF model argues that individuals will assess the fit between
the task requirements and the characteristics of the technology supporting the task, which
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will strongly influence user beliefs about consequences of utilization. Therefore TTF
assessment is a good indicator of functionality assessment by an individual of the system.
Hence in the research model, we will be using TTF as the representation of the systems
perspective assessment.

Since the task requirements of a financial system would be highly diverse and
complex, we are considering the task requirements that are relevant only to the general
users who use cryptocurrency network as a payment medium. The TTF model and its
extensions along with other theories have also been extensively utilized in many finance
related contexts similar to our scenario such as E-Commerce [20], mobile commerce
[21] and banking [22] to name a few. In addition, the TTF model has been utilized to
investigate emergent phenomena in the past such as blogging [23]. Thus we hypothesize,

– H1: TTF assessment indicating a proper fit will affect the credibility assessment of
cryptocurrency networks positively.

2.4 Reputation and Structural Assurance

As proposed previously, the peripheral route will be involving the psychological
perspective in the evaluation of credibility by users. Due to the nature of cryptocurrency
networks where the visibility of the system is at a minimum to the general users, the
peripheral routes would be heavily evaluated on what the third parties have reported.
The third parties could include other users as well as various organizations that comment
on the issue. Under such conditions, we identify reputation and structural assurance as
two key contributors in the peripheral route, which has been used in prior research as
well [24].

In prior research, reputation has been identified as a significant determinant of trust
building [24, 25]. The importance of reputation has also been identified as an important
driver in credibility [5]. Hence in the case of a user who lacks the ability to assess
cryptocurrency networks in a functional perspective, they will rely on the information
made available by various third parties. Therefore reputation would play a key role in
the attitude change process. Thus we hypothesize,

– H2: Reputation will affect the credibility assessment of cryptocurrency networks
positively.

Since personal financial transactions are handled by cryptocurrency networks and
due to the nature of sensitivity of such transactions, another important peripheral cue
that could be identified relevant to the context is the structural assurance. Structural
assurance reflects that there exists a legal structure to ensure security when using the
system [24]. Although the governance of the cryptocurrency networks by a central
authority is against the principles of founding the network, increased legal pressure could
be observed worldwide with new regulations adopted over time by various countries.
For example Monetary Authority of Singapore has set anti-money-laundering compli‐
ance requirements for business institutions utilizing cryptocurrency [2]. Further, in
recent research on cryptocurrency domain, it has argued on the importance of regulation
based assurance to keep the users safe and to build confidence in the system [26]. Thus,
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similar to trust transference [27], having a structural assurance may affect the credibility
building process of users on the cryptocurrency networks.

– H3: Structural assurance will affect the credibility assessment of cryptocurrency
networks positively.

2.5 User Expertise

ELM states that an attitude change of a user through the central or peripheral route is
determined by the elaboration likelihood. User expertise has been used in prior research
in ELM based studies as a measure of ability [18]. In their context, the authors state that
expert IT users will scrutinize new facts on IT more carefully in making a judgment on
IT acceptance, thus relying less on peripheral routes. However least expert users would
rely heavily on peripheral cues. In the context of cryptocurrency, as it could be consid‐
ered as a novel and disruptive information systems innovation, we observe that the
understanding the operations of the network would require knowledge on information
technology to a greater extent. Hence we hypothesize that a user with higher expertise
in the information technology domain would be more reliant on the systems perspective.
Thus we propose,

– H4: User Expertise moderates the effect of TTF assessment on credibility of cryp‐
tocurrency networks positively.

– H5: User Expertise moderates the effect of reputation on credibility of cryptocurrency
networks negatively.

– H6: User Expertise moderates the effect of structural assurance on credibility of
cryptocurrency networks negatively.

Figure 1 indicates our hypotheses built to test the factors affecting the credibility.

3 Research Methodology

This study was carried out through a survey1. The survey questionnaires were distributed
among a class of students undergoing a technological course in a university. The ques‐
tionnaires were distributed at the end of a 2 h seminar on cryptocurrency. The goal was
to identify which paths will be influencing the credibility assessment based on the infor‐
mation on cryptocurrency networks given.

3.1 Operationalization of Constructs

Previously validated scales were used in the process of developing the survey instru‐
ments. The scales were updated to suit the cryptocurrency context. To measure the
credibility, items were adapted from Newell and Goldsmith [28]. The scales for task
technology fit were adapted from Lin and Huang [29]. Items for reputation and structural

1 The survey questionnaire is not attached to this paper due to the page limitations. Please contact
authors should it be required.
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assurance were adapted from Zhou [24]. User expertise for information systems domain
was adapted from Bhattacherjee and Sanford [18].

A seven-point Likert scale ranging from 1 (strongly-disagree) to 7 (strongly-agree)
was used in the questionnaire. Review of the survey questions were carried out with IS
researchers as well as with a person knowledgeable on cryptocurrency networks prior
to the actual survey, in order to validate the appropriateness of the questions. Further, a
separate pilot study was carried out among a sample of 30 suitable individuals in order
to improve the validity and reliability of the instruments.

3.2 Data Collection

As mentioned previously the sampling frame included students. In order to collect
responses, paper based survey forms were used. The participation of the survey was on
a voluntary basis.

A total of 136 valid responses were collected. 10 responses were incomplete and
were not used in the analysis. As a consequence of the student sample, the range of age
distribution of the sample was within the range of 21 and 25 years of age (mean 23.0,
standard deviation 0.886). Further the sample consisted of 55.9 % female and 44.1 %
male participants. As a general rule of thumb, in order to carry out a reliable survey the
minimum number of responses has to be 10 times the largest number of predictors for
any dependent variable in the model [30]. On this assumption the sample size of 136 is
adequate.

Since the data is sourced from a single source, there is a high probability of common
method bias. As a result, in the design of the survey, we took several measures such as

Fig. 1. Research Model
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neutral wording of the items and use of multiple items for each construct [31]. In addi‐
tion, the anonymity of the respondents was guaranteed requesting the students to partic‐
ipate in the survey as honestly as possible [31].

4 Analysis

The data analysis was carried out using partial least squares (PLS), using the SmartPLS
software package. PLS was selected to carry out the analysis as it enables to access the
measurement model (relationship between items and constructs) within the context of
the structural model (relationship among constructs) and also as it does not require large
sample sizes of data or strict multivariate normal distribution of data [31]. Validity
assessment of the measurement instruments and results from hypothesis testing are
presented below.

4.1 Measurement Model Evaluation

All constructs in the research model were measured using reflective constructs. For
reflective constructs, the measurement model could be evaluated by assessing the
convergent validity and discriminant validity statistical tests.

The convergent validity of the constructs was assessed using item reliability, compo‐
site reliability (CR) and average variance extracted (AVE). The generally accepted rule
of thumb for thresholds for item loading for constructs, CR and AVE are 0.5, 0.7 and
0.5 respectively [31]. One item of the user expertise construct had to be dropped due to
poor item loading. Upon dropping of the items, the minimum item loading reported was
0.766. The minimum item loading was also above the rule of thumb threshold value.
The values of CR and AVE can be found in Table 1. The CR and AVE values reported
are also above the accepted threshold value. Thus we concluded that the convergent
validity is satisfactory.

Table 1. Factor correlation coefficients, composite reliability and average variance extracted

CRD EXP REP STA TTF CR AVE
CRD 0.8298 0.8983 0.6885
EXP 0.1657 0.8316 0.8162 0.6915
REP 0.4134 0.1758 0.8525 0.8883 0.7268
STA 0.5159 0.0859 0.5264 0.8280 0.8969 0.6856
TTF 0.3674 0.2172 0.5141 0.4688 0.8221 0.8618 0.6759

Notes. Leading diagonal shows the squared root of AVE of each construct. CRD – Credibility, EXP – User Expertise, REP
– Reputation, STA – Structural Assurance, TTF – Task Technology Fit, CR – Composite Reliability, AVE – Average Variance
Extracted

The discriminant validity of constructs is satisfied if square root of AVE for each
construct is greater than its correlation with other constructs. The square root of AVE
is presented on the diagonal of Table 1. Based on the results, discriminant validity is
also supported.
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4.2 Hypotheses Testing

Since the measurement model could be considered satisfactory, the structural model was
evaluated to test the hypotheses. The explanatory power of the model was assessed based
on the amount of variance the endogenous construct could account [31]. The endogenous
construct credibility had 37.80 % of the variance accounted, which is an indication of
substantive explanatory power. In order to assess the significance of the paths, boot‐
strapping resampling method was used in PLS.

The strength of the paths and the t values of the paths are shown on Fig. 2. Although
each of the hypothesized paths is showing the expected sign, the interaction effect of
user expertise on reputation was not found to be significant. Therefore, while H1, H2,
H3, H4 and H6 are supported H5 is not supported.

Fig. 2. Hypotheses testing

5 Discussion

Based on the above results, it is evident that both the central and peripheral routes are
collectively and significantly important in the credibility assessment of cryptocurrency
networks. As expected, the task technology fit is found to be a significant factor. Under
this construct we evaluated the systems perspective where the users will be evaluating
functional requirements specific to a financial system, such as reliability, accuracy,
security etc. which can be supported by the proposed technologies of the system. Further,
as hypothesized, user expertise positively moderates this relationship. Thus information
technology experts would rely heavily on this path due to their cognitive capabilities.

Considering the factors on the peripheral route, both reputation and structural assur‐
ance are significant influencers on the credibility. Due to the sensitive nature of finance,
these psychological assurances will play an important role. Any bad signs of reputation
would negatively impact on the credibility. However, user expertise was not found to
be a significant influencer on reputation. Similar results have been found in prior research
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as well [24]. It would be the case where, due to the sensitive nature of finance related
technologies or organizations; both experts as well as non-experts look towards repu‐
tation alike as an important factor. In another probable scenario, it could be the case that
average experts do also look into reputation due to the complexity and novelty of tech‐
nologies behind cryptocurrencies such that a complete task technology fit assessment
cannot be done.

However, it was found that the structural assurance has the strongest effect on cred‐
ibility. Although cryptocurrencies were designed to operate without such assurances
from third parties, this is a quantitative confirmation that regulation based assurance is
required to keep the users safe and to build confidence in the system which was
mentioned in prior research as well [26]. Further it was found that user expertise has a
significant negative moderating effect on credibility as expected. Thus expert users
would be relatively less reliant on structural assurances compared to non-experts.

6 Conclusion

The research was carried out with the intention of determining how information on
cryptocurrency networks would be utilized by different users in the credibility assess‐
ment process. The uniqueness of cryptocurrency networks due to its virtual and
complexity nature presents an interesting scenario to test the elaboration likelihood
research model. As theoretical implications, we could confirm the dual routes of credi‐
bility assessment which is moderated by user expertise in the current context as well.

As practical contribution, we proved the stronger relationship of structural assurance
with regard to building credibility. Although this is against the initial concept of cryp‐
tocurrency, incorporation of such assurance will be important in reaching a far more
user base. For example, if a regulatory entity launches a cryptocurrency network using
similar technology, users would weigh on the credibility of the system positively.

Several limitations were encountered in carrying out this study. Firstly the limited
sample size of 136 individuals should be pointed out as if a larger sample size was
obtained, the results would have been more robust. In addition, the sample included only
university students leading to issues related with student samples. In addition the
research model we adopted was a simple model considering only a few relevant factors
identified in prior research. Thus in future research, further exploration should be done
to identify other cues that will be applicable to central and peripheral routes.
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Abstract. Smartphone gestures are an essential feature of app design
that influence both behavioral attitudes and user performance. Due to
the popularity of Tinder, a number of high profile shopping applica-
tions have adopted interfaces utilizing the swiping gesture to navigate
and make sequential evaluation decisions. To understand the impacts of
adopting a swipe-based interface over a traditional scroll-based interface,
we construct an experiment to study the two types of haptic interactions.
The results suggest that the swiping interface leads to greater cognitive
absorption and playfulness in shopping applications. We find convincing
support that cognitive absorption and not playfulness is significant in
increasing reuse intentions and task performance.

Keywords: Gestures · Cognitive absorption · Playfulness · Mobile
shopping apps

1 Introduction

Recently, there has been a plethora of mobile shopping apps on Android and
iOS platforms enabling users to discover and purchase products on their smart-
phones. These apps are virtual marketplaces featuring thousands of products
from international chains and independent retailers. To lighten the cognitive
burden associated with choice overload, apps encourage users to save products
that they may be interested in purchasing to a consideration list. At any point
in time, the user can review the list of saved items to make actual purchases.

There are two prevailing haptic interfaces for saving products to consideration
set lists. The first is a scroll-based interface where the user views items on a
product discovery screen and uses the scrolling gesture to navigate through the
set of products. To save an item, the user taps on the image and is directed to
an individual product page. The user has the option of saving the product by
tapping a soft button on the screen or tapping on a soft back button to return to
the product discovery page. The second method is a swipe-based interface where
the app presents the user with an image of a product, and the user swipes right
(left) to save (dismiss) the item. After swiping, the next item appears on the
c© Springer International Publishing Switzerland 2016
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screen. Typically, tapping on the item will also lead the user to the individual
product page.

There is an emergent literature demonstrating that differences in haptic inter-
faces can impact user experience with respect to enjoyment and level of engage-
ment [17]. As a result, small differences in haptic navigation can potentially
impact task performance and behavioral attitudes towards the application. In
the case of mobile shopping apps where the user is required to identify a man-
ageable list of products that they like and may consider purchasing (from the
thousands of available items), we theorize that haptic navigation utilizing swip-
ing will foster greater cognitive absorption and playfulness than those relying on
scrolling.

Cognitive absorption and playfulness are two important constructs within
the IS literature that can impact task performance (the user’s ability to save
products that they like) and reuse intention. If the user experiences a greater
level of cognitive absorption, then there will be greater levels of engagement
and enjoyment while using the app. This will potentially lead to more accurate
assessments of the streamed products as well as a greater intention to reuse the
app. Although playfulness is associated with higher reuse intention, the influence
on task performance in many cases is less clear. Within the context of mobile
shopping apps, playfulness may reduce task performance, because the user may
spontaneously save products that they are not actually interested in. Saving
products that are not of sufficient interest can cause the user to forgo purchases
due to the phenomenon of choice overload. Therefore, understanding the influ-
ences of cognitive absorption and playfulness is critical for designing a successful
shopping app.

We designed an experiment to test the impact of haptic navigation on cog-
nitive absorption and playfulness and the resulting consequences on task per-
formance and reuse intention by manipulating the haptic interface of a shop-
ping application. The study suggests that the swiping interface is more playful
and facilitates greater cognitive absorption, compared to the scrolling interface.
Cognitive absorption is found to improve task performance and increase reuse
intention. Although we find some support that playfulness reduces task perfor-
mance and increases reuse intentions, the results are not statistically significant.
These findings are particularly relevant given the popularity of the dating app
Tinder, which has inspired a large number of high profile shopping apps to adopt
a swiping interface.

2 Theoretical Background

Cognitive absorption is a multi-dimensional construct describing “a state of deep
involvement with software” [1]. The five dimensions are temporal dissociation
(TD), focused immersion (FI), heightened enjoyment (HE), control (CON), and
curiosity (CUR). TD is a user’s failure to register the passage of time while
using the software. FI is a level of concentration where the user ignores anything
outside of the software. HE is the intrinsic interest and pleasure related to using
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the software. CON is the user’s perception of being in charge of the interaction
with the software. CUR is the arousal of sensory and cognitive interest from
the interaction with the software. Playfulness is a related construct to cognitive
absorption and represents the degree of cognitive spontaneity in interactions
with software [19].

Both cognitive absorption and playfulness are intrinsic motivations. Con-
sequently, both constructs are connected to the technology acceptance model
(TAM), which demonstrates that perceived ease of use (PEoU) and perceived
usefulness (PU) influence attitude and the behavioral intentions to use IT.
Agarwal and Karahanna [1] demonstrate that cognitive absorption positively
influences PEoU and PU, which in turn positively impact intention to use. Moon
and Kim [11] formally integrate playfulness into TAM and finds that playfulness
positively relates to PEoU and behavioral attitudes towards IT. The potential
antecedents to cognitive absorption and playfulness stem from the inter-related
literatures on flow and engagement and can be classified into cognitive aspects
(such as control, challenge, and involvement) and IT characteristics (such as
feedback, variety, and speed) [1,5].

Although the influence of both cognitive absorption and playfulness are often
seen as antecedents to factors that influence behavioral intentions and IT usage,
Burton-Jones and Straub [4] argue that in many cases these two-step processes
should be recast into a single richer measure of outcomes. To support this idea,
Burton-Jones and Straub empirically study the relationship between system
usage and task performance in cognitively engaging tasks and find that cog-
nitive absorption directly increases performance. While the impact of cognitive
absorption on task performance is typically positive, playfulness can have both
positive and negative impacts on performance [20].

3 Research Model and Hypothesis Development

This study examines two modes of haptic navigation, i.e., scrolling navigation
and swiping navigation. The effects of haptic navigation on individuals’ usage
experience are investigated in terms of cognitive absorption and playfulness. Fur-
thermore, we assess the effects of these two perceptions on individuals’ behavioral
responses, namely reuse intention and decision uncertainty. The research model
analyzed is presented in Fig. 1.

3.1 Effects of Haptic Navigation

Swiping is seen as an intuitive and more natural action (closely related to flip-
ping through a book or magazine) compared to scrolling, which was specifically
developed for mouse-based navigation on a computer screen [17]. The natural
mapping ability and intuitiveness of an interface positively influences the engage-
ment process and cognitive absorption [12], which implies that the haptic gesture
of swiping may lead to increased cognitive absorption.
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Fig. 1. Research model

Users are likely to experience heightened enjoyment when positively evaluat-
ing and subsequently saving a product compared to rejecting (swipe navigation)
or passing over (scroll navigation) a product. This implies that it is also impor-
tant to consider the differences between swiping and tapping. [7] examine the
impact of adding swiping to a tap-only mobile website on engagement and usage
intention. The analysis suggests that swiping leads to a greater sense of control,
enjoyment, user engagement, and increases re-use intentions. Furthermore, the
discussion proposes that swiping creates curiosity within the user because swip-
ing “resembles turning the pages of a book, which appears to promote explo-
ration of content” [7]. Thus, we postulate that users are likely to experience
greater enjoyment when saving items in a shopping app with the swipe gesture
rather than a two stage process based on scrolling and tapping.

In the swipe interface, users cannot revisit rejected items, making each deci-
sion final. Although users rarely scroll upwards, users are aware that they can
view previous items in the scrolling interface. This implies that products are
never completely dismissed from consideration. The knowledge of being able to
revisit items implies that items that the user was close to saving may remain in
memory. This creates a greater cognitive load, which can diminish the experience
of flow, and hence lessen cognitive absorption and playfulness [14,21]. The final-
ity of the swiping interface promotes greater engagement, while also potentially
creating greater satisfaction from making a decision.

The differences in haptic navigation can lead to varying levels of stimuli
created by the product images. In the swiping interface, the user is focused on
a single task of saving or rejecting the image on the screen by swiping right or
left. In the scrolling interface, user attention is divided between the dual tasks of
searching and evaluation, resulting in weaker stimuli from images. Since scrolling
is almost always unidirectional, the haptic motion of scrolling is more repetitive
and predictable. Conversely, the swiping motion is used to make decisions, which
implies that the directional movement is less predictable compared to scrolling,
and provides the user with a greater sense of haptic variety.

Predictability demands less attention from the user and stimulates less curios-
ity and interest [2]. The repetitiveness and predictability of scrolling enables
the user to disengage with the application. Scrolling may become habitual,
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resulting in a lack of engagement and mind-wandering, which impairs task-
relevant stimuli [15]. This suggests that products displayed in the swiping inter-
face will produce a stronger visual signal and have higher cognitive absorption
compared to the scrolling interface. In addition, the swiping interface is likely to
be more playful, since users perceive playfulness when they experience curiosity,
interest, and their attention is focused while interacting with software [11].

Consumer evaluation and choices are influenced by consumer imagery-based
responses [13]. Mental imagery and fantasies involving the ownership of the
product are stimulated by product images and influence consumer attitudes
towards the product [16]. Within the context of mobile shopping for clothing and
accessories, user imagery such as the fit of the item, events where the user can
wear the item, and how the item coordinates with the user’s existing wardrobe,
will likely influence the user’s evaluation of the product. Thus, the weaker stimuli
in the scrolling interface may impact the user’s level of creativity, imagination,
and fantasy, which are important elements of playfulness when using software.

Scrolling navigation epitomizes the traditional method of online shopping,
whereas swiping is a comparatively novel approach to shopping navigation and
evaluation. Interestingness, which is associated with the emotion dimension of
positive activation, can be triggered by novelty [8]. In addition, interactions
with novel features promote greater cognitive thought and engagement relative
to familiar features, where users may have transitioned from controlled infor-
mation processing towards automatic behavior [18]. Novelty in a product or
service can result in emotions such as delight, which contributes to the level of
playfulness [10].

Given the haptic nature of the gesture, lower cognitive load, the greater level
of engagement, visualization strength, and novelty associated with the swiping
navigation, we propose the following:

H1. Compared with scrolling navigation, swiping navigation will lead to a
higher level of cognitive absorption.
H2. Compared with scrolling navigation, swiping navigation will lead to a
higher level of playfulness.

3.2 Effects of Cognitive Absorption

Cognitive absorption implies that the user is immersed and experiencing enjoy-
ment while using the mobile device to find products. Consistent with the liter-
ature that has demonstrated behavioral intention to use software is positively
impacted by cognitive absorption, we posit that cognitive absorption will lead
to higher reuse intention of mobile shopping apps. Moreover, the engagement
from cognitive absorption implies that users will be more focused on evaluating
items, which will lead to greater performance in saving choice items. Thus, we
posit the following:

H3a. Stronger cognitive absorption will increase reuse intention.
H3b. Stronger cognitive absorption will increase task performance.



182 B.C.F. Choi et al.

3.3 Effects of Playfulness

There is strong evidence in the literature that playfulness also increases re-
use intention, and we expect that to hold in the context of mobile shopping
applications. A key element of playfulness is spontaneity. Within the context
of mobile shopping, spontaneity may lead users to positively evaluate items on
impulse and without deliberation of whether the user truly likes the item. As
a result, unlike cognitive absorption, playfulness may have a negative effect on
task performance. Therefore, we posit the following:

H4a. Stronger playfulness will increase reuse intention.
H4b. Stronger playfulness will decrease task performance.

4 Experimental Design

An experiment was conducted to test the proposed hypotheses. The two modes
of haptic navigation, namely scrolling navigation and swiping navigation, were
manipulated by presenting subjects with a scrolling (swiping) mobile app inter-
action interface.

We recruited 57 subjects from a large public university to participate in the
experiment. Subjects were randomly assigned to one of the two experimental
conditions in which they were presented with a mobile shopping app with a
scrolling (swiping) interface. To ensure adequate familiarity with the shopping
app, a simple demonstration session was first performed to familiarize subjects
with the shopping app. Afterwards they were instructed to spend 15 min to use
the app and “save” as many items as they liked.

At the end of the 15-min period, subjects were asked to complete a ques-
tionnaire assessing measurement items of the research variables (i.e., cognitive
absorption and playfulness). Subsequently, they were given the opportunity to
revisit the list of saved items to discard any merchandise from the list as they
deemed necessary. Subjects were then instructed to complete a final survey cap-
turing their behavioral intentions. Finally, subjects were debriefed and thanked.

5 Data Analysis

5.1 Subject Demographics and Measurement

Of the 57 subjects, 23 were female. The age of the subjects ranged from 18 to 25.
No significant differences were found among subjects with regards to age, gender,
online shopping frequency, and mobile app usage familiarity, indicating that the
subjects’ demographics were fairly homogeneous across different conditions.

The measurement items are presented in Table 5 (found in the Appen-
dix). The measurement scale proposed by Agarwal and Karahanna [1] was
adapted to measure cognitive absorption (Cronbach’s alpha = 0.91). Seven
items measuring playfulness were adapted from Webster and Martocchio [19]
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Table 1. Results of factor analysis.

1 2 3

Temporal Dissociation 0.98 0.2 -0.07

Focused Immersion 0.98 0.19 -0.08

Heightened Enjoyment 0.97 0.22 -0.08

Control 0.98 0.2 -0.07

Curiosity 0.98 0.2 -0.07

Playfulness 1 0.23 0.93 0.21

Playfulness 2 0.22 0.91 0.24

Playfulness 3 0.2 0.92 0.23

Playfulness 4 0.19 0.91 0.29

Playfulness 5 0.19 0.93 0.14

Playfulness 6 0.2 0.92 0.26

Playfulness 7 0.16 0.91 0.27

Reuse Intention 1 -0.13 0.33 0.93

Reuse Intention 2 -0.13 0.33 0.93

Reuse Intention 3 -0.13 0.35 0.93

(Cronbach’s alpha = 0.98). Three items measuring reuse intention were adapted
from Jarvenpaa [9] (Cronbach’s alpha = 0.95). Task performance was captured
by computing the ratio between the final number of saved items and the initial
number of saved items. A high (low) value denotes a small change in the number
of saved items and better (poor) task performance. Exploratory factor analysis
shows that, in general, items load well on their intended factors and lightly on
the other factor, indicating adequate construct validity (see Table 1).

5.2 Results on Cognitive Absorption and Playfulness

This study investigates two modes of haptic navigation mechanisms, namely
scrolling navigation and swiping navigation. First, to investigate the impact
of haptic navigation on cognitive absorption and playfulness, an independent
sample t-test was conducted. As shown in Table 2, the results indicate that the
difference in terms of cognitive absorption between the two modes of haptic

Table 2. Comparing cognitive absorption and playfulness across two navigation mech-
anisms.

Average Scrolling Navigation Swiping Navigation

Cognitive Absorption 4.09 3.1 4.92 t = 41.04***

Playfulness 4.18 2 6.01 t = 48.18***

Note: *** p< .001
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navigation mechanisms were significantly different (t = 41.04, ρ < .001). The
respective means suggest that compared to the scrolling navigation condition
(mean = 3.10), swiping navigation (mean = 4.92) led to significantly stronger
cognitive absorption. Therefore, H1 is supported.

Furthermore, results of the independent sample t-test revealed that the dif-
ference in terms of playfulness between the two modes of haptic navigation mech-
anisms were significantly different. (t = 48.18, ρ < .001). The respective means
suggest that compared to the scrolling navigation condition (mean = 2.00), swip-
ing navigation (mean = 6.01) led to significantly stronger cognitive absorption.
Therefore, H2 is supported.

5.3 Results on Reuse Intention and Task Performance

Linear regressions were performed to investigate the effects of cognitive absorp-
tion and playfulness on reuse intention and task performance respectively. To
control for the potential confounding effects, the regression analysis was per-
formed with the consideration of gender, age, online shopping frequency, mobile
app usage frequency, mobile app usage familiarity, scrolling familiarity, swip-
ing familiarity, perceived usefulness, and perceived ease of use as the control
variables.

As shown in Table 3, cognitive absorption had a significant positive effect on
reuse intention (β=1.4, ρ < .05). Hence, H3a is supported. However, contrary to
expectation, playfulness was found to have no significant effect on reuse intention
(β=0.29, ρ=.35), and hence H4a is not supported.

As shown in Table 4, cognitive absorption had a significant positive effect
(β=0.19, ρ < .01). The positive coefficient suggests that higher absorption
reduces the number of discarded items, indicating higher task performance.
Hence, H3b is supported. Contrary to expectation, playfulness is not found to

Table 3. Linear regression results for reuse intention.

Unstandardized Coefficients Standardized Coefficients t-stat Sig

B Std. Err β

Constant -5.54 5.27 -1.05 0.3

Cognitive Absorption 1.4 0.66 0.64 2.11 < .05

Playfulness 0.29 0.31 0.29 0.94 0.35

Age -0.12 0.07 -0.14 -1.83 0.07

Gender -0.45 0.28 0.11 -1.63 0.11

Mobile App Usage Frequency 0.22 0.26 0.1 0.84 0.4

Mobile App Usage Familiarity 0.17 0.24 0.05 0.7 0.49

Scrolling Familiarity 0.59 0.48 0.09 1.23 0.23

Swiping Familiarity -0.06 0.27 -0.02 -0.21 0.84

Online Shopping Frequency 0.11 0.09 0.09 1.24 0.22

Perceived Usefulness -0.17 0.36 -0.04 -0.47 0.64

Perceived Ease of Use 0.03 0.35 0.01 0.08 0.93

Note:

Dependent Variable: Reuse Intention

R Squared = .81 (Adjusted R Squared = .75)
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Table 4. Linear regression results for task performance.

Unstandardized Coefficients Standardized Coefficients t Sig

B Std. Err β

Constant 0.37 0.54 0.69 0.5

Cognitive Absorption 0.19 0.07 1.08 2.85 < .01

Playfulness -0.03 0.03 -0.36 -0.91 0.37

Age 0.01 0.01 0.12 1.33 0.19

Gender -0.03 0.03 -0.1 -1.13 0.26

Mobile App Usage Frequency -0.02 0.01 -0.22 -2.34 0.02

Mobile App Usage Familiarity -0.01 0.03 -0.02 -0.13 0.9

Scrolling Familiarity -0.06 0.05 -0.11 -1.15 0.26

Swiping Familiarity 0.01 0.03 0.04 0.38 0.71

Online Shopping Frequency -0.02 0.09 -0.23 -2.43 0.05

Perceived Usefulness -0.03 0.04 -0.08 -0.84 0.4

Perceived Ease of Use 0.01 0.04 0.04 0.37 0.71

Note:

Dependent Variable: Task Performance

R Squared = .82 (Adjusted R Squared = .60)

have a significant effect on task performance (β=-0.03, ρ =.37), and hence H4b
is not supported.

6 Discussion and Conclusion

6.1 Discussion of Results and Implications

As technology advances and user-interfaces offer greater interactivity, physical
interactions with the technology are becoming increasingly important aspects of
behavioral attitudes, intentions, and outcomes. User engagement is particularly
important for smartphone, since the devices are often used in conjunction with
other activities or in distracting environments [3,7]. Given the recent popular-
ity of utilizing swiping gestures in mobile shopping apps, we investigated the
impact of this interface on cognitive absorption and playfulness over traditional
interfaces using scroll based navigation.

Our results support the hypothesis that a swiping interface leads to greater
levels of cognitive absorption and playfulness compared to a scrolling interface.
Furthermore, we find support that cognitive absorption positively influences task
performance and reuse intentions, even when accounting for perceived ease of use
and usefulness of the technology. These results have important implications for
app design by providing empirical support for swiping as a more engaging and
playful method of navigation. Although our results pertain to shopping, they
may be applicable to other mobile apps involving navigation and sequential
evaluation.

Contrary to expectation, playfulness did not exhibit a significant impact
on task performance. The literature on playfulness has produced contradictory
results in terms of its impact on task performance. Thus, playfulness within
shopping applications may have both positive and negative aspects that influence
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performance, which resulted in an insignificant effect. Although the overall effect
of playfulness on performance was not significant, it was inversely related to
improvements in task performance. The insignificant effect of playfulness on
intention to reuse suggests that continued use of the app is based more on its
utilitarian value as a tool for shopping rather than the hedonic experience it
provides.

6.2 Limitations and Future Research

An important limitation of the study is that we only considered task perfor-
mance in one direction, i.e. users were able to review the merchandise that
they saved and decide which items to remove. A more complete measure of
task performance would be to allow the users to revisit a sample of non-saved
items to assess whether they rejected items that they were actually interested
in. Another important limitation of the results is the impact of time. The sub-
jects were instructed to use the app for a duration of 15 min. However, measures
of absorption and playfulness while using the app for shopping may depend on
time. Understanding the interaction between interface design and usage duration
is an interesting avenue for future research.

Appendix

Table 5. Measurement items.

Cognitive Absorption

(CA)

Adapted from Agarwal and Karahanna [1]

TD1 Time appears to go by very quickly when I am using the mobile

shopping app

TD2 I lose track of time when I am using the mobile shopping app

TD3 Time flies when I am using the mobile shopping app

TD4 I believe I have spent more time on the mobile shopping app than I had

intended

FI1 While using the mobile shopping app, I am able to block out most other

distractions

FI2 While using the mobile shopping app, I am absorbed in what I am doing

FI3 While using the mobile shopping app, I am immersed in the shopping

task I am performing

FI4 When using the mobile shopping app, my attention does not get diverted

very easily (R)

HE1 I have fun using the mobile shopping app

HE2 Using the mobile shopping app provides me with a lot of enjoyment

HE3 I enjoy using the mobile shopping app

HE4 Using the mobile shopping app bores me (R)

(continued)
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Table 5. (continued)

Cognitive Absorption

(CA)

Adapted from Agarwal and Karahanna [1]

CTL1 When using the mobile shopping app, I feel in control

CTL2 I feel that I have no control over my interaction with the app

CTL3 The mobile shopping app allows me to control my interaction with the

app

CUR1 Using the mobile shopping app excites my curiosity

CUR2 Interacting with the mobile shopping app makes me curious

CUR3 Using the mobile shopping app arouses my imagination

Playfulness (PLY) Adapted from Webster and Martocchio [19]

PLY1 When using the mobile shopping app I am Spontaneous

PLY2 When using the mobile shopping app I am Imaginative

PLY3 When using the mobile shopping app I am Flexible

PLY4 When using the mobile shopping app I am Creative

PLY5 When using the mobile shopping app I am Playful

PLY6 When using the mobile shopping app I am Original

PLY7 When using the mobile shopping app I am Inventive

Perceived Ease of Use

(PEoU)

Adapted from Davis [6]

PEoU1 Learning to operate the mobile shopping app is easy for me

PEoU2 I find it easy to get the mobile shopping app to do what I want it to do

PEoU3 It is easy for me to become skillful at using the mobile shopping app

PEoU4 I find the mobile shopping app easy to use

Perceived Usefulness

(PU)

Adapted from Davis [6]

PU1 Using the mobile shopping app enhances my effectiveness in shopping

PU2 I find the mobile shopping app useful in my shopping activities

PU3 Using the mobile shopping app improves my sense of fashion

Reuse Intention (RI) Adapted from Jarvenpaa et al. [9]

RI1 In the medium term, it’s likely that I will use the app again

RI2 In the long term, it’s likely that I will use the app again

RI3 All things considered, it’s likely that I will use the app again

Note:

All items are measured using 7-point Likert scale.

(R)indicates reversed items.
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Abstract. The social commerce has received considerable attentions in both
academia and practitioners in last decade. However, most of current studies
investigated such topic from consumers’ psychological impetus, but lack of the
objective evidence. In this work, we employed the clickstream data analysis to
depict online consumers’ cross-site browsing behaviors in the context of social
commerce. Four prominent clusters depicting distinctive consumers’ online
browsing behaviors are found. Additionally, the consumers’ online behaviors
characterized by the browsing patterns are also unveiled and discussed.
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1 Introduction

Social commerce, as an emerging business model that combines social network and
e-commerce [1], has received considerable attentions in recent years. Comparing with
the conventional e-commerce, social commerce facilitates buying and selling products
by using social interaction and user contributions on social media. Various topics
related to social commerce have been discussed in previous studies [2, 3]. Such
findings make us spontaneously raise the research question: How will consumers
behave in social commerce context?

To answer the question above, we collaborated with a leading marketing research
agency in Mainland China and attempted to apply the clickstream data to investigate
the consumers’ online behaviors in social commerce. In particular, the clickstream data
included the browsing histories (in the URL form) generated by 2000 randomly
selected consumers from December 2014 to January 2015. Besides the individual’s
online browsing trajectories (the URL records), the demographics of the focal 2000
consumers including gender, age, education and area were also collected. After a series
of sophisticated data analysis, several key findings are obtained. First, four groups were
highlighted from the cluster analysis after several attempts, which were named as width
browsing, depth browsing, goal-oriented browsing, and hedonic browsing. Second, a
series of regression models were employed to understand the consequence on purchase
commitment in each group. We first unveiled that higher likelihood of being guided
into e-commerce websites from social media in the depth browsing, goal-oriented
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browsing, and hedonic browsing clusters. Besides, we also unveiled that the
goal-oriented group had the highest propensity to the purchase commitment, which was
consistent with the findings in prior literatures [4].

For the remainder of this work, an introduction and a succinct literature reviews on
social commerce research are presented in Sect. 2. The research proposition and data
analysis are given in Sect. 3. We concluded the study in Sect. 4.

2 Social Commerce

The term “social commerce” was first created by Yahoo! on 2005 with the introduction
of Shoposphere and Pick Lists, i.e. the two social tools assisting consumers for online
shopping [5]. After that, social commerce evolved rapidly from traditional e-commerce
with the support of emerging technologies associated with Web 2.0. In line with Liang
and Turban [6], we considered social commerce as an environment in which social
interaction and user-generated content assist the acquisition of products and services.

The social commerce was composed of two fundamental elements, i.e. social media
and commercial activities [6]. From Social perspective, consumers in social commerce
can interact with others in shopping activities. For example, they can search product
information and share with friends, or aggregate products and make collaborative
decision [7]. These social features such as wish lists, chat rooms, tagging, ranking tools
and blogs carry unique and interesting capabilities for online shopping [8]. Curty and
Zhang [9] analyzed 42 social features found in the top 5 e-commerce websites and
categorized them into 4 groups, all of them are found to have the goal of promoting
social interactions and exchanges among consumers thus improving their shopping
experience. From Commercial perspective, social commerce websites are expected to
have ecommerce functions to help consumers accomplishing shopping activities after
selecting products. However, for current social commerce websites, few of them
provide consumers with tools such as shopping cart, payment zone and confirmation to
finish the whole shopping process. Others provide users with product descriptions,
price comparison and the link to a third party to accomplish the rest shopping trans-
action [10].

In the past decade, social commerce has been studied from different angles with
diverse methods. Some academic studies were found to investigate the design features
and their impacts on perceived usefulness and enjoyment of consumers [8]. Some
marketing scholars observed the factors like loyalty [11], social influence [12] and
network ties [13] and examined their influence on marketing strategy. For examples,
Curty and Zhang [10] studied the framework of social commerce and categorized social
commerce websites into two groups: direct sales and referrals. Direct sales refer to
websites that contains a full-transaction platform such as Amazon, while referrals
provide users with an external site to complete their transactions, which refer to a social
commerce process.

Differing from prior studies employing the self-reported data for studying social
commerce, we collaborated with a leading marketing agency in China for collecting the
clickstream data from 2,000 real users. After a series of sophisticated data analysis,
several key findings are obtained. The details of the analysis are given below.
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3 Proposition and Data Analysis

3.1 Data Description

With the help with a leading marketing research agency in Mainland China, we ran-
domly collected the clickstream data (browsing histories in the URL form) generated
by 2000 consumers, including 1120 males and 880 females, which is consistent with
the gender ratio in CNNIC’s report of China’s netizens [14], from December 2014 to
January 2015. For these clickstream data, we firstly removed the extreme observations
such as the top one percentage of users who viewed the most pages and we finally got
7,560,000 records.

Afterwards, the cleaned dataset was aggregated into sessions. The session denotes a
sequential series of queries submitted by a user when he/she is seeking for certain
information during a period of time [15], which was mainly employed to study online
consumer behaviors in prior literatures [16]. In this study, we set 30 min as the interval
threshold of the visiting times in order to segment the clickstream data (the URL form)
into the respective sessions of each user. Finally, 240,000 sessions were obtained. Next,
two actions were made to enable these sessions to characterize the social commerce.
First, only the sessions containing the browsing histories of both e-commerce websites
and social network websites were kept. Second, we removed the sessions in which
e-commerce sites were viewed prior to visiting social media websites. The description
and descriptive analysis1 of the variables (with 13412 observations) of each session are
given in Table 1.

Table 1. Description of key variables in sessions

Variable Mean Min Max Description

TOTAL_PAGES −2.46e-17 −1.012 10.587 Total number of
pages viewed
in each
session

TOTAL_AVG_DURATION 8.82e-15 −1.052 22.062 Average time
spent per page

EC_PAGES 1.06e-17 −0.004 0.007 % of pages that
were
e-ecommerce
pages

EC_AVG_DURATION 4.95e-15 −0.379 45.712 Average time
spent per
e-commerce
page

(Continued)

1 The standard deviation is not listed due to the same value after standardizing the variables.
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3.2 Cluster Analysis

After cleaning and preprocessing the raw session data, we applied cluster analysis with
K-means algorithm to segment consumers’ trajectories in social commerce context.
K-means algorithm aims to segment the observations into k clusters in which each
observation belongs to the cluster with the nearest mean [17], i.e. the center of the
cluster, and the center serves as the average level of the cluster.

Table 1. (Continued)

Variable Mean Min Max Description

EC_DIFFSITE 1.21e-17 −0.894 9.617 Number of
unique
e-commerce
sites in this
session

C_SEARCHPAGE 3.06e-15 −0.461 10.122 % of pages that
were
e-ecommerce
search pages

EC_PRODUCTPAGE 3.12e-15 −0.723 6.948 % of pages that
were
e-ecommerce
product pages

EC_CHANNELPAGE −5.97e-16 −0.343 17.062 % of pages that
were
e-ecommerce
channel pages

EC_ACTIVITYPAGE −5.46e-16 −0.247 21.885 % of pages that
were
e-ecommerce
activity pages

EC_CARTPAGE −8.28e-16 −0.287 16.464 % of pages that
were
e-ecommerce
cart pages

SNS_PAGES 1.17e-17 −0.444 29.317 % of pages that
were social
media pages

SNS_AVG_DURATION 3.03e-15 −0.422 35.170 Average time
spent per
social media
page

SNS_DIFFSITE −1.08e-16 −.5134445 10.20456 Number of
unique social
media sites in
this session
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Notably, in K-means clustering process, we did not know the exact number of
clusters beforehand, so we tried each time with different number of groups with the use
of “distance”, denoting the sum of distance between each point and its center, to
measure the satisfaction of the result. The “distance” decreased when the number of
groups increased because the points were closer to their center. However, less distance
means more clusters but too many clusters cannot reflect the real pattern in consumer
behavior. In this way, we consider both the number of cluster and their distance and
finally got a solution with 5 clusters, the centers of dimensions in each cluster were
presented in Table 2.

Cluster 1 consists of the sessions containing massive viewed pages with great
variety, with a cluster average of 216.943 pages viewed (TOTAL_PAGES) and 4.144
unique e-commerce websites (or 2.350 unique social media websites). The consumers
in this cluster are found to spend little time on each page (36.030 TOTAL_
AVG_DURATION), which depicted a width-browsing pattern.

In Cluster 2, consumers were found to spend a significant amount of time on
viewing each page with high level of TOTAL_AVG_DURATION, EC_AVG_
DURATION and SNS_AVG_DURATION, which depicted a deep involvement of
users. Furthermore, the number of unique websites consumers viewed (low
EC_DIFFSITE and SNS_DIFFSITE value) indicates that users in this cluster visited
websites with specific destinations like men’s online stores or baby products websites
to obtain target information. Thus, Cluster 2 was named as “Depth Browsing”.

Table 2. Description of distinguished clusters

Cluster Width
browsing
(Cluster 1)

Depth
browsing
(Cluster 2)

Goal-oriented
browsing
(Cluster 3)

Hedonic
browsing
(Cluster 4)

Shallow

N 2025 244 2151 1028 7962
TOTAL_PAGES 216.943 28.450 89.635 70.743 65.722
TOTAL_AVG_DURATION 36.030 234.144 48.850 37.500 47.610
EC_PAGES 0.322 0.322 0.323 0.322 0.322
EC_AVG_DURATION 31.322 394.010 44.710 28.084 38.340
EC_DIFFSITE 4.144 1.401 2.604 3.141 1.914
EC_SEARCHPAGE 0.021 0.016 0.123 0.010 0.011
EC_PRODUCTPAGE 0.062 0.058 0.230 0.055 0.035
EC_CHANNELPAGE 0.005 0.002 0.004 0.064 0.002
EC_ACTIVITYPAGE 0.004 0.003 0.004 0.024 0.002
EC_CARTPAGE 0.003 0.001 0.022 0.003 0.002
SNS_PAGES 24.850 3.662 4.770 3.823 5.477
SNS_AVG_DURATION 48.580 536.287 62.960 42.888 60.264
SNS_DIFFSITE 2.350 1.106 1.183 1.188 1.225
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The sessions in Cluster 3 are distinctive in the large amount of searching pages
(EC_SEARCHPAGE = 0.123), product pages (EC_PRODUCTPAGE = 0.230) and
cart pages (EC_CARTPAGE = 0.022), exhibiting a focused goal-driven behavior. In
this cluster, consumers were found to purposively retrieve the information for subse-
quently purchase. Thus, Cluster 3 was named as “Goal-oriented Browsing”.

Cluster 4 was denoted as hedonic browsing, in which high ratio of activity pages
and channel pages with relatively low duration of visiting time were found. An
alternative explanation of such patterns depicted in this group is that the consumers
were driven by the stimulus like the activities listed on the homepage, the products
recommended by system or the advertisements encountered during the visits.

Moreover, the fifth cluster contained sessions that had few pages and less visiting
time, and these sessions are named “Shallow” to represent a type of visitors who may
visit the site just to see what the site is. This kind of behavior is common in web
environment because the Internet inflows users who are exploring different and new
features of websites [18].

3.3 Investigation of Post-hoc Behaviors

To investigate the Post-hoc behaviors in each cluster, two additional analyses were
made. We first investigate whether the browsing behaviors in the different clusters will
lead to different extent of subsequent click-out, denoting clicking a link to e-commerce
website after visiting a social media site. Next, we delve into how the probability of
purchase commitment in different clustered groups.

For investigating the click-out, a logistic regression model was employed. In par-
ticular, a binary dependent variable was set to denote the action of whether the
click-out was made (INTRODUCE = 1) or not (INTRODUCE = 0). In the regression
model, the predictor is the categorical variable of each cluster, and the click-out is the
dependent variable. In addition, the demographics of the focal 2000 consumers
including gender, age, education and area were also collected and included. The
descriptive statistics of such control variables are given in Table 3 below.

Table 4 showed the results of the logistic regression with the reference group of “Width
Browsing”. A significant likelihood ratio test (Log likelihood = −7839.347) was
yielded from the model, which implies that our model fits better than an empty model
as a whole. According to the coefficient, cluster 2, 3 and 4 performed better than

Table 3. Description of demographic variables

Variable Observations Mean Std. Dev. Min Max

INTRODUCE 13412 0.323 0.468 0 1
GENDER 13412 0.407 0.491 0 1
AGE 13412 32.788 8.232 5 73
AREA 13412 2.795 1.724 1 7
EDUCATION 13412 3.536 1.108 0 5
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cluster 1 in clicking-out to e-commerce websites (coefficient > 0) and the results were
statistically significant at 0.05 and 0.001 level. Therefore, we can conclude that the
online consumers behaving the browsing patters in the groups of depth browsing,
goal-oriented browsing and hedonic browsing have higher probability to be redirected
to e-commerce website.

Following the result, we also tested the difference among cluster 2, 3 and 4 in
clicking-out performance. In this regard, we attempt to unveil how these three clusters
differentiate in the purchase commitment. Similarly, a binary variable PURCHASE is
set to present whether consumers commit purchase (PURCHASE = 1) or not (PUR-
CHASE = 0), then the logistic regression was adopted and the result was showed in
Table 5 below.

According to the results presented in Table 5, we could conclude that consumers
behaving goal-oriented browsing patterns (Cluster 3) showed higher purchase com-
mitment than those who behaved in depth browsing (Cluster 2) and hedonic browsing
(Cluster 4). Such finding is consistent with the prior literatures in e-commerce research
[4, 18].

Table 4. Results of Click-out behaviors

Independent variables Coefficient Z p-value

Depth browsing (Cluster 2) 0.309 2.200 0.028*

Goal-oriented browsing (Cluster 3) 0.576 4.510 0.000***

Hedonic
Browsing (Cluster 4)

0.361 8.901 0.000***

GENDER 0.309 8.080 0.000***

AGE −0.126 −5.300 0.000***

AREA −0.045 −4.061 0.000***

EDUCATION 0.420 2.450 0.014*

N = 13412, Log likelihood = −7839.347, *p < 0.05;** p < 0.01;
***p < 0.001

Table 5. Results of purchase commitment

Independent variables Coefficient Z p-value

Depth browsing (Cluster 2) −1.832 −5.310 0.000***
Hedonic
Browsing (Cluster 4)

−1.231 −8.790 0.000***

GENDER −0.295 −2.860 0.004**
AGE −0.001 0.250 0.840
AREA 0.079 2.670 0.007**
EDUCATION 0.070 1.520 0.127

N = 13412, Log likelihood = −7839.347, *p < 0.05;
** p < 0.01;***p < 0.001

How Do Consumers Behave in Social Commerce? 195



4 Conclusion

Although the social commerce has been aroused plenty of attentions in the past decade,
the multifaceted research on social commerce is still limited. In this work, we employed
the clickstream data analysis to depict online consumers’ cross-site browsing behaviors
in the context of social commerce. In particular, we first applied the cluster analysis
with K-means algorithm to segment consumers’ behaviors and obtained 4 clusters, i.e.
width browsing, depth browsing, goal-oriented browsing, and hedonic browsing.
Second, we unveiled how various browsing behaviors depicted in each cluster influ-
ence consumers’ post-hoc behaviors, i.e. visiting e-commerce site and making the
purchase commitment. This study affords several key contributions to both theoretical
and practical implications. For researchers, our study provides a better explanation of
variation in consumers’ behaviors in social commerce context. For practitioners, the
segmentation in our findings conduces to a more accurate personalized recommenda-
tion, which is expected to bring a higher conversion rate.
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Semantic Support for Visual Data Analyses
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Abstract. While the value of visualizations for understanding and
exploring knowledge is considered high in diverse fields of application,
the efforts for creating effective and efficient data visualizations often
outweigh the capacities of individuals and organizations to create their
own data visualizations from scratch. Hence, software tool support is
demanded to allow users who are not experts in creating visualizations
to have access to these visual means of expression as well.

The question whether a data visualization is “good” in the sense of
whether it can fulfill the information needs of involved stakeholders, how-
ever, highly relies on an understanding of the way domain stakeholders
view the available information and ask questions about it. This semantic
aspect of data visualization is not explicated by existing approaches for
data visualization development. The following article proposes a method-
ical approach which explicates knowledge about the meaning of data
in the form of conceptual models, and interweaves the creation process
of visualizations with an analysis of the information needs of involved
domain stakeholders. An exemplary application of the method in the
e-commerce domain is included.

1 Methodical Support for the Creation of Data
Visualizations

The use of data visualizations in information systems increasingly attracts inter-
est in science and practice [6,11,15]. Especially in the area of electronic commerce
(EC), which inherently combines business scenarios with underlying automation
facilities [17,19,20], rich sets of data are generated during every-day operation.
They cover a broad range of semantics, are available at large volumes, and reach
a comparably high data quality due to the high degree of automation in their
creation. In order to retrieve knowledge from such amounts of data, visual analy-
ses tools are regarded as efficient means for humans to aggregate, combine, and
navigate data interactively [8,18].

The human mind generally performs multiple cognitive actions in parallel, on
diverse levels of detail and granularity. Presenting data visually, and preparing
the visualization in a way that relevant relationships and facts become per-
ceivable as simultaneous elements of a rich information environment [9], is one
next consequent step in increasing the quality of existing EC systems. It is thus
c© Springer International Publishing Switzerland 2016
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desirable to support involved groups of user, e.g., analysts, managers, and data
scientists, with methodical support to perform these analyses efficiently in terms
of invested efforts for creating visual representations, and effectively with respect
to the goal of understanding and / or discovering business relevant knowledge
in the data.

The examination presented in this paper proposes a method for suggesting
data visualizations based on the domain-specific information needs of stakehold-
ers specifically in EC analysis settings. To achieve this, semantics of the specific
domain of electronic commerce is incorporated with the help of enterprise models
[12,16].

2 Related Work

A few approaches have been proposed that offer basic support to generate visual
representations from business data [5,10], and diverse software products offer
visualization wizards which allow for automatic visualization generation [1–4].

These approaches make use of syntactic features of the available data, and
typically propose a set of possible visual representations and navigation options
that can validly be constructed from the syntactic features. The drawback of
such approaches is that depending on the complexity of the underlying data,
there may be many syntactically possible forms of visualizations and naviga-
tion options, which from a semantic point of view make no sense or are even
counter-productive to be offered in an analysis environment. This is because the
visualization mechanisms are agnostic towards domain-specific semantics asso-
ciated with the available data.

It would instead be desirable that the creation of visualizations for data
analysis could exploit knowledge about the semantic domain from which the
data originates, so it would be better able to propose which combinations of
data to visualize, and which visual expression means are best suitable to fulfill
information needs relevant to the given domain.

A central deficiency of visualization methods that follow state-of-the-art
approaches, is that they typically offer direct mappings from available data to
visual means of expression only [15]. The major software products for data visu-
alization [1–4] seem to compete in providing growingly complex mapping types
and extensive libraries of presets and templates, but the fundamental problem
remains that for each visualization type to be created, the mappings have to
be decided ad-hoc over and over again. Means for expressing design decisions
about why mappings have been chosen, are not systematically integrated into
the applied visualization method. As a consequence, it is typically not possible
to reuse design rationales, since they are not recorded nor reproducable in a
systematic way.

3 A Method for Visual Data Analyses with Semantic
Support in Electronic Commerce Settings

Using information systems in electronic commerce is a special case of using infor-
mation systems in general, with the EC domain determining a special contextual
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realm. This domain comprises of specific stakeholders (e.g. seller, buyer), objects
(e.g. product, catalog, sale, invoice), and processes (e.g. order, delivery, return).
Especially with regard to the processes and structures behind EC interactions,
specific information needs of the involved stakeholders can be identified for this
domain, which make it possible to perform an in-depth analysis of requirements
towards the analysis demands in EC that wouldn’t be possible to perform on a
general domain-independent level of reflection.

It is central to the suggested approach, that instead of mapping available data
directly onto input variables for visualizations, it gets associated with concep-
tual models that describe selected EC scenarios and corresponding information
needs. The conceptual models in turn are associated with visualizations that are
suitable for fulfilling these information needs. Conceptual models that describe
business-scenarios in such a domain-specific way are called enterprise models
[12]. The involvement of enterprise models shifts the expressiveness of the sug-
gested approach onto a level of economic meaning of data, rather than operating
on a purely syntactic level of matching combinations of available values to input
types of visualizations.

For the end-user, the application of the approach follows this procedure:
Available data sources of EC systems are described using a standard data model,
as it can be exported, e.g., by a relational database management system. With
this model as input, a configuration wizard can iterate over all elements of the
previously developed conceptual enterprise models and ask the user, which ele-
ments of the input data should serve as instances of the domain-specific types
described in the conceptual models. Interactively, the user associates the avail-
able data with elements of the conceptual models, thus defines their domain-
specific semantics.

3.1 Requirements Towards an Approach for Domain-Specific Data
Visualization

This section shortly discusses 5 main requirements towards an improved method-
ical approach for visualization specifications in e-commerce.

Req. 1: Explicate the meaning of data as part of the method. As argued,
assuming a purely syntactic relationship between data and possible visualizations
thereof does not offer a distinctive enough basis for making automatic sugges-
tions for visualizations types. The larger the number of input variables, and the
more complex the relationship structures among data sources get, the less effective
automatic suggestions can be made which fulfill information needs of domain stake-
holders. As a consequence, a higher degree of expertise and experience is required
for choosing meaningful visualizations among automatically provided suggestions,
which in turn limits the amount of users who can create visualizations on their
own, and the range of applications where visualizations can be used in an econom-
ically reasonable way.
A method for creating data visualizations should thus incorporate means for expli-
cating domain-specific semantics, i.e., describe the meaning of data with the help
of conceptual models, as a basis for more focused automatic means for suggesting
meaningful visualizations.
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Req. 2: Support identification of information needs. To identify information
needs of involved stakeholders, an understanding of the domain from which data
to be visualized originates is required, both independent from any actually available
data, as well as from possible visualization options.
The use of conceptual models, e.g., enterprise models for business related domains,
allows to point out relevant objects of interest for visual analyses as elements of
conceptual models, which themselves can have a visual notation which connects to
visual metaphors known in the modeled domain. This way, as an initial part of the
method, domain experts can consciously negotiate on which information elements
to put in focus of an analysis.

Req. 3: Justify meaningful visual means of expression. It is a consequent next
step after having identified the stakeholders’ information needs, to choose visual
means of expression that can fulfill these needs effectively and in a cognitive efficient
way. This requires a high level of design expertise, and is thus a task that should
be performed by specially trained experts as part of the preparation phase of the
method. It is possible to shift this into the preparation phase, because specific
domain knowledge is already available at this point, and the method allows to
explicate the meaning of data constructs (see Req. 1).

Req. 4: Enable reuse of domain-specific visualization types. The responsibility
for justifying choices of visualization types should lie in the initial preparation
phase of the method, where domain experts and visualization designers consciously
reflect on the use of visualization types for the purpose of fulfilling information
needs.
A visualization method should thus support the specification of visualization types
in relation to semantic domain concepts in the preparation phase, and later allow
to reuse these specifications by an end-user in concrete application contexts.

Req. 5: Provide automatic guidance in creating visualizations. Finally, the
target requirement is the demand for efficient and effective automatic guidance
in creating visualization that answer stakeholders’ information needs and allow
to explore existing data from the relevant perspectives of domain experts. The
fulfillment of this requirement is achieved when all previous ones are fulfilled; in
this sense, this last requirement subsumes the previous ones and represents the
overall goal to develop an effective and efficient visualization method based on
semantic characteristics of a domain.

3.2 Method Architecture

The method elaborated in the following suggests the use of enterprise mod-
els as a semantic intermediate layer when defining connections between data
and meaningful visualizations. This way, enterprise models take in the role of
a semantic repository, which allows to systematically express how meaning of
data is reflected through visual representation means in the range of a given
domain. The building blocks of this methodological architecture, in contrast to
direct mapping approaches, are depicted in Fig. 1.

3.3 Procedural Steps and Involved Roles

The method consists of 5 steps, which are shown in List 1 for an overview, and are
described in depth in the following sub-sections. The procedure is divided into an
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(a)

(b)

Fig. 1. Overview on the (a) traditional direct mapping architecture for visualizations,
compared to the (b) approach suggested in this paper

initial sequence of steps which are performed once to configure the method for a
specific domain. This is done by expert method engineers, together with domain
experts from the domain in focus and visualization designers. When applying
the configured method, a role change can take place, which allows any involved
domain stakeholder to define concrete visualizations for particular instances of
the domain, based on re-usable definition previously defined in the configuration
steps. The different responsibilities throughout the process and a possible point
for division of labor is symbolized by a horizontal line between steps 3 and 4.

Step 1: Explicate relevant semantic concepts of the examined domain
Step 2: Derive domain-specific information needs from the modeled scenarios
Step 3: Design visual expression means to fulfill the identified information

needs in an effective and efficient way

Step 4: Associate available data from operative systems based on the seman-
tic models

Step 5: Select visualization types and navigate data to achieve concrete data
visualizations

List 1: Steps of the suggested method

This general conceptualization of a semantics-based visualization method is
applied to the e-commerce domain in the following section.

4 Application to the E-Commerce Domain

To further describe a concrete application scenario of the method, this section
puts its focus on exemplifying the adaptation phase of the method to the e-
commerce domain, which is performed in the methodical steps 1 to 3 (Sect. 3.3).
This is done by first introducing fundamental concepts of the e-commerce domain
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with models of a prototypical e-commerce setting (step 1), then deriving domain-
specific information needs from the modeled setting (step 2), and finally design-
ing justified effective and efficient visualizations (step 3). The end-user applica-
tion steps 4 and 5 complete the method description.

4.1 Step 1: Model Typical Business Scenarios of the Examined
Domain

The method preparation starts by capturing domain-specific processes and struc-
tures with multiple interconnected enterprise models [12,16]. As an example, the
core business process model of a general e-commerce shop is shown in Fig. 2. The
business process starts with a customer placing an order via the internet, which
is shown on the left-hand-side of the business process model. Subsequent tasks
for processing the order are shown in left-to-right order, with black lines between
them indicating the control flow of the process. The model also contains refer-
ences to involved actors, as well as to resources of diverse kinds [13].

Fig. 2. Excerpt of the business process model of an online order process

Figure 3 shows an exemplary model of the organizational structure of actors
and a model of resources.

These domain-specific models carry a high degree of semantics in their con-
ceptual elements. Unlike with models in general purpose modeling languages,
which intentionally provide highly general concepts such as Object or Relation-
ship, each single model element in domain-specific models can be interpreted
deeply on the basis of domain knowledge about it. This is, e.g., the case with
the modeled concept of a customer actor, and resources such as products and
product-lists. With the domain-specific knowledge attached to these concepts,
and their contextual settings explicated in the conceptual models, specific infor-
mation needs and justified domain-specific analytical questions towards the avail-
able data can be formulated in the following step.

4.2 Step 2: Derive Domain-Specific Information Needs from the
Modeled Scenarios

Because the domain of the analysis setting is described on an abstract level
by domain-specific models, classes of analysis questions can now be identified
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(a) (b)

Fig. 3. Organization model (a) and resources model (b) according to the example
process

which characterize information needs of the involved stakeholders. In e-commerce
settings, it can generally be spoken of products that are offered through an
automatic catalog mechanism to customers, with whom sales are performed,
and sometimes returns of products occur. This conceptualization captures the
domain of an e-commerce business on a general level, which makes it applicable to
almost any concrete instance of actual e-commerce enterprises. However, despite
its wide generality, the conceptualization still provides a rich body of semantics
about the given domain for which meaningful visualizations are to be developed.

This degree of semantics can now be harnessed to anticipate general analyti-
cal questions towards the development and status of an e-commerce business. It
becomes possible to explicate the information needs of involved stakeholders in
the domain on the general level of questions that are induced by the semantic
specifics of the domain.

In case of the e-commerce domain, the semantically rich basic concepts prod-
ucts, catalog, customers, sales, and returns can be brought in relation prior to
creating any visualization by formulating domain-related analytical questions.
These can operate with the specific semantics of the basic concepts, e.g., the
assumptions that relationships between customers and products they buy are of
specific interest for some stakeholders, and that both products and customers
can be categorized to customer-groups and products-groups. This allows to for-
mulate detailed, yet re-usable, analytical questions towards the status and devel-
opment of an e-commerce business. The validity of these questions can be evalu-
ated through professional discourse among domain experts without the need for
expertise in information visualization.

An initial set of questions for the e-commerce domain is suggested in
List 2, which take in the perspective of owning and operating stakeholders of
e-commerce businesses. Naturally, this list is not finite and can be extended
whenever additional information needs are identified by domain experts.

– Are there any products, which are particularly attractive / unattractive for
specific customers or customer groups?

– How have sales or returns of particular products and / or product groups
developed over a given period of time?



Semantic Support for Visual Data Analyses in Electronic Commerce Settings 205

– How frequent and at which volumes do selected customers and / or customer
groups place orders?

– Are there products and product groups which cause unexpected amounts of
product returns?

– Are there periods of time in which particular customers or customer groups
show different order / return behavior than usual?

– How is the relationship between views of products in the product catalog
compared to actual sales of these products?

– . . .

List 2: Analytical questions derived from the domain models

The analytical questions derived on an abstract level can now be examined
by experts for visual information representation, and default visualization types
can be developed specific for the information needs in the examined domain.
This is done in the following step for a sub-set of the above listed analytical
questions.

4.3 Step 3: Design Visual Expression Means to Fulfill the Identified
Information Needs

Based on the previously elaborated analytical questions, classes of meaningful
visualizations are now suggested which serve the purpose to give cognitive effi-
cient and effective insight into answers on analytical questions. It cannot be the
aim of this paper to summarize the body of knowledge in the entire discipline of
information and data visualization. Therefore, the actual process of deciding in
detail which visual means of expression are suited best to serve the identified ana-
lytical purposes, relies on the expertise of visualization designers and literature
from the data and information visualization domain, e.g. [6,7,11,18]. Examples
of principles and best practices applied during this step are, e.g., that relations
among values can be expressed well by projecting them onto a 2D plane (e.g.
using scatter-plots of values), or that quantitative values are best represented by
one-dimensional visual constructs. Based on these principles, for each previously
identified analytical question (Sect. 4.2) one or more visualization types are now
to be designed.

Visualization types for two of the identified analytical questions are sketched
in Fig. 4 to demonstrate the applicability of the method. Figure 4 (a) depicts
a scatter-plot diagram, which is suitable to provide insight into relationships
between customers, products and sales figures, either for individual instances
of the customer and product concepts, or for categorized groups formed out of
individuals. This visualization type thus is suitable to fulfill information needs
imposed by the analytical question “Are there any products, which are par-
ticularly attractive / unattractive for specific customer groups?” (Sect. 4.2). It
provides a rich set of navigation options by selecting the entities to display, which
makes it a powerful visual tool both for data explanation, as well as for explo-
ration. Terms written in angle brackets “<” and “>” indicate placeholders for
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Fig. 4. Two example visualization types derived from analysed information needs

concepts from the domain model, which will need to be associated to concrete
data sources, before a concrete visualization will be available.

Figure 4 (b) shows the sketch of a timeline diagram, which displays the devel-
opment of sales versus returns in a configurable range of time, filtered by prod-
ucts, or their respective categories. This type of visualization is suitable to answer
analytical questions such as “How have sales or returns of particular products
and / or product groups developed over a given period of time?” (Sect. 4.2).

The actual values to render in instances of these diagram types are not known
at this stage of visualization design yet. It will be up to the end-user to determine
appropriate data sources which match the semantics of the modeled domain
concepts (see the following Sect. 4.5). To give an impression of the utility of the
visualization types, the sketches in Fig. 4 are displayed with example values that
represent possible appearances of the visualizations.

4.4 Step 4: Associate Available Data from Operative Systems
Based on the Semantic Models

At this point in applying the method, the user role potentially changes to be
fulfilled by any domain expert and involved stakeholder with domain-specific
information needs. This means, no specific competencies in designing visualiza-
tions, especially in justifying effectiveness and efficiency of data visualizations,
is required for this and the next task. Expert knowledge can be reused that has
been explicated in the earlier adaptation steps of the method.

In order to define actual data sources of e-commerce systems as sources for
domain-specific data visualization, the user now associates data elements to con-
cepts specified in the domain models. This can, e.g., be carried out by provid-
ing a mapping between domain model concepts to results of queries or views
on a relational database. In such a setting, each row in a query result table
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represents an instance of the associated domain model concept, table columns
can subsequently be mapped onto attributes of the respective concepts.

Figure 5 exemplifies the integration of SQL query definitions to map between
data sources and conceptual models elements into the graphical user interface
(GUI) of the MEMOCenterNG enterprise modeling tool [14]. The process
of associating database queries can be supported by a semi-automatic wizard,
which iterates through all available conceptual model elements and guides the
user to fill in the appropriate settings.

Fig. 5. Integration of SQL query definitions into MEMOCenterNG

As a difference to existing approaches, it is important to note that at this
point the user does not have to think in terms of axes, intercepts, coordinates,
colors, or any visual property of the visualizations to be created, as it is the case
with existing approaches. Instead, data is mapped to concepts of the analysis
domain, which have previously been adapted to justified visualization types.
Via this intermediate semantic layer, the method increases effectiveness and
efficiency of the proposed visualizations and becomes reusable for multiple cases
of concrete applications.

4.5 Step 5: Select Visualization Types and Navigate Data
to Achieve Concrete Data Visualizations

With a growing number of specified associations between data and conceptual
models, gradually more analysis scenarios become accessible. A selection wizard
can dynamically display the list of visualization types that are possible to be ren-
dered on the basis of the currently available associations between data sources
and model concepts. Interactivity features, such as navigation options and
aggregation possibilities, can be derived from the semantic information about
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temporal, spatial, and categorial relationships specified in the conceptual enter-
prise models.

The result are data visualizations for concrete analysis scenarios specified by
the end-user, derived from visualization types with underlying justified design
decisions, that ensure effective and efficient analyses in the specified domain.

5 Conclusion

With the results achieved, a software-implementable method is described which
provides advanced tooling support for interactive visual data analyses for elec-
tronic commerce (EC), based on business semantics described with enterprise
models. This allows to efficiently perform visual analyses of data in EC settings,
and effectively gain business-relevant knowledge for this particular domain.

The requirements stated in Sect. 3.1 can be regarded as fulfilled by the pro-
posed approach. Req. 1: Explicate the meaning of data as part of the method
is fulfilled by using conceptual models as underlying explication of relevant
domain concepts (Sect. 4.1). As argued, Req. 2: Support identification of infor-
mation needs is subsequently fulfilled by incorporating a reflective analysis of
stakeholders’ views on the domain into the sequence of domain adaptation steps
(Sect. 4.2). Shifting the responsibility for developing justified visualization types
into the method’s domain adaptation phase (Sect. 4.3), serves to achieve the
purposes of Req. 3: Justify meaningful visual means of expression. The proposed
interfacing description mechanism based on semantic concepts rather than only
syntactic data characteristics (Sect. 4.4) makes the result of the adaptation phase
applicable for later concretizations in practical settings as demanded by Req. 4:
Enable reuse of domain-specific visualization types. By fulfilling these four key
requirements, the subsuming Req. 5: Provide automatic guidance in creating visu-
alizations gets fulfilled in total as well.

Future work will consist of elaborating a richer set of analytical visualization
types and performing user studies based on prototypical tooling.
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Abstract. At Alibaba.com, the product, design and engineering teams are
located in China, while a large proportion of the site’s users are in the United
States. It was not easy for these stakeholders to interact with the US users for
research due to geographical and language barrier. Consequently, the stake‐
holders initially did not have a reliable way to understand the users’ needs. This
paper will discuss the methods and approach utilized by the author, who is a user
experience researcher based in an Alibaba.com satellite office, to help bridge the
gap between the stakeholders and the users.

Keywords: Influencing stakeholders · Focus group · Contextual inquiry ·
Customer journey map · Distributed teams · User experience research · Qualitative
research

1 Introduction

Alibaba.com is the world’s largest online business to business (B2B) trading platform,
allowing global suppliers to wholesale their products to buyers all over the world. The
Alibaba.com office is headquartered in China, where almost everyone involved in
creating the platform including business development, product management, user expe‐
rience and engineering teams are located. However, a significant portion of the
Alibaba.com users, particularly those who use the site to purchase goods, are located in
the United States. This poses a challenge for the stakeholders when trying to understand
their users, due to geographical separation, communication barriers and knowledge gap
between the stakeholders and the users.

1.1 Time Zone Differences

Stakeholders have difficulty finding a convenient time to talk with users. Because of 12
to 15 h in time difference between the stakeholders in China and the users in the US,
they can only communicate in real time during one another’s after business hours. This
reduces the number of users available and willing to participate in studies or interviews.
Certainly the stakeholders can travel to meet the users in person, but it would become
cost prohibitive from a budget and time resource standpoint to require overseas travelling
for every project.
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1.2 Communication Barrier

Language differences pose a barrier for the stakeholders when trying to communicate
with the English speaking users located in the US. Even though generally most of the
stakeholders have competency in written English, their verbal capacity varies. As such,
it is difficult for them to carry on an in-depth conversation with the users to discuss their
experience in using Alibaba.com or wholesale trading in general.

1.3 Knowledge Gap in User Needs

Unable to easily access the core users for insights, most of the stakeholders initially did not
have an easy way to identify user needs, understand their pain points and implement solu‐
tions to address them. As a result, many of the stakeholders had to rely on their own
assumptions when developing products and creating feature designs. However, the problem
is that the process of B2B global trading is highly complex with specific import and export
laws and regulations unique to each country. It is complicated to understand how users
navigate these laws. The stakeholders’ assumptions often do not correctly match the users’
actual needs, resulting in products and features that did not support the users.

2 Approach

The author is a user experience researcher at Alibaba.com based in a satellite office in
the United States, and therefore had better access to the majority of the Alibaba.com
users for research. Being closer to the users allowed for more flexibility when conducting
research with them and larger available pool of users to participate in research. Because
of this, the author was able to utilize different methods to help the Alibaba.com stake‐
holders to better understand how the users normally use the platform and be able to
discover their true needs. This paper is a case study describing the approach and methods
used by the author to help bridge the gap between the stakeholders and its product users.

2.1 Using Focus Groups to Gather User Feedback on Key Product Concept

Initially the business and product management leaders at Alibaba.com did not have a
clear understanding of the capability of user experience research. Due to limited expo‐
sure to research methods in the past, they misconceived user experience research as
solely usability testing and nothing else. Therefore, when there was an opportunity that
these top business and product management team leaders were travelling to the US for
a business meeting, a focus group study was organized specifically for them to attend
in person. The focus group served multiple purposes:

• Expose the top decision makers to additional methods to break the misconception
that user research only involves user testing

• Provide influence and impact on product strategy early on during the concept devel‐
opment stage
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• Allow these top decision makers to receive first hand user feedback on key product
initiatives

• Gather feedback from a group of targeted users in a shorter amount of time
• Provide opportunity for stakeholders to ask users questions and discuss product

experience issues face to face with users

Two focus group sessions were conducted over two days with eight participants in each
session. The participants were composed of one group of B2B buyers who were existing
Alibaba.com buyers and another group of B2B buyers who were not. Other employees
from the US office attended the session to provide interpretation to the stakeholders
during focus group discussions.

Topics discussed in the focus group were specifically chosen to help the stakeholders,
who rarely have the opportunity to come face to face with their users, to build a general
profile of them based on actual user feedback rather than assumptions. Participants were
asked about their motivations for and barriers from using Alibaba.com, as well as key
benefits and top concerns of using the platform, just to name a few examples.

From the focus group, the stakeholders were able to hear the users’ explanations of
the commonly heard issues on the platform. For instance, the stakeholders had previ‐
ously learnt from customer support that it was difficult for users to find products on the
platform, but did not receive a concrete example of how and clear explanation of why.
The participants during the focus group, with proper moderation by the researcher, were
able to provide more details to bring clarity to the stakeholders.

The key objective of the focus group was to gather feedback on a new product
concept. This portion of the research was particularly impactful as user’s reaction and
feedback revealed aspects in the new product concept that required significant refine‐
ment for it to be considered useful by the users. Without these insights, the product
would have launched and likely resulted in negative impact to the business.

The focus group sessions were recorded and a summary report was created to present
the insights with the product development teams in China. Overall, the focus groups
enabled the stakeholders to better understand the user experience issues on the platform
and the contributing factors. But most importantly, after they attended the focus groups,
the stakeholders realized that the user experience research is more than just design testing
as they previously believed. They now realized that user research could provide signif‐
icant impact to the product direction in the very early stage of the process.

2.2 Contextual Inquiry to Understand the User Process

After the product concept was refined based on user feedback from the focus groups,
the product entered the next stage of the development cycle. A prototype version of the
product was created and an initial round of remote user testing commenced with
Alibaba.com users in the US to assess the interactions and designs of the product.
However the results gathered from the remote user testing were mostly negative because
the page design did not match what the users would normally do. Apparently, important
steps within the trading process were missing in the product which led to user confusion.
After discussing with the product managers and the designers, it was realized that
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additional information was needed to fully understand the specific details in the complex
process of B2B trading on and off the Alibaba platform.

To gain better understanding of the trading process conducted by the targeted users,
a contextual inquiry study was planned with 10 online B2B buyers. As a semi-structured
interview method, contextual inquiry can be used to gather information about the context
of use, where users are first asked a set of standard questions and then observed and
questioned while they work in their own environments [1]. The results from contextual
inquiry can be used to define requirements, learn what is important to users, and discover
information about a domain to inform future projects [1].

Typically, contextual inquiry takes place at the users’ home or work environment
for realistic and direct observation. However, time constraints as well as the lack of
available qualified participants in the vicinity limited the possibility of visiting all the
participants at their locations. Instead, half of the contextual inquiry sessions took place
remotely with the users across different regions in the United States. Those remote
sessions occurred with the users sharing their computer screen to show online steps and
any important documents created during the B2B trading process.

The buyers were asked to complete the steps of the most recent business purchase
they made with a supplier found online, while the team members observed with minimal
interruption. The researcher observed the users explaining the steps and asked questions
along the way to better understand the details.

The results provided clarity on certain details in the B2B trading process, which
helped to refine the missing flow in the new product. In addition, it provided a more
complete picture of the typical user work flow, as well as identified aspects in the process
where new features on the Alibaba.com platform could further support the users when
conducting B2B trading.

2.3 Using Customer Journey Map to Document the Process

One of the goals of the contextual inquiry was to identify the user process to help the
product managers and designers to create site features and page flow. It was important
to present it in a visual medium to illustrate the steps. Therefore the customer journey
map was utilized as a tool to show the steps the users go through when on and off the
Alibaba website when conducting B2B trading. As shown in Fig. 1, a customer journey
map illustrates a visual representation of a user’s needs, the step-by-step flow of inter‐
actions required to fulfill those needs, and the resulting emotional states a user experi‐
ences throughout the process [2].

By showing how customers feel throughout their journey, customer journey maps
invite stakeholders to enter the world of customers and share in their experience. In turn,
stakeholders are better able to convey their story to management, fellow colleagues, and
the teams who are responsible for improving the service and product experience [2].

As shown in Fig. 2, the map organized the B2B process into several phases to repre‐
sent the different goals of the users. It illustrated the key pain points in each phase of
the process to highlight areas of opportunity for improvement during product design.
The map was presented to various product teams. It was used as a reference tool for
product managers during new product planning and a guide for designers during website
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Fig. 1. Example of a customer journey map [3]

Fig. 2. An early version of the customer journey map

214 J. Kong



design. It served as a living document that the product development teams in China could
use to understand the complex B2B trading process and identify issues in the user expe‐
rience. Once new significant changes in the user process are found, the map will be
updated and continue to serve as a living document.

2.4 Collecting Quantitative Data to Identify the Users

Results gathered from the focus groups and contextual inquiry provided qualitative
insights on the product and the users’ work process. But one missing facet of data for
the stakeholders was quantitative information on the users, both on those who currently
use the Alibaba.com platform and those who do not. Such data helps the stakeholders
to identify who the users are, their purchase activities, their motivations for using
Alibaba.com, and barriers to using the platform.

A survey was designed and launched to gather data from general B2B buyers in the
United States regarding their demographics, company information, buying needs,
buying frequency, reasons for current users to use the platform for B2B trading and
concerns that non-Alibaba.com B2B buyers have for the platform. Because this data
was previously not available to the stakeholders, many of them made assumptions
regarding these aspects based on user feedback from qualitative research, external
research report or educated guess. The availability of these quantitative data helped to
validate their assumptions and was used as a reference for planning business, product
and marketing strategies.

3 Discussion

The use of these previously described methods are standard practice within the user
experience industry. However, the combination of these four methods and the sequence
in which they were used provided timely and appropriate insights to help the stake‐
holders to understand the users.

For instance, the focus groups impacted the product strategic direction during the
early stage of the product development cycle. It also established credibility of user
experience research and broadened the scope of influence research was capable of in the
perspective of the stakeholders. It helped to open up their trust and their understanding
of the capability of user experience research. The successful outcome of this first phase
of research led to assigning additional resources to support the next research initiative,
the contextual inquiry.

The contextual inquiry was instrumental in identifying the details of the core user
experience - a complete picture of the user process. The information gathered from the
contextual inquiry was valuable in helping the stakeholders to understand the typical
online and offline processes of trading with suppliers, their points of interaction within
the Alibaba.com website, and the problems they encountered when using the website.
They were fundamental to the product development and user experience teams in
creating useful and usable features.
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The customer journey map was a visual way to present information on the user
experience process by illustrating the process step by step and highlighting barriers that
were presented along the way. The product and design teams were able to use this to
properly plan product designs. After all, information that is not usable to the audience
is the same as the absence of information.

4 Building up the Research Participant Database

As mentioned before, the stakeholders in China faced the problem of insufficient number
of users in the US willing to participate in paid research studies during afterhours. One
strategy that the research team has been using to help quickly find and schedule quali‐
fying participants is to retain the names of those who have previously participated in
research. Even though limited in numbers, they tend to be willing to participate in
research again if the previous experience was worthwhile to them. Also, in every project
there are a handful of users who expressed interest in participating in research but did
not meet the required screening criteria. These users are another source of participant
leads available to quickly contact for future research.

To store their contact information, an internal spreadsheet accessible only to the user
research team was created. Their contact information, along with the project name, last
research participation date and last contacted date were recorded. It is important to not
contact someone who has attended a research study in the past 3 months or in similar
projects in order to avoid sampling bias.

5 Guiding Principles

The methods and approaches described here were effective in providing user insights
and data to the stakeholders. Every organization is structured differently and has different
needs so they might not be applicable to all. However, based on this experience, the
author has come up with some guidelines to help those researchers based in the satellite
office to work effectively and provide more impact in their research work.

1. Identify the needs of the stakeholders: The stakeholders are internal customers to
the research team. Understand what projects or initiatives they are working on is
imperative to creating meaningful impact in your research. The stakeholders will
not always know what they need. Be proactive in determining what information they
could use to help answer the questions that they have in those projects.

2. Discover your strengths and play to your advantages: Working in satellite offices
has many challenges, such as delayed or lack of updates in business critical infor‐
mation, as well as difficulty in providing impact in an isolated environment.
However, there are advantages to being in a satellite office such as ability to work
independently and access to different external resources not available elsewhere.
Identify the unique advantages of being in remote office and use it to support the
team.
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3. Show the value of research: Not everyone understands what user experience research
is about and what it can do. Demonstrate what research is capable of by inviting
stakeholders to participate or observe. Provide insights that they did not expect but
can fulfill their needs.

4. Create data artifacts to show the results: A picture is worth a thousand words.
PowerPoint is a great presentation tool, but is not as effective for reporting. Often
times it is more meaningful to document insights by illustrating it in a visual medium.
It helps the teams to remember the findings that you have discovered and help them
to create products because it can be displayed in front of them during product plan‐
ning or discussions.
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Abstract. Even though it was coined nearly two decades ago, the Internet of
Things (IoT) didn’t really break into the market until around 2013 when it became
evident the most popular topic at CES was smart, connected living with an endless
showcase of consumer products embedded with sensing and communication
technologies. As fundamental mediating bodies between manufacturers and
consumers, it is up to retailers to adopt this concept and sell valuable solutions in
order for the category to truly penetrate the market. In this paper we will explore
trends in the public’s awareness of IoT as well as how different retailers have
marketed this category over time - and the different angles to storytelling they are
each taking.

Keywords: Internet of Things · Smart home · Retail · Consumer electronics ·
Market strategy

1 Introduction

The nascence of the IoT market is extremely important because the ability for a retailer
to make a statement and mediate - at a large scale - which products consumers are
exposed to will shape the future of our connected lives. Whether this is direct-to-
consumer commerce or big box, like Target, Lowes, or Walmart, the impact of different
approaches to exposing the IoT concept to consumers will undoubtedly have lasting
effects, with positive or negative consequences. Due to its nascence, this becomes even
more complex and uncharted as manufacturers strive to provide unique value to
consumers during the same time retailers follow the first-mover advantage paradigm;
differing retailer and manufacturer strategies may not always align. One common nega‐
tive consequence is the confusion and lack of compatibility experienced by the consumer
where one product might not interact or communicate properly with another product.

As Rob Tedeschi points out, “if you buy a set of smartbulbs and you’d like them to
flash if your smoke alarm is triggered at night or your webcam detects an intruder, for
instance, you may be out of luck” [1]. With that in mind, if we briefly look at Lowe’s
IoT strategy of building a proprietary branded ecosystem, called Iris, we’ll notice imme‐
diately that Philips Hue smart bulbs are not offered in their assortment. This is prob‐
lematic for the consumer since Philips was one of the first of its kind to market and
produces the most well known and compatible smart bulb in the category. Therefore,
the likelihood a consumer would be experiencing these interoperability issues between
devices due to proprietary ecosystems is quite high. Unfortunately, these examples are
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seemingly endless and become more compounded as consumers naturally purchase
different products from different retailers.

The working definition of IoT in this paper will focus on consumer applications and
use cases. Although, a clear context of understanding is needed in order to avoid
semantic debates and maintain a scope for this analysis. For example, this paper will not
focus on such IoT applications for retailers related to supply chain, employee tools, or
shelf stocking technologies. Since we are focused on consumers, a working definition
will be established by reviewing how IoT terms and concepts have trended in popular
culture.

After this analysis we will survey the ways in which retailers are communicating the
concepts and value of IoT to consumers. This will be done largely through online
marketing, but also through an analysis of the products they offer and how those products
are categorized. Retailer’s product categorizations will be reviewed in their current states
as well as how they have changed over time, looking at milestone dates and marketing
or branding changes.

2 The Rise and Awareness of Consumer Internet of Things

A Google Trends1 analysis of the search terms “smart home,” “internet of things,” “home
automation,” and “Nest thermostat”2 reveals a number of interesting observations as we
can see from Fig. 1. First, “Nest thermostat” immediately grew to over 25 % of search
volume relative to the four terms when introduced to the market in Q4 of 201. Second,
the search term “internet of things” which is the widely used industry term for this
domain really only grew to 25 % of search volume around Q1 of 2014. A third obser‐
vation is that the term “home automation” has gone from nearly 100 % of search volume
in early 2004 to roughly flatlining around 25 % by 2008. Interestingly, “home automa‐
tion” has the least search volume of the four terms as of 2015. To further emphasize this
observation is Fortune and Gigaom writer Stacey Higginbotham’s comment during an
interview with Jason Johnson, CEO of August Smart Lock, at Target Open House3, “[…]
maybe I need to step back and rethink how I’ve been thinking about the smart home.
Maybe it’s not home automation which is where we’ve been very focused” [2] but rather
focus on highly valuable single-product solutions. This is a trend that we will also see
evident in retailer’s category messaging.

One might argue that as consumers and industries are introduced to new terms there
would be heavy initial search interest, eventually declining as familiarity and awareness
grows over time. But if we look at the same Google Trends graphic with the addition of
the term “smartphone,” shown in Fig. 2, this claim of interest versus familiarity is quickly
debunked.

1 Data are represented in relative percentages, not absolute volume numbers. 100 % represents
the highest frequency a given term was searched for relative to every other search term possible.
This value is then remapped to all other terms to enable search volume comparisons.

2 Nest Thermostat is included in this initial analysis because of its common recognition of being
the first smart home consumer product to hit some level of mass adoption or awareness.

3 Target’s flagship experience store for smart home technology in San Francisco.
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Fig. 2. Google Trends graph with the addition of “smartphone” term in purple. (Data Source:
Google Trends (www.google.com/trends)). Color figure online

While Google Trends data only goes as far back as 2004, the origins of IoT dates
five years prior. MIT’s Auto-ID Center co-founder Kevin Ashton coined the term
Internet of Things in 1999 with the definition, “computers that knew everything there
was to know about things—using data they gathered without any help from us—we
would be able to track and count everything, and greatly reduce waste, loss and cost.
We would know when things needed replacing, repairing or recalling, and whether they
were fresh or past their best” [3]. This definition comes from a very specific context of

Fig. 1. Google Trends search volume data. (Data Source: Google Trends (www.google.com/
trends)). Color figure online
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RFID and small sensor technologies that can be embedded in physical objects - not
dissimilar to Bruce Sterling’s concept of GIZMOS and SPIMES4 in 2005 [4]. The
applications of this concept at the time, and to Sterling, revolved around information
management of physical goods in the world; literally taking the idea of the internet and
attaching physical objects to it. This is why the technologies being focused on and
developed at the time were primarily for identification tracking. The benefits for
industry, supply chain, and inventory management are obvious; but Sterling instantly
positions this concept towards the consumer. In the third chapter of his book “Shaping
Things” when discussing the importance of the “Product-Consumer technosociety” he
says, “[a]s an End-User today, even a wine bottle will deliberately lure and reward me
for becoming a stakeholder” [4].

Interestingly, the same year the Internet of Things was coined, the made-for-TV
movie “Smart House” aired on the Disney Channel5. IMDb describes the plot of this
movie, “A teenager wins a fully automated dream house in a competition, but soon the
computer controlling it begins to take over and everything gets out of control” [5]. The
movie addresses two aspects of a smart home: home automation and artificial intelli‐
gence - hence the term, “smart.” The house can control temperature and lighting, take
blood samples and match it to historical medical data, manage calendars, make phone
calls, and even cook meals specifically for each household member’s preferences. Both
Disney’s “Smart House” and the origination of the Internet of Things point to some
shared technological qualities: embedding computers and sensors into physical elements
in the world, information analysis and sharing, control or automation, efficiency, and
the management of goods.

There is a difference though that is important to this paper’s topic: Disney’s movie
and Ashton’s term have little to do with brands for consumers. Ashton is focused on
tracking technologies in industry and Disney’s story is purely about the emotional inter‐
actions with an extremely personified smart home. Brands are producers of goods that
consumers purchase which is much more in line with Sterling’s book, having references
to the words “consumer(s)(ism)” collectively 33 times over 77 pages. His first example
of an object that participates in this technosocial world, the wine bottle, is from a specific
brand within a specific context of purchasing goods - from a supermarket - and then
advertises more goods through a user’s interactions [4]. The brand observation is partic‐
ularly important to note because it signals the bold effect a retailer has on influencing
consumer purchasing, and ultimately post-purchasing, behaviors in the new world that
Sterling describes.

The goal of this overview has been to look at how IoT-related concepts have trended
in popular culture. With this we can now establish a working definition of consumer
IoT. This takes into consideration insights from Google Trends, early definitions and
concepts for IoT, and a reference from the one of the world’s most popular consumer
brand, Disney. Consumer IoT relates to products for consumers to purchase and interact

4 “‘SPIMES’ are manufactured objects whose informational support is so overwhelmingly
extensive and rich that they are regarded as material instantiations of an immaterial system” [4].

5 We consider Disney to be a telling source towards understanding consumer awareness and
interest in IoT due to its market reach and brand awareness.

The Role of a Retailer in Designing Our Connected Future 221



with that have elements of wireless control, analytics, and communication to devices
and services. Those interactions open opportunities for consumers to become stake‐
holders in the technology itself, as Bruce Sterling discusses, that both affect consumer’s
lives and interrogate and improve the efficacy of the product through real time feedback
mechanisms; as feedback is received, the ability for a product to positively affect a user’s
life increases. Consumer IoT encompasses products embedded with sensors and actua‐
tors like a Nest thermostat, wearable trackers like Fitbit, and the number of internet
services - both paid and free - that consumers connect to these physical products such
as IFTTT (If This Then That) or MyFitnessPal.

3 Retailer’s Marketing and Product Categories

The above working definition for consumer IoT is purposely abstract. There are many
aspects to a smart home, and retailers take different approaches to introducing the
concept. Since retailers are attempting to sell, more or less, the same products - or at
least value - it is important to have a singularly abstract view of consumer IoT that is
encompassing of these differing approaches.

We will now review a number of major retailers to understand the landscape of
marketing messages to consumers and product assortment and categorizations. But first,
it must be acknowledged that retailers have unsuccessfully attempted to sell “home
automation” for much over a decade now. In 2002 Sears launched its Connected Home
initiative partnering with Home Director to provide a complete home automation instal‐
lation solution. And in 2006 Best Buy launched its own automation package called
ConnectedLife.Home, which was a $15,000 equipment and installation solution to help
automate your home centered around a media hub [6]. There are a number of other
examples like Sears and Best Buy from both current and defunct retailers. Not surpris‐
ingly, these solutions are nearly identical in technical integration to the appearance of
the smart home in Disney’s “Smart House.”

The fundamental differences between this wave a decade ago and the current IoT
boom can be attributed to two major points, one experiential and the other technical.
First, smartphones and tablets did not exist in the early noughties. The significant change
that this brought was to the overall user experience of a smart home system. Previous
to the interface of a smartphone, interactions with a smart home were through a website
or a proprietary display with buttons installed in a wall similar to that of a light switch,
as seen in Fig. 3. The second major difference is that consumers were not purchasing
products to place in their homes, they were buying a complete service as an infrastructure
installation. As Mashable points out, the standalone elements of a home automation
service a decade ago were not available to consumers directly, “[…] because many of
the components are sold and marketed within the realm of the professional installers,
who buy this gear wholesale from suppliers and then mark it up to a price this well-
heeled market will bear” [6]. Fortunately, this model has changed significantly ever since
the hardware and maker movements exploded. Once startups and larger companies were
able to hack their own products together (from improvements to technology miniaturi‐
zation), with easily available hardware and wireless communication capabilities, the
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home automation market truly turned into a consumer electronics market where
consumers could purchase individual products instead of solely installation services.

Fig. 3. Intelligent building control panel ca. 2009 [7]

Now that we are in the second wave of retailers selling the concept of a smart
home to consumers, the focus is currently on products with strong brand affinity as
opposed to installation services from a professional installer partnering with a
retailer. Therefore, there are more products to sell and more stories to be told by
retailers and their vendors. A common theme we will see is how retailers are building
out distinct landing pages for their smart home category of products in order to sell
the concept. In the following analysis we will emphasize the main marketing text
that titles the IoT category on each retailer’s website so we can quickly look at the
similarities or differences across companies.

Lowe’s has its own IoT platform called Iris, but it does have a minimal landing page
on its main commerce site; these products are categorized as “Home Automation &
Security.” They define this category as, “Home automation marries devices, utilities
and home features with your smartphone, tablet or web browser.” On the more specific
IrisByLowes.com website the tagline is, “Life, Made Easier.” Lowe’s is clearly
marketing consumer IoT through the lens of automation and convenience, or simplifying
your life. Interestingly, the Iris platform is built exclusively around home automation.
They are one of the only remaining retailers to focus heavily on automation.

Walmart has their IoT section under the Electronics category. They market to their
customer as, “Your Life. Connected. More living your life, less figuring out how to
manage it.” Walmart then has the following subcategories: routers, entertainment,
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health, home automation, and monitoring. From the marketing copy it would seem that
Walmart is similar to Lowe’s Iris in pushing a message of convenience and life simpli‐
fication, even more overtly than Lowe’s and without the sole focus on automation. But
when we look at the categories of products, Walmart appears to be adopting a broader
categorization of IoT by including entertainment and health along with smart home
products.

This broad approach is similar to Target’s marketing and product categorization.
Target.com has a landing page found through the Electronics & Office category.
Although, interestingly, if you follow the breadcrumb trail after navigating to the IoT
category you’ll notice it doesn’t sit within electronics, but actually Home Improvement.
The landing page talks about IoT as “smart home & connected living” with the
description of, “building [sic] a smart home is a smart idea. from [sic] conserving energy
to increasing safety to simply reminding, connected living is as easy as a few connec‐
tions.” Providing a contextual experience for the consumer, Target provides an inter‐
active room selector showing different smart products placed around the rendering.
These rooms consist of a home’s entryway, living room, kitchen, nursery, and home
gym. Target sub-categorizes this section with energy & lighting, security & monitoring,
entertainment, smart hubs & routers, and lastly wearable tech. Similar to Walmart, but
with much more clarity, Target brings health and fitness to the category. This is
completely in line with its “connected living” messaging rather than home automation
like other retailers.

Sears also uses the Electronics category to guide users into what they call
“Connected Solutions.” They describe this category as, “From wireless, streaming
entertainment, media and devices; to smart thermostats, home security and wifi [sic]
baby monitors; to fitness trackers, smart watches [sic] and wearables, Sears Connected
Solutions has the cutting-edge home automation products and services to streamline
your routine, save you money and put control in the palm of your hand. Smart Made
Simple.” The experience reads as very deliberately using the word “solutions” and
offering the word “simple” not as an effect of smart technology, but as the value Sears
offers to the customer through simple solutions for integrating this technology into your
life. In contrast to Lowe’s “Life, Made Easier” Sears is instead saying “Smart Made
Simple.” It’s about the solution being simple, not your life becoming simpler. This is
evidenced by the amount of educational content available to consumers from its website,
such as buying guides and shopping by compatibility.

Amazon, like Sears, has a much greater lens on educational content that most other
retailers. Amazon’s IoT section is navigated to via Home, Garden & Tools where the
high level categorization is “SmartHome.” Amazon’s tagline messaging is, “Smart
Home. Smart Life.” with an immediate reference to Amazon Echo. Products within
this category are under the following subcategories: thermostats, lighting, cameras,
entertainment, kits & bundles, and Echo smart home. As we navigate Amazon’s various
pages and navigations around its smart home category (unfortunately the information
hierarchy is not very evident), we are peppered with Amazon Echo throughout the page.
The immediate reference to Amazon Echo on the main smart home landing page brings
us to yet another landing page dedicated to Echo. This page states, “Echo Smart Home,
explore compatible devices and solution.” Amazon’s overall marketing and product
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approach doesn’t have a singular lens like some other retailers, like automation or
security, but it’s much more broad trying to educate the consumer about the multiple
aspects to a smart home. Because Amazon is also pushing its own proprietary platform
some of the messaging and content focus is quite similar to that of Lowe’s with its Iris
platform. Interestingly there is no mention of Amazon Dash6 anywhere on their smart
home pages.

Lastly we have Best Buy. Similar to Lowe’s, Bestbuy.com doesn’t route customers
to its IoT category through another existing category. Rather, it created a dedicated top-
level category called “Connected Home & Housewares.” Unlike every other retailer,
Best Buy doesn’t have any introduction messaging to explain to consumers what the
category is. Instead of marketing a high level story for consumers, Best Buy chooses to
explain each subcategory as the value proposition. And there are many subcategories:
smart & Wi-Fi- thermostats, security cameras & systems, networking & wireless, appli‐
ance & outlet control, home alarms & sensors, remote home monitoring systems, smart
lighting, smart door locks, streaming media players, wireless & multi-room audio, and
finally TV & internet service providers. Importantly, the word “smartphone” is refer‐
enced in nearly all of these solution descriptions. This is a strategy that is also found on
Apple’s website where all of their smart home products are categorized under iPhone
accessories, where phone covers and cables are also listed.

In summary, there are only a few marketing strategies being applied across a number
of retailers. These loosely fall under (1) automation and simplifying life’s routines,
(2) connectivity and the ability to track and control from a smartphone), and then (3) an
educational focus (buying guides and compatibility lists). In terms of product assort‐
ment, retailers who rely on the automation message are less likely to include products
like health and fitness trackers in this category as opposed to retailers focusing on the
broader connected or smart story. These strategies are even more interesting when taking
into consideration the Google Trends data showing “home automation” significantly
declining in search term volume. As noted before, “smart home” along with “internet
of things” are exploding terms as of 2014, surpassing home automation. This is aligned
with the timelines in which retailers have changed their messaging to consumers.

By digging through the Internet Archive’s Wayback Machine for each retailer’s
websites we can see that the Home Automation category has largely existed on site maps
since around mid-2013. These categories remained stagnant for nearly two years as these
retailers adopted a new language and site structure by adding their new landing pages
for smart, connected, and still automation categories. For example, Best Buy first intro‐
duced “home automation” to its website in August 2013 [9], as did Amazon in September
2013 [8]. Then in October 2015 [10] Best Buy eventually removed the 2nd-level cate‐
gory of home automation from under its higher-level Home section by evolving
“connected home” branding to a top-level category. Not much later, in February 2016
[11], Amazon introduced its “smart home” branding replacing the home automation

6 Amazon Dash is a replenishment service for consumer brands to integrate as a fulfillment
option for quickly reordering consumable products, like laundry detergent or coffee. The
product is a backend service for device makers as well as a consumer product in the form of a
physical “order now” button.
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category entirely. Each retailer has followed this trend within similar timelines. Based
on Wayback Machine data and Google Trends data, it isn’t unreasonable to assert that
retailers will likely grow their marketing in the IoT category more specifically around
education and “smart” or “connected” rather than “automation.” This trend will likely
be followed with product offerings focusing less on automation and more on single
product solutions by a multitude of consumer brands from both established companies
and the startup world.

4 Conclusion

We have shown through analyzing mainstream sources that IoT as a realistic consumer
market has really only broken into the public eye within the past four to five years. As
Mashable wrote, “[2013] was the first year that home automation and tangible smart
home products truly dominated the forefront of CES” [12]. Home automation seemed
to be fairly popular in years past, but the market was largely controlled by professional
installation companies. These installations required wholesaler technologies not avail‐
able to consumers and complete installations of control systems in a home. The smart‐
phone as an interface and the maker movement catalyzed the push of this paradigm into
a consumer-manufacturer relationship with electronics rather than the previous whole‐
saler-professional installer-consumer relationship. The major consequence of this shift
is the explosion of consumer electronics brands building smart home products rather
than complete home automation solutions. It is with this shift that the role of a retailer
in the smart home market has really taken a stronghold.

While the interfacing role of retailers is critical to the success of a brand in all
markets, it is even more significant in emerging markets such as the Internet of Things
(IoT). More so than devices like cellphones or tablets, selling IoT products becomes
more politically charged as brands try to take over the consumer’s home with both
products and platforms. For example, Apple’s recently removed the Nest Thermostat
(widely recognized as the “gateway drug” for consumer IoT) from its retail stores in
July 2015 as it shifted its focus to its HomeKit platform [13].

Indeed, IoT is still an early-adopter market, with most retailers only adopting a
strategy within the last year, but as more brands and retailers make big moves into the
ecosystem it will quickly grow into a mass market category where relationships and
curation will be impactful to the shaping of our connected future. This is evidenced by
Home Depot teaming up with Wink home automation hub to offer its customers a curated
solution with what it felt was a good, affordable hardware and software integration [14].
Although, a quick look at the app’s reviews reveal that consumers don’t feel the same
towards Wink, with an average rating of 3 out of 5 and many complaints about the
hardware. Equally, with a recent Chapter 11 filing by Wink (and Quirky, its parent
company) [15] it appears Home Depot may have bet on the wrong horse.

As Sterling discussed in Shaping Things, IoT will (and arguably has) enable a new
form of interaction between consumers, data, and brands. This interaction will funda‐
mentally change the historical relationship consumers have had with retailers, poten‐
tially causing an effect of disintermediation. Therefore, it will be imperative that retailers
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explore new business opportunities that become exposed through this relationship
change or they run the risk of being shut out and potentially becoming defunct. As seen
with Wink and Home Depot, large strategic decisions may not always pan out, but these
efforts must be made. Strategic approaches to the IoT ecosystem by retailers, while
unfortunately out of scope for this paper, should be considered next. Retailers have many
choices in forming IoT strategies; what they decide will have lasting ramifications on
consumers and the future of consumer IoT at large. With the exhaustingly multi-faceted
considerations needed for successfully developing IoT products and selling the value to
consumers, often a cohesive approach cannot be taken due to technical and political
roadblocks - even when it is the best approach for the consumer.
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Abstract. Different users need different navigation designs to facilitate effec-
tive communication. Simplifying the navigation interfaces and help consumers
find and purchase products with ease is a big challenge. This work proposes a
novel navigation method integrating adaptive and customizable approaches. The
proposed method comprises the metadata and a set of conflict detection rules.
The metadata defines the structure of adaptation and customization rules. The
conflict detection rules analyze inconsistencies between adaptation and cus-
tomization rules. Ontology is the theoretical foundation in the proposed navi-
gation method. Navigation module ontology, webpage area ontology, priority
ontology, role ontology, and personal characteristics ontology are used in this
method to provide semantic information for conflict detection rule execution.
A scenario of checkout process in an online store is also provided in this paper.
In the expectation, this method can provide a convenient way for online retailing
websites to simplify navigation interfaces according to evolving organizational
and personal knowledge.

Keywords: Adaptive interface � Customizable interface � Navigation system �
Personal characteristics � Ontology

1 Introduction

Online retailing is a channel for consumers to buy products. Navigation interfaces are
important to help consumers to arrive somewhere to find and purchase products (Dailey
2004). Simplifying user interfaces and avoiding complexity are essential for a good
user interface (Ramachandran 2009). However, such simplification is a challenge
considering diversity of users.

Two approaches are common in providing an appropriate interface to different
users: adaptive and customizable user interfaces. Adaptive user interfaces controlled by
administrators consider the diversity of users to simplify the user interfaces and help
users complete their tasks with ease (Ramachandran 2009). Adaptive user interfaces
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provide flexibility to administrators in dealing with such issue. Customizable user
interfaces controlled by users involve various layout setting and configuration, such as
changing color and content on web pages (Levene 2010). Customization means that the
user deliberately tailors user interfaces by choosing options (Sundar and Marathe
2010). Rules are used in configure adaptive and customizable user interfaces.

Role is an essential element to classify users in online retailing websites. Using
role-based approach to control information access is common in business. For example,
Role-Based Access Control (RBAC) is very popular for information security in
companies. Role is also applied in adaptive web interfaces, such as a health care
application (Ramachandran 2009). In practice, role-based approach are widespreadly
used in online retailing websites.

Personal characteristics are another important element to classify users in con-
structing adaptive user interfaces. There is a lot of literature discussing the relationships
between personal characteristics and user interfaces. For example, old and young users
have different preferences to operate user interfaces in mobile devices (Hölzl and
Schaffer 2013). Wholistic users prefer one webpage comprising all steps and analytical
users prefer step-by-step approach in checkout processes in online retailing websites
(Belk et al. 2014). The literature of Elaboration Likelihood Model (Wang et al. 2009)
implies that high and low involvement consumers needs different navigational infor-
mation in online retailing. Therefore personal characteristics of users should be con-
sidered in providing an appropriate navigation interface to different users.

This work proposes an adaptive and customizable navigation method based on role
and personal characteristics in online retailing websites. The proposed navigation
method provides interface flexibility to administrator by means of adaptive navigation
mechanism and to users by customizable navigation mechanism. The proposed navi-
gation method comprises the metadata and conflict detection rules. The proposed the
metadata reveals what information should be considered in adaptation and cus-
tomization rules for navigation interfaces. For example, an adaptation rule metadata
comprises six elements: navigation module, webpage area, online retailing website,
priority, personal characteristics, and role. Therefore an adaptation rule can be:
Step-by-step checkout process (navigation module) in checkout area (webpage area) of
online music store (online retailing website) has 1st priority (priority) to support
analytical (personal characteristics) customer (role). The proposed conflict detection
rules are used to detect inconsistencies in adaptation and customization rules.

Ontology is the theoretical foundation of the proposed navigation method. Ontol-
ogy is an explicit and shared conceptual model to represent a domain knowledge
(Gruninger and Lee 2002). Ontology can provide semantic information to execute rules
automatically (Liu 2012).

The reminder of this paper is structured as follows. Section 2 discusses related
works about navigation mechanisms. Section 3 proposes the navigation method
comprised of method overview, metadata, and rules. Section 4 provides a scenario
about checkout process in an online retailing store. The final conclusion section
includes research contribution and further works.
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2 Related Work

Several related works in the literature are summarized in Table 1. All these navigation
mechanisms provide several navigation interfaces to different users. Most of these
works do not provide the configuration function for flexibly specifying adaptive nav-
igation rules. Only two works (Ramachandran 2009; Martin and Ivan 2013) provide
configurable adaptive navigation rules in their mechanisms. One work (Martin and Ivan
2013) uses ontology. None of these works provide a conflict handing function
including rule conflict detection and resolution. And none of these works focus on the

Table 1. Related navigation mechanisms

Navigation approach
description

Configurable
navigation
rules

Ontology
and
conflict
handling

Applied
context

Brusilovsky
(2003)

Providing different
adaptation techniques
for different
knowledge level
students

Not revealed Not
revealed

Educational
hypermedia

Ramachandran
(2009)

Using XML to provide
adaptive navigation
and presentation
techniques for
different roles

Yes Not
revealed

Health Care
applications

Hölzl and
Schaffer
(2013)

Providing adaptive
helping system and
book-oriented
application design for
novice elderly users

Not revealed Not
revealed

Smart phones

Deshpande
et al. (2013)

Providing and
evaluating various
web interfaces for
different learning
task’s complexities

Not revealed Not
revealed

e-Learning

Martin and
Ivan (2013)

Providing adaptive web
environment
according to user,
domain, goal, and
context models

Yes Ontology
is
applied

The
conflict
handling
issue is not
revealed

Adaptive
hypermedia

This work Using adaptive and
customizable rules to
present navigation
interfaces

Yes Yes Online
retailing
websites
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electronic commerce context. Hence this work proposes an ontological navigation
method based on role and personal characteristics which are concern about the above
issues.

3 Proposed Adaptive and Customized Navigation Method

This work proposes a novel adaptive and customizable navigation method including
five step in Fig. 1. The five steps in the proposed navigation method are introduced as
follows. In step 1, the administrator models the organizational knowledge comprising
adaptation rules and ontologies. The organizational knowledge stores adaptation rules.
All concepts used in adaptation rules are also stored in ontologies. Then step 1 uses
ontologies to detect conflicts between adaptation rules. The administrator uses priorities
to resolve conflicts between adaptation rules.

In step 2, each user fill in the questionnaire to descript personal characteristics in
personal knowledge. This questionnaire is developed to describe user characteristics
according to the personal characteristics ontology in organizational knowledge, such as
wholistic and analytic cognitive styles. Step 3 shows navigation system user interfaces
according to both organizational and personal knowledge. In step 4, users are asked to
fill in the questionnaire to measure the navigation system’s effectiveness. In other
words, the system effectiveness questionnaire is developed to inquire user satisfaction
about the navigation system. If a user does not satisfy the navigation system, step 5 will
be executed. In step 5, a user model his or her own customization rules in the personal
knowledge to configure his or her own navigation system user interfaces. For conflicts
handling, step 5 detects and resolves conflicts between customization rules in the
personal knowledge. Step 5 also detects and resolves conflicts between an adaptation
rule in the organizational ontology and a customization rule in the personal ontology.
Then step 3 is executed according to the organizational and personal knowledge.

The core elements in the proposed adaptation rule metadata are six-folds: navigation
module, webpage area, online retailing website, priority, personal characteristics,

Step 1. Modeling the  
Organizational Knowledge

Step 2. Inquiring about 
User Characteristics

Step 3. Showing Navigation System User 
Interfaces Based on the Organizational 

and Personal Knowledge

Step 4. Inquiring about 
System Effectiveness

Step 5. Modeling 
Customization Rules in 
the Personal Knowledge

Fig. 1. Adaptive and customizable navigation method overview
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and role. These elements are depicted in Fig. 2. The adaptation rule metadata offers the
administrator to specify adaptation rules in the organizational knowledge. For example,
adaptation rule A is “One page checkout process (NMAR1) in checkout area (WAAR1) of
online games store (ORWAR1) has 1st priority (PAR1) to support analytical (PCAR1-1)
customer (RAR1)”.

The proposed customization rule metadata has five elements: navigation module,
webpage area, online retailing website, priority, and user. The customization rule
metadata offers general users to specify customization rules in the personal knowledge
to configure user interfaces. For example, customization rule B is “Top-down
step-by-step checkout process (NMCR1) in checkout area (WACR1) of online games
store (ORWCR1) has 1st priority (PCR1) to support John (UCR1)”.

This work proposes three rules for detecting conflicts in adaptation and cus-
tomization rules. These conflict detection rules are developed based on the metadata in
Figs. 2 and 3. These rules are introduced as follows.

User

Personal Characteristics PCAR1-1
Support

Online Retailing Website
ORW1

Priority PAR1Navigation Module NMAR1

Adaptation Rule AR1:

Webpage Area WAAR1 Role RAR1

PCAR1-2 PCAR1-N...

Fig. 2. Adaptation rule metadata

User UCR1

Support

Online Retailing Website
ORW1

Priority PCR1Navigation Module NMCR1

Customization Rule CR1:

Webpage Area WACR1

Fig. 3. Customization rule metadata
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RuleIAR is a conflict detection rule for finding inconsistencies between adaptation
rule AR1 and AR2. RuleIAR is defined as above in the if-condition-then-statement
structure. The semantic relationships between adaptation rule AR1 and AR2 in the
condition are depicted in Fig. 4. The ontologies in organizational knowledge provide
semantic information between concepts for executing RuleIAR. The administrator
should prioritize adaptation rule AR1 and AR2 to resolve the conflict.

RuleICR is a conflict detection rule for finding inconsistencies between cus-
tomization rule CR1 and CR2. RuleICR is defined as above in the if-condition-then-
statement structure. The semantic relationships between customization rule CR1 and
CR2 are depicted in Fig. 5. The ontologies in organizational knowledge provide
semantic information between concepts for executing RuleICR. The users should pri-
oritize customization rule CR1 and CR2 to resolve the conflict. Moreover, users can
suggest which concepts and semantic relationship should be added in the ontologies
which are managed by administrators.

User

Personal Characteristics PCAR1-1Support

Online Retailing Website
ORWAR1

Priority PAR1Navigation Module NMAR1

Adaptation Rule AR1:

User

Personal Characteristics PCAR2-1Support

Online Retailing Website
ORWAR2

Priority PAR2Navigation Module NMAR2

Adaptation Rule AR2:

Inequality

Equality or Kind

Equality Equality
or Kind

Webpage Area WAAR1

Webpage Area WAAR2

Equality Equality 
or Kind

Role RAR1

Role R2

PCAR1-2 PCAR1-n

PCAR2-2 PCAR2-n

Equality 
or Kind

Equality 
or Kind

Fig. 4. Conflict detection rule for inconsistent adaptation rules
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RuleICAR is a conflict detection rule for finding inconsistencies between cus-
tomization rule CR1 and adaptation rule AR1. RuleICAR is defined as above in the
if-condition-then-statement structure. The semantic relationships between customiza-
tion rule CR1 and adaptation rule AR1 are depicted in Fig. 6. The ontologies in orga-
nizational knowledge provide semantic information between concepts for executing
RuleICAR. Personal characteristics PCCR-1, PCCR-2,… and PCCR-n and role RCR1 are
identified when customization rule CR1 is executed for user UCR1. Priority PCR1 should
be set as first priority to resolve the conflict because customization rule CR1 specified by
user UCR1 must take precedence over adaptation rule AR1 specified by an administrator.

4 Scenario of Checkout Process

This section provides a scenario of checkout process in an online retailing website. This
scenario comprises five ontologies and three examples for RuleIAR, RuleICR, and
RuleICAR. These ontologies are navigation module ontology, webpage area ontology,
priority ontology, role ontology, and personal characteristics ontology. Some ontolo-
gies which are important for demonstrating the examples are depicted in the following
figures.

User UCR1

Support

Online Retailing Website
ORWCR1

Priority PCR1Navigation Module NMCR1

Customization Rule CR1:

User UCR2

Support

Online Retailing Website
ORWCR2

Priority PCR2Navigation Module NMCR2

Customization Rule CR2:

Inequality

Webpage Area WACR1

Webpage Area WACR2

Equality or Kind

EqualityEquality

Equality

Fig. 5. Conflict detection rule for inconsistent customization rules
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The following adaptive and configurable navigation system examples use the above
ontologies (in Figs. 7, 8 and 9) and the metadata (in Figs. 2 and 3) to demonstrate and
validate the proposed conflict detection rules (in Figs. 4, 5 and 6). The RuleIAR
example describes the situation of two inconsistent adaptation rules. In the RuleIAR
example, adaptation rule AR1 is: “One page checkout process (NMAR1) in checkout
area (WAAR1) of online game store (ORWAR1) has 1st priority (PAR1) to support
analytical (PCAR1-1) customer (RAR1)”. Adaptation rule AR2 is: “Top-down
step-by-step checkout process (NMAR2) in checkout area (WAAR2) of online game
store (ORWAR2) has 1st priority (PAR2) to support any cognitive style (PCAR2-1) cus-
tomer (RAR2)”. In this example, Fig. 7 indicates that one page checkout process
(NMAR1) is unequal to top-down step-by-step checkout process (NMAR2). Checkout
area (WAAR1) which is placed on a checkout navigation module equals checkout area
(WAAR2). Online game store (ORWAR1) equals online game store (ORWAR2). The
concept of 1st priority (PAR1) equals the concept of 1st priority (PAR2). Figure 9 shows
that the concept of analytical (PC AR1-1) is a kind of the concept of any cognitive style
(PCAR2-1). And customer (RAR1) equals customer (RAR2). According to RuleIAR, a
conflict exists between adaptation rule AR1 and AR2.

User UCR1

Support

Online Retailing Website
ORW1

Priority PCR1Navigation Module NMCR1

Customization Rule CR1:

UserAR1Online Retailing Website
ORW2

Priority PAR1Navigation Module NMAR1

Adaptation Rule AR1:

Inequality

Equality or Kind

Webpage Area WACR1

Webpage Area WAAR1

Equality

Personal Characteristics PCCR1-1

Personal Characteristics PCAR1-1

Equality
or Kind

Equality 
or Kind

Role RCR1

Role RAR1

PCCR1-2 PCCR1-n...

PCAR1-2 PCAR1-n...

Equality 
or Kind

Equality 
or Kind

...

Support

Fig. 6. Conflict detection rule for inconsistent customization and adaptation rules

Checkout Process

One Page Checkout 
Process

Step-by-Step
Checkout Process

is a kind of is a kind of

Top-Down Step-by-Step 
Checkout Process

Horizontal Step-by-Step 
Checkout Process

is a kind of is a kind of

Fig. 7. Navigation module ontology

Online Retailing Website

Online Games Store Online Books Store

is a kind of is a kind of

Fig. 8. Online retailing websites ontology

Ontology-Based Adaptive and Customizable Navigation Method 235



The RuleICR example describes the situation of two inconsistent customization
rules. In the RuleICR example, customization rule CR1 is: “Horizontal step-by-Step
checkout process (NMCR1) in checkout area (WACR1) of online store (ORWCR1) has
1st priority (PCR1) to support Cynthia (UCR1)”. Customization rule CR2 is: “Top-down
step-by-step checkout process (NMCR2) in checkout area (WACR2) of online books
store (ORWCR2) has 1st priority (PCR2) to support Cynthia (UCR2)”. In this example,
the parent of both horizontal and top-down step-by-step checkout process is
step-by-step checkout process. Therefore horizontal step-by-Step checkout process
(NMCR1) is unequal to top-down step-by-step checkout process (NMCR2). Checkout
area (WACR1) equals checkout area (WACR2). Figure 8 reveals that online books store
(ORWCR2) is a kind of online store (ORWCR1). The concept of 1st priority (PCR1)
equals the concept of 1st priority (PCR2). And Cynthia (UCR1) equals Cynthia (UCR2).
According to RuleICR, there is a conflict between customization rule CR1 and CR2.

The RuleICAR example describes the inconsistency between customization and
adaptation rules. In the RuleICAR example, customization rule CR1 is: “Top-down
step-by-step checkout process (NMCR1) in checkout area (WACR1) of online books
store (ORWCR1) has 1st priority (PCR1) to support Anne (UCR1)”. Adaptation rule AR1
is: “Horizontal step-by-step checkout process (NMAR1) in checkout area (WAAR1) of
online store (ORWAR1) has 1st priority (PAR1) to support Wholistic (PCAR1-1) customer
(RAR1)”. The user data collected from a personal characteristics questionnaire show that
Anne is a wholistic (PCCR1-1) customer (RCR1). In this example, Fig. 7 indicates that
top-down step-by-step checkout process (NMCR1) is unequal to horizontal step-by-step
checkout process (NMAR1). Checkout area (WACR1) equals checkout area (WAAR1).
Figure 8 shows that online books store (ORWCR1) is a kind of online store (ORWAR1).
The concept of 1st priority (PCR1) equals the concept of 1st priority (PAR1). Anne
(RoleCR1) equals Anne (RoleAR1). Wholistic (PCCR1-1) equals wholistic (PCAR1-1). And
customer (RCR1) equals customer (RAR1). According to RuleICAR, a inconsistency
occurs between customization rule CR1 and adaptation rule AR2.

5 Conclusion

Simplification of navigation interfaces to facilitate effective communications is nec-
essary for designing good online retailing websites. Adaptation and customization are
two common approaches to simplify navigation interfaces. In this context, adminis-
trators of online retailing websites specify new adaptation rules for navigation inter-
faces according to organizational knowledge. Consumers of online retailing websites
specify new customization rules according to personal knowledge. Therefore devel-
oping a flexible navigation method integrating adaptation and customization is nec-
essary to quickly fit administrators’ and consumers’ requirements.

Any Cognitive Style

Analystical Wholistic

is a kind of is a kind of

Fig. 9. Personal characteristics ontology
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This work proposes an ontology-based method to provide adaptive and cus-
tomizable navigation interfaces according to role and personal characteristics. The
proposed method open a new direction based on ontology theory from the individual
differences perspective. This work has two theoretical contributions. The first theo-
retical contribution of the proposed method is applying ontology in the new phe-
nomenon about flexible website navigation. The second theoretical contribution of this
work is proposing a set of innovative rules for inconsistent rules detection. Besides, the
practical contribution of this method facilitate online retailers integrating organizational
and personal knowledge to simplify navigation interfaces in their websites.

Developing system architecture to support the proposed method is under way.
System implementation and evaluation are also valuable directions for further works.
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Abstract. Since 2011 the authors have researched and designed mobile
payments applications for mature and emerging markets. Building on our
extended research in the mobile payments domain across different markets, and
drawing upon the identification of global trends in social and payments mobile
services, we derive design implications and recommendations for mobile P2P
payment experiences.
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1 Introduction

The social meaning of money has been discussed in the literature [1], addressing how
monetary value goes well beyond its utilitarian nature and is deeply rooted in the culture
and social patterns in which money is embedded and exchanged.

As technology mediates money exchange, it affects people’s mental models and
social relationships around money. In this paper we reflect on how mobile technology
is affecting the way in which person-to-person (P2P) money transfers are becoming
increasingly embedded in social communication and discuss implications for design.
Building on our extended research on mobile payments in both emerging and mature
markets, we argue that there are several learnings we can take from both markets that
can inform the design of mobile P2P experiences that better support people’s social
communication globally.

2 Background and Related Work

P2P money transactions have been very common across geographies for decades – be
it through bank transfers, remittances, or cash. In so called emerging, cash-based econo‐
mies, the use of mobile technologies for such a purpose has been one of the main drivers
towards the shift from cash to digital payments [2]. These economies have embraced
mobile payments much earlier than developed economies, since the service enabled
users to effectively cope with the risks and costs of physically traveling upcountry to
deliver cash to their loved ones. Since 2007 [3] people in Kenya, often unbanked [4],
have been able to send money to family and friends through mobile money by simply
using their feature phones and USSD applications, through services enabled by the
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mobile operators. Moving from cash to electronic payments has shown to have a deep
socio-economic impact on emerging markets [5, 6], tackling issues around security, cost
of money production and transportation, hygiene and transparency [7], just to name a
few. Such a shift is not trivial in terms of mental models and related financial behaviors.
As discussed by Ignacio Mas [8], a leap from cash to digital economies deeply affects
the way in which people think about and store money, plan their expenses, save and
manage liquidity. In this sense the design of technology enabling money transfer can
have a major influence on people’s interaction with finance and with other people. As
shown by Kusimba et al. [9], mobile money has been co-shaping the way in which people
nurture their social relationships and communication. For example, male users in Kenya
send air-time bundles to women as a form of courtship and gifting [9].

To better understand and analyze day-to-day use of mobile payments in emerging
markets, specifically urban areas, the authors conducted qualitative field research in
Kenya, Philippines, Brasil and India from 2013 to 2015. We conducted individual and
group interviews with over 260 urban, middle-income participants across these coun‐
tries. In particular, we focused on Kenyan mobile payments, conducting 7 field research
trips in 2014 and 2015, interviewing over 120 people. The analysis on emerging markets
in this paper is informed by this original research and existing literature.

In addition, for mature markets, the authors of this paper have been researching and
designing mobile payments apps for the US and UK market since 2012. This paper’s
analysis on mature markets uses findings from research conducted in this capacity.
Studies were conducted in London, San Francisco, Los Angeles and New York focusing
on mobile payments, with the bulk carried out in San Francisco. Monthly interviews
with 4–6 mobile payments users, over 120 participants total, were interviewed during
the product development process.

In mature markets the shift from cash to digital transactions, i.e. using “plastic” or
“intangible” money, has happened much earlier [10], largely driven by the emergence
of debit and credit cards, followed by e-banking and e-commerce services. The adoption
of mobile phones for P2P transfers, on the other hand, has only emerged in recent years,
through the introduction of smartphone apps like Google Wallet, Venmo, Square, the
Paypal app [11], and mobile banking services. Those services have mainly been adopted
by so-called millennials [12], i.e. people reaching young adulthood around the year 2000.

The recent uptake of smartphones across mature and emerging markets [24] sets the
stage for a new era in which both types of markets will increasingly use mobile phones
to exchange money. Given how smartphones have been shaping social communication,
we reflect on how this trend is shaping P2P money transfers globally, and argue that it
is a time of behavioral convergence between mature and developing economies.
Analyzing that convergence and building on our research in mature and emerging
markets, particularly in Kenya, we then draw design implications for mobile P2P
payment experiences.

In the section below we call out the differences and similarities of how mobile wallets
work in the different geographies and discuss how those differences affect people’s
mental models and shape social behaviors.
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3 How Mobile Wallets Work

3.1 In Emerging Markets

In emerging markets mobile money services provide a way for people to store value
with the mobile service provider. In those markets the relationship between consumers
and providers has been traditionally based on a pre-paid format: i.e., users top up their
air-time accounts by paying cash at a mobile carrier agent. Differently from traditional
financial institutions, mobile carriers have built extended agent networks reaching rural
areas: relying on the same network and cash-in model, in 2007 Safaricom in Kenya
started offering mobile wallets [3], i.e. the possibility for people to store value with the
operator similarly to a bank account and transfer money from a person to another one
through that network using their phone.

This works in the following way: people open a mobile wallet account, linked to
their phone number, with their mobile operator and top it up in cash at physical location
run by an agent. When opening the account they get a PIN. When they want to send
money to one of their contacts (e.g. family and friends living in a rural area), they:
(1) enter a USSD application available on feature phones and linked to the phone SIM
card; (2) enter the phone number of the recipient; (3) enter the amount; (4) enter the
PIN. After that, they receive a confirmation over SMS, and the recipient gets an SMS
notification that money has been transferred to their mobile number/account. At that
stage recipients can: (1) visit an agent in their area to cash out the money; (2) store
money in their mobile balance; or (3) convert it to air-time value.

As the model in Fig. 1 shows, mobile wallets in emerging markets build on the
concept of a stored value that can be transferred from person to person through a
provider. Although mobile money enables and drives the shift from cash to digital, the
mental model of mobile money is rather close to how people handle physical, cash-based
value.

Mobile wallets in Mature Markets, on the other hand, normally build on a different
model, as discussed below.

Fig. 1. The diagram shows the typical conversion flow of money from cash to digital value stored
by the operator and further converted into cash. Mobile money is often used as conduit for cash
to cash transfers. In some markets this kind of transactions have so frequent that users now
increasingly transfer mobile money balances without withdrawing cash immediately [8].
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3.2 In Mature Markets

Mobile wallets in mature markets, e.g. Google Wallet, Apple Pay, Venmo, Square cash,
normally rely on a proxy model, where the P2P app serves as a proxy for money transfers
between the sender and receiver’s bank accounts.

This works in the following way (see Fig. 2): Users download an app onto their
smartphones and link that to their email account and banking credentials in the sign up
flow. In most cases the banking credentials are entered via debit or credit card details.
The app syncs to their email and social contacts. When a user is sending money to a
recipient s/he selects a contact from the ones available or enters a phone number (e.g.
in Venmo), enters an amount, and sends. For the recipient to receive the money, she
may need to sign up for the app, or receive the money as an in-app stored value before
transferring on his/her bank account.

Fig. 2. The diagram shows the typical flow for P2P mobile transfers in mature markets.
Differently from emerging markets, the value remains digital throughout the transaction and the
mobile app serves as proxy to people’s bank accounts.

There are three key differences between the mental models of P2P money transfers
when comparing emerging and mature markets. First, in emerging markets the concep‐
tual starting point is cash being transferred from one person to another. Whereas in
mature markets, digital values stored in formal financial tools like banks and credit cards
is the starting point.

Second, in emerging markets, cash must be converted to a digital stored value before
it is sent. In contrast, stored values are optional in mature market apps and not required
to complete a transfer. But in the mature markets, users must have a formal financial
instrument, such as a bank account. Lastly, in emerging markets the ability to quickly
convert stored value into physical cash is a necessary feature, whereas in developed
markets it is not. People in emerging markets often do not have enough funds [25] and
financial stability to be able to open a bank account, which often require minimum
balances.

Building on these considerations we analyze other global trends that indicate oppor‐
tunities for convergence in the landscape of mobile wallets.

4 Converging Trends

One of the evident trends seen at a global scale is the growth of mobile natives [13,
14], i.e. people who experience computing and the Internet on mobile first. Not only the
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majority of people in emerging markets are more likely to afford a phone than a laptop
or a desktop computer, but due to falling smartphone prices in recent years, those have
become key entry points for people’s access to communication and information services.
67 % Of phones sold by Safaricom in 2013 were smartphones, far outpacing feature
phone sales [15]. In addition, Safaricom has already pledged to phase out the sale of
feature phones in Kenya [16]. Furthermore, populations in emerging economies have
the fastest growth rates [17], meaning they have a very young population which is
increasingly developing social communication behaviors that are similar to young
people in mature markets [18].

At the same time, young people in mature markets are learning to interact with
computing and the Internet on mobile touch-screen devices from an early age. Across
the two type of markets, it is clear [13, 18] how messaging (e.g. Whatsapp, Line), social
networks (e.g. Facebook, Instagram) and entertainment (e.g. YouTube) are the main
drivers of mobile services usage. Recent research has also shown how the millennials
in mature markets are less likely to use credit cards and other services from formal
financial institutions [19]. Similar to what can be observed in emerging markets, this is
due to either lack of financial stability and fixed income, or to a sense of mistrust in
traditional financial institutions that is growing in some mature markets [4].

Lastly, messaging apps like Whatsapp, Line and WeChat have seen a great growth
especially in some emerging economies [20], and obviously amongst younger users.
Some of these apps already offer the opportunity to purchase digital stickers and games
that users can exchange as gifts in their social communication. Many of these apps are
planning to support P2P payments [21].

5 Design Implications

Based on the considerations above we claim there are learnings we can derive from the
way smartphones are supporting people’s payment and social behaviors in both markets
to design P2P payment experiences that are globally relevant.

5.1 Learnings and Implications from Emerging Markets

Physical Storage and Attachment Metaphors. As discussed above, people in cash-
based economies tend to have a mental model of mobile wallets similar to the physical
storage of money, e.g. like the jars in which they would store cash to save for a specific
goal [8]. At the same time, millennials in mature markets have less access to and famil‐
iarity with the proxy model of bank cards, and are more likely to deal with cash and
bank transfers for P2P payments.

In terms of user interface design, this suggests that using the metaphor of an attach‐
ment to a message could leverage that same mental model around stored value, resem‐
bling the experience of sending money to a friend in an envelope, or attaching a stored
file to a text message. The same metaphor has been used by Google, where users “attach”
money to emails in Gmail [22], but we believe there are even greater opportunities to
embed that behavior and related ones in real time communication.
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Already today people are using messaging apps to enhance their communication by
combining multiple media, e.g. sending each other stickers-enhanced photos (e.g. Line
Camera), videos, and audio files. From a design perspective this seems like a good
opportunity for design to enhance people’s P2P behaviors by allowing them to “wrap
up” the value they want to send to each other in visually engaging forms. For example,
WeChat changes its visual design for Chinese New Years to resemble traditional red
money envelopes, which recipients “open up” in the user interface to claim their money,
carrying the feeling of receiving and opening a physical gift, into the mobile app envi‐
ronment [23].

The Notion of a Visible Stored Balance. For people with inconsistent funding and
financial instability, being aware of the balance they have available at a specific point
in time is particularly relevant. While the notion and perception of available balance is
rather clear in the physical and stored-value models, it is less so in the proxy model.
Apps like Square Cash, for example, make debit transfers directly from the sender’s
bank account to the recipient’s account, but does not display bank account balances for
either. One of our investigations through Google Consumer Survey, polling 2000 young
adults from the US who used mobile financial apps, indicated that checking bank account
balances was the most frequent activity, and heavy users sometimes checked their
balances multiple times a day to make sure they could afford purchases.

This observation suggests that for users of mobile P2P payments it is valuable to
have an immediate access to their available balance in the user interface. In mobile
money services in emerging markets today, users need to look up their SMS history and
go through the service notifications, or initiate a query in the USSD app to check their
balance. Only recently some smartphone apps like M-ledger (see Fig. 4a) have become
available in those markets and provide a simpler access to the users’ balance in the
mobile money account. Similarly, Venmo in mature markets displays the user’s mobile
wallet stored value (i.e. the Venmo balance), however, it does not display the user’s
bank account balance and most of mobile payments apps don’t either (see Fig. 4b).

Our recommendation is that considering the type of users who are adopting these
services across markets - i.e. people with fluctuating income - it makes sense to consis‐
tently show in the interface the balance that is most relevant to users, to support people’s
awareness of the amount they have at disposal and are able to share. In emerging markets,
that might be the balance in their the mobile money account, whereas in developed
markets showing the bank account balance may be more useful.

5.2 Learnings and Implications from Mature Markets

Visual Cues for Real Time Communication. As shown in the diagram in Fig. 3,
people in mature markets are evolving their usage of mobile devices for real time social
communication into mobile wallets. In emerging markets the use of mobile money has
traditionally been based on SMS protocols, i.e. on asynchronous communication. When
a person sends money to another one via mobile money, she needs to receive an SMS
confirmation to be reassured that the payment has gone thorough. In our field research
in Kenya and the Philippines we have also observed how people often switch to voice,
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calling the recipient, to make sure that s/he has actually received the money and there
were no mistakes in the number that was typed to indicate the recipient.

Fig. 3. This diagram illustrates how social interactions and mobile payments have evolved in
mature markets and emerging markets. The two developmental paths differ, but are converging –
social apps are incorporating payments, and payments apps have increasingly begun to incorporate
UI patterns from social apps, such as chat bubbles (see Fig. 4d).

Based on these considerations we believe there are design opportunities for making
the mobile P2P payment experience feel more immediate and familiar to the way people
already use social apps. Examples for that are visual cues that provide a notion of pres‐
ence, sending and receipt status similar to the cues used by apps like Whatsapp or
Hangout. Additionally, a conversational UI similar to messaging apps builds on existing
mental models around P2P and group communication that can be easily enhanced by
enabling the sharing of money in the same fashion.

Square Cash and SnapCash are already moving in that direction (e.g. see Fig. 4d)
and, as mentioned above, social apps are planning to include payments in their services
[21]. Based on our research (see next section) while a conversational UI is promising,
it is also important that it doesn’t simply consist of speech bubbles sending money to
each other. For payments to be embedded in the social communication they need to
maintain the richness of the social context in which the money exchange is embedded:
e.g., enabling thank you messages in the same thread, or connecting the payment to a
group event people have contributed pictures and videos to.

Paying a Contact vs. Paying a Business. In order to better understand how a conver‐
sational UI similar to the Square Cash one (Fig. 4d) would be perceived in comparison
to a list-based one more conventionally associated with financial tracking, similar to the
Google Wallet (Fig. 4c) one, we ran a qualitative study with 7 college students from the
US who had no or limited experience with mobile wallet apps. In the study we asked
them to send money to someone with both interfaces and we collected their feedback
around usability and overall experience. For all participants a conversational UI felt
natural in a conversational context, i.e. in a messaging app, but would feel less secure
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and too casual in a payment app. Additionally, they felt like they could imagine using
the conversational UI for sending money to their contacts, but they couldn’t’ imagine
using it for paying a business.

This insight is consistent with our field research in Kenya, where people talk about
paying a business as a “transaction” vs. paying a person as a “social experience”. In 3
of the focus groups we ran in Kenya, we found that participants distinguished between:
(1) sharing money with friends and family; and (2) paying a merchant at a store and
went as far as to use different verbs: “sharing” described P2P payments, and “paying”
described merchant-customer payments.

Overall, people across markets seem more inclined to use a social payment experi‐
ence to send money to family and friends, but they wouldn’t necessarily want the same
interface to send money to a business. These observation suggest that while embedding
payments into social conversations is promising, further research into a classification of
payment types would be helpful to understand design implications around users’ percep‐
tion of security and privacy.

6 Conclusion

By highlighting global trends around social and payment mobile services, and building
on our research in the field across mature and emerging markets, in this paper we argue
that the convergence of users’ behaviors calls for converging design solutions. To that
end we have identified design opportunities for creating mobile P2P payment experi‐
ences that build on the learnings from both markets and strive for more engaging and
globally relevant interfaces.

We believe there is scope for further embedding payments in mobile communication
by gathering a deeper understanding of how P2P payments networks map to social
communication ones. Research has been done on M-PESA, especially in Kenya, [9],
but more comparative research is needed across regions of varying market levels. Along

Fig. 4. User interfaces of different mobile payment applications. (a) M-Ledger, available in
Kenya; (b) Venmo app; (c) Google Wallet app; (d) Square Cash app
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the same line, it is important to understand how cultural differences related to gifting,
allowances and bills sharing might influence people’s behaviors and expectation with
regard to the interaction with the mobile service.

To that end, we aim at conducting further investigation across markets to identify
and compare what type of connections people send money to, the frequency, amounts
and reasons for sending, and how the communication patterns around that may vary. In
doing so, we believe we can drive further insights to inform the design of mobile P2P
payment services that are globally relevant, useful and engaging.
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Abstract. Under the new economic forms of China’s “Internet +” strategy, the
Internet technologies spill over into different areas in a variety of traditional
industries. As a result, electronic commerce develops rapidly. With the sus-
tainable increase of consumers shopping online, the logistics problems have
become the biggest obstacle of the development of electronic commerce. We
argue that one can solve the current problems in logistics and improve con-
sumers’ satisfaction by establishing a long-term relationship of value co-creation
between electronic commerce enterprises and logistics service providers. In this
paper, we build a game model of electronic commerce enterprises and logistics
service providers based on knowledge-sharing. We analyze the cases of one-shot
game and repeated game. According to model analysis, we propose strategies
for electronic commerce enterprises and logistics service providers to co-create
value on the basis of knowledge-sharing from two different angles, i.e., the
whole supply chain’s and its members’ perspective. These strategies may have
implications to practice.

Keywords: Knowledge sharing � Value co-creation � E-commerce enterprises �
Logistics service providers � Game theory

1 Introduction

With the development of Internet technology, the convenience of e-commerce emerges
gradually, and different kinds of e-commerce enterprises appear, especially those with
online shopping grow rapidly, such as Jingdong Mall, Alibaba and Taobao in China.
Data show that by the end of 2014, netizens in China reached 649 million, and the
number of online shopping users reached 361 million, with an increase of 55.7 % [8].

In March 5th, 2015, “Internet+” was first proposed in the Chinese governmental
work report. “Internet+” emphasizes the advantages of Internet and making innovations
by integrating Internet technologies, such as big data, cloud computing and so on, with
traditional industries [2]. For example, in electronic commerce and its logistics service,
the traditional logistics distribution is focused on the transporting route, and cost, and
thereby optimization of logistics is concerned with cost saving and time saving. But
modern logistics distribution is more focused on service quality that is related to other
aspects of customer satisfaction, such as customer preference, etc. The Internet as a tool
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has multiple influences on the e-commerce and logistics, including impacts on online
transactions, offline transactions and online-offline interactions. For e-commerce and
logistics service providers, therefore, “Internet +” may help them solve the current
problems such as high delivery cost, delayed delivery and wrong delivery in
e-commerce and its logistics.

With the sustainable increase of consumers shopping online, the insufficient
logistics service have become the biggest obstacle in the development of electronic
commerce. For electronic commerce enterprises and logistics service providers, the
biggest challenge is how to collaborate to solve the current problems in logistics and to
improve consumers’ satisfaction by establishing a long-term relationship between
them. Nowadays, more and more enterprises tend to be value-co-created enterprises, as
a result, the electronic commerce enterprises can concentrate on solving the problem of
logistics to co-create value together with the related logistics service providers. If so,
they can also improve their competitiveness. However, in fact, the development of
logistics lags behind that of e-commerce. Consequently, consumers are forced to accept
logistics service of low level which they are not very satisfied with. The purpose of this
study is to work out some solution.

This paper is organized as follows. The next section reviews the pertinent literature.
Subsequently, we analyze the one-shot model and the repeated model in Sect. 3. In
Sect. 4, we propose some strategies for value co-creation, while results and discussions
are presented in Sect. 5.

2 Literature Review

In this section, we briefly review literature about knowledge sharing and value
co-creation.

2.1 Knowledge Sharing

Knowledge sharing is a way of exchanging knowledge to increase value and effects of
knowledge. Researchers have different views about knowledge sharing, and they do
research from different angles. Previous research on knowledge sharing focuses on the
issues of effective factors, technology realizing, and specific practice.

Some researchers attribute the difficulties of knowledge sharing to transferring
implicit knowledge, trust issues of in knowledge sharing, intentions and potential threat
of knowledge sharing. They summarize the factors to facilitate knowledge sharing, 16
properties in four aspects including enterprise culture, employee motivation, leadership
and information technology. On this basis, they propose a fuzzy evolutionary model to
determine the weights of the related property [19]. A network model is proposed based
on the analysis of literature about knowledge codification and knowledge-sharing
networks. The findings show that the growth of knowledge codification may lead to the
damage of knowledge-sharing ties [6]. Some studies investigate the effects of two types
of trust, i.e. organization-institution-based trust and interpersonal trust, on knowledge
sharing by building a conceptual model. The model is tested by an empirical study of
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294 Chinese IT firms [20]. Some researchers argue that conflicting incentives among
managers may affect knowledge sharing which can bring potential benefits through an
analysis of leasing data [11].

Trust plays an important role in knowledge sharing in a supply chain, so there are
several studies on it. A multi-period model is constructed to examine trust in a supply
chain in terms of salespersons. It shows that salespersons who share demand forecast
information with retailers are always trusted in a long-term relationship [5]. An
investigation of capacity decision of suppliers reveals that the cooperation of suppliers
and manufacturers depends on trust. Thus, an analytical model is developed to observe
behavioral regularities [10]. A study on Group Buying indicates that social interactions
between sellers and consumers can bring benefits through knowledge sharing,
accordingly some new strategies are developed, such as Referral Rewards programs,
which are different from traditional individual-selling strategies [3].

As for the practical applications of knowledge sharing, many researchers study the
issues in different areas including healthcare, education and supply chain in business.
The factors influencing the improvement of supply chain are investigated by using
structural equation modeling. As a result, adaptability and, openness and innovation
orientation are found to be very important factors [18]. A method with two steps is
proposed to solve the problem of capturing implicit knowledge and develop a semantic
web platform for knowledge sharing [9]. Some researchers have explored the rela-
tionship among trust, perceived risk workplace spirituality and knowledge sharing
behavior by applying confirmatory factor analysis and structural equation modelling.
Their findings show that there is a strong tie between workplace spirituality and
knowledge sharing, and the perceived risk is a moderator variable between trust and
knowledge sharing [13].

Researchers also have studied the issue of knowledge sharing in the context of
supply chain using game theory. Some propose to build knowledge sharing networks to
achieve optimal investment [1], and to reduced cost.

2.2 Value Co-creation

Value co-creation is a new concept in recent years. The generalized value co-creation
means that the interactions of consumers’ participating in the links of products design,
manufacturing and sales circulation can create value. Doorn et al. argue that consumers
and enterprises can create value in the cooperation of collecting ideas and realizing
design and this is called value co-creation [4]. Thus, value co-creation covers two kinds
of situations. One is value co-creation driven by enterprises who occupy resources, and
the other is driven by consumers who occupy resources. At present, most researchers
study value co-creation from the aspect of empirical thought.

In past years, most studies about value co-creation are based on the collaboration
between enterprises and individual consumers. But now more and more studies focus
on the value co-creation among enterprises.

Current two views are value co-creation theory based on consumers’ experience
[12] and value co-creation theory based on service-dominant logic [17]. The former
believes that value co-creation is demonstrated in the aspect of consumers’ experience.
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Enterprises provide consumers with a context to experience consumption. It is inter-
actions that create value including interactions among consumers, and interactions
between consumers and enterprises. While value co-creation theory based on
service-dominant logic states that value co-creation is realization of consumers’ use
value. In the process of value co-creation, consumers need to use their own knowledge
and enterprises need to create good circumstances to facilitate value co-creation. When
consumers use the products, value is co-created.

Researchers have studied the issues of value co-creation in different areas. The
following are some examples. In one study, ideas are developed by linking service
logic to an ecosystem perspective and the results show the challenges of the base of the
pyramid environment [7]. In another study, it is proposed that the antecedents for value
co-creation in health care include flexibility, responsiveness and co-innovation, and
they are analyzed by using structural equation modeling. And it is tested by a survey of
225 health care professionals [15]. Some researchers verify the relationship between
firms’ degree of involvement in co-creation activities and the degree of articulation of
their service value attributes via principal component analysis and artificial neural
networks based on online textual data [16]. Above all, there are many studies on value
co-creation in different fields, but very few on value co-creation between e-commerce
enterprises and logistics service providers. To fill in this gap, in the presented research
we build a game model and study knowledge sharing-based value co-creation between
e-commerce enterprises and logistics service providers.

3 The Model

There is an important link between e-commerce enterprises and logistics providers,
which are key nodes in supply chain in the context of Internet economics. Knowledge
sharing between them helps to prompt their value co-creation. Two situations will be
discussed in the framework of game theory. Figure 1 shows the conceptual supply
chain model we study.

Before customers’ ordering, e-commerce enterprises offer forecast about customers’
ordering, then logistics providers will allocate the logistics capacity for customers.

Fig. 1. The conceptual model
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When customers finish their ordering, logistics providers offer distribution service to
customers. We assume that there is one e-commerce enterprise and one logistics
provider. And the e-commerce enterprise wants to know about the logistics capacity of
the logistics provider before signaling forecast.

3.1 One-Shot Game

Inspired by the model proposed in reference [14], we consider a different context with
knowledge sharing between e-commerce enterprise and logistics provider. In this
paper, knowledge sharing represents the exchange of information, such as forecast of
consumers’ orders and consumers’ preference, and preference of logistics providers
and preference of packaging. We assume that X is nonnegative normal random vari-
able, X�Nðl; r2Þ, and the market demand of customers is a scaled random variable
x � X. Here x is the demand-size parameter, x 2 Rþ , it has two possible situations
“high” and “low”, thus we have xi, with i ¼ fh; lg, with the probabilities of “high” and
“low” respectively as PðxlÞ ¼ a, PðxhÞ ¼ 1� a, a 2 ð0; 1Þ.

We denote c as the unit service capacity cost of logistics provider. With knowledge
sharing, the logistics provider can get the forecast of consumers’ orders offered by the
e-commerce enterprise to allocate service capacity. The logistics provider charges the
e-commerce enterprise a price of a for each unit allocated and the e-commerce enter-
prise earns b for each unit. If the service capacity can’t satisfy consumers’ real
demands, the e-commerce enterprise will pay for a unit service capacity of d. If the
service capacity exceed consumers’ real demands, there will be an extra cost of e.
Define Q as the service capacity that logistics provider allocated. For notational con-
venience, define f ðxÞ ¼ maxðx; 0Þ, and

p1 xi;Qð Þ ¼ a min Q;Dið Þ � e:f Q� Dið Þ � cQ ð1Þ

p2 xi;Qð Þ ¼ b� að Þ min Q;Dið Þ � d:f Di � Qð Þ ð2Þ

When the game begins, there is a random demand state of x(xh or xl), which can
be observed by the e-commerce enterprise. Then the e-commerce enterprise will send a
forecast K(K ¼ H or K ¼ L) to the logistics provider and the strategy of the logistics
provider is to trust or not. For example, when a forecast of H is sent, and if logistics
provider’s strategy is to trust, service capacity Qh will be allocated to make the
expected profit maximum:

Qh ¼ arg max
Q

E p1 xh;Qð Þ½ � ð3Þ

Of course, if the logistics provider doesn’t trust the e-commerce enterprise, service
capacity Q0 will be allocated:

Q0 ¼ arg max
Q

1� að ÞE p1 xh;Qð Þ½ � þ aE p1 xl;Qð Þ½ �f g ð4Þ
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Denote dr as the realized demand of consumers, and o as the orders that the
e-commerce enterprise tells the logistics provider to distribute. In the cooperative and
truthful knowledge-sharing situation, the expected profit of the logistics provider and
that of the e-commerce enterprise respectively are:

p�1 ¼ 1� að ÞE p1 xh;Qhð Þ½ � þ aE p1 xl;Qlð Þ½ �
p�2 ¼ 1� að ÞE p2 xh;Qhð Þ½ � þ aE p2 xh;Qhð Þ½ � ð5Þ

However, in the noncooperative situation, the expected profit of them respectively is:

p01 ¼ 1� að ÞE p1 xh;Q0ð Þ½ � þ aE p1 xl;Q0ð Þ½ �
p02 ¼ 1� að ÞE p2 xh;Q0ð Þ½ � þ aE p2 xh;Q0ð Þ½ � ð6Þ

We can imagine that when the e-commerce enterprise’s forecast of consumer’s
demand is low, he or she is likely to send H to the logistics provider to assure sufficient
service capacity can be allocated to him. If this happens, it may cause that the logistics
provider can’t distinguish the real incentive, and his/her best strategy is to ignore
e-commerce enterprise’s forecast information. So there is an equilibrium of
non-truthful knowledge-sharing.

PROPOSITION 1. It occurs as a noncooperative case in the equilibrium of the
one-shot game. The logistics provider allocates service capacity Q0 with ignoring the
forecast of the e-commerce enterprise.

Above all, it is necessary to study the case of repeated game to seek a best strategy
for both the logistics provider and the e-commerce enterprise when having truthful
knowledge-sharing.

3.2 Repeated Game

In fact, there is always a long-term supply chain relationship between the logistics
provider and the e-commerce enterprise. The repeated game is composed of several
stage games. At each time t (t ¼ 1; 2; � � � ;1), a stage game is played which is same to
the one-shot game. As the time goes to tþ 1, the game renews. We denote Kt ¼
ðK1; � � � ;Kt�1Þ as the forecast, ot ¼ o1; � � � ; ot�1ð Þ as the distributed orders, Qt ¼
fQ1; � � � ;Qt�1g as the service capacity allocated, and ht ¼ Kt � ot � Qt as the public
knowledge at time t. And the private knowledge htprivate ¼ ðx1; � � � ;xt�1Þ � ðd1; � � � ;
dt�1Þ can be only observed by the e-commerce enterprise.

In the repeated game, a Pareto-efficient outcome can emerge as an equilibrium by
using a review strategy. The process of the review strategy is as follows:

(1) Divide time into several review phases. In every phase, the logistics provider
marks Gt as the e-commerce enterprise’s score and sets a credibility threshold for
the e-commerce enterprise. After finishing the distributed orders ot, the logistics
provider checks the reliability of the e-commerce enterprise.
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(2) If the e-commerce enterprise passes the check, his score updates: Gt ¼ Gt�1 þ 1.
If he cheats repeatedly, it is necessary to check low-forecast. It is likely that the
e-commerce enterprise is at the risk of suspect forges low-forecast information.

(3) At the end of each period, the logistics provider checks the incentive of the
e-commerce enterprise for truthful knowledge sharing. If the e-commerce enter-
prise has truthful knowledge sharing, the review phase continues and the game
renews. If not, it stops and it comes to the punished phase.

(4) The logistics provider always trusts the e-commerce during the review phase.
Once he/she doesn’t allocate the system-optimal service capacity, the e-commerce
enterprise can publish him by stopping the truthful knowledge sharing until he
allocates the system-optimal service capacity.

PROPOSITION 2. A Pareto-dominant outcome can emerge as an equilibrium in the
repeated game and the logistics provider and the e-commerce enterprise will realize the
truthful knowledge sharing between them.

In the long run, the review strategy can help with the truthful knowledge sharing.

4 Strategies for Value Co-creation

4.1 The Whole Supply Chain Perspective

Based on the above game model analysis, three strategies could be used to improve
value co-creation from the perspective of the whole supply chain.

Firstly, to build an effective knowledge sharing mechanism between the
e-commerce enterprise and the logistics provider, the whole supply chain should take
some incentive measures to promote the truthful knowledge sharing, such as decreasing
logistics fees for the e-commerce enterprises. If so, in the long cooperation, the review
phase will be shorten. And then value will be co-created in various aspects, including
reputation, efficiency and precise grasp of consumers’ demand and so on.

Secondly, to facilitate value co-creation, an integrated information system platform
should be built for the whole supply chain. In the real world, parties of supply chain
have difficulties to coordinate information. For example, the e-commerce enterprises
may not know the accurate logistics information while the logistics providers may not
provide in time delivery to consumers. This may cause consumers’ complaints and
brings bad effects on the performance of both the e-commerce enterprise and the
logistics provider. To solve this problem, the supply chain members can cooperate to
build an integrated information system to increase the information transparency. For
example, GPS can be used for package positioning to help the consumer know the
package’s state and update information in the system in time. Moreover, one can make
surveys with consumers about logistics service through the system to find out problems
and to improve the logistics service. Consumers can get good experience through the
integrated system, and the enterprises can gain good word of mouth from consumers.
So value could be co-created in different aspects, including explicit profits, implicit
reputation, and consumers’ experience.

Thirdly, build the proper competition mechanism. In fact, one e-commerce enter-
prise always cooperates with several logistics providers and one logistics provider also
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cooperates with several e-commerce enterprises. Our model in this paper ignores the
competition between them. Parties of supply chain will try to improve their competition
through the competition mechanism which can help to realize supply chain opti-
mization and create value including branding and good competition.

4.2 The Supply Chain Members’ Perspective

Firstly, e-commerce enterprises need to offer knowledge about consumers such as
forecast of orders and individual preference. It is important for e-commerce enterprises
to know consumers’ information to provide personalized service. In terms of logistics,
the consumers who are in badly need of specific products, may have a high demand
against logistics speed; the consumers who prefer box-packed than bag-packed delivery
may choose to purchase some bulky goods. Moreover, if consumers purchase birthday
presents to their friends, they may need cards and beautiful packaging. If the
e-commerce enterprises know these consumer information well and make improve-
ments in their service, they will gain consumers’ intention of repeated visits to the
website and their repeated purchases.

Secondly, logistics providers need to maintain good cooperation with e-commerce
enterprises to realize value co-creation. A motivation mechanism for e-commerce
enterprises’ truthful knowledge sharing may help a lot. Then a specialized knowledge
base can be built to enhance the management of consumers’ relationship. The
knowledge base should cover individual preference, feedback information, demands of
logistics or packaging from consumers. When the knowledge accumulates to a certain
degree, one can use big data technology to analyze it.

5 Discussion and Conclusion

In this paper, we have built and studied the game model of one logistics provider and
one e-commerce enterprise with knowledge-sharing between them. The findings show
that a review strategy can help to realize the optimal equilibrium of the system and
improve the truthful knowledge sharing between the two parties. Accordingly, we have
proposed strategies for electronic commerce enterprises and logistics service providers
to co-create value. This study contributes to the understanding of knowledge sharing
and its impacts in supply chains.

This research provides the following managerial implications. First, our results
demonstrate that a review strategy can be effective in knowledge sharing and value
co-creation between e-commerce enterprises and logistics service providers. Therefore,
review strategy can be applied in practice to solve the logistics problems. Second, the
idea of co-creating value through knowledge sharing in the field of e-commerce has
managerial insights to practitioners. Finally, the strategies for value co-creation provide
managerial guidelines for both e-commerce enterprises and logistics service providers.

Throughout our work, there are some limitations in this study. First, we just con-
sider one logistics provider and one e-commerce enterprise in our model. Obviously it
is not what it is in real world. Second, no case study is addressed to test the model and
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strategies. Finally, as for value co-creation, we have just proposed some general
strategies but no survey-based quantitative analysis.

In future research, one may consider to do the case study and experimental study on
a specific e-commerce platform, such as Jingdong Mall. Also one can extend the game
model by taking multiple enterprises into account.
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Abstract. With the rapidly development of Internet and e-commerce in recent
years, broaden business into multicultural marketplaces is easier and more
profitable, and an important step for a firm to exploit its new markets is to launch
proper websites to communicate with customers in different areas. Culture is so
diversified that the design strategies of website for different countries should be
localized according to each culture. As a result, in this study, we will conduct a
review based on the pervious scattered website localization design strategies and
classify them into different cultural dimensions. Such classification can be a
summary of the current studies on website localization, an indication for
detecting future studies in this area, as well as a guideline for designing website
in different cultures.

Keywords: Website localization � Hofstede’s cultural dimension theory

1 Introduction

In recent years, geographical considerations have no longer been a major impediment
to conduct business around the world, and marketers have new opportunities to extend
their business globally and pursue larger profits in multicultural markets. According to
eMarketer (2014) and Miglani (2012), the sales of global B2C e-commerce market
have reached $1.5 trillion in 2014, and more than 66 % of the world’s online popu-
lation have purchased online in 2014. The surge of the Internet users and the popularity
of online shopping mode motivates marketers to consider corporate websites as a
valuable media to communicate with their customers. It has been proved that any delay
in launching international websites might be a fatal mistake for a corporation (Alvarez
et al. 1998).

An attractive, easy to use and user-friendly interface of website is vital to keep
consumers on the site long enough to make decision without switching to another site
(Nassar and Abdou 2013). As a result, the design of firm’s international websites is
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quite vital and various questions are coming along: should the designs of web sites in
different cultures be distinct or should they follow similar trends? How do different
cultures represent themselves on the Web? If cultural differences are found, what role
do they play and how to adapt them to such differences? and so on. The origin of these
problems is that different culture-background consumers have different product/brand
knowledge structures, as well as different perceptions of and preferences for the
products (Keller et al. 2011). Thus, only language translation in international websites
is doomed to impede brand building process and a successful international website
needs more respect to local culture.

In previous research, such operation by using international website strategies to
adapt and respect to local culture is called “website localization” (Jain 1989), and
ample studies have already demonstrated that proper website localization can improve
customers’ impression of websites (Badre 2001), increase their willingness to visit the
websites (Badre 2001), enable the websites to increase their hit rate by almost 2000 %
(Tixier 2005), simplify the navigation and promote favorable attitudes toward the
website (Luna et al. 2002), as well as enhance the trust of online shopping customers
(Singh and Boughton 2005). Another research by Tixier (2005) also shows that,
through effective website localization, a firm could increase its online sales by 200 %.

However, practically, current operations on cultural adaptation in website local-
ization areas are far from enough. A survey of the top 900 companies websites listed by
Forbes reveals that only 225 of these companies have built localized websites (Singh
and Boughton 2005). Similar research by Forrester finds that 67 % of the Fortune 100
companies’ use standardized but not localized websites, in which English is the only
language. Besides, although some international firms’ websites have already adapted to
local language and contents, the adaptation is still very limited with simply uniform
website designs and features (Card et al. 1996).

Insufficient and inadequate website localization guidance may be part of reasons for
the operation deficiency. Besides, improper website localization strategies are not only
ineffective but also wasting money. Thus, firms can benefit a lot if some criterions can
be developed to direct their international website designs. However, previous research
which investigate the effect of website localization strategies are often too scattered to
be used as the guideline by firms. Inspired by this vacancy, we conduct a review to all
the website localization strategies, as well as classify each strategy into different
dimensions of Hofstede’s cultural theory.

The paper proceeds as follows. Section 2 introduces Hofstede’s cultural theory,
which is used as the framework for summarizing website localization strategies in this
research; Sect. 3 reviews previous studied website localization strategies and classify
them into different cultural dimensions accordingly; Sect. 4 is used to analyze and
detect the insufficient of current research on website localization strategies and con-
cludes the research with the theoretical and practical contributions.
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2 Literature Review

The flourishing of the Internet and e-commerce has introduced a new research area,
website localization, in marketing and information system areas, and increasing studies
are conducted to investigate the effectiveness and importance of website localization.
For example, Singh et al. (2006) use a technology acceptance model to study the B2C
international websites of several countries, and empirically prove that cultural adap-
tation of Web content can increase purchase intentions significantly and lead to
favorable attitudes towards a website. Besides, Sia et al. (2009) compare the application
of two website strategies across Australia and Hong Kong, proving that web strategies
can affect customers’ trust online. Additionally, Badre (2001) surveys people with two
different genres, e-shopping and news sites on the World Wide Web, and investigates
their preferences and performance as a function of Web cultural experience.

Admittedly, as the service channels and mediums to serve their customers, firms’
websites should not be culturally neutral, but be full of cultural markers (Singh and
Boughton 2005). As a result, previous analysis and investigation for website localization
strategies are always based on various kinds of cultural topology. The first category is
the single-dimension national culture classification model. This model includes high
versus low context (Hall and Hall 1987), monochromic versus polychromic (Lewis
1992), and high versus low trust (Fukuyama 1995). Another stream of national culture
classification models is the multiple-dimension models, such as two-dimension cate-
gorizations (Lessem and Neubauer 1994), Newman five-dimensional classification, and
(Trompenaars and Hampden-Turner 1994) seven-dimension models.

Among these studies, Hofstede’s cultural theory is one of the most extensively
applied and validated theories in cultural context and management research (Singh
et al. 2005). Hofstede’s cultural theory is developed by Geert Hofstede (Singh et al.
2005), and it describes the effects of a society’s culture on the values of its members
and how these values relate to their behaviors. Initially, Hofstede’s cultural the-
ory provides four categories to understand how national culture relates to social psy-
chological phenomena, and the four categories are Power Distance Index (PDI),
Individualism verse Collectivism (IDV), Uncertainty Avoidance Index (UAI), and
Masculinity verse Femininity (MAS). The conclusion IS based on a survey research
conducted between 1967 and 1978 at foreign subsidiaries of IBM. In 1991, Long-Term
Orientation (LTO) is added as a new dimension to upgrade Hofstede’s cultural theory.

Despite some critiques of Hofstede’s cultural dimensions regarding the method-
ology and context (Fernandez et al. 1997; Huo and Randall 1991), significant more
empirical evidence has verified that Hofstede’s cultural typology is a valid differen-
tiator to detect cultural differences and an effective basis for the analysis of regional
differences (Bochner 1994; Dorfman and Howell 1988; Søndergaard 1994; Simon
2000). In addition, in 1987, the Chinese Culture Connection conduct a 40-item cultural
value survey which is based on the themes identified by Chinese social scientists and
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philosophers, and results show that three out of four dimensions are highly correlated
with Hofstede’s cultural dimension index. As a result, in this study we use Hofstede’s
cultural dimension theory as a framework to conduct the website strategies review, and
each strategy is categorized into one cultural dimension depending on its effect is
mainly impacted by the differences across culture in which cultural dimension.

3 Website Strategies Review

We focus on the review of the studies investigating website localization strategies
during the latest 15 years (2000–2015) in both marketing and information system areas.

3.1 PDI-Classified Web Strategies

The first dimension in Hofstede’s cultural dimension theory is PDI which is defined as
“the extent to which the less powerful members of organizations and institutions (like
the family) accept and expect that power is distributed unequally” (Hofstede 1980).
A country (e.g., China or Japan) with high PDI indicates that hierarchy in this country
is clearly established in society without doubt. Conversely, in country (e.g., Canada,
the US or Germany) with low PDI, people tend to question authority and attempt to
distribute power.

Firstly, Power Distance would be more involved with the presence of authority
(Robbins and Stylianou 2002) and status (Mueller 1987), that is because the character
of admiring power in such countries. Correspondingly, pride of ownership appeal and
quality assurance gain more favor in such countries. In the research, web strategies will
be classified into high-PDI category if they are more preferred by people value society
hierarchy, and reversely be sorted into low power Distance category if they are more
appreciated by people who tend to question authority. Web-specific cultural traits in
previous research on PDI categories are summarized in Table 1.

3.2 IDV-Classified Web Strategies

The second category is IDV, which explores the “degree to which people in a society
are integrated into groups (Hofstede 1980a)”, and this category focuses on the indi-
vidual’s relationships with others (Hofstede 1991). In a collectivist society (e.g., Brazil,
China, Egypt, India, Japan, and Mexico), individuals are presumed to value the interest
of their group more than that of themselves. As a results, collectivists will display
greater group loyalty and are ready to protect the interests of group members. On the
other hand, people in a individualism society (e.g., Australia, Canada, Denmark,
France, Ireland or the US) are expected to care primarily for themselves and their
immediate families. Individualists will be relatively less pressured from others and tend
to be more self-centered.
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Website strategies are classified into IDV category if they affect very differently
between individualistic persons and collectivistic ones. Specially, in one hand, website
strategies are categorized into collectivistic items when they are more preferred by
people who value group interests as well as the endorsement from others. In another
hand, ones classified into individualistic category appreciate more on personal interests
(Table 2).

3.3 UAI-Classified Web Strategies

UAI, the third dimension in Hofstede’s cultural theory, is defined as “a society’s
tolerance for ambiguity (Hofstede 1980b)”, and it is mainly used to deal with how
societies accommodate high levels of uncertainty and ambiguity in the environment
(Hofstede 1984; Tricker 1988). Specifically, society (e.g., Japan) with a high UAI has
stiff codes of behavior, guidelines, and laws, and people in such country tend to
absolute rely on widely accepted truth or belief. In addition, such people also seek to
avoid ambiguity and therefore develop rituals and rules for virtually every possible
situation. On the contrary, persons from a low UAI culture (e.g., Canada, Denmark,

Table 1. PDI-classified web strategies

High-PDI Low- PDI Studies

Symmetrical home page Asymmetrical home
page

Callahan (2005), Marcus and
Gould (2000)

Frequency of logos Callahan (2005)
Frequency of images of
faculty

Callahan (2005)

Frequency of images of
students

Callahan (2005), Marcus and
Gould (2000)

Tall hierarchies Shallow hierarchies Marcus and Gould (2000)
Official seal, national
emblems

Marcus and Gould (2000)

Photographs of leaders Images of both gender Marcus and Gould (2000)
Monumental buildings Images of people Callahan (2005), Ackerman

(2002)
Company hierarchy
information

Singh et al. (2003)

Pictures of awards Singh et al. (2003)
Pictures and information of
CEOs

Singh et al. (2003)

Group identity symbols in
newsletter

Singh et al. (2003)

Theme of family Mueller (1987)
Links to local websites Mueller (1987)
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England, Hong Kong, Sweden, or the US) might be more reflective and relatively
broad-minded, resulting in the reduction of the need in them for social approval.

In our study, web-special traits belonging to the UAI dimension when their effects
are vary significantly in different UAI countries. In particular, the application of the
high-UAI strategies will work on alleviating customers’ uncertainty level when using
the websites, and vice-versa. The detailed website strategies on UAI-classified category
are reviewed in Table 3.

Table 2. IDV-Classified web strategies

Individualistic Collectivistic Studies

Images of groups Images of
individuals

Callahan (2005), Marcus and Gould
(2000)

Young individuals Older individuals Callahan (2005)
Number of links Figurative images Callahan (2005)
High modality pictures Low modality

pictures
Callahan (2005)

Pictures of women Callahan (2005)
Animated pictures Callahan (2005)

Country specific news Singh et al. (2003)
Newsletter Singh et al. (2003)
Symbols of national
identity

Singh et al. (2003)

Pictures of family Singh et al. (2003)
Links to local websites Singh et al. (2003)
Customer endorsement Singh et al. (2003)
Portal affiliation Singh et al. (2003)
Clubs/Chat rooms Singh et al. (2003)

Table 3. UAI-classified web strategies

High-UAI Low-UAI Studies

Guided navigation Singh et al. (2003)
Tradition theme Singh et al. (2003)
Free trials or downloads Singh et al. (2003)
Limited choices Variety of choices Marcus and Gould (2000)
Restricted amounts of data Long pages with scrolling Marcus and Gould (2000)
Limited scrolling Abstract images Marcus and Gould (2000)
References to daily life Ackerman (2002)
Redundancy Ackerman (2002)

Frequency of abstract images Callahan (2005)
Number of links Callahan (2005)

Frequency of horizontal pages Callahan (2005)
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3.4 MAS-Classified Web Strategies

The fourth dimension isMAS,which is grounded in theways sex roles are allocated in the
culture (Hofstede 1991). In this dimension, masculinity is defined as “a preference in
society for achievement, heroism, assertiveness, andmaterial rewards for success”, and its
counterpart, femininity, represents a preference for cooperation, modesty, caring for the
weak, and quality of life (Hofstede 1980b). Country (e.g., Denmark, FinlandNetherlands,
Norway, or Sweden) is categorized to the dimension of “femininity” when it minimizes
the distinctions between sex roles, or emphasize the quality of life. Instead, other countries
(e.g., Austria, Italy, Japan, Mexico, and Brazil) which maximize the distinctions between
the sex roles and highlight the quantity of life, are labeled “masculinity”. Individuals from
masculine cultures will value material success and assertiveness, and they may seek to
respond in a manner that compliments their own ambitions.

Masculinity and Femininity society persons generally have different preferences
towards website designs. For example, Tsikriktis (2002) finds that masculinity is
associated with higher expectations on a website interactivity, and Pollay (1983)
proposes that ads in masculine cultures emphasize on the level of enjoyment. More
studies on this category are summaries in Table 4.

Table 4. MAS-classified web strategies

Masculinity Femininity Studies

Quizzes and games Singh et al. (2003)
Realism theme Singh et al. (2003)
Interactivity Pollay (1983)
Limited choices Multiple choices Ackerman (2002)
Orientation towards
goals

Orientation toward
relationships

Dormann and Chisalita (2002)

Emphasis on
tradition and
authority

Dormann and Chisalita (2002)

Frequent images of
buildings

Frequent images of people,
especially showing them
laughing, talking or studying
together

Dormann and Chisalita (2002)

Utilitarian-purposed
graphics

Dormann and Chisalita (2002)

Number of links Callahan (2005)
Frequency of figurative images Callahan (2005)

High modality
pictures

Low modality pictures Callahan (2005)

Number of pictures
of women

Callahan (2005)

Frequency of
animated pictures

Callahan (2005)

Website interactivity
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3.5 LTO-Classified Web Strategies

The last category in Hofstede’s cultural theory is LTO, which acknowledges the
connection of the past with current and future connection/challenges (Hofstede 1991).
Strategic and financial caution are highly prized by persons who exhibit a long-term
orientation (Hofstede 1991). Individuals from the societies (e.g., Pakistan and Mexico)
with a short-term orientation may be more forthright and explicit in their interactions
with others. Conversely, those in the societies (e.g., China and Japan) with a high
degree of LTO view adaptation, circumstantial behaviors, and pragmatic problem
solving as a necessity. Such people will be posited to place great significance on the
values of thrift, persistence, and long-term alliances.

However, few research are based on long/short-term orientation to analyze
web-special traits, and previous research only simply mentioned that long-term ori-
entation would be indicated by the presence or lack of a search engine, site map, FAQ,
corporate history, etc.

4 Review Analysis

According to the cultural dimension index listed in Item International (http://geert-
hofstede.com/about-us.html) which is endorsement of Professor Geert Hofstede, we
calculate the average of the five dimension indexes (Table 5) in different locations

Table 5. Cultural dimension index in different locations

Nation Average
PDI

Average
IDV

Average
MAS

Average
UAI

Average
LTO

Africa 66.6 33.6 48.7 66.8 41.8
Australia 32.8 84.5 49.8 47.0 43.0
Central
America

70.2 25.6 46.4 64.2 43.3

Middle East 69.1 31.3 47.8 66.5 41.7
Japan & Korea 72.7 28.7 50.9 65.0 37.4
Middle Euro 38.0 64.3 74.7 75.3 62.7
South America 71.1 25.8 50.8 67.5 37.9
North America 62.5 40.1 49.8 65.8 43.4
North Euro 63.7 37.8 48.3 65.9 43.9
Southeast Asia 69.3 30.5 47.6 65.7 41.0
Volkswagen
China

70.0 20.6 45.7 58.1 51.3

West Euro 62.0 39.8 48.6 65.3 44.7
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around the world, and the statistical analysis in Table 6 shows its fluctuated trend. IDV
and PDI are the two most significantly fluctuated dimensions across locations around
the world. As a result, when designing international website strategies, if companies
pay more attention on the IDV- and PID-classified website strategies, the effect of their
operation can be more obvious. In addition, Fig. 1 tends to give a more visualized
description for the fluctuation of different cultural dimensions across different locations
in the world.

5 Conclusion

In this research, we conduct a review on previous investigated website localization
strategies, and this review is encouraged by the low level of comprehensiveness in studies
in this area. The review is aimed at providing a general guideline for website designers
and marketers when they want to build international websites in multi-countries.

Practically, if a country has specially characters in a certain dimension (with a
relative high/low index value) and firms want to locate their website into such country,
they can refer to the corresponding website localization strategies in this study and try
to build more outstanding designs on them. Particularly, among all the Hofstede’s
cultural dimensions, IDV is the one which varies most across countries around the
world, and the next fluctuated one is PDI. As a result, in practical international website

0
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e IDV
Averag
e MAS
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e UAI

Fig. 1. Cultural dimension fluctuation across different locations

Table 6. Statistics analysis in cultural dimension index in different locations

_STAT_ N MIN MAX MEAN STD Q1 MEDIAN Q3

Average PDI 12 32.8 72.7 62.33333 13.08659 62.25 67.85 70.1
Average IDV 12 20.6 84.5 38.55 18.26659 27.25 32.45 39.95
Average MAS 12 45.7 74.7 50.75833 7.706603 47.7 48.65 50.3
Average UAI 12 47 75.3 64.425 6.661576 64.6 65.75 66.65
Average LTO 12 37.4 62.7 44.34167 6.767765 41.35 43.15 44.3
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design process, if marketers pay more attention on the cultural traits in these two
dimensions, and the designs will be more effectual.

6 Future Research

This study relied exclusively on Hofstede’s typology of culture, which is one of the
most widely accepted and frequently cited cultural theories. However, the use of
Hofstede’s clusters, did not allow us to classify some web-special traits in content parts
(e.g., hard sell approach and explicit comparisons). Future research may benefit from
the use of some new typology. In addition, few research analyze web-special traits
based on LTO dimension, so in the further this category could be further investigated.
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Abstract. We propose a new Chinese phishing e-commerce websites detection
model which integrates the URL features and web features of websites. Some
unique features of Chinese e-Commerce websites are included and Sequential
Minimal Optimization (SMO) algorithm is applied to identify the phishing e-
commerce websites. At the same time, we adopt the genetic algorithm (GA) to
optimize the detection model. The evaluation results show that the performance
of SMO algorithm is better than the baseline model and GA improves the detec‐
tion accuracy significantly.

Keywords: Chinese phishing website detection · E-commerce · Sequential
minimal optimization · Genetic algorithm

1 Introduction

With the rapid development of Internet, e-commerce has gradually become an essential
part of people’s life. In 2013, the market transactions of China’s online shopping
exceeded 1.8 trillion RMB and annual growth rate was 39.4 % [1]. However, online
shopping also results in a series of security problems, such as phishing attack. Phishing
websites are usually spread by emails that look like coming from legitimate sources,
and lure users to visit fraudulent websites through disguised URL. When the users
disclose password and other account information in these phishing websites, their money
will be transferred or stolen [2]. Between July 2011 and June 2012, 60 million Chinese
online users became victims of phishing sites, and the cumulative loss was more than
30 billion RMB [3]. Therefore, it is important to develop an effective method to detect
phishing websites and minimize consumers’ financial loss.

Detecting phishing e-commerce websites is a challenging task. Phishing websites
usually present professional webpages and provide similar sophisticated shopping process
with real counterparts, making users difficult to distinguish real websites from fake ones
[4]. Aiming to improve the accuracy of Chinese e-Commerce phishing websites detec‐
tion, this paper proposes a new integrative approach by incorporating the unique features
in Chinese e-commerce websites and applying the SMO and genetic algorithm to classify
e-commerce phishing websites. Specifically, the proposed method defines the classification
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features from the view of URL features and web features, then the websites can be classi‐
fied by the SMO algorithm, which is enhanced by the genetic algorithm. The proposed
model neither needs expertise knowledge nor whitelist or blacklist, avoiding the mainte‐
nance work and increasing the reliability of classification system.

The rest of this paper is organized as follows. In Sect. 2, related works on the detec‐
tion of phishing websites are introduced. Then, we propose a new Chinese e-commerce
phishing websites detection model based on SMO and genetic algorithm. In Sect. 4, the
experiment results are presented. Finally, we conclude our work.

2 Related Research

Existing phishing detection method can be roughly divided into four categories: URL
blacklist based method, the visual similarity based method, the URL and text feature
based method and the third-party search engine based method. We discuss the main
result of these four types of research in the rest of this section.

URL blacklist based method is mainly based on a list of known phishing sites to iden‐
tify phishing sites [5]. Some agencies or websites (such as PhishTank.com, Escrow-
Fraud.com) maintains a blacklist, a collection of phishing sites that reported by Internet
users around the world. If the URL of a target website is in the blacklist, it will be identified
as a phishing site and blocked by application software. However, it is only used to prevent
users from identified phishing sites and cannot detect new phishing sites. And you need to
update the list constantly, which greatly increases the maintenance workload [6].

The visual similarity based method converts the detection of phishing sites to an image
matching problem [7–9]. This kind of method assesses different website parts’ similarity
between the target website and the authentic website. If the similarity is higher the threshold
value, the target website will be identified as phishing website. The visual similarity based
method should divide the target website into different images, its detection performance lies
in the development of web segmentation and image comparison algorithm.

URL and text feature based method identifies phishing sites according to the char‐
acteristics of URL and content characteristics of the target website [10–12]. By
analyzing the sensitive characteristics of URL and text feature, it can distinguish the
phishing website from the real website. The URL and text feature based method is the
most common detection methods, but most of the existing detection models are generic
method and do not include any context-related characteristics, which cannot have the
best performance in specific domains.

The last kind of detection method is to search target URL information in third-party
search engine, and then uses the collected information to make judgments [13, 14]. By
comparing the search results with top and second level domain name of the target URL,
it can identify the phishing websites. The big challenge faced by this method is that
phishing site designer can optimize the search result of phishing sites, which makes this
method invalid.

In summary, the current phishing website detection methods make great effort to
detect phishing e-commerce websites using generic classification model, but they have
various weakness. At the same time, as the fast growth of e-commerce, lots of small and
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medium e-commerce companies emerge in China. Some of them vanish soon because
of the highly competitive e-commerce environment. That also makes it infeasible to
apply the previous methods to recognize and block phishing websites.

3 A Detection Model of Chinese Phishing E-commerce Websites

The proposed model incorporates the unique features of Chinese e-commerce websites,
which are defined from the view of URL features and web features. Based on the defined
feature vector, the SMO algorithm and genetic algorithm are applied to detect the
phishing websites effectively. Different with the existing method, the proposed method
does not rely on prior knowledge of real authentic websites, fits the e-commerce context
of China, and has better classification accuracy.

3.1 The Phishing Website Feature Vector

By combining the prior website features used in literatures and new unique features of
Chinese e-commerce websites, this study defines a feature vector for Chinese phishing e-
commerce websites detection, which is divided into two parts: URL features and web
features [15].

URL Features. URL features refer to a number of basic information extracted from
the URL of a target website, which include the following sections:

IP-based URL: A phishing website URL usually uses IP address rather than a domain
name, which can hide their real identification. For example, a phishing website may
use http://121.73.1.108 to replace the URL of the official homepage of Jingdong.com,
one of the largest B2C websites in China.
Presence of symbol ‘@’: In the URL, the contents before the symbol ‘@’ are the
username and password for identity validation, and the content behind this symbol is
the real address.
Presence of UNICODE characters: Phishing websites usually use UNICODE in their
URL.
Number of dots (‘.’): We can determine phishing sites by detecting whether the URL
contains many ‘.’ symbol.
Number of domain suffixes: The URL of a phishing website may contain many domain
suffixes, such as.com,.cn,.org or other common Chinese domain name suffixes. For
example, http://www.z.cn.1z.com.cn is a typical phishing site URL.
Age of domain name: The closer the date that a domain name was registered, the higher
the possibility that it is a phishing website.
Expiration time of domain name: If the remaining valid date of a domain name is very
short, it is likely to be a phishing website.

Consistence between DNS (Domain Name System) server address of domain name
and URL: If the DNS server addresses of the domain name and URL are inconsistent,
there may be a phishing site.
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Registration status: By searching the MIIT website, we can find out whether the
domain name of the target website is registered.

Registration subject: The website can be registered in MIIT by an individual or an
enterprise. Considering the strict regulations on enterprise in China, the website regis‐
tered by an individual has the higher probability to be a phishing one.

Registration site name: We can check whether the registered site name and actual
site pointed by the URL are consistent.

WEB Features. Web features are obtained from website’s source code through a web
crawler. It includes the following sections:

Valid ICP (Internet Content Provider) certificate number: Real e-commerce websites
will present ICP number at the bottom of the webpage, which is a unique identification
issued by MIIT.
Number of void (null) links: Normally, the phishing website is likely to have more
void links compared with authentic websites.
Number of out links: A phishing website tends to have more out links.
Valid e-commerce certificate information: In china, many authentic e-commerce
websites receive certificates from industrial associations. They may post images of e-
commerce certificates at the bottom of its website. Consumers can browse the detailed
certificate information in industrial associations through these images.

3.2 Detection Algorithm

This study uses the machine learning algorithm SMO to detect Chinese phishing
websites. SMO method is a simple algorithm [16]. It can quickly solve the Support
Vector Machine (SVM) quadratic programming problems [17, 18]. For a binary clas‐
sification problem with a dataset (x1, y1), …, (xn, yn), where xi is an input vector and yi
is a binary class label, a soft-margin support vector machine can be trained by solving
a quadratic programming problem described as follows:

max
α

n∑

i=1

αi −
1
2

n∑

i=1

n∑

j=1

yiyjK(xi, xj)αiαj

subject to:0 ≤ αi ≤ C, for i = 1, 2,… , n,
n∑

i=1

yiαi = 0
(1)

where C is an SVM hyperparameter (called penalty parameter) and K(xi, xj) is the kernel
function, both provided by the user; variables αi and αj are Lagrange multipliers. This
optimization problem will be decomposed by SMO into a series of smallest possible
sub-problems, and then solves them successively. Compared with other algorithms, the
SMO method selects and solves a minimum optimization problem in each step. The
major advantage of SMO approach is that the entire quadratic programming problem is
broken into many small problems which completely avoided using the iterative algo‐
rithm. At the same time, its implementation doesn’t require huge storage.
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3.3 Model Parameter Optimization

Different kernel functions of SMO algorithm have a large impact on the classification
accuracy [19]. The kernel function parameter r mainly affects the complexity degree of
the sample’s distribution in high-dimensional feature space, and the penalty parameter
C is used to determine the level of confidence interval and experimental risk in a given
feature space, and affect the SMO generalization capability.

In order to get the best algorithm performance, it is of vital importance to determine
the appropriate combination of parameters for SMO algorithm. Genetic algorithm
provides a general framework for solving complex system optimization problems. Based
on the fitness function and genetic operators, the algorithm has the ability to reach the
global optimization [20]. Prior literature showed that genetic algorithm has a good
performance in parameters optimization [21]. However, it is rarely applied in phishing
website detection. In this study, we used it to optimize the SMO parameters and identify
phishing website more efficiently.

Chromosome Design. The first step of genetic algorithm is to design individual gene
and its coding scheme. SMO algorithm is mainly related to three parameters: kernel
function, kernel parameter r and penalty parameter C. In order to simplify the optimi‐
zation and computation process, the chromosome is designed to be 31 genes. The first
gene a1 represents the kernel function. Two widely adopted kernel functions are consid‐
ered: the value 0 is for polynomial kernel function, the value 1 is for Gaussian kernel
function. The penalty parameter C is represented by 15 genes, from a2 to a16, which
describes that the range of penalty parameter C is from 0 to 327.68. Moreover, the kernel
parameter r is described by 15 genes, from a17 to a31.

Fitness Function. The fitness function is objective function of the parameter optimi‐
zation process. It is used to evaluate individuals’ performance (fitness) in the search
space. In this study, genetic algorithm is adopted to optimize the SMO parameters and
provide a high degree of overall classification accuracy. Thus the overall accuracy of
the classification model is defined as the fitness function.

Genetic Operators Design. The genetic algorithm has three basic operations: selec‐
tion, crossover and mutation [22]. Selection makes sure that only some chromosomes
of the population will be included in next generation. As the most common method,
roulette wheel selection is used in this study. In roulette wheel method, the probability
of an individual is included in the next generation is equal to the ratio of the fitness value
of the individual and the entire population.

The crossover operation is conducted on the new population to improve the fitness
of new population. It exchanges the gene at the same position on two different individuals
(chromosomes), resulting in two new individuals. The single-point crossover method is
applied, i.e., choosing an intersection point randomly and interchange the genes before
and after the intersection. The default crossover rate is set as 0.75.

The mutation operator is helpful for finding the global optimal solution. It modifies
the value of a random bit in the chromosome and improves the performance of the
population resulting from crossover operation. In this study, the random selected
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relevant bits should be mutated through change of every 0 bits to 1, and every 1 bits to
0. The default mutation rate is set as 0.2.

Parameter Optimization Process. At first, the initial population is randomly gener‐
ated, which has 10 individuals. Then the SMO classification model is invoked and the
fitness value of each individual is calculated. If the fitness value is low than 99 % and
the iteration number doesn’t reach 10,000 times, the selection, crossover and mutation
operators will be applied in sequence. Thus the next generation is derived and SMO
classification model will be called again. Iterate the above steps until the optimal param‐
eters are gotten or the upper iteration time is reached.

4 Evaluation

4.1 Data Set

We have conducted an empirical evaluation of the proposed method by using the
authentic and phishing e-commerce websites registered in third-party service platforms.
Phishing e-commerce sites are from the online transaction security center (http://www.
315online.com.cn) and Security Alliance (http://www.anquan.org), which validated and
registered the phishing e-commerce websites complained by online consumers.
Authentic e-commerce sites are collected from the online transaction security center. In
order to optimize the training effect, the number of authentic and phishing websites are
nearly same. Specifically, there are 1462 authentic e-commerce sites and 1416 phishing
e-commerce sites.

A popular tool, called WebZIP, is used to download the source code of the collected
e-commerce websites. Then the feature vector is extracted from the source code of online
websites. We also used Weka (Waikato Environment for Knowledge Analysis), a widely
adopted data mining tool, to train the proposed models.

4.2 Evaluation Metric

We use precision (P), recall (R), F-measure (F) and overall accuracy (O) as metrics to
assess the effectiveness of the proposed detection model [23]. Specifically, precision is
the percentage of correct detections. Recall measures the proportion of actual positives
in the population being tested. The F-measure is a harmonic average of precision and
recall, which represents the overall performance of precision and recall. The overall
accuracy evaluates the overall detection precision of authentic sites and phishing sites.
Higher values of P, R, F and O indicate better performance.

We use Npp, Nap, Npa, and Naa to denote the number of phishing sites detected as
phishing sites, the number of authentic site detected as phishing sites, the number of
phishing sites detected as authentic sites and the number of authentic sites detected as
authentic sites respectively.

The detection accuracy of the authentic sites P1 and phishing sites P2 are given as
follows:
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P1 =
Naa

Npa + Naa
, P2 =

Npp

Npp + Nap
(2)

The detection recall of the authentic sites R1 and phishing sites R2 are given as
follows:

R1 =
Naa

Nap + Naa
, R2 =

Npp

Npp + Npa
(3)

The F-measure of authentic sites Fr and phishing sites Fp are given as follows:

Fr =
2 ∗ P1 ∗ R1

P1 + R1
, Fp =

2 ∗ P2 ∗ R2

P2 + R2
(4)

Meanwhile, the overall detection accuracy O is defined as follows:

O =
Npp + Naa

Npp + Nap + Npa + Naa
(5)

4.3 Experiment Design

To evaluate the effectiveness of the proposed method, the Abbasi et al.’s [6] phishing
website detection model is chosen as the baseline method. It also consists of many URL
and web content features for phishing website detection. Based on these features, the
method has a very high accuracy for phishing website detection. However, it doesn’t
include any domain-specific features, and we can examine whether the incorporation of
domain-specific features improves the detection performance. At the same time, we also
want to assess the detection performance of the inclusion of genetic algorithm. Thus the
experiment consists of two parts. The first experiment is performance comparison
between the SMO classification model and Abbasi model, and the second experiment
explores the optimization effect of genetic algorithm.

In the first experiment, the collected websites is randomly divided into a training
data set and a testing data set. 1023 authentic websites and 991 phishing websites are
included in the training data set, while the testing data set consists of 439 authentic
websites and 425 phishing websites. The detection precision, recall and F-measure can
be calculated for the baseline model and the proposed model without parameter opti‐
mization (SMO model).

In the second experiment, we first generated the 10 initial individual genes. Then the
individual chromosome was decoded as the value of classification model parameters.
Using K cross-validation method, the fitness value of each chromosome is calculated.
Iterate the above steps until the best parameters are derived. Based on the derived optimal
SMO parameters, the proposed model with parameter optimization (SMO-GA model)
and baseline model are trained by a training data set. Then the detection precision, recall
and F-measure are calculated for the test data set.
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4.4 Data Analysis and Results

At first, we conducted a pair-wise T-test to compare the precision, recall, and F-measures
of the SMO model against the baseline model (Table 1). The results indicate that the
SMO model significantly outperforms the baseline model across all three performance
metrics. These results also illustrate that the proposed context-related feature set results
in the higher overall precision in detecting Chinese phishing e-commerce websites than
the generic feature sets adopted in the baseline model.

Table 1. The precision (%) comparison of SMO model and Abbasi model

Metrics SMO model Abbasi model MD (M1-M2)
Mean (M1) SD Mean (M2) SD

Phishing site Precision 93.7 0.9 92.0 0. 9 1.7**
Recall 94.5 0.9 91.0 1.1 3.5**
F1 94.1 0.4 91.5 0.5 2.6**

Authentic site Precision 94.6 0.8 91.4 0.9 3.2**
Recall 93.8 0.1 92.3 0.9 1.5**
F1 94.2 0.5 91.8 0.5 2.4**

The overall accuracy (O) 94.1 0.4 91.7 0.5 2.4**

SD: Standard Deviation, MD: Mean Difference.
* p < 0.05.
** p < 0.01.

In order to check whether the genetic algorithm significantly improves the classifi‐
cation accuracy, we conducted a pair-wise T-test to compare the detection performance
with and without parameters optimization based on the genetic algorithm. The results
shown in Table 2 indicate that the genetic algorithm based parameters optimization
significantly improve the performance of authentic websites and phishing websites
classification across all three metrics.

Table 2. The precision (%) comparison of SMO model and SMO-GA model

Metrics SMO model SMO-GA model MD (M1-M2)
Mean
(M1)

SD Mean
(M2)

SD

Phishing site Precision 93.7 0.9 96.6 0.9 −2.9**
Recall 94.5 0.9 96.5 0.1 −2.0**
F1 94.1 0.4 96.5 0.5 −2.4**

Authentic site Precision 94.6 0.8 96.6 0.1 −2.0**
Recall 93.8 0.1 96.7 0.9 −2.9**
F1 94.2 0.5 96.6 0.4 −2.4**

The overall accuracy(O) 94.1 0.4 96.6 0.4 −2.5**

SD: Standard Deviation, MD: Mean Difference.
* p < 0.05.
** p < 0.01.
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5 Conclusion

Developing effective methods for Chinese phishing e-Commerce websites detection has
become an urgent task for e-commerce development. However, existing models mainly
focus on generic websites classification, which may not be a wonderful solution to detect
Chinese phishing e-Commerce websites because they do not consider the specific
context-related features in China and face the performance problem. Targeting at
detecting Chinese phishing e-commerce websites efficiently, this research incorporates
context-related features into the phishing website detection model and adopts the genetic
algorithm to determine the optimal classification model parameters. The experiment
results show that the context-related features and the parameters optimization method
significantly improve the accuracy of Chinese phishing e-commerce websites detection.

There are several limitations of this study. First, we only focus on Chinese phishing
e-commerce websites detection. The proposed method needs to be validated in other
domains in the future. Second, this study only adopts the genetic algorithm as the
parameters optimization method. Considering there are many other artificial intelligence
algorithms, it might be interesting to explore the impact of other main artificial intelli‐
gence algorithms on parameters optimization.
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Abstract. This paper extends existing Information Systems perspectives
towards Human-Computer Interaction (HCI) to consider HCI within Digital
Infrastructures (DI) – heterogeneous and evolving systems comprising both IT
and its design and user communities. Using the example of a new interface that
has significantly decreased call handling times for sales and support agents
(knowledge workers within a contact center), the paper finds that DI create an
amount of flexibility that enables employees to shape tools over time. It argues
that DI are a useful concept for HCI, as they stress the socio-technical and
evolving nature of IT artefacts.
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1 Introduction

The field of Information Systems (IS) research is focused on “questions regarding the
development, use and implications of information and communication technologies in
organizations” [1]. It has strong roots in the social sciences and thus looks at how IT,
people and organizations interact with and shape each other [e.g. 2–4]. Thus, there is a
significant tradition of Human-Computer Interaction (HCI) research in the field [5–8].
Such research, however, faces the challenge to differentiate itself within the broader
field of HCI research. This paper supports this effort as it takes up Benbasat’s [5]
suggestion “to treat technology as more than a static, objective, tool-like entity” (p. 19).

IS researchers are increasingly conceptualizing their objects of research as digital
infrastructures (DI). Tilson et al. [9] define these as “shared, unbounded, heterogeneous,
open, and evolving sociotechnical systems comprising an installed base of diverse
information technology capabilities and their user, operations, and design communities”
(p. 748 f.), arguing that they will play a “pivotal role (…) in shaping the future uses of
IT” (p. 749). Such research, however, is often constrained to the areas where the concept
originated. Thus, it may be beneficial to apply the concept of DI to research on HCI.

From a practical point of view, well designed interfaces and a good support of the
existing workflow are key features for Information Systems (IS) in organizations. This
paper reports on a wider research project with BT plc that is focused on how the company
uses DI to increase its organizational agility – its “ability to sense relevant change and
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respond readily” [10]. It takes up the view of IS in organizations as DI as it looks at the
way developers and users interact with a tool to better support sales agents in its call
centers. The research question is: How do DI support sensing and responding for
employees and customers? The paper finds that DI create an amount of flexibility that
enables employees to shape tools over time. Furthermore, it argues that DI are a useful
concept for HCI, as they stress the socio-technical and evolving nature of IT artefacts.
Such a view extends existing IS perspectives towards HCI [5] to consider human-
computer interaction within digital infrastructures. This contribution is necessary as
today’s knowledge workers increasingly rely upon complex arrays of different evolving
technology within their work tasks [11], drawing upon these portfolios in sensing and
responding to tasks.

2 Conceptualizing DI for HCI

This paper follows the tradition of socio-technical Information Systems (IS) research.
This section will discuss relevant prior research from the field of HCI as well as HCI
based research in the field of IS, before outlining new conceptualizations of IS deemed
relevant for HCI research in IS.

2.1 HCI Literature Review

HCI literature often refers to the experience of enterprise users of IT systems, and how
they are often fragmented across multiple devices, platforms, legacy systems and
vendors, with humans themselves acting as the “glue” connecting these disjointed infor‐
mation systems [12]. As a result, it is observed that within large service organizations,
IT support functions are increasingly turning to user-centered approaches as a means of
improving user productivity, increasing business velocity and in general making enter‐
prise solutions more appealing to users [12]. In McCreary et al.’s previous paper [13],
the opportunities of utilizing big data collected within the normal every-day practices
within organizations is outlined as an input to user-centered approaches to developing
enterprise IT, however it needs to be augmented by traditional UX methods (observa‐
tions, participatory design sessions, surveys etc.) to be meaningful. The term “Thick
Data”, meaning “ethnographic approaches that uncover the meaning behind Big Data
visualization and analysis” [14] has been coined to attempt to discover the “stories” the
big data is telling us. This is a difficult procedure, but the paper states that sociotechnical
systems theory and macro ergonomics offer a way of connecting this disparate data and
provide a theoretical model for understanding the holistic user experience, and to enable
IT developers to understand how their “technology” impacts other elements of the users’
world [13]. Its importance is again underlined by Wang [14] in her comment: “Thick
Data is the best method for mapping unknown territory. When organizations want to
know what they do not already know, they need Thick Data because it gives something
that Big Data explicitly does not—inspiration. The act of collecting and analyzing stories
produces insights.”
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Culen and Kriger [15] outline a rationale for using Design Thinking and HCI Design
to shape conditions for long-term “health” of IT intensive organizations. They also
underline the point that there is a necessity for organizational culture to be receptive to
innovation and change, arguing that “HCID will not be lasting without the presence of
supportive, and larger, top-down changes”. This theme is reinforced by Aldarbesti et al.
[16] commenting: “For a successful implementation, IS projects always require power
realignments; understanding the impact of organizational culture, and a conducive envi‐
ronment within the organization.”

Li [17] observes that the interfaces of large IT systems are hard to change due to the
scale and legacy of the software, which can be traceable many years back. The imple‐
mentation of such systems involves huge investment and takes a very long period of
time – and it may be hard to enforce user adoption of new developments when old habits
are ingrained in the users. To assist this, understanding of user emotions and hedonics
play an important role in adopting and optimizing IT usage in workplace, and as such
constitute an important consideration of the human agent’s needs and motivations within
the DI. Therefore improvement of the social and emotional perspective of the enterprise
systems should improve employees’ adoption rate of the information technology,
leading to improved productivity [17]. Our case study demonstrates how user motiva‐
tion, users’ willingness to affect change and business objectives combined to create a
new interface which is satisfying and effective to use, allowing more effective sensing
of customer issues and appropriate and timely responses.

2.2 IS Research on HCI

Benbasat [5] discusses how IS researchers can make a significant contribution to the
wider field of HCI. He argues that discussions at a low level of detail (response times,
colors etc.) are best left to other HCI researchers, who are better prepared to contribute
to these. IS research, on the other hand, “should be focusing on topics that reflect ‘higher
level’ designs such as those that impact decision making, virtual groups, company-
customer relationships and other matters that are in line with a management focus in
MIS” (p. 17). Specifically with regards to interfaces, he argues researchers should “treat
technology as more than a static, objective, tool-like entity” (p. 19), namely “as a social
actor in communication” (ibid.). One example for such an approach in HCI is the paper
by Al-Natour and Benbasat [18], who see IT artifacts as social actors whose character‐
istics are manifested within the context of interactions. Bloomfield and Vurdubakis [6]
reflect on the way technology is recognized as such as users construct a boundary
between the social and the technical. This boundary is by no means universal, but subject
to sense-making practices among the users.

The question of how to conceptualize IS in organizations has also been discussed in
the broader field of IS research [e.g. 19, 20]. This is partly due to the fact that employees
tend to build portfolios of services they use, rather than relying on a few monolithic
systems [11]. Consequently, the view of the monolithic system itself has been ques‐
tioned. This paper argues that, as digitization has separated information from a fixed
medium for storage and transfer, more flexible, modular IS are possible [20]. This
increases generativity, “a system’s capacity to produce unanticipated change through
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unfiltered contributions from broad and varied audiences” [21], as e.g. systems can
communicate with each other via APIs.

Specifically, the concept of DI is increasingly used in IS research (e.g. Tilson et al.’s
[9] paper has been quoted 113 times according to a recent database search). Yet such
research is often constrained to the areas where the concept originated, e.g. mobile
communication [22] or the iOS ecosystem [23] – despite Tilson et al.’s broad call for
IS research that aims at a “better understanding of the ways in which infrastructural
change shapes IT governance, IS development, and promotes new effects across all
levels of analysis” (p. 758 ff.). As Yoo [24] points out, IS research in general needs “a
more precise and nuanced understanding of the nature of digital technology that enables
and constrains activities that produce generative innovations.” (p. 231). This paper hopes
to drive such an understanding by applying the concept of DI to the area of HCI. Thus,
the IS at the center of the study will be seen as part of a heterogeneous, evolving soci‐
otechnical system as per Tilson et al.’s definition of DI. The research question is: How
do DI support sensing and responding for employees and customers?

Following the research question, the conceptual framework looks first at the DI
involved in this case. As we have seen, Mathiassen and Sorensen [11] argue that IT in
organizations should be seen through a service rather than a systems lens as users
increasingly rely on “configurations of heterogeneous information processing capabil‐
ities” (p. 313). In order to conceptualize these portfolios of services from an IS perspec‐
tive, this paper applies the concept of digital infrastructures. These are heterogeneous
and evolving, i.e. they can be made up of a variety of different systems that are added
and adapted over time and are often adapted according to ad-hoc needs. Consequently,
it may not be possible to develop them according to a central plan. DI are also seen as
sociotechnical systems. The systems consist of technology as well as the “user, opera‐
tions, and design communities” who are a crucial part of the system, as they change it
by engaging with it and adapting it over time.

3 Research Design

This paper reports on a case study conducted within BT, a telecommunications company
in the UK, between 2014 and 2015 as part of a larger research project on organizational
agility. Overall, 40 interviews and 10 observation sessions of BT employees were
conducted. A small number of documents deemed relevant by interviewees was also
considered – these included screenshots of relevant tools as well as some emails. The
case study focused on some specific projects that seem to show successful changes to
BT’s agility. This paper looks at one of these projects, the development and use of
SalesTool (a pseudonym) in call centers. Interviews were typically 45 min to 1 h in
length. Besides this, 10 employees in the call centers were observed at their workplaces,
using a variety of tools. All interviews and notes from observation sessions were tran‐
scribed and analyzed using ATLAS.ti. Data was then analyzed using thematic analysis
[25], following a hybrid approach of theory-driven and data-driven codes.
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3.1 Case Study

The case study concentrates on the development of DI as an evolution of user needs,
business needs and IS developments, concentrating on the development of a CRM tool
to enhance its usability and effectiveness. Previously, agents working in the company’s
call centers were using a CRM system for all the information processing related to their
job. The need for a better solution became apparent as the operation of the previous
CRM system used to manage orders caused a number of issues, for example:

“The trouble is that all of the data is locked into the [system] database, which is
unwieldy and difficult [to access]” (CIO team – Product consultant).

“So once you’ve done with that, you then go into orders and start building the order.
But with [this system], you almost manually have to [do] all of these little bits, you have
to put [them] on. You have to go into this catalogue1 first and then you would search
for the broadband packages…. It’s not very user friendly” (Sales Advisor).

At the same time, it was found that customers were able to submit orders through
the company’s web portal faster than agents did through the CRM system:

“We were finding an order journey [online] was taking 4 min, and on [the CRM
system] it was taking double – 8, 9 min. We were like “why are we doing this?” It does
not make sense that we’ve got one journey for customers and one for agents.” (Online
capability specialist)

A new tool (here called SalesTool) was therefore developed for agents working in
the call centers. The idea came from one of the sales agents:

“I think it was the Chief Executive …. So, not small fry, really big fry… He used to
do these roadshows and get feedback from agents, and one of the feedbacks in one of
his sessions was “if bt.com is easy enough for our customers, why don’t we just use that
for agents?” So I think that’s where the idea came from… I think it came from the agent
feedback.” (Online capability specialist)

This was planned as an additional layer on top of the existing tool, but with a simpler,
more intuitive interface:

“Effectively, it’s a layer or platform that sits before [CRM system]. [SalesTool] and
[the public web portal] are based on the same off-the-shelf framework, and we tailor
[SalesTool] slightly more to suit some of the agent activities and things that they do, so
the agent can do a little bit more in [SalesTool] than the customer can do with [the web
portal].” (Online capability specialist)

Thus, SalesTool was created as an added layer on top of the existing system. While
it accesses the same database, it uses the interface from the company’s public web portal,
modified and extended to match agents’ needs.

Specifically, agents are supported with a linear workflow following the order journey
customers go through during a typical call. Throughout the process, SalesTool gives
them exactly the information they need, e.g. relevant customer data, or reminders of

1 There are categories to choose from (e.g. broadband), and then lists of items within these
categories. As commented by the agent observed, there were more than 11 pages of results in
the “broadband” category (each with a number of items on it), although only a handful of items
are actually used. Agents also commented that it was unclear how the results are sorted.
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what they have to tell customers. This includes legal disclaimers that agents must
include. This is illustrated in the screenshot of the system (Fig. 1).

Fig. 1. Screenshot of SalesTool (redacted)

The Benefits of SalesTool. SalesTool led to a number of expected and unexpected
improvements, which were observed post-implementation, for example:

• Agent Training time was reduced from 3 months to 10 days.
• Call Handling time was reduced by 20 % (target was 50 %).
• Sales conversion rate increased 6 % (not anticipated).
• Sales attachment rate increased 6 % (not anticipated) (source, BT Manager via email).

Interviewees also commented on significant increases in speed when working with the
new tool:

Q: Would you say the experiences with [SalesTool] are good in general?
A: Yeah, they’re very good. Good system, but it’s a good way of making a terrible

system acceptable.
Q: I heard it saves dramatic amounts of time.
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A: Yeah. I would suggest it saves an average maybe 400 s CHT [call handling time]
per call. An old order to place line, broadband, TV would take about 45 min.

These days, you’re talking 20, half an hour tops. Half the time for those ones.” (Sales
center manager)

The main difference that was commented on by agents is that the tool made their
work a lot easier:

“I’ve gone through training with new entrants quite a few times now, and they just
find it so much simpler, they’re used to placing online orders in general, to shopping,
things like that.” (Sales center team leader)

In particular, the tool follows the script of a normal sales call and shows the exact
information needed at each stage:

“If you look at [SalesTool], everything is exactly where it should be said. You’re
talking about purchases for TV, it will tell them when you actually order that product,
whereas on [previous system] it was just – you told them (according to what you thought
best).” (Technical sales specialist)

Because of this simplicity, training time has also gone down significantly:
Q: So how long is the training now vs. in the old days?
A: Now, it’s 3 weeks in classroom and 6 weeks of support on the phone. Previously,

the training varied, so some advisors would come in just with a two day, really quick
burst. Some advisors, it would take a year for them to be fully up to speed with [previous
system]. (Sales manager)

Another consequence of the simplified work flow was that agents have more time to
focus on the customer rather than on their tools:

“I remember having a conversation with some of the advisors when we first trained
on [previous CRM system] – say hello to the customer, have the conversation, but then
turn away from the computer, because it was that much information that you had to
remember you had to do, you would forget about the conversation, whereas now, they
can do both at once”. (Sales center team leader)

As the system is an extension of the existing CRM system, there are still some
conflicts over which tool to use at what time. This is especially true in teams that are
working on more complex cases:

“So the amount of time that we still have to use [previous system] – when it first
came out, we had a [previous system] “naughty list” – anyone who was using [previous
system] was slapped on their hands. But now we realize that we do need to use it, so
everyone is on the list! For Retentions [SalesTool] is fantastic, but [previous system] is
still key. I don’t know what the percentage is, but I would suggest it is probably 70:30
– if you’re skilled in [previous system]. Problem is, not everyone is, so for them it’s
pretty much 100 % [SalesTool] or we transfer someone else. (Sales center manager).

4 Analysis

This section will apply the conceptual framework outlined above to the data of the case
study in order to answer the research question, “How do DI support sensing and

Using DI to Conceptualize Sensing and Responding 289



responding for employees and customers?” It evaluates the new system before looking
at the role of DI.

Evaluation of the New System. The main difference between SalesTool and the
previous CRM system it complements is the interface. While the old tool has a traditional
database interface (see the description of the catalogue given above), SalesTool is based
on the UI of the company’s customer-facing web portal and thus has a much simpler
interface with fewer options and a clear order in which interaction takes place.

Consequently, SalesTool is also much better at supporting the workflow of sales
agents (“everything is exactly where it should be said”, as one interviewee put it). It
achieves the observed improvements in call handing time by building upon the existing
workflow and supporting agents by giving them exactly the information they need, when
they need it. In contrast, the previous CRM system did not support the workflow, but
showed data the way it was stored in the system, so that agents had to jump between
different tabs while entering data. They also had to keep track of what they did, e.g.
remembering which of the legal disclaimers they had already read.

As we have seen, SalesTool led to a number of improvements, especially around
reducing training and call handling times, as mentioned in the email quoted above and
confirmed by interviewees. An additional bonus was that sales agents felt they had more
time to focus on the customer rather than on their tools. Agents observed for the case
study generally liked the tools, e.g. because it is simpler to use.

While SalesTool has improved work, there are still issues, especially around the
question of how SalesTool should coexist with the previous CRM tool and when agents
should use one over the other. Due to the modular nature of the tool (since it is an added
interface over the existing CRM), there is also the question how the tool should be further
developed in the future, i.e. whether an entirely new system would be desirable or
feasible at some point (Technical sales specialist).

Digital Infrastuctures. Looking at this case from a Digital Infrastructures perspective,
we can identify an infrastructure that consists of:

• The previous CRM system. This has evolved to be the main tool used for processing
orders, even though this was not the intended purpose of the tool.

• SalesTool as a later modification of the DI to facilitate the agents’ workflow.
• Sales agents in the call centers using the tools and e.g. negotiating which tool to use

for which purpose.
• Data (e.g. from real time analytics) supporting agents in their work, e.g. by displaying

a customer’s history when they call.

This infrastructure clearly shows the qualities of being heterogeneous and evolving as
described by Tilson et al. [9]: Tilson et al. mention “an installed base” (p. 748) of IT
capabilities that DI build upon. This is evident in this case, as SalesTool was built as an
extension to the existing CRM system. The development of SalesTool started because
one user had the idea to create it as a simplified interface. Thus, we see how users in a
DI can affect its design. Furthermore, the interface of the old DI was the foundation for
the design of the new, as the system had to process the same data as in the previous
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system. Lastly, the new interface also drew on the DI of the company web portal. In this
case, the company website can be seen as a kind of installed base for the design of the
new interface. This change was achievable because of new technology – website systems
using technologies like HTML and browsers – which the previous CRM application pre-
ceded. These systems were able to take the existing data out of its context and present
it in a context that is more familiar to the users in the call centers, but that also made it
possible to support their workflow more directly, by displaying the right information at
the right time.

Thus we see how the users have played a key role in the design of this system. It
makes sense to see it as a DI, which, as we have seen consists of technology as well as
the “user, operations, and design communities” [9]. Such a development as SalesTool
may not have occurred if it had been planned as a centralized, monolithic system
according to a design plan. As BT allowed for an element of adaptability (by encouraging
employees to submit ideas), and as they used flexible technology to implement it (the
existing database along with a new web interface), SalesTool could be developed on top
of the extant CRM system and has led to the improvements described above.

Thus the answer to the question of how DI support sensing and responding for
employees and customers is that they create an amount of flexibility that enables
employees to shape tools over time. Moreover, conceptualizing IS as DI enables us to
focus on such socio-technical processes, rather than seeing IT as static tools.

5 Discussion

This part of the paper summarizes the findings from the case study and relates them to
the literature, as discussed above. With regards to the specific case discussed here, we
have seen that the DI creates an amount of flexibility that enables employees to shape
tools over time. The design of SalesTool is working well because of some good decisions
that have been made, namely using the metaphor of the company’s web portal,
supporting the agents’ workflow and allowing for the adaptation and evolution of an
existing system.

This paper has limitations in that it only looks at one system in one organization.
While it is hoped that the findings will be applicable beyond this case, further research
using this concept would be beneficial for developing an understanding of the socio‐
technical, evolving nature of IT artefacts in organizations.

Applying the concept of DI to HCI research in IS has shown to be useful in this case,
for two reasons: Firstly, it helps extend the use of the concept of DI into new areas not
traditionally associated with it. As we have seen, areas like HCI in the context of a large
company can be described as evolving DI. This paper hopes to encourage future research
along similar lines. In addition, it strengthens the theoretical position of IS researchers
on HCI, as the theory of DI is a powerful concept to be applied in future research.
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Abstract. In recent years, the number of video film has been in the constant
expansion dramatically due to the rapid development of digital devices and
network/communication technologies. The increasing diversity and complexity
of video contents make a challenge toward file management and fast retrieval.
This study considered military movies as research targets and used ELAN (a video
annotation tool) to increase the descriptive data of the movie, which provides
more detail metadata for improving video retrieval. The objective of this study is
to develop a military movie knowledge retrieval service based on the Linked Open
Data, which not only provides basic metadata and annotated words that include
the timeline characteristic, but also links specified concepts with the related and
extensive knowledge. Results represent that the service system is helpful for
enhancing the effectiveness of military movie retrieval.

Keywords: Linked Open Data · Annotation · Metadata · Military movie retrieval

1 Introduction

The concept of Web 2.0 proposed by O’Reilly and Battelle [10] describes the interactive
share and collaborative involvement among users in the cyber world. The Internet and
digital product complement each other nowadays. Widespread digital camera and smart
phone bring people the convenience, hence instant share of photo and video has become
entertainment in our life. In turn, the easy access to the Internet shortens users’ distance,
further facilitating the trend of multimedia-content uploading and sharing. After video
work is digitalized in computer information system; however, people still cannot search
or even know its digital information without textual descriptions. The number of video
film nowadays has been in the constant growth dramatically, which makes a challenge
towards file management and fast retrieval [13]. Thus it is necessary to establish retrieval
system for better file management, alone with the users’ efficiency in search and
browsing mode. Although video web portal (e.g. YouTube, DailyMotion, Metacafe, and
Vimeo) allows users manually annotate the title of video file and content description,
video retrieval is still ineffective since annotation function could only present summary
of whole video film. Therefore, the issues like “How to deal with semantic description
in more precise manner” and “How to extend the application of metadata from video
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film” will be more obvious and difficult [1]. For most of current video film with general
description, Yu et al. [13] suggested increasing detailed description on single frame or
scene fragment through timeline-based annotation can be the solution.

Web of Documents in Web 2.0 era is built for people’s easy reading and browsing
information while Linked Data aims to establish a structured-data network where a
machine can understand and interpret its semantic content [3]. Linked Data has collected
many data sets from diverse fields: General encyclopedia knowledge (e.g. DBpedia,
YAGO), movie (e.g. LinkedMDB), academic publication (e.g. DBLP, RKB Explorer)
and so on. After Linked Data is added with the concept “Open Data” and satisfy both
standards, it called Linked Open Data (LOD). Through other data sets online, LOD is
to strengthen the exchange and connection of knowledge among multimedia metadata,
and eventually increase the value of data on the Internet [1]. The utilization of LOD on
development system or application has been growing. Many relevant researches on
video film have been published. The project “Euscreen1” funded by the European Union,
for instance, is to convert earlier analog TV data into RDF (Resource Description
Framework) format and link to the other LOD data set, preserving and extending its
knowledge implication of culture and history. Yu et al. [13] proposed using Linked Data
technology to reinforce distance learning-supported education video files; Mirizzi et al.
[9] focused on the link between the core data set of LOD (i.e. DBpedia) and semantic
technology. Thus it can be seen that linking the existing video film resources to derivative
knowledge via linked data technology is still in a sustainable developing way.

Taiwan’s video files for military-information delivery, by contrast, are only available
for independent program or movie without further description on content. If a fast and
effective video retrieval environment could be provided for certain military video
contents, it will be significantly helpful for users to get not only preferred video file but
also knowledge supplement.

Based on the property of LOD, this research reinforced the semantic model of mili‐
tary video resources. Then, it further conducted the meta-analysis of knowledge exten‐
sion by structured (i.e. Metadata) and unstructured (i.e. Annotation data) information
contents. The aims of this research are as follows:

• Propose a video retrieval service architecture with the integration of metadata, anno‐
tation data and LOD. Meanwhile, it can further increase clues for film search by
increasing detailed description on film. According to annotation-based knowledge
extension mode, it also extends knowledge scope covered by video resource.

• Present the diversity of military issues by retrieval service system with military movie
examples, as well as the concept of mashup. Furthermore, verify the feasibility and
utility of the proposed architecture.

1 http://lod.euscreen.eu.
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2 The Development and Application of LOD

The internet content nowadays is mostly presented in HTML webpage. For computer,
HTML format represents the expression syntax of web file, but computer cannot under‐
stand the meaning inside the format content. To make computer read semantic meaning
behind the words, Berners-Lee et al. proposed Semantic Web in 2001. Computer could
comprehend webpage content by interlinked data on the web, and then convert it to
semantic documents and data. This enables the linking of knowledge network increases
the efficiency and accuracy of web search.

Regarding the issue “How to embody the concept of full-function and meaningful
semantic web”, Berners-Lee proposed “Linked Data” in 2006. It is the technology to
publish, share and interlink the structured data on the web. As the best practice of
semantic web, Linked Data enables machine find and link web data from each field [7].
In short, Linked Data publish structured data in RDF format on the web via HTTP URI
method. This lowers the data providers and users’ thresholds to access data; meanwhile,
it is expected to form a rich and available data space [6].

The World Wide Web Consortium (W3C) promoted the LOD program in 2007, so
the existing data can be interlinked by Linked Data technology and released on the web
for people’s utilization. LOD connects numerous data sets; it could be regarded as an
Internet-scale data space which unites multiple fields [6]. To prevent its application-
level development from copyright concerns, all Linked Data should announce authori‐
zation for use during their release on the web.

As the main core of Linked Data, DBpedia locates in the hub location of LOD. It is
a special application example of semantic web: it extracts structured data from Wiki‐
pedia webpage by semantic technology; meanwhile, it also uses RDF property to link
and integrate data sets from other fields. In consequence, DBpedia with a wide range of
topics and contents has become the largest interdisciplinary Ontology in the world.
Besides, DBpedia provides all potential concepts a chance to be a concrete URI, which
links different data sets through the share and reference of URI form.

Once data sets are published in the LOD cloud and interlinked with others, all
published data will be equipped with LOD property. When an organization owns abun‐
dant information document, they can be changed into specific LOD data sets by data
conversion, or further connection with internal database system to provide solutions for
organization and enterprise’s resource decision, disaster management, knowledge
management or market intelligence & research report [2]. With the wide use in
many ways, the development of LOD application has reached considerable achieve‐
ments thus far.

Public sector publishes data on the LOD web, increasing its transparency in govern‐
ment; The Linked Data application has brought people convenient life information, and
the links of music or movie optimize users’ reference integrity [4, 7]. Among few Linked
Data researches in video films nowadays, the early-stage of them proposed solutions for
different multimedia formats and annotation system [12]. Although scholars later
conducted applied researches based on LOD technology such as education video
resource and academic conference video (Table 1), researches on military movies are
still in the blank so far.
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Table 1. The studies of Linked Data on video and movie.

Author Service category Research findings and conclusion
Haslhofer et al. [5] Video annotation 1. Proposed a unified annotation model for multimedia content and

different types of annotation systems
2. Adopted Linked Data principle for video documents on the web,

increased interoperability and deference among annotation data.
Besides, made it be open and used on the web

Li et al. [8] Video annotation 1. Use multimedia annotation application (Synote) to show video
data fragment, then publish annotation made by users on the web
through Linked Data principle

2. Reused the existing word bank, and embedded RDFa standard on
annotation data in order to consolidate its mutual connection
with other data sets

Mirizzi et al. [9] Movie recommender 1. MORE, an application program of Facebook serves as a movie
recommender system

2. The background knowledge of MORE utilizes the external
semantic data sets; collected the data of movie director, actor
and producer though DBpedia and LinkedMDB

3. The algorithm of recommender system uses the semantic version
of Vector Space Model

Sack and Waitelonis
[11]

Video data retrieval 1. Developed professional video search engine “Yovisto” for
academic lecture recordings and conference talks

2. According to Linked data principle, they mapped/projected
Yovisto video data to DBpedia data sets

Yu et al. [13] Video annotation 1. Through the semantic video tool, Annomation, users can annotate
and publish education video resource on the basis of video anno‐
tation ontology. Annotation also allows annotators use particular
LOD term to describe video resource, and these annotations can
link to video resource of other websites

2. As a semantic-based video retrieval browser, SugarTube provides
video research function, and further links to web video education
resources inside LOD

3 Research Framework

“The knowledge retrieval service of linked movie annotation data” developed by this
study presented the basic metadata of military movies where the specific movie scenes
are annotated by timeline. The extensible data of annotation word inside were thus linked
to LOD data sets through Linked Data technology, further expanding its knowledge
inside the content. The research framework is shown as Fig. 1.

The Source of Movie Data. Considering the efficiency of system operation, the
research narrowed down the scope of video films, from all military films to movies with
the World War II issues for study. Among military movie titles associated with the World
War II in military-movie blogs worldwide and Wikipedia entries, the known films
released in Taiwan were thus selected as candidate list (e.g. Saving Private Ryan and
Pearl Harbor, etc.). Each experimental video mainly extracted video resources from the
multimedia data from the library of National Defense University, other sources were
Chinese Taipei Film Archive, National Digital Archives Program and other open sources
on the web (e.g. YouTube).
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The Capture of Metadata. The related attributes of movies’ metadata were explained
in words, including films’ credits (e.g. performer, filmmaker) and information (e.g.
running time, publisher, and language). They are all the basic data of movie, without
any changes. Through JavaScirpt program, InfoBox data captured from Wikipedia
movie webpage were directly presented in retrieval service area, which not only provides
movies with the existing attribute data but also conceptual basis for extended data.

The Frame Annotation of Movie. For people who do not have expertise on military
background or historical battle, they might not understand meaning behind the scenes
such as the certain historical people, military facilities or equipment shown in the
movies. Therefore, the frame annotation formed by timeline could strengthen users’
understandings besides the existing metadata. It also can benefit annotators’ frame and
scene annotation based on timeline. Moreover, annotation words were stratified and
categorized themselves by classes. To link each data set from LOD’s fields, the research
conducted annotation description on film fragment or people, place and military aircraft.

Fig. 1. The research framework
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Afterwards, exported annotated data as XML file, and transferred to local MySQL data‐
base.

The Extraction of Linked Data. After movie frames were annotated and saved, the
research then utilized the built-in RDF library of ARC2 and SPARQL to do syntax-
module query. When keywords were sent, the data mapped to corresponding attributes
and attribute values by triples from the RDF file of LOD data sets like DBpedia,
GeoNames and LinkedMDB. The data structure of triples mapped to corresponding RDF
pattern inside the specific LOD data sets, and then SPARQL endpoint retransmitted the
extracted triples as JSON files to local server. After JSON files were received as array
form, they were read by loop of PHP’s for each function. Then, their corresponding
attributes and attribute values were saved. Eventually, three variable data (people, places
and military aircrafts) were shown in PHP syntax on the webpage.

The SPARQL syntax and target data of the three-type annotation word are further
explained below.

• Person annotation

Because retrieval results of keyword query conducted by people’s nicknames usually
show poor efficiency, the research utilized UNION syntax to link two RDF predicates
“rdfs:label2” and “dbpo:wikiPageRedirects3”. In this way, SPARQL query firstly
checked whether the linked URI of “rdfs:label” match, then compared “dbpo:wikiPa‐
geRedirects”. To eliminate ambiguity problems caused by people’s nicknames and
aliases, it followed the attribute value of “wikiPageRedirects” to provide two RDF
patterns with replaceable URI names inside the DBpedia.

• Place annotation

In general, most place annotations for movie scenes normally focus on the names of
geographical locations, administrative regions and famous buildings. However, these
annotation words cannot deliver further data description. In this study, we linked to the
RDF data of DBpedia and GeoNames’s endpoints by SPARQL syntax and extracted the
extended data of place names which include the longitude, latitude, profile of site, names
and pictures of local cities. Through Google visualization tools, these data were
presented as tables and map markers, which helped users’ easy understandings and
comparisons. Besides, the additional use of Sgvizler (i.e. a RDF query tool developed
by JavaScript) can be further combined with Google Chat Tools, in order to visualize
the collected data; that is, it is much easier for users to understand the geographical loca‐
tions occurred in the movie, through the map method.

• Military aircraft annotation

With the diverse categories, military aircrafts also differ in their performances and
specifications. As a result, the extended information of military aircraft annotation took

2 http://www.w3.org/2000/01/rdf-schema#lable.
3 http://dbpedia.org/ontology/wikiPageRedirects.
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the “Template: Aircraft Specifications” from Wikipedia InfoBox as the basis of data
extraction. It extracted the required attribute value, then selected the more common
aircraft (e.g. Crew, Wingspan, Max. takeoff weight), performance data (e.g. Cruise
speed, Rate of climb, Service ceiling) and weapon (e.g. Bombs). During the information
query, every aircraft showed different attribute data because the RDF linked description
data of DBpedia entity URI still shows no unified attribute specification nowadays.

Retrieval Query Interface. The research designed web retrieval interface by combing
PHP, JavaScript and CSS (Cascading Style Sheets) syntax. The interface was divided
into query function area and data presentation area. The former provided the retrieval
service of military movies; the latter displayed the query results like basic data of movies
and annotation word.

4 Implementation and Evaluation

This retrieval service is a Mashup web application, which combines LOD technology,
HTML5 video tag, JavaScript webpage capture, Sgvizler and Google tools. As shown
in Fig. 2, the process starts from query category. There are three types: movie title, the
name of actor and director as well as extensible query of annotation word. During selec‐
tion of movie title, users can obtain the basic data of movie and annotation word list.
Regarding the query on the name of actor or director, results show their information
from LinkedMDB, following with the titles of their past movies. As for the place anno‐
tation, people and military aircraft inside the type “Annotation word query”, it facilitates
users’ selections and retrievals based on their own demands. The system first filters out
keyword type from Freebase, then conducts the query in order to improve search accu‐
racy. During the process, the metadata and the same annotation word list shown in other
movies are transmitted in SPARQL syntax.

4.1 Functions of the Retrieval Service

The retrieval service system consists of three main functions.

1. The retrieval of movie’s information
Through the retrieval by inputting movie title “Pearl Harbor”, the system was divided
into two categories displaying related data (Fig. 3): one as “The retrieval section of
movie’s basic information” provided the retrieval results of basic data, including
movie’s content and its metadata. Another one as “The retrieval section of movie’s
annotation data” shows movie’s annotation type, time and frame screenshot.
– The movie’s play: Embedded with HTML5 video tag, film’s play function

provides dynamic fragment and frame review. Besides, the time-display button
combining with annotation word enables users to directly browse the scene frag‐
ment of word shown in the film. This not only dramatically shortens retrieval
time, but also strengthens users’ concepts towards annotation word.

– The movie’s metadata: After selecting movie (e.g. movie “Pearl Harbor”) for
query by capturing Wikipedia webpage by PHP and JavaScirpt, system
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Fig. 2. The function and process of retrieval service.

Fig. 3. The system interface of movie retrieval service.
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automatically extracts InfoBox data as metadata, namely attribute data (e.g.
director, actor, producer, screenwriter, etc.) as the same as the concept extension
basis of movie knowledge.

2. Extensible link service
By linking to LOD data sets (DBpedia, LinkedMDB and GeoNames) through
SPARQL, extensible link service can obtain related attribute and attribute value
extended from annotation word. Taking the person annotation for example, Colm
Feore is an American-Canadian stage, film and television actor who plays as the role
of Admiral Husband E. Kimmel in the movie “Pearl Harbor.” “Colm Feore” is a
basic attribute value (actor) in the movie’s metadata and “Husband E. Kimmel” is
an annotation word that can be linked to Wikipedia’s infobox and other films’ infor‐
mation (see Fig. 4).

Fig. 4. The link service of person annotation - the case of Husband E. Kimmel.

3. The Linked Data query of actor and director
Actor and director are basic metadata in the movie which are acquirable in the
retrieval of movie title. If users request more related information in the movie, they
can conduct the query through this retrieval service. In addition, the research also
treats LinkedMDB as one of the movie sources, which provides the query for the
past movies list of actor and director (as shown in Fig. 5).
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Fig. 5. The retrieval service of actor’s film list - the case of Tom Cruise.

4.2 System Evaluation

Based on the reference of software product quality requirement and evaluation criteria
(ISO25010), the research conducted an evaluation for item “User’s satisfaction”
involved by Quality in Use. The five-point Likert scale was applied into online ques‐
tionnaire in the research. As a result, the importance of each indicator was firstly divided
into five responses: “Strongly disagree”, “Disagree”, “General”, “Agree” and “strongly
agree”. Then, the five responses were converted into 1 (lower importance) to 5
(higher importance) points for the statistical analysis of questionnaire. The question‐
naire was designed from two aspects: literature review and the reference of measurement
variable proposed by foreign researchers. A total of 30 users were evaluated in system
satisfaction by online questionnaire after they operated the system.

The statistics of evaluation showed that the average value among questions from
five dimensions (system effectiveness, reliability, operating comfort, enjoyment, and
overall satisfaction) is greater than 3 while standard deviation shows insignificant/tiny
difference. This can indicate users are generally satisfied with the retrieval content and
result of system.

5 Conclusion

The research focused on the application of abundant LOD resources, and studied the
related data of military movies by Linked Data technology. With the establishment of
a retrieval-service platform ultimately, it can provide users with the query of basic data
and the extensible knowledge and concept of annotation word link. The main contribu‐
tions of the research are summarized as follows:

• Establish LOD-based retrieval service to get the data sets from different fields by
SPARQL syntax. The direct acquirement of available open data indeed decreases
redundant databases with overlapping contents, the consumption of storage resources
and data maintenance costs. Furthermore, this retrieval service can integrate different
videos or movie data, achieving advanced application.
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• Combine LOD with video annotation to provide the reference for knowledge learning
and teaching assistance. This combination mode also provides a new orientation to
add pilot concept for military information media application and innovative thinking
for national defense system in the future internet era.

The video annotation software adopted by the research still focuses on text mode as the
main annotation description. During the extensible query of annotation word, it first uses
strings to get URI, and then links outwards to other data. To achieve the purpose of
semantic annotation, the research thus suggests that the further development of semantic
annotation tool can reinforce semantic description by URI, which reduces the ambiguity
word and increase the URI-link scope of annotation word.

Besides, Linked Data along with the data are converted and published to the phases
like data integration and inter-correlation. The research merely used application
programs to acquire data link by adding annotation word through SPARQL syntax. For
this reason, the user-built annotation word bank can be used to publish. Furthermore,
SILK (Link Discovery Framework) can also help it conduct the RDF link of triples from
different data sets. This eventually makes annotation data and each LOD data set inter‐
linked, maximizing knowledge exploration ability of Linked Data.
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Abstract. There are ever-increasing challenges in the development of
spatial data. The data increase rises continuously. The sharp rise in these
information collections more and more data storage is required. Further-
more, should the systems have high availability and provide acceptable
response time under load. The fulfillment of such requirement can be
limited realized with a simple client / server system, since these do not
scale well and act slowly in poor conditions. Therefore, more and more
applications are deployed in the cloud as a service. This brings many
benefits; inter alia, improving the availability and scalability of services.
In this work the design decisions is demonstrated using an existing server
system that are necessary for the realization of the product in the cloud.
This product is then provided as a “Platform as a Service”. Here points
are as discussed persistence in distributed systems and cloud API design.
This is then tested in a distributed system and compared against a simple
client / server system. Also, a model is presented, thus the availability
of the system is calculated.

1 Introduction and Motivation

The number of services that are provided on the Internet increases continuously.
Concepts like “Big Data” and “cloud computing” play an increasingly important
role. With Cloud computing, resources can be used more effectively. This allows
more services to be operated with the same number of servers. This reduces the
costs of procuring the servers that are necessary for the operation of new ser-
vices. Furthermore, cloud computing offers the advantage that it is possible that
resources can be added dynamically to the current task. Thus applications can
be scaled-up better. Consequently, cloud computing is one of the most effective
ways to provide scalable and robust services.

Availability plays an increasingly important role in the provision of services.
This can only limited be realized in a simple client-server system. This is because
that in such a case, there is always a “single point of failure”. Furthermore, the
data is constantly growing. This increases the need for a dynamic “growing”
system. Cloud computing offers a good alternative to a standard client-server
system. It provides the ability to scale applications and to achieve a higher
availability. The problem is to make an existing system scalable. Still, the system
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should have a high availability. In addition, various client applications should use
this system. It is therefore necessary to define a “clean” system API is. At the
same time the system should be easily expandable.

The aim of this work is the extension of an existing implementation of a
geo-server system. The system should be scalable and additionally have high
availability. These are the first steps on the way to a cloud system. For this
purpose an API must be developed, which individual client applications can
access. To meet the scalability other ways of data persistence must be taken into
consideration. We present different scenarios for the system. Full results can be
found in [6].

2 Cloud Computing

In cloud computing (CC) IT resources and services on the Internet are provided.
So far is meant by cloud computing outsourcing of IT services. Meanwhile, many
companies, such as Amazon, IBM, Google has established itself as a platform
provider in the cloud computing market. There are also many companies that
rely on their own applications and consulting services.

Generally, cloud computing is an IT development, deployment and distribu-
tion model, which makes it possible to provide services, products and solutions
over the Internet in real time [1,9]. The term cloud is defined as a large col-
lection of easily usable and accessible resources (such as hardware, platforms
or services). In order to allow optimal utilization of resources, these can be
adapted dynamically to variable loads and configured accordingly. These models
are based on consumption-based billing models. The assurance in the form of
service level agreements (SLAs) will be covered within the infrastructure. Cloud
Camputing ultimately forms the technical platform to offer cloud services with
a consumption-based billing. This includes, for example, infrastructure, system
and application software [10,15]. The NIST definition [12] of cloud computing
in this case provides the following five characteristics: On-demand Self-Service,
Broad Network Access, Resource Pooling, Rapid Elasticity, and Measured
Service.

These services can be provided through a variety as a Service models. Here,
three models have been developed [4,12]: Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), and Software as a Service (SaaS). Providing cloud
application provides the seller several advantages for compliance / achievement
of specific service-level agreement (SLA) or service agreement (DLV) [2,18]: avail-
ability, scalability, redundancy, and a fault-tolerant and robust behavior of the
system.

Despite the high popularity of cloud computing still exist challenges for devel-
oping cloud applications. For the persistence of data, there is no uniform APIs
to address the database systems. Thus, each developer is forced to provide their
own database management system. The same problem exists for the APIs of the
services (PaaS) [2].
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3 Distributed Database

Usually there are applications that access a database on a computer. These
requests are started from there. Unlike old known relational database systems,
the approach of distributed databases going in a different direction. Here, the
database is distributed to several computers in a system. Many software appli-
cations require access to data stored. The distributed database systems provide
application programs and users to access interface, as on a central database. In
order to achieve transparency of the distribution, however, from the side of the
database software, to manage a number of technical problems. The use of distrib-
uted database systems has some advantages. They allow an adjustment of the
system structure of an organizational structure, without affecting the database
property. Through the interaction of database systems to application programs
and users all the factors of the distribution remain hidden. There is no change in
the access interface for them. This distribution transparency is the great advan-
tage of distributed database systems. Furthermore, the distribution of data from
the database system of distributed database is removed. In distributed database
systems increases performance because multiple servers for processing the data
are available. Thus, the response times are shortened. A further advantage is
that in a computer failure can continue to access the database.

3.1 CAP Theorem

The CAP Theorem or also called Brewer theorem states that may be satisfied
simultaneously only two of the following three characteristics: Consistency (all
nodes have the same data at the same time), Availability (all requests that are
sent to the system get, always an answer), and Partition tolerance (when a part
of the system has a malfunction, the system must not collapse). A proof of this
theorem is provided in the work of Gilbert and Lynch [7].

3.2 ACID vs BASE

For the persistence of data, there are several concepts. ACID The concept, which
is mainly used for relational databases is defined as follows: 1. Atomic: A trans-
action is completed when all the operations are completed, otherwise a rollback
is performed. By conducted rollback the database is to achieve a consistent state.
2. Consistent: A transaction may not lead to the collapse of the database. How-
ever, should this be the case, so the operation is not permitted and it is carried
out a rollback. 3. Isolated: All transactions are independent of each other and
can not influence each other. 4. Durable: If a transaction has been executed
successfully, should it be guaranteed that the data is permanently stored in the
database. This must also be the case when a system error occurs.

Compared to the ACID concept BASE concept for scalable, distributed data-
base used by abandoning the consistency of the data. BASE is in this case com-
posed of the following terms: Basically availiable: All data are available, even if
an error exists in the system. Soft State: The states of the system may change
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over time, even if no transaction is executed on the system. Eventually consis-
tent : The system guarantees, when data is not consistent, that they will after a
time. Thus, BASE relies on a highly available system, the abandonment of the
consistency of the data, after each transaction. This concept is used by many
distributed databases used, including in NoSQL databases.

3.3 NoSQL

called “Not only SQL” or “noseequel” [11], is a database approach, which relies
on the distribution of databases instead of keeping everything on a central data-
base server. In 1998, an open-source database was introduced that did not pro-
vide SQL access options. Due to the lack of interfaces it did the name “NoSQL”.
The special thing about it was not the lack of interface, but approaches that
have broken the relational database concepts. After a short time the term was
forgotten. 2009 the term NoSQL came when Eric Evans was looking for a name
for a distributed open source DBMS. Since the beginning of 2010, the name
“Not only SQL” established in the Community. Database management systems
(DBMS) are now regarded as a NoSQL system, if they have the property of
a horizontal scaling. Here, no-SQL databases differ in types [8,16]: Key-Value,
Document, Column-family/BigTable, and Graph.

3.4 MongoDB

MongoDB is developed in C ++ as an open source project and was published
in the year of 2009. MongoDB is a NoSQL database that falls under the type of
document persistence. The documents are in so-called “Collections” grouped. In
the document the data as BSON (Binary - JSON) are stored. Whereas indexation
MongoDB uses the “ id” field and in addition also generates a unique index (the
unique id). These indexes are then held by MongoDB as B-tree structure.

MongoDB supports using replica sets, only the load distribution for the read-
ing of data. The master alone is responsible for writing. This offers the advantage
that the master alone on the persistence of data is responsible. Likewise awards
the master is the only new ID’s when writing new records. Thus, in this process
does not occur in collisions Replica Set. Reading on the other hand, there are
several strategies to make a load distribution. These are: Primary-Only: In
this strategy, the Primary for the reading and writing of all data is responsi-
ble. Thus, it acts as a normal client / server system. The slaves in the replica
set to work only as a backup in case the primary fails. Primary and Sec-
ondary: This allows all the users that has permission to read, in the Replica
Set read the data. Thus, a uniform distribution of the read accesses are achieved.
Secondary-Only: In the Secondary-only strategy all read accesses are distrib-
uted to the secondaries. Thus, the Primary is relieved and is purely responsible
for writing the data.

Sharding is a method for distributing data across multiple servers. This pro-
vides the possibility to persist a large number of data (Big Data) in the system
effectively. Sharding can also be used in combination with Replicas. In this case,
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both a data distribution as well as a data replication can be achieved. However,
this requires a high number of servers (> 6) to operate this application useful.

4 Service API

The Internet and its data is steadily increasing. Distributed systems reach more
and more popularity among the service providers. In the growing process of
distributed systems some interfaces have been developed. These were designed
to part for specific problems and are therefore difficult reusable. Others can be
expanded only part. Thus standardization measures have formed in time. The
interfaces can be divided into two architectures. Both architectures have the aim
to decouple the client from the server. Thus, the two systems can be developed
independently.

1. Service Oriented Architecture (SOA). In SOA, the focus is on per-
forming actions on the server as a function. Here messages are sent with the
desired call to a service endpoint. This message is then interpreted and routed
to the appropriate instance. This approach has been around longer outside of
the Web. Due to the long existence of SOA already several standards have
been established. These can be highly optimized, but are relatively cumbersome
expandable.

2. Resource Oriented Architecture (ROA). Unlike SOA are the resources
in the front point in ROA. Here no services are addressed, but directly addressed
any requests to the resources. On this resource base operations can be defined.
The operations may be extended to the addressed resource. This involves a sim-
ple expansion of the interface, since the functions can be implemented separately
from other resources. The most famous ROA technology is Representational
State Transfer (REST), on which we will discuss in Subsect. 4.2.

To explain the choice of API architecture, briefly the pros and cons of SOAP
and REST are attached explained. SOAP and REST interfaces are the most
used.

4.1 SOAP

SOAP defines a messaging architecture that is based on XML. The XML schema
is used to interpret SOAP messages to the endpoints (unmarshall) and to cre-
ate queries (marshall). The Web Services Description Language (WSDL) is an
interface description language. Its purpose is to define Web service interfaces.
It indicates, for example, which operations the client can perform. Given this
description SOAP requests can be created and sent to the server.

Advantages. SOAP and WSDL have a good use in heterogeneous middleware
systems because of their complexity. The advantage is the transparency and
independence of systems to one another. Interfaces can be defined, and must not
follow appropriate standard. Furthermore, both synchronous and asynchronous
connections are supported.
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Disadvantages. Due to the high freedom and thickness often occur interoper-
ability problems with different systems. Also has SOAP XML due to performance
problems that are discussed in Sect. 4.2 detail. Furthermore, the creation of Web
Services with stable marshalling not trivial and takes a lot of time [13].

4.2 REST

Representational State Transfer (REST) was originally developed to create large
scalable distributed hypermedia systems [5]. REST case has four basic charac-
teristics: Addressability of resources by URI, Uniform interface, Statelessness,
and Support for multiple representations

Advantages. REST is a combination of several existing standards (HTTP,
XML, JSON, URI, MIME), which can be used easily and quickly. Thus, the
cost of implementation of RESTful Web services will be lower than what the
SOAP. Furthermore REST supports the building of dynamic websites. Due to
the unique identification of resources and the stateless access RESTful web ser-
vices using scalable caching and load balancing.

Disadvantages. A problem that may occur by the strict separation of POST
and GET is that certain requests may be for the URL is too long. Another
challenge is to meet the client authentication.

4.3 HATEOAS

“Hypermedia as the Engine of Application State” [5] is a design principle for
REST APIs. Here, the idea is as follows: “The client thus moves through a set of
pages; what this may be, is set by the server and thus limits; which are requested
specifically, the client (or its user) decides. At any time the resources of the server
have a defined status ” [17]. The URIs to resources is passed as “href” attribute.
The relation to this resource will be supplied as “rel”. Other attributes of the
resources are dealt with separately in different description languages.

For HATEOAS there are already some description languages. Basically, indi-
vidual markup languages can be divided into two categories:

XML (Extensible Markup Language1) results from the Standard General-
ized Markup lanaguage (SGML) language. Here were some of the design deci-
sions, such as “XML shall be straightforwardly usable over the Internet.” And
“XML shall support a wide variety of applications.”. Because of the extensibility
of XML, it is used today in many areas. One is the presenting of resources. In
the source code 1, an example is shown that a resource layer is in XML form.
JSON (JavaScript Object Notation) is a simple data exchange format that is
easily readable for humans and machines. JSON uses key-value pairs and pro-
vides a simple display of objects. Parsing of objects is up to a hundred times
faster than XML (http://json.org/). To the detriment belongs the poor exten-
sibility of JSON. Furthermore, JSON provides no validation options. There are
other markup languages that define multiple attributes and build on JSON.
1 https://www.w3.org/TR/1998/REC-xml-19980210.

http://json.org/
https://www.w3.org/TR/1998/REC-xml-19980210
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HAL (Hypertext Application Language) is a by Mike Kelley developed stan-
dard, which is used for web APIs. He himself describes2 it as “HAL is a generic
media type with Which Web APIs can be developed and exposed as series of
links. Clients of thesis APIs can select left by Their link relation type and tra-
verse them in order to progress through the application.”

Siren, “a hypermedia specification for representing entities” provides the
same functionality as HAL. Siren also offers the possibilities to define entities
sent as classes. Additionally, the links are broken. A distinction is made between
actions and links to other resources. In the Actions is additionally defined,
assumes what types of data the server. These are the standard HTML5 - specify
input types.

Collection + JSON is a JSON-based read / write hypermedia-type
designed to support management and querying of simple collections. Just as
HAL and Siren supports Collection + JSON hypermedia types. Unlike the other
two supports Collection + JSON queries. In this case, in addition in addition to
the “href” and “rel” attribute, also indicated with data that can be sent to the
server. It answers the Collection + JSON serve as templates for new requests to
the server.

Comparison. Compared between JSON and XML JSON offers several advan-
tages for using REST interfaces over XML. XML is used primarily for SOA
interface description. JSON, however, is already used in many REST interfaces.
Furthermore JSON due to the origin provides a JavaScript support, which many
web applications are developed. Due to the ease of implementation, the faster
processing time by JSON [14] and better support in Spring Framework3 a JSON
representation is supported first. Because of HATEOAS approach can fetch addi-
tional forms of presentation, such as HAL or XML, are added.

5 Existing System: CityServer3D

“Our world is becoming increasingly recognized in three dimensions. 3D com-
puter models play an increasingly important role in urban planning, tourism and
knowledge transfer. By CityServer3D it is first possible to use 3D city models
alive. The software can manage two and three dimensional geographic data and
link together. The CityServer3D automatically creates three-dimensional models
and so performs simulations in the 3D world.” Here, describing the product itself
as follows: “The technology of CityServer3D consists of a geo-database, a server
with numerous interfaces for import and export of data and applications for the
development of the landscape models. A management software allows to process
the data and the web viewer brings these internet users to the screen Fig. 1.”

Due to the prolonged existence of the product, relational databases were used
at the beginning. Over time, the distributed databases began to play a greater
role. Thus, already first basic elements for the use of MongoDB were laid. This

2 https://tools.ietf.org/html/draft-kelly-json-hal-06.

https://tools.ietf.org/html/draft-kelly-json-hal-06
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Fig. 1. The existing CityServer3D - System.

created a MongoDB driver MVCC (Multi Version concurrency control) supports.
Thus, already a first step towards data distribution was done. Currently a total
of 5 databases are supported, including MongoDB and MySQL.

At the moment a number of API’s are used to CityServer3D. This was due to
the development of the Web. It always more technologies have been developed to
have accumulated at the end of a set of APIs with different technologies. Among
them are, for example, JSF calls or REST interfaces.

A number of data are necessary for the pure operation of the server. The
individual display levels are called “Layer” shown. This may be certain neigh-
borhoods or different heights, as above-ground structures or underground struc-
tures. Each layer consists of so-called “features”. This is a group of models and
metadata. This can for example be building complexes, which consist of several
blocks, which in turn are a feature. Furthermore, the information is stored on
the features as “metadata”. It can be stored a few details, such as “Year” or
“style”. The individual city models are then persists as a “model”. This finally
have a set of images (Image) that represent the model eventually.

6 System Availability

The availability is a measure, by increasing the availability of the system is mea-
sured in percent. The availability is a quality criterion and is therefore defined
as a property in “Service Level Agreement” (SLA). Experiments [6] show that
two MongoDB servers have a negative impact on the availability. This is because
at least half of the MongoDB server must be accessible in order to elect a new
Primary server. If in two servers, an unreachable (for example, when a network
error), so you can edit both of no requests. A high availability of MongoDB
component can already be achieved by three servers, as long as the availability
of the server is not under 99 % (normal availability) lies. It would also be suf-
ficient to operate a MongoDB server that is itself highly available (99.999 %).
High availability is achieved when at least two CityServer3D and three MongoDB
servers are used in the system.
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Fig. 2. The CityServer3D - System.

7 Extension of City Server Systems

To make the system capable cloud that had properties: robustness, scalability,
and availability are achieved. The following should model was being considered,
such as found in Fig. 2. To achieve this, the following points were addressed:

The first objective was to obtain the persistence of data robust and scalable.
So I put a MongoDB because it is one of the most common distributed databases
and the properties are thus achieve robustness, scalability and availability of well
[3]. In order to achieve the robustness of the persistence, the MongoDB Replica
Set were used. The data in the replica set to replicate to every MongoDB server.
Thus was achieved a high availability of data, which was shown in the Sect. 6
In addition MongoDB provides the ability to allow a load distribution when
reading the data. This has the advantage that in data reading under load takes
place a faster response time (see Sect. 3). If no more resources to be free to
handle the load, more MongoDB servers can be added in replica set. Thus scaled
the persistence of CityServer3D system. Thus, the persistence of CityServer3D
system meets the requirement to a cloud system.

The MongoDB accessed through the MongoMVCC plugin from the IGD.
This in turn used the official MongoDB Java driver. The driver provides the
advantage that in the future, old / overwritten data could be read. But this is
not yet implemented and will be discussed further in subsect. 10.6. Furthermore,
they offer MongoDB driver an iterative learning about MongoDB system. For
access to the distributed database only a single arbitrary server is necessary.
The MongoDB client automatically learns about the MongoDB server know the
network and can access on the other in case of failure of a MongoDB server, due
to the iterative learning over the network.

Another step towards the realization of cloud services is defining the API.
In order to enable a distributed access to the system, a uniform service API is
defined. This service API is used to access the PaaS interface. Since there are no
uniform standards for cloud APIs [2], different approaches have been presented
and compared in the Sect. 4 The aim is to develop a stateless API in order to
better isolate the requests between client and server. The Service API to be
easily expanded to later develop client applications can use this API. Thus, the
PaaS product in combination with client applications can be offered as a SaaS
product.
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8 Evaluation of the System

For the experiment, the VMware cluster at the Fraunhofer IGD is used. This
five Virtual Machines (VM), each with 2 CPU cores, 4 GB RAM and 15 GB of
disk space used. On a VM both CityServer3D, as well as a MonogDB (v2.6.4)
instance can be operated. The operating system used is “Ubuntu” in the version
of “4.14 LTS (GNU / Linux 3.13.0-37-generic x86 64)”. Therefore for each sce-
nario different constellations of instances on the VM to operate. Read more in
the following chapter. The tests are run on a VM, the computer-operation Group
(RBG) of the computer science area of the Technical University of Darmstadt.
To determine the bandwidth between the two servers, a 1 GB file was sent to ten
times the respective servers. Here, an average transfer rate of 44.8 MB/s between
the test system and the VMware cluster revealed. Here, a maximum data trans-
fer rate of 65.3 MB/s and a minimum speed of 27.4 MB/s was achieved. In the
other direction, an average speed of 43.6 MB/s was achieved. In this case, the
minimum value was 38 B/s and a maximum at 57.2 MB/s. The latency of 9.8 ms
in both directions.

Scenarios: To check the behavior of the system, four scenarios were tested:
S1: A simple server system with a database and a CityServer3D (1:1), S2: A
server system with a CityServer3D and multiple databases (1:4), S3: Several
CityServer3D with a database (4:1), and S4: Several CityServer3D with multiple
databases (5:5).

Tests: Three different tests were carried out on each scenario. Here, the tests
differed in the visits to the data. In the first test (Complete) the information
has been retrieved from the server. The second test (Metadata) the metadata
of all available data sets were queried. This represents the display of buildings
and objects information. In the third test (model) all textures and models have
been downloaded from the server. The model test represents loading the data to
display a city. Here all information has been loaded, which were necessary for the
display. The metadata of the buildings were not also loaded. To get confirmed,
the results of each test was repeated three times (trials). Here, the first attempt
was always compared.

User Number: In a normal operating environment, a number of 10 users are
usually achieved. In weddings, it can also be the 20th To test the scaling of
the system better, a maximum of 50 users have been simulated. Here each test
started with a simulated users. Every 36 s was the User number increased by
one. This was done as long until the number of users 50 min. Subsequently, the
number of simulated users held for a further 120 s. Thus, a test was run a total
of 32 min. After the test was terminated.

Utilized Program: The tests were performed using one of JMeter7. If the users
were simulated. Each simulated users running as a separate thread on the RBG-
VM. Each of these threads held exactly one active request to the server open.
Once the thread was told that the message has been parsed later and it opened
up the next requests.
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Fig. 3. All scenarios.

Inquire: First, all the layers were always requested. Then, the client received a
list of available layers, which he queried afterwards. In response, the query to the
models- and feature metadata addresses that were requested directly afterwards
were. The same thing happened for the Models. Plus provided the models for
the address of pictures from the model, which were eventually charged. Standen
in the test several CityServer3D available so random (uniform distribution) was
chosen a CityServer3D for each request.

Assumptions: To perform the test, the following assumptions were used: Accep-
tance: All addresses of the available CityServer3D are known to all clients. Adop-
tion: For each request is selected a random available (under the uniform distri-
bution) CityServer3D.

Scenarios: At first glance, the big difference between scenarios 1 and 2 versus 3
and 4 can be clearly seen in Fig. 3. Due to the high capacity utilization in the first
two scenarios of CityServer3D these scenarios could not keep up with the results
of the last two scenarios. The fourth scenario scored a slower results in terms
of response time, but is compared to the most robust. The availability of the
scenarios can be found in Table 1. Compared to the first and third scenario, the
scalability of the CityServer3D can be seen. Three additional servers improved
the system to an average response time to 336 %, or more than three times.

Hypotheses: Based on the number of tests that were carried out in the different
scenarios, we created a number of hypotheses in advance. (H1) In the first and
second scenario CityServer3D will achieve a CPU utilization of 100 %. Thus, the
response time will increase: We found that the CityServer3D already achieved
a 75 % occupancy with a single user. In the following tests was simulated with
up to 50 users. So a 100 % CityServer3D component were achieved in scenario
1 and 2 as early as two users. In the third and fourth scenario was achieved
due to the distribution of these amounts only from a number of ten simulated
users. Despite the high utilization, the system did not collapse. (H2) Due to the
high utilization of CityServer3D in the second scenario, no improvement over the
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Table 1. Availability in %

Scenario CS3D MongoDB Total

1st 99.000 00 98.999 01 98.009 02

2nd 99.000 00 99.999 00 98.999 01

3rd 99.999 99 98.999 01 98.999 01

4th 99.999 99 99.999 00 99.999 00

first scenario is achieved: This is what the test results showed. This is mainly
due to the CPU utilization of CityServer3D component. In order to achieve a
power ramp, the implementation of the CityServer3D system would have to be
checked. (H3) The third and fourth scenario will provide a better response time
than the first two scenarios: Due to the distribution of CityServer3D significant
improvements compared to the first and second scenario were obtained.

9 Conclusion

By analyzing the system it becomes clear which benefits distributed applica-
tions in the cloud can have. This requires a distribution of every component, but
rewards the operator with a highly available service. In this work, a model for
determining the availability of a distributed system was introduced. This model
has been evaluated for CityServer3D, with the use of a distributed database
(MongoDB). A high availability (>99.999 %) can be achieved with less about 5
servers, assuming a normal availability of each server. In addition, both compo-
nents can scale: increasing number of users as well as growing volumes of data.
This allows the entire system to be provided as “Platform as a Service” in the
cloud. Furthermore, different ways of cloud API designs were presented. These
mainly provide the opportunity to develop more cloud applications for the end
user. Thus, the entire system can be implemented as a “Software as a Service”
in the cloud.
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Abstract. Many organizations produce metrics dashboards that take a long time
to develop, are visually inconsistent, require specialized staff and skills, and (of
most concern) don’t clearly and rapidly identify actions or draw focus for further
analysis. We addressed these issues, and realized unanticipated benefits as well,
by creating a strong design and development architecture. Our results include: a
templated set of metric visualizations, a radical decrease in cycle time, and real‐
izing “self-service” business intelligence capabilities, empowering business users
with expert domain knowledge to own and develop metrics. In this presentation,
we discuss the visual architecture and design, the small set of templates, and the
cognitive benefits of the visualizations now in use. The approach has garnered
success at the company, program, directorate, and department levels, in large part
due to the low cognitive burden for visualization understanding and development.

Keywords: Cognition · Visual architecture · Metrics

1 Introduction and Motivation

It is increasingly popular to display sets of disparate metric information as individual
tiles laid out in grid fashion on the screen [1]. Our approach utilizes a library of standard
templates in two categories, key performance indicators (KPI) and dashboards [2, 3].
Our metric development instructions are themselves visual, allowing them to be
constructed easily by novices [4]. Our most utilized template, and the core visual element
of our design, is our “metric display tile.” Each tile delivers a discrete and easily
discernible quantum of status. We designed a tile that visually encodes a substantial
amount of status and trend data while boldly highlighting the primary messages,
providing an economy of information interaction [5]. The library contains additional
templates that provide more detailed charting capability for further analysis. The system
works together so that tiles can link to other metrics displays, comment threads, and
metric documentation, in snap-together fashion [6]. Finally, the templates are built to
receive data from any source as long as the data are structured compatibly. Business
analysts, data developers, and dashboard builders have a clear target for their data-related
work; they simply get the template, set parameters and produce a functional, highly
usable visualization. Constructed templates are simple to modify, highly reusable, and
quick to deploy.

Cost and elapsed time are significant considerations for metrics development inside
the enterprise. Different representations for metrics pose a challenge for consistent
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interpretation and intuitive action across departments, directorates and programs. A
framework was needed in which metrics could be developed and maintained at low cost,
to produce metrics that were readily understood. The framework needed to scale to a
large number of metrics, and produce metrics that required little or no customization,
with an extremely low cognitive burden. To accomplish this, a small set of reusable
templates with strong user experience principles needed to be developed and supported.
The templates had to accommodate a wide range of data sources, and be deployable by
subject matter experts, not requiring technical experts. The framework had to support
reusable templates that produced consistent, high-quality metrics visualizations, both to
facilitate standardization and to keep cost low and elapsed development time short.

This paper is organized as follows. Section 2 presents the metrics architecture.
Section 3 describes the composition of the visual metrics. Section 4 outlines business
value. Section 5 describes the cognitive benefits of this approach. The conclusion is
provided in Sect. 6.

2 Metrics Architecture

Layered software architecture is a very common design for client-server configurations
[7]. A multi-layered metrics architecture facilitates the creation of the visualizations by
encapsulating and segregating functionality. Each layer has a well-defined interface to
communicate with the connecting layer (Fig. 1). The architecture has several advan‐
tages; (1) it enables the ability to make changes in any layer without affecting the other
layers, as long as the communication interface remains unchanged, (2) each layer can
be independently worked, (3) work can be completed in parallel or asynchronously and
(4) different teams can work on different layers.

Fig. 1. Overview of the metrics architecture

2.1 Data Sources

The foundational data layer can be traditional data warehouse tables, Excel or text files
(Fig. 2). Connectivity to Excel or text files provides the option for metric development
prior to data automation or when automation is not an option.
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Fig. 2. Data can be consumed from most common sources

2.2 Data Encapsulation

The data source is connected to a pre-defined template which generates the required
number of data points to render a visualization (Fig. 3). A single web service for each
metric visualization is produced. Any data calculations or transformations can be encap‐
sulated within the pre-defined template or performed prior to connecting to the data
source.

Fig. 3. Data are manipulated for delivery to visualization templates

2.3 Visualization Templates

The single web service is connected to the template via an external interface connector
which provides the data to the template in the correct format with the correct number of
data points. The template contains a map that aligns each data point to the appropriate
visual component (Fig. 4).

Fig. 4. Visualization templates

2.4 Design & Deploy

The completed metrics are deployed in a highly configurable web-based framework.
Supplied parameters drive individual page configurations. Pages can be configured by
role (executive level, mid-level management, program lead), and by product lines or
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locations (plant, warehouse, factory). The standard visualizations plug into the frame‐
work via a parametrized URL. The visualization can be arranged in any order and inte‐
grated with other types of objects such as PowerPoint presentations. The plug and play
components make it easy to create, customize and change pages (Fig. 5).

Fig. 5. Standardized visualizations are arranged for final delivery

3 Visual Metrics

Metric information is presented as a grid or series of tiles. Each tile delivers a discrete,
digestible, quantum of status information “at-a-glance,” while more focused attention
reveals further detail and additional features. At-a-glance, each tile highlights 3 perform‐
ance parameters:

• Current Metric Health Status - performance relative to established expectations, e.g.,
exceeds, meets, or fails.

• Latest Performance Delta - performance improved or degraded over the latest meas‐
urement period.

• Performance Trending. The changes in performance over a series of measurement
periods.

Additional details on the tile include the Current Numeric Metric Value and the
Maximum and Minimum Values recorded over the entire measurement period. More‐
over, users can interact with tiles by clicking or tapping to reveal additional features,
including a Link to Further Analysis, a Link to Threaded Notes so that users can
contribute comments regarding performance, and a Link to Metric Definition Docu‐
mentation for additional information about how the metric is calculated.

We can present a great deal of information without confusing users because each
performance parameter is communicated via a distinct visual display parameter. These
include hue, intensity, and form (Fig. 6).

• Hue: Current Metric Health Status is indicated by one of three contrasting back‐
ground-colors.

• Intensity: Latest Performance Delta is indicated by the background-color intensity
and saturation.

• Form: Performance Trending is shown as a sparkline that is colored to indicate the
health of the overall trend.
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Fig. 6. Each tile communicates hight-level status information through visual properties: color
(hue and intensity) and form. Further detail is available by reading text values and by interacting
with the tile. (Color figure online)

While form and color are powerful properties for preattentive detection, conjunction
objects are not perceived preattentively [8]. In our implementation, we separate these
properties. When viewing a set of tiles, any red background-color indicates an unhealthy
status, while light- or dark-red indicates that the performance over that last measurement
period improved or got worse respectively. Meanwhile, a green sparkline would indicate
improvement over time, even in a metric that is currently unhealthy.

Because each mode is free of noise, critical information can be identified among a
large set of tiles (see e.g., Fig. 7), exploiting cognitive expectation and attention [9].
Background colors are prominent and “chart junk” is minimized. Additional information
(e.g., min and max values) contextualizes the metric without diluting the signal.
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4 Business Value

During a 12-month period, we implemented our metric display architecture on three
major projects. We compared these projects to equivalent work done using the old
development process. Our results are as follows.

4.1 Cycle Time

Cycle times were reduced by 50–70 % for the equivalent work as compared to our
previous development process. The overall architectural approach of having more atom‐
ized visualizations saves time as well since we are making files that are more simple and
straightforward rather than building more complex displays into a single file.

4.2 Productivity

• The “fill out the form” nature of the development expands the number and types of
staff that can produce metrics. File development can be accomplished by non-Devel‐
opers, e.g., Business Analysts can set parameters and create a production ready visu‐
alization. This can also be extended to represent a Self Service BI capability [9].

• Rework involved in the development process was reduced for the equivalent work
as compared to our previous development process.

• The templates are built to receive data from any source as long as the data are struc‐
tured compatibly. This means that Business Analysts and Data Developers and
Dashboard builders have a clear target for their data-related work.

Fig. 7. A set of tiles grouped into a dashboard (Color figure online)
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• Having a standard set of visualizations streamlines the process of defining and
refining customer requirements by allowing us to rapidly recycle through mockups
and prototypes with customer input.

4.3 Quality

• The common visual vocabulary can be used by every organizational unit and func‐
tional area from Finance to Quality whether the intent is strategic or operational.

• Overall quality and consistency are improved.

4.4 Sustainability

• The visualizations are easier to maintain because they are simpler and the standard‐
ization makes the changes easier to locate. The changes that have been experienced
so far have been in the data encapsulation layer.

5 Cognitive Benefits

The cognitive benefits of information visualizations are well-known [11, 12]. Visual
imagery can have an important role in cognitive tasks [13, 14]. In this section we identify
specific benefits for metrics display using the tile format based on our current work.

5.1 Scanning Dashboards or Scorecards Is Cognitively Costly

Tiles that are arranged into dashboards are useful for identifying metrics that may require
intervention. A typical dashboard would lay out a set of tiles in positions specified during
development, or possibly positioned by an end-user at run-time. The metrics consumer
is required to scan the dashboard for metrics that may require further attention. Alter‐
natively the user may formulate an a priori condition for which to scan, e.g., metrics that
are out of control, or perhaps metrics that are performing exceptionally well.

These activities incur a cognitive burden for the user. Activities like formulating an
a priori query or scanning the display for conditions that meet the query, or scanning
the display for exceptions requires cognition and is subject to a host of external contex‐
tual demands and preexisting biases. There has been directed interest in identifying
visualization techniques that reduce this cognitive burden [15, 16].

5.2 Sorting and Ordering the Display Structures and Prioritizes Attention

If a display is populated by tiles that are arranged dynamically at run-time, tiles can be
arranged to highlight a higher-order level of insight. For example, in Fig. 10 the dash‐
board is split in half. Tiles representing Healthy metrics are one side while tiles for
Unhealthy metrics are on the other (see Fig. 8 for details of how categories are assigned).
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Fig. 8. Assuming three performance categories, healthy metrics are those with values on the
desirable side of the midpoint of the middle range.

Healthy and Unhealthy metrics are further divided into those that improved over the
latest measurement period and those that did not improve. This produces four cases.
Each case is presented as a column in a grid layout.

• Unhealthy metrics that got even worse.
• Unhealthy metrics that improved.
• Healthy metrics that got worse.
• Healthy metrics that improved.

Within each column, metric tiles are sorted in decreasing order of the Latest Perform‐
ance Delta (i.e., the normalized magnitude of change over the latest measurement
period). See Fig. 9 for an illustration.

5.3 Performance Signals Parsed into Distinct Channels

One implication of arranging tiles in this way (Figs. 9 and 10) is that four distinct
performance signals are resolved with greater clarity as compared to statically positioned
tiles. These performance signals are: (1) failing performance, (2) poor performance that
may be turning around, (3) good performance that may be slipping, and (4) good
performance that is getting even better, a.k.a., superstars.

5.4 Dynamically Sorted Dashboard Example

Figure 10 is an example of how metrics might be arranged to focus on metric improve‐
ment.

• The metric at position (a) is unhealthy and has gotten worse by the largest margin
among all the unhealthy metrics that have gotten worse over the last reporting period.
In this case, Alpha Factory has experienced an alarming spike in injuries.

• The metric at position (b) is unhealthy, but has improved by the largest margin among
all the unhealthy metrics that have improved. In this case, Echo Factory has improved
their ability to meet their schedule and they have made it into the middle (grey) range.
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• The metric at position (c) is healthy. But over the latest reporting period it has gotten
worse by the largest margin among all the healthy metrics that have gotten worse
over the same period. In this case, Alpha Factory has experienced a substantial slip
in their ability to meet their schedule.

6 Conclusion

We present a simple visual metrics architecture composed of reducible, reusable, and
serializable elements. These elements represent an inclusive approach that is concerned
with source data at one end, and extends to user perception at the other end. Our data
visualization architecture is Data are provided to the visualization templates in a platform
agnostic way. These processed data are then provided to the visualization part of the
architecture. Visualization elements are arranged in a purposeful way to facilitate
orthogonal exploration of data by directing attention. That is, a viewer can scan among
elements on the surface for high-level information but can also drill into further detail

Fig. 9. Tiles are arranged dynamically within a structure that focuses on metric improvement.
Tiles are divided into healthy and unhealthy metrics that have either improved or declined (i.e.,
gotten worse). Within each column, metrics are sorted in decreasing order of the Latest
Performance Delta (i.e., the normalized magnitude of change over the latest measurement period).
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by focusing attention on a single element. These two levels of attention may be referred
to as “orientation” and “engagement” [8]. Our visualization architecture is effective
because any part of the visualization can “get out of the way” to allow the user to
efficiently transition between orientation and engagement, and to transition among
elements (e.g. among tiles or among elements within a tile).
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Abstract. A vast majority of internet users has adopted new ways and
possibilities of interaction and information exchange on the social web.
Individuals are becoming accustomed to contribute and express their
opinion on various platforms and websites. Commercial online polls allow
operators of online newspapers, blogs and other forms of media sites
to provide such services to their users. Consequently, their popularity
is rapidly increasing and more and more potential areas of application
emerge. However, in most cases the expressed opinions are stored and
displayed without any further actions and the knowledge that lies in the
answers is discarded.

This research paper explores the possibilities, advantages and limits
of applying semantic technologies to these online polls. For this purpose,
a list of requirements was assembled and possible system architectures
for semantic knowledgebases were investigated with the focus on provid-
ing consistent and extensive data for further processing. In a next step,
the current state of the art of relevant visualization technologies was
analyzed and further research challenges were identified.

Our results discuss possible applications within the scope of a chal-
lenging case study. A comprehensive data pool provided by our industry
partner allows for testing various improvements to user experience and
traction of the polling system.

Keywords: Online polls · Named entity recognition · Information
extraction · Semantic technologies · Ontology engineering · Dashboards ·
Graphical user interfaces

1 Introduction

1.1 Online Polls

Online polls are becoming more and more popular on a large variety of web-
sites, e.g., online newspapers, blogs and other forms of media sites. These single-
question polls allow users of the respective sites to express their opinion and
contribute to the outcome of a question drafted by the operator of the website.
This opportunity is appreciated very much by large numbers of internet users.
Figure 1 shows such an online poll.
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Fig. 1. Online Poll

Many of today’s single-question online polling systems are operated by the
website owners themselves. Giving their users the possibility to contribute to
parts of the site’s content is first priority for most systems; it seems that great
usability or analytical features are only insufficiently considered. However, gain-
ing knowledge from the answers to polls – in contrast of simply displaying the
results and then discarding the information contained therein – could bring enor-
mous benefits:

– Polls can be clustered and categorized by their respective topic. This makes
various applications possible like automatically showing a poll that fits the
content of the article that it will be complementing, or showing users a related
poll after they have answered a first one.

– The website visitors who answer one or more polls can be analyzed in regard
to their specific attitudes and preferences. By learning about their users, pub-
lishers can verify current assumptions about their target groups and get to
know entirely new groups.

– These target groups can then be displayed graphically, e.g., via Venn or Euler
diagrams. This gives the website operators a better overview of their users
and allows them to select specific groups of persons for further actions.

– One of these further actions is using the target groups as input for retargeting
advertisements across platforms. This type of advertising has emerged as one
of the most widely used across the internet and facilitates custom-tailored ads
for segmented user groups.

– A semantic knowledgebase of relevant information can be generated and con-
sequently connected to other linked data available online. This database is
intended to show interconnections and dependencies in a more detailed and
precise way than classic relational data structures. New knowledge can be
discovered by techniques of the semantic web like reasoning.

– Combining the answers of several independent polls for creating more detailed
user profiles becomes feasible. The website content can be adapted to better
match the discovered user profiles.

– Extracting and aggregating private information about claims that can not be
verified turn out to be of great value and online polls can contribute in doing
that. [11]
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1.2 Methodology and Contribution

Natural Language Processing (NLP), the languages of the semantic web and
other technologies relevant to this study’s field of research have achieved immense
progress in the last years. This paper explores the possibilities of tools and tech-
niques for improving user experience for both common internet users and website
operators. While the former can profit from a better quality of suggestions for
further articles and polls as well as from better categorized question/answer
pairs, the latter can benefit from a greatly improved admin dashboard that pro-
vides whole new possibilities for analyzing and illustrating the outcomes of their
polls and use them as basis for further applications.

To achieve these advances, current state-of-the-art technologies in the field of
knowledge extraction (KE) from natural language question/answer pairs are ana-
lyzed. Consequently, the implementation of a semantic knowledgebase designed
specifically to the requirements of online polling systems is demonstrated within
the scope of an extensive case study based on a real-world data pool of more
than 10,000 questions with approx. 36,000 answers and 653,000 user votes given
worldwide in the years 2014 and 2015. This is followed by discussing UI ele-
ments for the administrator’s dashboard like displaying suggestions for future
target groups by employing Euler diagrams as well as prototypical advertising
capabilities.

1.3 Related Work

Great advances in NLP and the Semantic Web have led to various fields of
research related to our task. Recent examples are NLP for question/answer pairs
as described in [14] or [5], and paraphrasing (e.g., [2]). Knowledge representation
has been in the center of attention of research for decades (e.g., [4,13]) and still
great progress is being achieved (e.g., [1,3,8]).

Applications of the Semantic Web like DBpedia [15] and other knowledge-
bases are making it possible to link shared knowledge and build new solutions
on top of existing ones. While early research was mainly done for texts in Eng-
lish, globalization of Linked Data brought the necessity to deal with different
languages. Significant progress has been made in multilingual entity extraction
[6]. This is exemplified by research on German language (e.g., [12,17]).

Modern approaches suggest recursive self-learning methods when it comes
to entity detection and extraction [9] and various methods for semi-automatic
ontology development [16].

2 Semantic Technologies

2.1 Knowledge Extraction

To be helpful for extracting knowledge from single-question online polls, a seman-
tic system needs to fulfil a number of requirements. Some of these are:
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– While most ontologies and NLP technologies specialize on a certain domain,
online polls can relate to pretty much everything. In most cases, the topic of a
poll is not even known in advance. This means that if there are external knowl-
edgebases for specific domains involved, they need to be made compatible and
get interconnected. Finding out the scope of a poll is also very important to
determine the relevance for specific user groups. The scope of some questions
is limited to a certain time or region, e.g. Who will win the football world cup?
or Who have you voted for in South Africa’s General Elections?.

– The knowledge to be extracted in many cases lies within the question com-
bined with the chosen answer. The question How often do you play video
games? by itself does not contain any knowledge about the user who answers
the question, the chosen answer Daily needs to be taken into consideration as
well. This means that there is the need to combine question and answer and/or
to paraphrase the question. Even relatively simple Yes/No polls like Hillary
Clinton: First female U.S. President? need to be converted to a positive and
a negative version for further processing.

– The focus in NLP research traditionally lies on English language. However,
the online polls in our case study are being created in many different lan-
guages. The findings of NLP for texts in English can not be transferred to
other languages, but there is an increasing number of research projects on
multilingual entity extraction.

– Another special requirement for a KE system for online polls is that it needs
to have the capability to sort out inappropriate, manipulative or suggestive
polls. These can occur, because most of the polls in the data pool are created
and published by media websites or blog owners who can pose all the questions
they like. These “bad” polls should not be taken into consideration for further
analysis.

A comprehensive set of requirements for a system coping with knowledge
extraction from online polls can be found in the work of Stabauer, Grossmann
and Stumptner [20]. For a comparison of knowledge extraction tools, see [7]. At
the time of writing there is no known system able to deal with all the afore-
mentioned special requirements. Therefore, there is the need for an alternative
way of annotating polls manually. Figure 2 shows a mockup. For each possible
answer to a question the administrator can choose from predefined relations and
semantic concepts, thus creating new object properties in the knowledgebase.

2.2 Knowledgebase

The semantic knowledgebase in our case study is embedded in a complex system
architecture, Fig. 3 gives an overview. The analytical subsystem is responsible
for storing and analyzing the knowledge that is extracted from the polls and the
users’ answers, respectively. Some information in the analytical subsystem (e.g.,
meta information of polls and votes) is stored in an auxiliary database. This
divide is due to size limitations in the semantic knowledgebase and to the struc-
ture of the data to be stored. All databases and systems work together seamlessly
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Fig. 2. Semantic Annotation

and enable the administrator to gradually build up a consistent, accurate and
extensive knowledgebase.

Following the approach of semantic annotation as depicted in Fig. 2, knowl-
edge about a specific user is stored in RDFS/OWL triples as follows:

<ht tp : // p o l l i n g . com/ p o l l e e s#Pol l e e123>
<ht tp : // p o l l i n g . com/ onto logy#love s>

<ht tp : // p o l l i n g . com/ onto logy#Videogame> .

To comply with the ideas of Linked Data, the concepts in the knowledgebase
(#Videogame in the example above) are linked to external knowledgebases. In
this case there might be a link to DBpedia as follows:

<ht tp : // p o l l i n g . com/ onto logy#Videogame>
rd f s : subC la s sO f

<ht tp : // dbpedia . org / onto logy /VideoGame> .

2.3 Reasoning and Analysis

The knowledge about users and concepts that is stored in the analytical subsys-
tem, is consequently being analyzed by a series of algorithms, beginning with
standard RDFS and OWL reasoners. This enables clustering users by their pref-
erences and characteristics and so very advanced retargeting applications become
feasible. Additionally, users can profit as they are given suggestions for further
articles and polls that meet their specific interests without breaking the sim-
plicity and anonymity of the polling process. Immediate results of the reasoning
process are sets of persons with specific properties, their intersections and the
respective set sizes. These will be used for visualization in the administrator
dashboard and for further applications in retargeting advertising.
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Fig. 3. Polling System Architecture

3 Knowledge Visualization

The consequent step after building up a consistent and extensive knowledge base
is to use that data to improve certain aspects of the polling process. In this case
we try to enhance the administrator’s user experience and provide additional
functionality by visualizing the findings of the analysis within the framework
of the existing dashboard. This chapter gives an overview of existing means of
visualizing bigger data sets and their issues.

Common representation techniques can be used to gain new knowledge about
given data. Both Euler and Venn diagrams show the size of data sets that are
built from a data pool as well as the correlations between these sets. Euler and
Venn diagrams use geometrical shapes to represent data sets and intersecting
sets, which contain named data sets. To build an Euler or Venn diagram two
sets of data are needed: A set to store all data sets M and a set of intersections
U , where every set e ∈ M is at least part of one intersection set in U .

Following the definition of Venn diagrams, all possible intersections have to be
shown, and intersections that are not contained in U must be marked as empty.
Figure 4 shows common Euler and Venn diagrams of the sets M = {A,B,C} and
U = {A,B,C,AB,AC} and reveals the problem of Venn diagrams in regard to
empty intersection sets. If the amount of sets in M increases, Venn Diagrams get
more and more complex and harder to understand. This problem makes it clear
that Venn diagrams can not be efficiently used for the visualization of bigger
sets such as the ones in our case study.
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Fig. 4. Examples of an Euler diagram (a) and a Venn diagram (b)

3.1 Visualization Technologies

Calculating Euler diagrams gets more complicated and difficult when the com-
plexity of the diagram grows [19]. The complexity is defined by the amount of
sets in the intersection sets in U , which can be as high as 2n, whereby n equals
the amount of sets in M . More issues become apparent when the complexity
increases. To verify if an Euler or Euler-like diagram (such as described in e.g.,
[19]) is correctly drawn, an agreement about the visualization is needed. The
following points need to be fulfilled by the diagram in order to be recognized as
correctly drawn:

– Every set e ∈ M needs to be visualized by at least one marked geometrical
form and e has to be at least part of one set in U .

– The area of the used geometrical form representing e ∈ M has to be sized in
reference to the amount of elements in the set e.

– For every set e ∈ M that is part of an intersection set i ∈ U , which contains
more than one set, there needs to be an area where every set s ∈ i intersects
with every other set in i.

– If two or more geometrical forms are intersecting, there has to be at least
one intersection set in U that contains the sets of the intersecting forms.
Furthermore, the intersecting area has to be sized according to the amount of
elements in the geometrical form.

– Only sets that are part of M and intersection sets that are part of U are
allowed to be visualized.

Stapleton et al. describe 3 base methods to generate Euler diagrams: Dual
graphs, inductive and using particular shapes [21]. The first method calculates a
dual graph based on the intersection sets in U and draws the geometrical forms
in a way, so that every geometrical form representing a set e ∈ M contains every
node that is included in the set e. The inductive method uses a step by step
procedure to calculate the position of the geometrical forms. The last method
changes the shapes of the geometrical forms to create drawable Euler diagrams.

3.2 Issues and Solutions

On the basis of the afore-mentioned generation methods and the used geomet-
rical forms, several issues become apparent. Euler diagrams using circles as
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geometrical indicator of sets, such as shown in Fig. 4, can not always be drawn
in a way that every requirement defined in Chap. 3.1 is fulfilled. As an example,
a diagram containing the set M = {A,B,C} and the set U = {A,B,AC,BC}
is not drawable with one circle per set e ∈ M and without creating a fictional
intersection set with C and {} in U .

In order to avoid creating fictional intersection sets, a simple method is
to remove intersection sets that violate the requirements defined in Chap. 3.1.
Another method is to remove certain sets e ∈ M and the intersection sets that
contains e. As an example: Fig. 4 shows the desired facts by removing the conflict
set C or the conflict sets A and B. This creates two potential, rough approx-
imations of the given example. The conflict sets could be calculated through
variants of the MinRelax or the QuickXPlain algorithms [10]. For every visual-
ization problem, there are 1 to n conflict sets linked with the problem, which
could be removed to solve the problem.

Another way to create drawable Euler diagrams is to split or clone sets [19].
The newly created or cloned sets can then be drawn as several geometrical forms
that are not intersecting each other. All sets have to be marked as either the
starting set or be linked together to improve the readability of the diagram.
The total amount of intersections, which the newly created sets are part of,
should equal the amount of sets in U containing the starting set. According to
the defined requirements for Euler diagrams in Chap. 3.1, the size of the forms
represents the amount of objects in one set. If a set is cloned, the sum of the
areas of the cloned sets will represent the wrong amount of objects in the starting
set. Figure 5 shows the issues and the solutions of the afore-mentioned example.

Since geometrical forms in our study represent a set of persons with specific
properties, generalizing these properties to create drawable forms is another
option. With the assumption that a property is composed of a type and a noun,
both could be generalized individually. As an example, the property “loves Dog”
could be generalized to “likes Dog”, “likes Animal”, “loves Animal”, “loves
Thing”, and so on. Every set of properties with the option to be generalized
will form a combined new set in M , which contains the generalized properties.
The starting set of properties has to be removed from M . Properties in U that
do not exist any longer in M need to be replaced with the new generalized set.
With reference to the shown approach to split or clone sets [19], it is possible

Fig. 5. (a) shows the sets M = {A,B,C} and U = {A,B,AC,BC}, (b) shows rough
approximations of the starting diagram and (c) shows a solution for the problem.
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to generalize only one part or clone of a set. The generalization is supposed to
reduce the amount of intersections between sets in M , and the generalized set
has to be one of the sets that were identified with the described method before,
creating rough approximations.

Sets in Euler diagrams can also be visualized by using abstract forms [18].
The diagrams can be created and calculated with the use of planar graphs and
triangles. Used planar graphs represent the set U and extend the set with a null
set for every set in U which only contains one set. The nodes in the planar graph
are represented by sets in U , while the edges are represented as lines between
two nodes. A line is drawn between two nodes a and b, if the set of a is fully
contained in b. The line between a and b is omitted, if there exists a node c
that fully contains the set of a and its set is fully contained in b. The drawing
area is divided into several triangular sectors that can be used to calculate the
area of several abstract forms for the different sets in M [18]. Figure 6 shows an
example.

Fig. 6. A diagram for the sets M = {a, b, c} and U = {a, b, c, ab, bc, abc, ac} [18]

4 Conclusions and Future Research Directions

We have presented the findings of a conducted case study that turned the results
of simple textual single question online polls into extensive knowledge about
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polls, answers and above all, the users. We have shown the structure and func-
tioning of an analytical subsystem that complements the existing operational
polling system responsible for the basic functions of displaying polls and col-
lecting votes. It does so without breaking the main strengths of simplicity and
anonymity and with maintaining full independency from third-party APIs.

We also have presented possibilities and challenges of visualizing the obtained
knowledge in an administration dashboard. The created diagrams not only serve
as a source of information but also let the administrator select groups of users for
further usage in retargeting advertising. There are still some issues in visualizing
semantic models using common Euler diagrams that need to be solved.

The interaction of semantic technologies with visualization strategies turned
out to be quite challenging. However, there were promising advances in basic
visualization of a limited number of sets, which proved to be very useful and
intuitive for administrators of polling systems and could create a fair quantity
of new useful knowledge. While not being explicitly designed for further refining
of the knowledgebase, the visualizations do contribute to a better understand-
ing of the collected knowledge. This is of particular importance when building
extensively large ontologies like the one in our case study, where it is hard to
stay on top of things.

Future research will include improvements in analysis of the knowledgebase.
Building on standard RDFS and OWL reasoning many useful extensions need
to be considered, e.g., calculation of probabilities (has been to Russia could have
a probability of 80 % for likes travelling) in order to extend target groups in
case they have been conceived too narrowly. Another research direction shall be
alternative visualization techniques for different applications within the admin-
istrator dashboard like conveniently navigating the knowledgebase or displaying
explanations of inferences being made. As the relevance for polls being elements
of the social web keeps growing, investing more efforts in them will certainly be
worthwhile.
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Abstract. Internet has transformed the ways that organizations gather, produce
and transmit competitive intelligence (CI), especially in the age of big data. This
paper introduces a competitive intelligence digest generation method based on
LDA topic modelling and representative text extraction. With the incorporated
metric of perplexity, the proposed method is capable of automatic grouping of
the texts and generating CI digests in an appropriate number of topics. Moreover,
the method is applied to the context of BT Plc in the form of a case study, demon‐
strating its effectiveness in practical use.

Keywords: Competitive intelligence · LDA-based · Topic generation ·
Representative documents extraction

1 Introduction

Competitive intelligence (CI) such as market environmental dynamics, rivals’ updates,
techniques’ hot spots, etc., plays a critical role in supporting executives and managers
to make strategic decisions for an organization [1]. Nowadays, the Internet, as an infor‐
mation-rich open-source platform and an inter-organizational communications tool, has
transformed the ways that organizations gather, produce and transmit competitive intel‐
ligence.

In the age of big data, competitive intelligence is generally hidden and should be
discovered from various information sources online including news, business reports,
surveys, financial reviews, etc., whereas traditional search tools and information
retrieval methods can hardly provide satisfactory outcomes for competitive intelligence
in an automatic and effective fashion. For instance, every day, a market researcher could
easily collect/crawl a huge amount of rivals’ data and market surveys, but is usually
facing a problem of information overload due to the fact that the data/information is
often sparse, conflicting, diverse or redundant, which makes CI difficult to generate and
comprehend. In this regard, providing insightful digests (small and manageable sets of
extracted important results/entries) of competitive intelligence (hereafter also referred
to as CI digests) is considered meaningful and important for market researchers and then
managers. Unlike traditional techniques such as information retrieval/summarization
with manual manipulation and hand crafting, our work focuses on a LDA-based method
for generating CI digests with an application in the context of British Telecommunica‐
tions Plc (BT).
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BT is Britain’s largest telecommunication company, whose business covers more
than 170 countries and extensive entities. In meeting rapid market changes where new
technologies and competitors are emerging, BT created an internal business intelligence
unit called BT Intellact Department (BTID), aimed to collate and refine industry-related
text information on the Internet for all employees in BT Group, and to continue daily
updates of the information. The original sources of information BTID handles include
online business news, trade journals/magazines, non-public information BT purchases
from press operators and industry institutes, as well as internal research reports. Finally,
CI digests are summarized under various topics and provided to end-users every week
after users subscribe their preferred channels (i.e., labelled with topic tags). Though
BTID has brought BT a solid competitive advantage through CI digests, handcrafting
of human experts was heavily involved in the text analysis. The workflow for the service
is illustrated in Fig. 1.

Apparently, BTID’s service was practically valuable but encountered two chal‐
lenges: (1) low efficiency of hand-crafting in the timely updating big-data environment;
and (2) high hand-crafting burden for the BTID experts on not only clustering the huge
amount of texts, but also extracting diverse and representative texts. This motivated us
to develop a data-driven intelligent method.

In consideration of large-scaled and unlabeled data sources as well as their rapid
updates, unsupervised clustering is deemed methodologically appropriate in processing
and generating CI digests. Concretely, the Latent Dirichlet Allocation based (i.e., LDA-
based) method is adopted in forms of text topic modelling, so as to effectively extract
the valuable latent topics intelligently and group similar texts automatically, thus largely
reducing the manual involvement [2].

The paper is organized as follows. Section 2 briefly overviews the related literature
on competitive intelligence analysis and the LDA methods. Section 3 presents a LDA-
based CI digest generation method. Section 4 analyzes a case on BT Intellact with the
proposed CI digest generation. Finally, Sect. 5 provides concluding remarks and future
work.

2 Literature Overview

Competitive Intelligence (CI) digests can be applied to various business areas. CI digests
in marketing are to understand the latest market needs and users’ feedbacks. Production

Fig. 1. Current workflow in BTID
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departments can pick better suppliers and be informed of newest technologies of
competitors with help of CI digests. Strategic CI digests can help top managers capture
business insights to support their strategic decisions. Through concise and valuable
information brought by CI digests, the overall efficiency of organizations could be
greatly enhanced [1].

In CI digest generation, prior research efforts have resulted in a series of findings
and techniques with regard to semantic modelling with natural language, representative
information extraction and evaluation, competitive keyword suggestion and marketing
method, semantic transitivity analysis as well as the corresponding information retrieval
methods, text mining methods, etc.

Formally, given a set C of online collected n business texts, CI digest generation is
to extract a small set of m texts, denoted as D, where m << n. Since the collected business
texts are generally without explicit and structural labels, thus unsupervised clustering
could be conducted, which can divide texts based on their similarities into several cate‐
gories [3–6]. Furthermore, considering the semantic nature in CI digest generation, the
texts can be grouped more effectively based upon their topic similarities rather than word
similarities. Thus, in this spirit, the well-known LDA methodology is regarded suitable
[4]. LDA is a three-level Bayesian clustering for latent topic modeling [7–11].

For grouping unstructured and latent text topics, LDA possesses the following merits
[12–17]. First, LDA’s effectiveness for large-scale text clustering is very desirable, and
its efficiency performance is also acceptable. Second, its probability model is solid,
showing strong adaptability and scalability in many applications. Third, it is conscious
of the influence of the text structure on text meaning in addition to word frequency,
which could dig out the hidden semantics of texts. Fourth, it allows for characteristics
of multi-topics of texts, which conforms to practical cases.

3 A LDA-Based Intelligent CI Digest Generation Method

Generally, given a set C of n texts (business news, reports, blogs, surveys, etc.) collected
from open sources, a LDA-based semantic text mining method is used to extract a small
set D of m texts, where D ⊆ C, and the text in D is the most representative text with
respect to its corresponding category in C.

Concretely, the CI digest generation process is composed of two stages, i.e., LDA-
based clustering with topic tag assignment and representative texts extraction for each
clustered category.

In the LDA-based clustering stage, first, each text in C is preprocessed and parsed,
represented by a vector of extracted keywords along with their frequencies, based on
which the corresponding LDA semantic model can be built. Second, all keywords repre‐
sented by a vector of keywords with latent semantic relevance will be clustered into
different categories based on the LDA model, i.e., m clusters/categories are generated.
Third, for each cluster with multiple keywords along with latent semantic relevance, an
appropriate topic ID or tag will be assigned to each category. Thereafter, the texts are
automatically clustered into m categories. Obviously, its efficiency outperforms manual
labelling operation.
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Next, in the representative texts extraction stage, the text with highest LDA relevance
in each category (e.g., containing usually tens or hundreds of texts) could be extracted
as the most representative text. Thus, the whole set of a CI digest is generated with m
texts with respect to the original set of n texts.

The general framework of the proposed method is shown in Fig. 2.

Fig. 2. General framework of the LDA-based CI digest generation

During the process of the proposed method, the number of topics, i.e., m, is to be prede‐
termined. If m is set too small, i.e., too few topics, the derived CI digest will be less
informative; on the contrary, too big m means that too much tedious information will
be retained in the derived CI digest. Therefore, to determine an appropriate m value
significantly affects the final results. However, due to the users’/experts’ cognitive diffi‐
culty in getting a whole picture for totally n texts, it is hard for them to configure an
appropriate value of m. Therefore, according to Blei et al. [4], a metric, i.e., Perplexity,
could be used here for helping determine the m value by assessing the quality of topic
model through its prediction effect. Perplexity is as defined in Eq. (1). The lower
Perplexity is, the more representative this topic model is.

Perplexity(D) = exp

{
−
(∑m

d=1 log(p(wd))
)

∑m

d=1 Nd

}
, (1)

where d is a derived topic, Nd is the number of words in d, and p(wd) is the probability
of every word in d, m is the number of topics. Thus, by minimizing the Perplexity of the
original set of D, the appropriate number of topics, i.e., m, can be derived.

By integrating the Perplexity optimization process into stage 1, the method is finally
devised. With this proposed method, a CI digest could be automatically and intelligently
extracted from a large amount of original texts. For the example of BTID workflow in
Fig. 1, if the proposed method could be integrated, the workflow could be improved as
shown in Fig. 3.

344 Q. Wei et al.



Fig. 3. Improved workflow in BTID

Figure 3 shows that, first, the crawled texts could be pre-processed into structured data,
which can be used in the LDA-based extraction. Then, with the LDA-based extraction,
the number of topics, and all the topics as well as representative texts for corresponding
categories could be derived. Theoretically, this step can be conducted automatically
without human intervention. Nevertheless, in our method, an interface is designed to
interact with experts (e.g., BTID experts) for investigating the results and necessarily
adjusting, e.g., tag names, text assignments, according to their domain knowledge, which
provides more flexibility and robustness of the workflow.

It should be emphasized that human intervention integrated in the method does not
weaken the contribution of the method. First, exogenous knowledge is only used to name
the tags, which does not affect the automation of the method. Second, as a typical deci‐
sion support process, the LDA-based extraction does not substitute experts’ knowledge,
but significantly augment experts’ insights on the crawled texts, essentially leading to
better CI digest generation.

Finally, with the experts-improved results, the end-users can browse related CI digest
by subscribing preferred topics. To further demonstrate the effectiveness of the proposed
method and the improved workflow, one analytic case of BT is discussed in the next
section.

4 A Case of BTID CI Digest Generation

BTID produced weekly Competitive Intelligence digests to push to the employees within
the corporation according to their subscription since BTID was established, but the
whole process including topic generation, text clustering and representative text extrac‐
tion were all processed by hand or simple tools. Therefore, it was then considered
meaningful to improve the workflow with the proposed method that is of business
analytics nature. This section introduces the analysis on the real data from BTID.

In a joint research project with BT, more than 1,300 full business texts were provided
by BTID, covering the topics such as the analysis of competitors, telecom & IT industry,
new techs, market environment, government policies, sales, etc., handcrafted by BTID
experts. On average, there are 560 words per text. After filtering with explicitly noisy
texts, 1,277 full texts were used for analysis.

Subsequently, data preprocessing was firstly conducted, i.e., stop words deletion,
case changing, title weighting (i.e., 3 times weighting on title was used, which is a typical
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configuration for related text mining [18]), input format preparation (i.e., each text was
transformed as the number of keywords as well as a list of pairs of keyword and
frequency), finally a vocabulary for corpus about the texts was constructed.

Furthermore, the widely-used JibbsLDA package was used for conducting the LDA
modeling, with the typical configuration, i.e., alpha = 0.01, beta = 0.1, etc. Before
retrieving the LDA semantic models, the appropriate number of topics (i.e., m) had to
be determined by minimizing Perplexity. Different m (m = 1, 2, …, 20) values were
tested, with results as shown in Fig. 4.

Fig. 4. Perplexity of different topic numbers

Figure 4 exhibits that the best topic number of the case was around 10. Since the
Perplexity value decreased continuously before m = 10 and was stable and higher after
m = 10, in the following discussion of the case, m = 10 was used.

Moreover, based on the 10 topic configuration, to be more understandable, the
number of top keywords for each topic was set as 5 for LDA modeling and topic gener‐
ation. The topics and corresponding keywords from LDA modeling are represented in
Table 1. It should be noted that, LDA modeling itself can only present the topic IDs not
topic names. In this case, experts were involved to help generalize an appropriate topic
tag for each category. In addition, experts were also asked to help check whether
obtained topics, extracted keywords, and categorized texts below each topic were
reasonable based on their industry knowledge, and they were authorized to make neces‐
sary adjustments accordingly. Here, with LDA topic modeling, the experts only
endowed topic tags without other intervention in particular, saving the vast amounts of
efforts in otherwise human-involved text preparation, reading, and grouping, which
nowadays becomes more and more impossible when huge volume of data pertains in
practice.
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Table 1. Generated topics from BT corpus

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
Topic cate‐

gory with 5
keywords

Airline India Data Ford Bank
United Crore Services Fraud Capital
Airport Patients Business Blackberry Tests
Flight Health Cloud Aluminum Financial
Aircraft Delhi Technology Vodafone Lloyds

Topic tag Airline Indian Health Data Service Partner Finance
Topic 6 Topic 7 Topic 8 Topic 9 Topic 10

Topic cate‐
gory with 5
keywords

Company Mobile Government People Car
Market Broadband Public Social Vehicles
Year BT People Online BMW
Billion UK Law Media Engine
Sales EE Police Facebook Power

Topic tag Market Mobile Government
Policy

Social Media Vehicles

Compared with previous hand-crafted topics, the LDA-based method could generate
most of the topics listed by experts in BT, such as Market, Government Policy and Social
Media, Mobiles, Data Services, Vehicles, etc. In addition to these existing ones, some
new topics appeared such as Airline, Finance, Indian Health and so on. After discussions
with telecom experts, these new topics (though they were not listed by experts with
handcrafting) were also acknowledged as BT’s focuses at that time, reflecting the power
of the proposed method for finding more novel and useful topics.

Table 2. Representative texts’ index for every topic in BT corpus

Topic 1 2 3 4 5 6 7 8 9 10
Index

of
text

1247 851 6 876 689 417 1276 802 242 391

With Table 1, the representative texts for the 10 topics were further extracted respec‐
tively. Due to the limitation of space, Table 2 only lists the index of the 10 texts, which
form the final derived CI digest for this case. Moreover, for illustrative purposes, the
texts, i.e., No. 802 and No. 391, for topics “Government Policy” and “Vehicle”, are
listed in Table 3.

Finally, to justify the quality of the final derived results, a TREC test was conducted,
where each derived text was investigated by 3 human experts to assess whether the
content was consistent with its assigned topic tag. As a result, an over 90 % accuracy
was reported in the test, further showing the effectiveness of the proposed CI digest
generation method.
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Table 3. Partial CI digest of BT

CI digest of BT
Government Policy Vehicles
Warning Over Planning Policy: The Govern‐

ment’s flagship planning policy is leading to
“inappropriate and unwanted housing devel‐
opment”, MPs have warned. The cross-party
Communities and Local Government
Committee also raised concerns that town
centres were not being given proper protec‐
tion against the threat from large out-of-
town retail developments. They called for
the Government to scrap rules allowing
small shops and offices to be converted to
housing without the need for planning
permission, arguing that the changes could
lead to town centres becoming “an unattrac‐
tive place to visit or, indeed, live”…

Germany: BMW 2 Series Coupe to feature new
entry-level engines from March 2015. From
March 2015, new entry-level engines, a
further four-wheel drive model and addi‐
tional equipment options will increase the
diversity of features available for the BMW
2 Series Coupe. With the market launch of
the new BMW 218i Coupe, a three-cylinder
petrol engine from the BMW Group’s latest
engine family will be featured for the first
time in the brand’s sporty and elegant
compact model…

5 Concluding Remarks

In this paper, a Competitive Intelligence (CI) digest generation method has been intro‐
duced to help organizations effectively and intelligently generate CI digests, signifi‐
cantly alleviating the burden of human work in text analytics and semantic modeling
with huge volume of data. The proposed method is composed of two parts, namely,
LDA-based topic modeling and representative texts extraction, where the metric of
perplexity has been incorporated into the determination of the topic modeling quality.
Moreover, a case of BTID CI digest generation has been illustrated and analyzed with
the proposed method, showing the effectiveness of the proposed method.

Future work will be carried out in two respects. One is to apply the method to other
large-scaled business environments; the other is to develop an incremental strategy for
timely updating environments.
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Abstract. In order to support interdisciplinary collaboration in a large
organization, providing opportunities to meet new collaborators is essen-
tial. Besides offline approaches (e.g., conferences, colloquia, etc.) data
driven and online approaches can be considered. Using the publication
data and the additional profile information of researchers on a scientific
portal, we try to support the process of uncovering opportunities for
collaboration. For this purpose we develop a visualization that focuses
on revealing potential co-authors that are a good fit according to track-
record and profile information. In a design study we present the result of
an iterative user-centered design process – a novel prototype and its eval-
uation. Overall, our visualization was able to inform researchers about
valid collaboration opportunities while at the same time effectively con-
veying organizational information. Our prototype showed a high usability
and loyalty score (SUS=82.5, NPS=40).

Keywords: Design study · Interdisciplinarity · Visualization collabora-
tion · Recommender system

1 Introduction

Interdisciplinary collaboration is considered both boon and bane of scientific
advancement in recent years. Funding organizations like the NSF have shifted
capacities to interdisciplinary research efforts [1]. Interdisciplinary research is
considered to be an effective solution for large scale complex problems overarch-
ing the limits of disciplinary boundaries. In spite of its promises, interdisciplinary
teams face several challenges in their collaboration [2]. Differences between disci-
plinary cultures (e.g., language, methodology, scientific performance evaluation)
and individuals, in combination with shorter project run-times, inhibit effective
collaboration, which requires a mutual understanding of the topics and the team
itself [3]. The more experienced researchers are in interdisciplinary research, the
more successfully they collaborate [4].
c© Springer International Publishing Switzerland 2016
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Larger research clusters (over 100 researchers) are part of the German strat-
egy for scientific excellence (forty funded research clusters in Germany. Whether
these clusters surpass simple smaller research projects heavily depends on the
effort to interlink researchers within such a cluster. In order to address the staff
volatility and sheer size of such a research cluster, as one measure we devised the
“Scientific Cooperation Portal” (SCP). [5]. The SCP is a web-based social portal
that serves as a means to centralize communication, file-exchange, member pro-
files, and offers interdisciplinary collaboration support and output tracking of
the individual researchers. One part of the SCP is track-keeping of publications
generated in the cluster to enable steering. The publications of the researchers
are visualized to assist both the researchers themselves as well as the cluster
administration to assess the interdisciplinary collaboration [6]. In this paper we
use this data to construct visualizations that help facilitate collaboration.

2 Related Work

In order to understand how effort (i.e., money) is spent effectively some form
of performance evaluation is necessary. For this purpose bibliometric methods
are used (often with a smattering of knowledge) to evaluate performance of
individual researchers. Certain criteria can be measured relatively directly from
publication data. Citation data is often used to evaluate institutions but is badly
suited for automated researcher evaluation due to problems like insufficient data-
base coverage, citation lag, disciplinary differences and bad interpretability [7].

Co-authorship analysis [8] reveals who has published with whom, and thus
collaborated successfully (in the widest sense of the word). It is also used to
identify who could collaborate on what topics [9] and when analyzing the con-
tent of communally published documents. Using text-mining approaches like
document clustering enables identifying topics and relevant keywords [10]. Both
co-authorship analyses [11] and document clustering approaches have been used
to visualize the status quo, but not in the scope of recommending possible collab-
orators. Wu et al. [12] even visualized the change in research topic per individual
researcher over the path of their careers.

Yu et al. [13] have developed a system to find collaborators in the PubMed
database using a controlled vocabulary for the medical sciences (UMLS) and
evaluated its usability with 26 experts. However, suggestions of collaborators
were not based on prior collaboration but only on shared research interests.
Chaiwanarom et al. [14] proposed a method for finding collaborators within the
author’s co-author networks and based on keyword similarity. Using a prediction
test their method could find approx. 89 % of all actual collaborators. Suggestions
were then shown as a list.

Visualizing suggestions for collaborators has not been attempted to our
knowledge. Ehrlich et al. [15] propose such a solution, but (also) rely on ana-
lyzing email content to find collaborators. This approach is quite unthinkable
in a research cluster of independent research groups in a German cultural back-
ground that values data privacy highly. Loep et al. [16] presented a recommenda-
tion system for movies based on previous choices and showed its superiority over
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manual search in lists. Visualizing recommendations increased trust in them and
revealed sufficiently novel information. Suggesting collaborators goes beyond a
simple expert search [17] attempted by using social network analysis methods
such as HITS. It requires finding a person willing to collaborate, thus sharing
similar work ethics, procedures and methods.

When analyzing co-author relationships for reasons of their successful collab-
oration two types of relationships are dominant. Successful researchers are either
similar (“birds of a feather flock together”) in their co-authorship network and
publication output or complementary (“opposites attract”) [18,19]. In general
inferring interests from social relationships can be very successful when done
adequately [20].

Scientific social networks and analytic sites like ResearchGate, Academia.edu,
ArnetMiner, ResearcherId, etc. address understanding researcher profiles.
ResearchGate and Academia.edu are Social Networking Sites for scientists that
incorporate research interests, discussion boards but among others also present
citation and activity based metrics. Nonetheless, they do not address the task of
finding or even suggesting collaborators with a specialized visualization. Arnet-
Miner does provide various visualization in order to understand research foci’s
of scientists (mostly from computer science). From our experience data coverage
is highly insufficient in order to suggest collaborators effectively.

In a research cluster with over 200 researchers from different disciplines,
making interdisciplinary collaboration in the cluster [3] is hard work.

Initially we visualized existing collaboration by visualizing publication behav-
ior. This visualization was seen to be beneficial in the cluster [21] and can be
used for analyzing the degree of interdisciplinarity [6]. Still the requirement to
actively suggest collaborators was considered necessary. An approach to do this
was to model the suggestions on more than one variable – keyword similarity
and a common social network.

3 Research Questions

In our design study, we try to apply the findings from related work to visualize
opportunities of possible collaboration. Regarding this visualization we investi-
gate the following research questions:

RQ1 What are user’s expectations of a visualization tool to enhance collabora-
tion and organizational knowledge?

RQ2 How can a visualization approach be used to suggest collaborators?
RQ3 Does the visualization at the same time inform members how the organi-

zation is structured?

4 Method

Using a user-centered approach, we established user requirements first address-
ing RQ1. For this purpose, we conducted semi-structured interviews, which gen-
erated a list of requirements. These requirements were then used to develop

https://www.academia.edu
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Table 1. Selection of participants from different experience levels for both studies

Category Sample Interviews User study

Beginner 4 2 3

Intermediate 5 1 4

Expert 4 2 3

Total 13 5 10

several paper prototypes. The design elements of the prototypes were selected
in accordance with criteria of visual ergonomics.

Two of these prototypes were selected for data-driven evaluation. This evalu-
ation was based on a speak-aloud scenario-based user test addressing both RQ2
and RQ3. Prototypes were improved in each iteration by immediate feedback
evaluation from the researchers.

4.1 Participants

At a local university an integrative interdisciplinary research cluster addresses
research in production technology. Currently there are 209 researchers in the
cluster in 21 institutes with over 30 faculty. Interdisciplinary collaboration (rang-
ing from material sciences to logistics) is highly important for the given topic
and strongly encouraged.

We identified three different user categories, which we refer to as beginners
(2 or less publications), intermediates (3-9 publications) and experts (10 or more
publications). From this population we selected 40 participants for our studies
by randomly selecting researchers from the three experience levels. Thirteen
participants from seven different institutes agreed to take part in the study (see
Table 1).

5 Requirements Analysis – Interview Method

For requirement analysis we conducted five semi-structured interviews (see
Table 1). The interviews were divided in three sections. First, questions regarding
the participants’ background knowledge were asked (i.e. role within the research
organization, level of expertise as in published scientific articles, self-evaluation
in regard to scientific impact, interdisciplinary experience, software usage, inter-
disciplinary motivation).

The second part dealt with the process of publishing scientific articles (i.e.
track record, publishing frequency, interdisciplinary publications, favorite pub-
lications, literature study process, collaboration and publication practice, joys
and frustrations of publishing). This particularly included questions that directly
addressed the process of writing and finding co-authors that possibly have
required knowledge. It also included the perceived importance of choosing good
and relevant keywords.
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The last part of the interview related to publishing in the cluster specifically,
in particular whether finding co-authors from within the cluster is necessary
and whether other members of the cluster show a willingness to collaborate.
Interviews took less then one hour and audio was recorded.

5.1 Results from the Interviews

From the transcription of these semi-structured interviews we derived a total of
six requirements by categorization (given in italics). For this purpose interviews
were transcribed and evaluated according to Mayring [22]. We determined that
researchers would like to form a mental model (i.e. a structural representation
R1) of the cluster, the institutes, and the connections between researchers to
improve the understanding of the main organizational research interests and
orientation of the cluster as a whole (R2). Members are willing to present their
own research interests to others through keywords in order to identify each
researcher’s expertise and skills. Here they referred to similarities of keywords
between two researchers as a satisfying indication of relatedness between two
researchers (R3). We found that members of the cluster often face the challenge
of discovering new co-authors or experts in a specific field from another discipline
that also match their research interests. Some authors have left the cluster but
are still considered for consultation, but they should be identifiable clearly (R4).
Interviewees referred to willingness to collaborate and motivation as key factors
for identifying possible candidates that want to get involved in interdisciplinary
collaboration (R5). However, they also struggle to determine a common research
method prior to initiating research. It is necessary to acknowledge current and
preceding research interests to evaluate a possible collaboration (R6).

The results from this requirement analysis adequately address RQ1 and were
used to generate the visualizations described in the next section.

6 Visualization Prototypes

We observed that our participants were struggling to comprehend the function-
ality of our prototype using medium fidelity prototypes with imaginary data,
hence we decided to take our prototype into high fidelity using real data. For
this purpose, we acquired a database of publications from the research cluster
from 2012 to early 2014. Furthermore, we extracted authors and keywords from
the titles of the papers. Additionally, we identified authors that were no longer
in the cluster. Slight improvements were integrated between trials to incorporate
user feedback.

The interactive visualization is a bubble graph. Authors are represented as
bubbles. Institutes are represented as bubble bags, containing all authors from
the respective institute. Bubble size is determined by publication output and
increases linearly with increasing publications (see Fig. 1, addressing R5). The
position of the each author is fixed to a relative location by using the name
as a hash for its positioning within its institute. Institute bubbles contain the
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Fig. 1. Prototype 1 showing all members of the cluster. Orange bubbles are used for
previous co-authors, green bubbles indicate having at least two similar keywords, and
blue bubbles imply two common co-authors that also have at least two similar keywords.
The user itself is highlighted in red. By clicking on a bubble the respective colors are
overlaid on the suggested collaborators. Names are blurred for reasons of privacy. (Color
figure online)

acronym of the institute. These design choices were made to allow users to visu-
ally explore and interrogate the structure of the cluster by visualizing the relevant
dimensions of data (addressing R1 − 2). Interactive bubble-bag visualizations
allow encoding of multiple dimensions (e.g. numbers of papers, keywords, insti-
tute, previous/possible connections, etc.), which were indicated as relevant by
the users. Bubbles are furthermore spatially efficient and their shape naturally
encodes the behavior of transient grouping [23]. Additionally and most impor-
tantly participants stated, that their mental image of the cluster was indeed
bubble shaped (instead of hierarchically as a triangle for instance).

We used two types of parameters to find new collaborators. We used heuris-
tics to determine possible co-authors according to the “birds of a feather flock
together” rationale [19]. Similarity according to keywords and a shared co-
authorship network were used to find suggestions for new collaborators (address-
ing R3, 5−6). In our initial stage of our prototype we found that having only one
similar keyword is not a sufficient indication of similarities in research interests
according to the users. Validity of extracted keywords was assessed by asking
the respective interviewees. Recommendations are given by hovering of author
nodes. Relevant recommendations are shown by highlighting recommended co-
authors. By color-coding the degree of recommendation additional information is
given. This allows not only finding relevant authors for the user himself but also
finding relevant connections between different colleagues (addressing R1 − 2).
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Fig. 2. Prototype 2 showing only recommended co-authors. The rings indicate the
level of recommendation (inner ring = previous co-authors, outer ring = similar topics,
common co-authors)

Thus fostering the creation of a mental model of the organizational structure
and organizational knowledge. In both prototypes clicking on a bubble opens a
panel that reveals the authors name, picture, and email-address. Additionally
the list of keywords and publications are shown, which can be filtered according
to their years (addressing R3).

Our second prototype focused on highlighting only the recommendations for
the user by leaving out all non-suggested co-authors (see Fig. 2). This should
reduce cognitive load and direct the users attention. Suggestions are placed in
orbits according to their suggestion as a co-author. Previous co-authors that are
not in the cluster are placed outside of the bubble, addressing the requirement of
also showing but at the same time identifying external collaborators (addressing
R4). Suggested co-authors are placed in the medium orbit. Placement of bubbles
within orbits is done using a force-based layout. Authors from the same institute
attract each other, while others repel.

Both prototypes can be seen in a short video online1.

7 Prototype Evaluation – User Study

We tested the developed prototypes, which were based on our requirements
analysis, with two participants from the interview study and eight additional

1 A short video demonstration can be found at: https://vimeo.com/120483587.

https://vimeo.com/120483587
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users (N = 10, see also Table 1). We evaluated it using a scenario-based speak-
aloud procedure. Both final visualizations were tested in all trials. We random-
ized the ordering of the visualization between subjects.

Participants were first asked to interpret the visualization without any inter-
action. In a second step participants were asked to interact with the visualization
and speak about the changes in the visualization. In a third step, finding a pos-
sible co-author was given as a task and an evaluation of the suggestion was
asked for. Lastly, the participants should freely comment on the visualizations
and compare both for suitability. The visualizations were then assessed using the
system usability scale (SUS) and the net promoter score (NPS). Both are scales
that can be used to quickly judge a tool as a whole for usability and loyalty.
They do not provide insights into details of usability problems.

7.1 User Study Results and Conclusions

As there are similarities and differences between the two visualizations, we
decided to split our results into five sections, first describing both common and
specific results separately. The evaluation then investigates the validity of our
approach and possible applications. All findings relate to two prototypes from
the last iteration of our participatory design process.

7.2 General Findings

As interviewees compared publication efforts of their colleagues to the size of
the bubble, all immediately concluded that the size of the bubble is proportional
to number of papers per person and that larger bubble represent more active
and experienced researchers. Users tried to understand our suggestion system by
analyzing and comparing their own work, keywords, and papers with previous
coauthors to those of each suggested person from the visualization.

All users understood the meaning of colors by hovering over the legend, which
explained the reasoning for the different colors. Users found a notification system
that informed them about changes in their graph helpful and necessary for long
term use. Overall, interviewees preferred to have both visualizations side by side
to map necessary information more easily and quickly.

Quantitatively the SUS showed a mean of M=82.5 (SD=24.4 ) indicating
a high acceptance of the prototype. The NPS analysis yields 4 Promoters, 6
Passives and 0 Detractors. The overall NPS is 40 indicating good usability and
possible loyalty.

Reflections on Prototype 1. This prototype supports the process of decision
making by locating key players, their publication effort and connections at insti-
tutional level.

Self-awareness, which is another key issue in large organizations, is now partly
resolved by being able to consciously track who does what, when and where. By
hovering over a group of people connections and topics that over-arch institu-
tional collaboration become visible.
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Table 2. Example transcripts from the interviews for the three result categories

Category Transcripts

Confirmation “Oh, I have met this person at a conference recently
and we have agreed to write a paper together.”

Discovery of new knowledge “I do not know the person but it seems like what he
does really fits good to my work. I think I can
work with him together.”

“Now I know which person I could contact that has
related work in this institute for an
interdisciplinary publication.”

Problem solving User hovers over a suggested co-author: “This
visualization could help us having a publication
from multiple disciplines.”

Our visualization also gives an opportunity for exploring possibilities of col-
laboration between researchers who already know each other. Some participants
mentioned that the visualization contained more information about them than
they previously knew. During the speak-aloud scenarios utterances like “oh he
works there?” or “I didn’t know she is also interested in . . . ” occured.

Over all, it became clear that users did not follow a specific pattern to rate or
rank suggested collaborators. All preferred to use their own instinct and back-
ground knowledge to investigate and choose between suggestions.

Reflections on Prototype 2. This type of visualization enhanced information
delivery by removing all unrelated researchers. Participants were much quicker in
finding possible co-authors but lacked insights on organizational structure. The
closeness of authors, caused by the force-layout, was understood by all users. The
benefit of showing external collaborators was well received by the participants.
This visualization caused most participants to state that both visualizations
should be combined or presented next to each other.

7.3 Validity of the Approach

From our video transcription we extracted all statements that relate to the
usefulness of our system. We grouped them into three categories: Confirmation,
discovery of new knowledge, and problem solving (see Table 2). Each had 5, 6
and 3 distinct statements respectively. From these statements we derive that
our approach successfully addresses RQ2 and RQ3. Our approach is a valid type
of visualizing collaboration in a large research organization, which allows finding
collaborators and provides a means of creating organization awareness.

7.4 Possible Applications

In addition to finding co-authors through our visualization, interviewees sug-
gested that they could also apply the system to solve other challenges such as
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finding literature (n=2), discovering experts (n=3), locating people with access
to particular facilities or hardware (n=1) and also simplify the process of devel-
oping proposals for research grants (n=1).

From our point of view similar visualizations could be used on an institu-
tional level to visualize topics addressed by various institutions, revealing insti-
tutes that address similar topics. These could be used in competitor analyses or
collaboration scenarios.

8 Limitations and Future Work

For our visualizations, we performed both a requirements analysis and a user
study in an iterative participatory design process. As future work we would like
to include some of the features that were suggested to optimize user fit in the next
iteration. As an example, we want to give users the ability to accept or reject a
suggested collaborator after evaluation of their relevance. This feedback should
be integrated into the recommendation algorithm. Furthermore recommenda-
tions could be generated by using text-mining procedures instead of keyword
analysis (although this design study did not focus on data generation).

Another example is to display the keyword similarities between the user and
suggested co-authors or the capability of viewing co-authors of each particular
paper. By extending the scope to suggesting particular papers instead of authors,
we could allow the user to judge the relative importance of a certain keyword
for the researcher in question.

Furthermore the approach should be extended to include collaborators that
have not published yet. This would require new researchers to fill a profile indi-
cating research interests using keywords. Also finding a way of visualizing a
missing track record without breaking the natural mapping of size and track
record should be considered.

A limitation is the specific sample from one research cluster. To generalize
our approach we could map our visualization to other contexts. The bubbles
could also reflect institutes from an entire department or school in order to
understand collaboration in a university as a whole. Whether the visualization
will effectively scale is yet to be answered. Whether the approach can be used in
non-academic scenarios also warrants investigation. The choice of bubbles might
be effective only because a research cluster is a loosely coupled organization. In
more structred enterprises other forms of representation might be more accurate.

In our approach we assume a relative homogeneous user group. Since regional,
organizational and disciplinary cultural differences can lead to a very heteroge-
neous user group, factors of user diversity must be considered when dealing with
data of employees. In addition finding an expert still leaves the task of starting
collaboration. Knowledge sharing is social process and requires more than simple
tool assistance.

Only titles were used for the extraction of keywords. Using full texts or
abstracts should reveal better keywords in the long run as would manual keyword
selection by users. Furthermore, no disambiguation of keywords or synonym
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detection was applied. Particularly in interdisciplinary settings this is a strong
requirement. Thus, in this regard our system does not help overcome disciplinary
language barriers.

The sample for this study was relatively small (approx. 5 % of the research
cluster). For a better quantitative evaluation more participants should be con-
sidered. Publication data was only selected from 2012 to early 2014, limiting the
insights from senior researchers and very recent publications.
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Abstract. In this paper we examine how different trust building user interface
elements in web shops affect trust in B2C Internet vendors (e-trust). We iden-
tified trust seals, consumer reviews and contact options as trust building ele-
ments and conducted an online experiment using multiple versions of a fictional
web shop. Using a between-subjects design we presented participants with
pages of the web shop containing these GUI elements. Afterwards subjects rated
the e-trust. We found that only trust seals had a significant influence on e-trust.
Since we expected a higher influence of the trust-building elements we addi-
tionally conducted an eye tracking study that showed that participants did not
direct much attention to these elements, which we conclude is the reason for the
weak influence of trust-building elements.

Keywords: e-Commerce � e-Trust � Eye-tracking � Conversion optimization

1 Introduction

The main goal of web shops is to convert shoppers’ product navigation into purchases
[1]. Many shoppers visit web shops, but globally only about 3 % actually convert [2].

One substantial influence on the purchase decision of a web shop visitor is the
perceived risk of buying. Trust is an important factor in economic and social inter-
actions. This is especially the case when there is uncertainty, because trust can reduce
the perceived risk [3].

Research of the last 15 years shows (e.g. [4, 5]) that it is especially difficult for B2C
e-commerce retailers (e-vendors) to convey trust through their online shops, caused by
a lack of personal interaction and limited options to evaluate the quality of products and
services, which could negatively influence their buying decision [6]. Consequently,
consumers’ trust and perceived risk have strong impacts on their purchasing decisions
and are therefore key success factors in e-commerce [7]. Consumer trust is relevant on
multiple engagement levels in e-commerce: Trust in (i) the Internet technology facil-
itating the transaction, (2) the vendor and (3) third parties to safeguard the exchange
[8]. Within these categories numerous factors have strong effects on Internet con-
sumers’ trust in the website (e.g. consumers’ trusting disposition, reputation of the
vendor, privacy concerns, security concerns and the information quality) [7].
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Structure of the Paper. The remaining paper is structured as follows: In Sect. 2 we
derive the trust building elements from literature. Section 3 describes the research
methodology and the results of an online experiment. Section 4 presents the method
and results of the subsequently conducted eye tracking study. Finally, Sect. 5 discusses
the results and draws conclusions.

2 Trust Building User Interface Elements

Due to missing direct consumer contact, online vendors try to convey their qualities by
the graphical user interface (GUI) and its trust building elements such as contact
options [9], trust seals, or consumer reviews on products and shops [10].

Recent studies on trust seals lead to different findings in respect to their effect:
Some find significant and positive impacts of Web assurance seals on consumer trust
(e.g. [11–15]), yet others do not find significant impacts (e.g. [7, 11, 16–19]). Addi-
tionally, different kinds of seals (privacy assurance, security assurance, transaction-
integrity assurance) seem to have different effects on trust [12]. Also their position on
the website seems to have an important influence. Generally, trust assurances (third
party trust seals) perform better when displayed in the information-searching stage,
while vendor specific trust assurances (e.g., warranty and return policy, product quality
guarantee, and delivery on time) lead to higher initial trust when displayed in the choice
stage [11].

Consumer generated reviews are a second well researched topic. Generally, posi-
tive consumer reviews seem to increase sales whereas negative reviews normally
decrease sales [20, 21], but negative reviews can also increase sales due to increased
visibility [22, 23]. It has also been shown that consumer reviews on web shops are a
strong predictor of trustworthiness judgments [16], but the literature review led to no
results which investigated the impact of product reviews on the trustworthiness of the
vendor.

Thus while trust building elements like consumer reviews are widely used on web
shops there is still a lack of knowledge on their actual effect on consumer behavior and
opinions [6]. Furthermore, consumer reviews have not been contrasted with the
influence of other trust building elements such as trust seals or also contact options on
Web shops.

Therefore, this research investigates the influence of selected trust building user
interface elements on trust and how they affect the purchase intention of consumers.
Different trust building elements can be categorized based on their purpose [24] and
their origin [11]. Based on a comprehensive literature study1, we chose trust seals
(which convey trust in the shop and the company), contact options (which convey trust
in the shop and the company itself) and consumer reviews (which convey trust in the
product) as trust building elements for our research, because they reflect all categories

1 Databases: ACM, IEEE, Business Source Premier, EconLit, PsycINFO, PSYNDEX, SocINDEX,
Sciencedirect, Sprinter Link; Search Terms: Combinations and Variations of Trust and e-commerce;
Analysis:The first 100 search results of every database search result were analyzed.
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most replicable (see Table 1). The influenced trusting beliefs are based on the research
of [25], which will be described in more detail below.

The research is based on a 2-step empirical study including (i) a quantitative trust
experiment asking for the effect of trust building elements on web shop pages and
(ii) an eye tracking study, testing the cognition of these elements.

3 Online Trust Experiment

3.1 Research Model

The main objective of the experiment was to measure the impact of the selected trust
elements (trust seal, contact options, positive consumer reviews, negative consumer
reviews) on consumer trust in B2C Internet vendors, defined by the established
research model on e-trust by Gefen and Straub [25]. It measures e-trust using the
dimensions integrity, predictability, ability and benevolence. These dimensions are
described as follows:

• Integrity is a characteristic of an e-vendor that convinces consumers that their
expected outcomes from the interaction will be fulfilled and that the e-vendor is
honest and reliable and will keep promises made.

• Predictability is a quality that conveys to consumers that they can be sure about
actions an e-vendor will take and what outcomes to expect.

• Ability is a characteristic of an e-vendor that conveys competence, knowledge
about products and the excellence of services offered.

• Benevolence is a characteristic of an e-vendor that conveys its well meaning,
considers how its actions affect the consumer and puts consumers’ interests before
its own.

Table 1. The analyzed trust building graphical user interface elements

Trust Element Purpose Origin Influenced Trust-
ing Belief

Graphical Repre-
sentation

Trust Seal Recommendation
of third parties - 
trust in the shop 
and the company

Endorsement 
by an inde-
pendent third 
party

Integrity, benevo-
lence and ability

Contact Op-
tions

Emotional securi-
ty - trust in the 
shop and the 
company

Endorsement 
by the e-
vendor

Integrity

Consumer 
Reviews and 
(positive and 
negative)

Credibility of the 
web content - trust 
in the product

Endorsement 
by other con-
sumers

Integrity and 
ability
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Using the model of Gefen/Straub to measure trust of consumers in e-vendors
(e-Trust) we examine the effects of trust building elements. We aim to answer the
following questions (c.f. Fig. 1):

• Q1: Does the presence of a trust seal influence the trust of a potential consumer in
the e-vendor?

• Q2: Does the presence of contact options influence the trust of the potential con-
sumer in the e-vendor?

• Q3a: Does the presence of positive consumer reviews influence the trust of the
potential consumer in the e-vendor?

• Q3b: Does the presence of negative consumer reviews influence the trust of
potential consumer in the e-vendor?

The results of Gefen/Straub show that an increase in e-trust leads to an effect on
purchase intention [25]: The analysis shows that Purchase Intentions were affected by
Familiarity (control variable) and by e-trust (R2 = 37 %). Among the dimensions of
e-Trust, only Integrity and Predictability affected Purchase Intentions. Most of the
dimensions of e-Trust were affected, albeit not strongly, by Trusting Disposition and by
Familiarity.

Fig. 1. Research questions in the context of the research model of Gefen/Straub [25]
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Hence, we assume that finding an influence of the trust building elements on e-trust
would lead to an increase in purchase intentions, which subsequently should positively
affect the conversion rate of an e-vendors online shop.

3.2 General Experimental Approach

Multiple aspects of an e-vendor’s Web shop (e.g. functionality, design, search options,
check-out process, etc.) can influence user perception of how trustworthy they are [26].
Consequently, a laboratory experiment seemed appropriate to assure internal validity
[27]. Since we planned to only test the influence of graphical user interface elements,
we chose not to use a fully functional Web shop, but to present screenshots of certain
Web shop pages to participants.

Additionally, we wanted to avoid any brand effects of existing Web shops, since
brands are strong trust builders [28]. Accordingly, we decided to incorporate the trust
elements in a fictional web shop to prevent affectations.

The study was carried out using a between-subjects design. Multiple versions of
web shop pages were designed containing the different trust elements in systematic
combinations. Each participant saw only one of these different versions and had to fill
out an online questionnaire afterwards. Consequently, measured values are independent
of each other, as every participant was only measured once [29].

3.3 Tested Web Shop Content

We used two shop pages for testing: a product overview page and a product detail
page. Subsequently, page one provided an overview of all products of a certain cat-
egory showing product images, the product title and a short description. Page two
showed detailed information about just one product. The web shop was built following
the layouts of the three web shops with the highest revenues in Austria, which at the
time of the study were www.amazon.at, www.universal.at and www.ottoversand.at.
The trust elements were applied on the pages according to their nearby similar positions
in the three web shops (see screens in Figs. 2 and 3).

To measure the impact of the trust building elements, five different versions of these
pages were created: containing (i) no trust elements, (ii) positive rating, (iii) negative
rating, (iv) trust seal and (v) contact options. Each of these five versions was assigned
to one subject group (Table 2).

The types of presented products can also influence the effect of trust building
elements. There is a direct correlation between this effect and the product price: The
higher the product price, the stronger the influence of trust building arguments on
consumers [30]. Additionally, consumer reviews are said to have a different effect on
the uncertainty of consumers about the product performance regarding experience
goods rather than search goods [31, 32]. Therefore, we decided to use an experience
good with a price range that can also include more expensive products. Based on the
results of a study examining the effects of multiple communication practices on con-
sumer uncertainty about product performance by [32], we chose an MP3-player as the
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Scanpath of the overview page Heatmap of the overview page

Fig. 2. Scanpath and heatmap of overview page

Scanpath product details page Heatmap product details page

Fig. 3. Scanpath and heatmap of product details page (case 1 with negative rating)
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experience good. Since this item may also have a high price, we considered it to be an
appropriate product to measure the effects of trust building elements.

3.4 Procedure and Measurement

The link to the online experiment was sent out to students of Austrian universities via
email. Participants were shown screenshots of the two selected shop pages (each on one
page) and instructed to examine the two pages. There was no time limit and participants
could switch between the pages as they liked. A third page contained multiple state-
ments to measure the constructs of the research model (see Fig. 1). We selected the
items shown in Table 3 from the research model of [25] corresponding to the constructs
described above. An item asking about overall trust was added. All items were rated on
a 7-point Likert scale.

3.5 Results of the Online Trust Experiment

Characteristics of the Sample. The survey ran two weeks and had a response of 268
in total for the five experimental groups (more than 50 per group). The majority of
participants were students (68 % female, 32 % male) with 89 % being younger than 30
years old (average age 25). 50 % of participants said they are fully familiar with

Table 2. Experimental setting

Trust
seal

Positive consumer
review

Negative consumer
review

Contact
options

Experimental
group 1

X

Experimental
group 2

X

Experimental
group 3

X

Experimental
group 4

X

Control group

Table 3. The measurement items

Construct Item Origin

Integrity I do not doubt the honesty of MyShop.com Gefen/Straub
I expect MyShop.com will keep promises they make Gefen/Straub

Benevolence I expect that MyShop.com’s intentions are benevolent Gefen/Straub
Ability MyShop.com is competent Gefen/Straub
Predictability I am quite certain what to expect from MyShop.com Gefen/Straub
Overall trust How trustful do you perceive MyShop to be? Added
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purchasing electronic equipment online. Only 9.3 % claimed to be absolutely unfa-
miliar with purchasing electronic equipment online.

Analysis of Variance. Since data was collected using a Likert scale, it can be con-
sidered as interval scaled and parametric methods can be used [27]. To test the
influence of the trust elements an analysis of variance (ANOVA) was conducted. It
showed a significant variance (p-value 0.007). A post-hoc-test (Bonferroni correction)
comparing the means revealed that only the group with trust seals showed significant
differences to the control group, where no trust elements were displayed (Table 4). The
trust seal was the only trust building element with a significant influence on e-trust
(p-value 0.05). In this case the difference in means was 0.641 and effect size was 0.548,
which corresponds to a medium to strong positive effect [33].

Table 4. Multiple comparison (Bonferroni).

Questionnaire version
(I)

Questionnaire version
(J)

Mean difference
(I-J)

Std.
error

Sig.

No trust element Negative consumer
review

.146 .231 1.00

Positive consumer
review

−.226 .230 1.00

Trust seal −.641* .227 .05
Contact options −.349 .226 1.00

Negative reviews No trust element −.146 .231 1.00
Positive consumer
review

−.372 .233 1.00

Trust seal −.787* .230 .01
Contact options −.495 .230 .32

Positive reviews No trust element .226 .230 1.00
Negative consumer
review

.372 .233 1.00

Trust seal −.415 .230 .71
Contact options −.123 .228 1.00

Trust seal No trust element .641* .227 .05
Negative consumer
review

.787* .230 .01

Positive consumer
review

.415 .229 .71

Contact options .292 .225 1.00
Contact options No trust element .349 .226 1.00

Negative consumer
review

.495 .229 .32

Positive consumer
review

.123 .228 1.00

Trust seal −.292 .225 1.00

* The mean difference is significant at the .05 level.
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4 Eye Tracking Study

The experiment showed very weak influence of the trust building GUI elements on
trust. Since we expected the influence to be much stronger, we supposed that perhaps
participants did not notice the trust elements. We therefore resolved to conduct an eye
tracking study [34] to find out whether users see the trust building elements and how
much attention they pay to them.

The participants received two different sets of instructions for the tested web shop
pages (product overview page, product details page):

• Product Overview Page Task: You will see a web shop. Which of the 12 MP3-
Players is most appealing to you? Click on the most interesting product.

• Product Details Page: You will see another screenshot of the web shop for 25 s
now. Consider whether the displayed product is interesting for you.

The three trust building elements were on both of these sites. The product details
page showed positive ratings (5 stars and positive comments) for the first half of the
participants and negative ratings (1 star and negative comments) for the second half.

4.1 Eye Tracking Results

Eye tracking was carried out about 3 weeks after the online experiment with 55 new
business students between 20 and 30 years old. Results showed that the trust elements
attracted hardly any attention. On the products overview page the elements received the
following attention:

• Trust Seal: No participant fixated on the trust seal.
• Contact Options: 23.6 % fixated on the contact options, but the amount of dwell

time was short (0.5 % of total dwell time).
• Ratings: All participants noticed at least one of the ratings, but aggregated total

dwell time was again brief (2.4 % of total dwell time).

On the product details page the elements received the following attention:

• Trust Seal: Only 3 participants fixated on the trust seal.
• Contact Options: 54.5 % fixated on the contact options, but dwell time was short

(400 ms, 1.6 % of total dwell time).
• Ratings: There is very little difference between 1-star ratings and 5-star ratings.

About 60 % of participants fixate on the ratings and spend a similar dwell time (5
stars: 252 ms, 1 % of total dwell time; 1star: 279 ms, 1.1 % of total dwell time) on
them.

• Reviews: 1-star reviews (case 1) and 5-star reviews (case 2) also have a similar hit
ratio (1 star: 25 %; 5 stars: 29 %), but the dwell time average is slightly higher on
1-star reviews (1 star: 1290 ms; 5 stars: 1085 ms).
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5 Interpretation and Conclusion

The results of the qualitative online experiment showed that for Web shop users trust in
the e-vendor is an important influencing factor on purchase intentions. However, the
result of the evaluation only identified trust seals as having a significant influence on
e-trust. Reviews and contact options had no significant impact on the e-trust construct.
To examine the reason, a subsequent eye tracking study was conducted revealing that
only very few participants fixated on the trust seal. The other trust building elements
were fixated on by a much higher proportion of participants. Based on this finding,
especially the trust seal was of particular interest for our interpretation of these results.
We derived the position of the trust seal from the layout of the most popular web shops
in Austria. In retrospect, this was not the right decision for our experiment, because the
trust building effect of this seal may be of minor importance for well-established
e-vendors, as they are already trusted by a large portion of the population. A valid
conclusion is that positioning the trust seal in the left bottom corner of a Web shop page
may be ineffective if a shop relies on its trust building effect. These findings are in line
with current research from [35] that shows that trust seals are more effective for small
e-vendors and new shoppers, thus serving as partial substitutes for both shopper
experience and a seller’s sales volume.
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Abstract. Individuals are constantly demanding more customization of the
products they use, and companies are using different customization strategies to
fulfill individuals’ demands. This study analyzes relevant literature on the rela‐
tionship between technology and identity, and explores how identity theory can
be used to customize a particular information system (IS). With this analysis, the
study examines individuals’ willingness to adopt such a tailored IS in the face of
privacy concerns and the possibility of using such IS in different contexts of their
life (e.g. at work, at home). The research model proposed in this study will be
validated using an experiment.

Keywords: Identity · Customization · Privacy

1 Introduction

In a scene of the Hollywood movie “Her”, Theodore, the main character, purchases an
operating system (OS) with artificial intelligence that is designed to adapt and evolve.
When Theodore runs the OS, a male voice asks three personal questions: (a) Are you
social or anti-social? (b) Would you like a male or female voice? And (c) how would
you describe your relationship with your mother? Theodore answers the questions and
the OS restarts and it is now customized according to those answers. This scene of the
movie exemplifies the aim of this paper, to explore how users’ expressions of identity
can be used for information systems’ personalization.

Information technologies (IT) have affected the social structures where our indi‐
vidual and social lives are embedded [1]. For example, individuals’ constant mobility
and the lack of division between home and work are supported by technology develop‐
ments [2]. Prior research analyzed the effects of the relation between IT and individuals’
identity. In this regard, Carter and Grover [3] reviewed and classified those studies
according to their focus on: (a) IT as a determinant of individuals’ identity development,
where for example Stein et al. [4] analyzed the role of IT artifacts in professionals’
identity construction; (b) IT as a medium for individuals’ self-expression, where for
example Walther [5] analyzed how individuals utilize computer-mediated-communi‐
cations to manage others’ impressions of themselves; and (c) IT as a consequence of
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individuals’ identities, where for example Lee et al. [6] suggested that work-related IT
is easily adopted when aligned with the worker’s self-perception.

Despite these results, and to the best of our knowledge, no study has analyzed the
way in which an individual’s identity can be used for IT customization. This concept,
also known as personalization, refers to “the ability to provide content and services that
are tailored to individuals based on knowledge about their preferences and behaviors”
(p. 84) [7 as cited in 8]. The underlying assumption of customization is that harmonizing
the IT attributes with users’ attitudes and values will lead to greater users’ satisfaction.

In order to address this gap, in this work-in-progress paper we explore (1) how a
social psychology variable like identity can be used to customize a particular information
system (IS), and (2) the extent to which individuals are willing to adopt such tailored IS
in the face of privacy concerns and the possibility of using such IS in different contexts
of their life (e.g. at work, at home).

2 Theoretical Background and Research Model

2.1 Social Identity Theory

One of the most important conceptualizations about the relation between individuals
and society was developed by James in his book, ‘Principles of Psychology’ [9]. In the
book, the author explains that the sense of self emerges in the interaction between how
I see myself (‘I’ self), and how others see me (‘me’ self) in a particular social context.
This conceptualization places an individual’s sense of self as a constant cognitive
process that emerges in her/his social interactions [10].

One of the theoretical perspectives that has analyzed the dynamics among the society,
the individual, and the self is called Symbolic Interactionism [11]. From this perspective,
in every social network individuals have different positions known as roles (e.g. parent),
and these positions have different expectations about how they should be played (e.g.
taking care of children) [12]. In individuals’ recurring interactions with their social
networks (e.g. family), they recognize themselves as occupants of these positions and
choose to play them accordingly [13]. Through the role-playing, individuals identify
and internalize these positions, developing different identities around them. Therefore,
individuals have many identities as they play different societal roles, and identities are
constantly constructed, revised, and changed across individuals’ different social inter‐
actions [14].

From a Symbolic Interactionism perspective, these individuals’ behaviors are asso‐
ciated with their social identifications. According to Stryker [15], the individual self is
structured by different identities that are organized in a salience hierarchy. Identity sali‐
ence is defined as “the probability that an identity will be invoked across a variety of
situations” (p. 286) [12]. Hence, in a specific situation individuals’ behaviour is the result
of the salience of an identity associated with the role they perform in the social structure.
For example, an individual might have a parent and worker identities. In the specific
situation of buying a car, if the individual has her/his parent identity as first in the identity
hierarchy salience, she/he will prefer the car’s features associated with safety (e.g., air
bags) to the car’s features associated with his worker identity (e.g., power, speed).
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In sum, from a Symbolic Interactionism perspective, social structures are made of
interconnected positions referred to as roles. Each role is linked to activities (e.g., prac‐
tices) and resources (e.g., products), which in turn become symbols that convey mean‐
ings through which individuals interact with their social network. In the individuals’
interaction with society, their interpretation and enactment of these roles generate a self
that is structured by different identities. With time, individuals’ patterned social inter‐
action maintains and facilitates the development of new social structures [12].

This theoretical framework is suitable for this study since the ubiquitous nature of
IT allows individuals to perform different roles (e.g., co-worker, parent, friend) while
interacting with technology [3]. In addition, the salience of a particular individual’s
identity may be utilized as a means to customize the IT with which that individual inter‐
acts. In this way, the customized IT would become one of the resources the individual
utilizes to express her/his salient identity.

2.2 Research Model and Hypotheses

The proposed research model is shown in Fig. 1. The constructs and hypotheses included
in the model are described below.

Fig. 1. Research model

User Information. Users’ demographic information has been utilized for personalization,
web search, and targeted advertising purposes [16, 17]. In particular, demographics-based
recommendation systems have been used as a method for personalization in e-commerce
interactions. In those situations, demographic information is explicitly obtained from users
and the site may recommend products based on the preferences of users with similar demo‐
graphics [18]. However, this approach requires that companies are able to collect complete
and reliable demographic information and users may be reluctant to provide such informa‐
tion due to inconvenience or privacy concerns [17, 18]. Moreover, this approach assumes
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that in a particular moment in life, individuals have similar needs and wants [19] and this
may not be the case. Therefore, and as suggested by the marketing segmentation literature,
this approach might be supplemented by using psychographic and behavioral variables [20].

One such variable could be a user’s identity. An individual’s identity is known to be
a motivator of behaviors [3, 21, 22]. In the marketing literature, it has been found that
individuals use brands to express and validate their identity [23–25]. Consumers may
pay more attention to identity-related stimuli (e.g., a product that appeals to a particular
identity), react more positively to advertisement featuring individuals with a desired
identity (e.g., a celebrity) or engage in behaviors that are linked to their identity [26].
Moreover, consumers can customize the products they acquire (e.g., selecting a partic‐
ular ringtone in a mobile phone) to reflect their identity [3]. Considering these findings,
it could be expected that users would be willing to adopt an app that is personalized by
using their identity information. Users would engage in what is known as verification
activities (i.e., behaviors that reinforce individuals’ identities) [27] by using such an app
[3]. Bearing in mind the limitations of using a demographic-based customization and
the potential of creating a positive association between an individual’s identity and a
product (e.g., a personalized app) [26], we propose that users will be more willing to
adopt a personalized app that has elicited their identity-related information than one that
has elicited their demographic-related information. Therefore, we hypothesize that:

H1: Eliciting identity-related information as the user information will lead to a higher
intention to adopt the personalized app than eliciting demographic-related information.

Privacy Concerns. Information privacy refers to individuals’ ability to control the
extent to which their information is acquired and used [28, 29]. Information privacy
concerns (herein to be referred to as privacy concerns) refer to “an individual’s subjec‐
tive view of fairness within the context of information privacy” (p. 337) [30]. Privacy
concerns have been found to be a detrimental factor for individual’s willingness to
provide personal information to companies and to conduct e-commerce transactions (see
for example [31–33]). In the same vein, previous research has found that privacy
concerns may negatively influence individuals’ intention to use personalized services
online (either through computers or mobile devices) (see for example [8, 34, 35]). In
light of the previous results, it is expected that individuals will have privacy concerns
related to the collection of their personal information (either demographic- or identity-
related) and that those privacy concerns will reduce their intentions to adopt a person‐
alized app that requires providing such personal information. Thus, we hypothesize that:

H2: Privacy concerns are negatively related to the intention to adopt the personalized app.

Usage Across Domains. As mentioned in the introduction, IT is ubiquitous in people’s
social and personal life and as such, it influences their identity development [1]. This
has become more salient as IT has become more interconnected (i.e., usable across
devices), and people are able to use it across different life situations [3]. At an individual
level, people’s enactment of certain roles and identities involves the use technology. For
example, a person can use a particular budget application for both her/his work expenses
using a desktop computer and her/his house expenses using her/his mobile phone. In
addition, at a social level, IT also intertwines with individuals’ social networks.
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For example, in a single Facebook account, individuals might have work and family
friends or groups of friends and may employ different mechanisms to manage their roles
(e.g., worker and parent) separately (e.g., restricting content to some viewers) [36].
Considering that individuals receive several benefits from utilizing IT (e.g., mobile
devices) in different spheres of their life, such as managing time more effectively, and
having flexibility in the performance of tasks [37], it is expected that individuals will be
more willing to adopt a personalized app from which they could obtain such benefits.
Therefore, we hypothesize that:

H3: The usage across domains is positively related to the intention to adopt a personal‐
ized app.

3 Methodology

The hypotheses proposed in the research model will be validated through an experiment
with a two-group, between-subject design. The two groups involve a different type of
user information collected: identity-related versus demographics-related information
used to customize the IS.

3.1 Experimental Procedure

Participants will be adults that (1) can have one of the proposed identities (e.g., worker,
parent) as salient and (2) have downloaded and used mobile apps. They will be recruited
using a market research firm, after obtaining ethical clearance from the authors’ univer‐
sity. Those participants will be contacted via e-mail and will be provided with a URL,
where they will find the experimental treatments and questions to answer.

After obtaining participants’ consent, they will be randomly assigned to one of the
two groups of the type of information collected. In the “demographic” group, partici‐
pants will be asked questions related to their age, gender, occupation, income, and level
of education. Those are traditional demographic variables used in marketing segmen‐
tation [38]. Participants in the “identity” group will be asked to rank five social identities
(i.e., parent, worker, friend, member of a religious group, and student) according to their
relative importance in their lives (as per Callero [39]). This ranking of identities is
justified considering that identities that are central to an individual’s self have the
greatest potential to influence behaviors [3, 40]. Next, participants will be asked ques‐
tions to make the top-ranked identity salient (see items in Table 1 below). Making an
identity salient increases the possibilities of observing the effects of that identity on an
individual’s attitudes and behavior [26, 41].

The information elicited from participants will be utilized to personalize the screen
that participants will see next. In that screen, participants will see the features the app
has to offer. In addition, a sample screen of how the app would look will be shown to
participants. Next, they will be asked questions related to their privacy concerns, the
extent to which they would use the app in different contexts (e.g., at home, at work), and
intentions to adopt the personalized app. Manipulation checks will also be performed
after showing participants the app’s screen. Other questions will be collected with the
purpose of controlling for their influence on the endogenous construct of the model, such
as familiarity with mobile apps, extent of usage of mobile apps, and whether participants
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have used an app with a similar purpose to that of the app shown during the experiment.
Finally, an open-ended question will be asked to probe for reasons participants would
decide or not to adopt such a personalized app.

3.2 Measurement Instrument

In order to measure the constructs proposed in the research model, previously validated
scales will be adapted to the context of this study. Table 1 below summarizes the scales
(with their sources) that will be used in this study.

Table 1. Summary of constructs and sources for their scales

Construct Source Items
Identity salience Callero [39] Being a ________

1. is an important part of who I am
2. is something about which I

have no clear feelings (R)
3. means more to me than

________
4. is something I rarely think

about (R)
5. I would feel a loss if I were

forced to give up _____
Privacy concerns Smith et al. [42]

Collection dimension
Thinking about the questions you

were asked to customize the
app…

1. It usually bothers me when
companies ask me for this kind
of information.

2. When companies ask me for
this kind of information, I
sometimes think twice before
providing it.

3. It bothers me to give this kind
of information to be able to use
an app.

4. I am concerned that companies
are collecting too much
personal information about
me.

Intention to adopt the personalized
app

Wang and Benbasat [43] 1. Assuming that I had access to
this app, I intend to use it.

2. Assuming that I had access to
this app, I predict that I would
use it.

3. Assuming that I had access to
this app, I plan to use it

Personalization (manipulation
check)

This app offers personalized
features based on my name-of-
identity (demographic) charac‐
teristics

Possibility to use across domains Hong and Tam [44] The use I would give to this app
would be: (entirely personal –
entirely business)

1. I expect that I would be able to
use this app at anytime,
anywhere.

2. I would find this app to be easily
used at work and at home.

3. I expect this app would be avail‐
able to use whenever I need it
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3.3 Pilot Study

A pilot study will be conducted to test the personalized screens that participants will see
after the demographic- or identity-related information is elicited. In this study, graduate
students from the authors’ university will be involved and will be assigned to one of two
groups: the “identity” group and the “demographics” group. In each group, participants
will see first a non-personalized screen of the app (so they get familiar with it). Next,
they will be asked identity- or demographic-related questions as per the experimental
procedure described above. Then, participants will see the personalized screen of the
app and will be asked to rate the extent to which the screen has been personalized
according to the collected information, using a Likert scale. Finally, participants will be
given the space (with an open-ended question) to provide their comments or suggestions
on how the personalization can be improved.

3.4 Model Validation and Sample Size

The proposed research model will be validated using linear regression analysis. In the
model, user’s information will be specified as a dummy variable (i.e., “demographics”
condition – 0, “identity” condition – (1). Post-hoc analyses will be run to determine the
differences between groups in terms of privacy concerns and possibility to use the
personalized app across domains. The required minimum sample size to validate the
proposed model can be determined by following Faul et al. [45] requirements to detect
a medium size effect, with a power of 0.80 and alpha of 0.05, in between-subjects designs
with 2 groups. In this case, the minimum number of participants that would need to be
recruited is 64 per group (128 in total). In order to account for potential spoiled responses,
a total of 160 participants will be recruited.

4 Potential Contributions and Limitations

From a theoretical point of view, the results will contribute to the advancement of the
IS literature in the area of customization by proposing social psychology variables as
an input for the customization process. In addition, the study will evaluate the effect of
this type of customization on the technology adoption process, as well as the barriers
that need to be overcome to drive this adoption. From a practical perspective, the study
will provide IS designers with a new variable (i.e., an individual’s identity) to use in the
customization of their systems.

This study has some limitations. First, individuals’ identities may not necessarily be
constant or coherent. They may change overtime (what has been known as identity
projects) or may generate tensions within the individual (due to the pursuit of conflicting
goals). Therefore, customization based on identity may need to adapt and evolve
according to those changes. Future research may consider this possibility by conducting
longitudinal studies and verifying that the customized features keep valid over time for
users. Second, this study will test the effect of identity-based customization in one
particular app. The antecedents explored here may need to be expanded to consider other
types of apps or the use of customized computer software.
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Abstract. New technologies are opening novel ways to help people in
their decision-making while shopping. From crowd-generated customer
reviews to geo-based recommendations, the information to make the deci-
sion could come from different social circles with varied degrees of exper-
tise and knowledge. Such differences affect how much influence the infor-
mation has on the shopping decisions. In this work, we aim to identify
how social influence when it is mediated by modern and ubiquitous com-
munication (such as that provided by smartphones) can affect people’s
shopping experience and especially their emotions while shopping. Our
results showed that large amount of information affects emotional state
in costumers, which can be measured in their physiological response.
Based on our results, we conclude that integrating smartphone technolo-
gies with biometric sensors can create new models of customer experience
based on the emotional effects of social influence while shopping.

1 Introduction

The shopping experience at brick and mortar businesses is changing with the
introduction of ubiquitous systems and technologies, which allow customers to
query social networks and search engines whenever they are unsure with a pur-
chase decision. This social question asking phenomenon, as described by Morris
[1] in his survey of 2010, shows that about half of the people ask their friends
from social networks their opinion about a product, restaurant, place, technol-
ogy, or events, and around a third part had done it in several occasions. Since not
all responses are weighted equally, social closeness is an important factor to take
into consideration. The closer the social tie, the more influential the answer will
be [2]. This is more visible when the costumer is asked to give an opinion: they
usually refer to comments from friends, family, and colleagues rather than mass
media reports or expert opinions [3]. Most of the time social influence in a deci-
sion only comes from closer ties, partly because the answers in social networks
tend to be sparse [4]. That is the reason that recently e-commerce websites use
a recommendation systems were users leave comments and rate the products,
this reduces the search complexity, and improve decision quality [5].
c© Springer International Publishing Switzerland 2016
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However, during a social question asking process, it is necessary to use addi-
tional mental resources to access, use and interpret information in order to make
satisfying decisions [6,7]. Based on the theory that only a limited amount of
information can be processed by a person [8], extra or unnecessary quantities of
information can lead to mental fatigue and stress [9]. As to save time and avoid
a heavy reasoning process, customers tend to rely on emotion and external opin-
ions to help in their decision [10]. Hence, shopping decision-making is a process
usually loaded with emotional biases, and highly sensitive to external influence
[2,5,11,12]. To provide a good experience to the customers, retailers need to
take special attention in minimizing cognitive load while keeping in mind that
excessive information may be detrimental to the customers overall mood [13].

New developments in wearable technologies provide a great opportunity to
help people in their decision-making during a regular shopping experience. Pre-
vious works have been capable of leveraging the use of biometric-signals sensors,
such as Galvanic Skin Response (GSR), Hear Rate (HR), Skin Temperature
(SKT), in order to establish a relationship between a user physical state and the
emotions that he or she experiences [10,14]. For example, variation in GSR has
been found to be related to the intensity (arousal) of specific emotions [15]. GSR
has been widely used for emotion assessment, stress identification and cognitive
load [16,17]. Solovey et al. [18] created a methodology to evaluate cognitive load
on drivers, correlating the cognitive load with the GSR. This same variation,
with the information provided by heart rate, can be used to identify when a
person encounters a new challenge [19]. Moreover, feeling confident about a pur-
chase can make a person to feel more relaxed. As a result of this relaxation, the
skin temperature rises, as well as the heart rate, due to the parasympathetic
activity of the nervous system [20]. This bodily response has been classified as
an indicator of relaxation level along with a lower heart rate [21].

In this work, we argue that social influence modifies a person’s mood, specifi-
cally in the context of shopping. Mood has been shown to have important effects
on consumer behavior and decision-making processes [22], while also modifying
the way a customer judge their shopping experience [13]. Therefore, our main
hypothesis can be stated as follows: in retail context and under social influence,
the emotions that a customer experiences are related to his/her shopping deci-
sion and shopping experience. That is to say that physiological variables such
as GSR, HR or SKT are capable of capturing events where a purchase decision
improves the shopping experience. Under this hypothesis we designed an exper-
iment were participants could select a product from different categories, having
support from different sources of information through the use of a smartphone
with WhatsApp Messenger. A smart watch recorded all the biometric signals
necessary for later analysis.

1.1 Limitations

The main limitation of this work is related to the use for this study of a smart
band wrist wearable by commercial name Basis Peak(TM), which counts with
GSR, HR, SKT sensors, and which takes a measurement every minute. We could
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not find any way around this. In contrast, the GSR wearable used by Hernandez
[23] can take up to 60 measurements per minute.

2 Method

Experiments were done in the months of June and July 2015. At the end of each
test, participants received a $5 cash-card for taking part in the study. We chose
to use WhatsApp Messenger in order to have natural feedback from participants,
since all participants had experience with this type of messenger and could use
their own smartphone.

2.1 Participants Demographics

In this study, 34 participants (17 women) were recruited from a pool of under-
graduate students, ranging in age from 18 to 27 years (μ = 21.24, σ = 2.23). All
of them were highly experienced with mobile messaging apps, rating themselves
as highly proficient. Thirteen participants (38.23 %) reported having 10 to 20
different messenger conversations in an average week. Participants were familiar
with the group functionality of the mobile messaging app, with ten belonging
to 3 to 5 groups, twelve being part of 5 to 10 different groups, seven to 10 to
20, and four with 20 or more groups. Using a multiple option questionnaire, we
could see that our participants usually go to retail shops to buy clothing (88 %),
footwear (76 %), fragrances (62 %) and technology (59 %). Only 9 % of them buy
wine in a departmental store. The majority of participant reported asking their
friends or family for help with purchasing decisions, with 27 of them frequently
appealing to their closest ones suggestions, 2 having done only once or twice,
and 5 never having it done before.

2.2 Procedure

Once a participant was selected to do the experiment, he or she was randomly
assigned to either the experimental or the control group. Then, a member of the
team would ask the participant to put a Basis Peak(TM) smart band on and
while the reading started, a member of the team explained the procedure to the
participant and asked to sign the consent form, allowing to be videotaped and
allowing us to use the data for academic proposes. In the case of the control
group, immediately after the previous steps, the participants went to a mock-up
department store. On the case of the experimental group, we ask them first to
start a group on his/her phone with friends and family who could help them
to take a decision and then add a contact named “participant-lumia” that was
link to a 500 Nokia Lumia smartphone. This smartphone was then given to the
participant with the contacts of six different experts (a man and a woman from
each of the three product categories), and a group named “crowdsource” with
several contacts added that the participant did not know before.
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Fig. 1. Participant selecting products and asking to her friends via smartphone (chat)

Mock-Up Department Store. The mock-up department store designed for
the experiment was a classroom adapted for this purpose. We disposed tables
for each of the categories, one for Gourmet Food (wines), other for Technology
(tablets), and two for Health and Beauty items (perfumes, one for men and other
for women). The brands of all the products are detailed in the Table 1. To help
the participants to play the role of a customer in a department store, decoration
was placed on each table. On one of the walls, we projected video ads from
a department store’s YouTube channel, and posters lent us by the department
store’s management, were placed on above all product tables. To help on the later
analysis, we put a camcorder to record all the room to see most of the reactions
of the participants. On Fig. 1 we can see pictures of a participant asking on the
phone.

Once the participant enters the mock-up store, he or she had a few sec-
onds to familiarize with it while one of the researchers gave a brief introduction
to the products that had to be chosen. The order of the tables was randomly
counter-balanced and once the participant arrived to a table, a staff member pre-
sented the three options that had to be selected. In the control group, after the

Table 1. Options available for each category

Category Options

Gourmet Food (wine) Montesierra, Sangre de Toro, Rioja Cuné

Technology (tablets) iPad, Samsung Galaxy 3, Ghia i7

Men’s H &B (fragrances) Benetton Sport, Cold, Perry Ellis America

Women’s H &B (perfumes) Nature, Forever Dreams, Tommy Girl
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participant selected a product, they had to answer why he or she chose that
option and if he had to ask someone about the products, whom he or she would
choose. On the experimental group, the participant was introduced to the respec-
tive experts of the product category, and then they had to decide which one to
ask about the products (the man or the woman). Finally, they had to message
the crowdsource group and his/her friends and family. No additional instructions
were given, each participant was free to contact each source as he or she liked
(text, picture or audio). Once the decision was made or 10 min passed on the
table, the participants continue to the next table and so on until the three deci-
sions were made. At the end of the experiment, the participants of both groups
had to answer an inventory to assess their emotions during the experiment called
Positive and Negative Affect Schedule (PANAS) [23].

2.3 Information Sources

Participant’s interactions were limited to text media messages using WhatsApp
messenger, so, making phone calls or using SMS were not allowed during the test.
Participants in the experimental setting had access to three distinct information
resources:

Social Groups. Each participant created a group of friends and family using
the mobile application. It was due at the beginning of each experiment in case
they want to ask for a recommendation during the purchasing decision.

Product’s Experts. For each product category (in our case, Health & Beauty,
Gourmet Food and Technology), participants had to choose one expert to contact
using WhatsApp, and ask for some product’s reviews in order to take their
decision. A total of six personas of different genders were created, with different
name, age, occupation, face picture, motivations, goals and frustration, each one
simulating a different expert in each the product categories. Using a Wizard
of Oz method, we instructed a member of staff to converse with the participant
answering from a pre-defined set of answers. All answers were the same regardless
of the gender of the expert, thus, all participants received the same information
from the experts.

Crowdsource Group. Friends and family of the staff members were invited
to help during the experiment. They were added to a WhatsApp’s group called
“Crowdsource”, with a total of 15 members (8 men and 7 women). We did not
give any explicit instruction as to how to respond the participants inquires, how-
ever we did provide the group with the names and brands on display beforehand.
All members information (e.g., their names) was anonymized on the phone the
participants were using.

2.4 Processing Biometrics Signals

The activity-tracking wristband Basis Peak(TM) is set to capture the following
body signals: HR, SKT, and GSR. A measurement is taken every minute, and
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stored in the clock’s internal memory until it is synced with a mobile device and
cloud server. We downloaded the records from the Basis Peak cloud server, and
split the data by participant. In order to make a fair comparison between signals
and statistics approach was used. For each measurement we obtained mean,
variance, median, minimum and maximum. We also obtained these descriptive
statistics for the first 5 and the last 5 min of the experiment, and for the signal
without considering neither the first 5 nor the final 5 min. This resulted in a
dataset consisting of 34 participant’s signals by 73 descriptive statistics. These
statistics were centered and scaled by taking the mean and dividing by one
standard deviation. To have a better understanding on the signals and to give
a stress evaluation, we calculate it with a formula that uses heart rate, skin
temperature and galvanic skin response to give a stress level value, and a filter
proposed to automatically detected stress [24]. We correlate this information
with the PANAS results.

3 Results

When comparing the self-reported metrics between groups using a Fisher’s exact
test, we were unable to find any significant difference at the p = 0.05 level.
However, there was a slight tendency, on the p = 0.1 level, for participants on
the experimental setting to feel slightly more nervous (p = 0.10).

Furthermore, not only stress related emotions were seen in our results. Other
negative emotions, like irritability and anger values on the PANAS were reported
by the experimental group. We confirmed the latter, with biometric data col-
lected in our experiment; the variance of the ST was lower on the control group
(t(14.179) = −2.3459; p < 0.05), and as explained by Ekman [10], this could be
due to the higher emotional charge on the experimental group, caused by anger
(higher ST) or by stress (lower ST).

To calculate the participants’ stress, the values of HT, ST and GSR were
normalized and fed through a filtering algorithm. This algorithm highlighted
that the participants from the experimental group had more stressful events,
with most of them lasting longer, than their control counterparts do. A significant
difference on the mean stress level was found between the groups (t(6 : 0856) =
17 : 725; p < 0.01).

The experimental group participants reported more negative emotions like
stress, and according to the classification filter [24], 11 out of 16 presented stress
episodes as shown in the Fig. 2, whereas in the control group (Fig. 3), only 4
users presented stress.

Our results point towards a relation between the external input, the shopping
task and the self-reported emotions felt during the experiment. We then focused
our efforts to find if such relations reflect on the participant’s biometrics.

The HR is the main biometric variable that gave us a clear differentiation
between groups. While the experimental group had the higher max value, the
mean was higher in the control group; this could be due the great variation
between subjects, while the values in the control group where more uniform,
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Fig. 2. Experimental group

Fig. 3. Control group

in the experimental group, had more changes because not all the subjects had
the same levels of stress. Based on the results from the correlations test on the
results of the formulas applied to calculate stress level, we confirmed that the
atypical data, like a stress episode, have to be analyzed separately. As Khazan
[25] explains, in biofeedback therapy this type of data is used to characterize
emotional states. Based on this, we considered appropriated to calculate the
stress level after a filter detects the stress on the person. Finding a significant
difference when it was used.

4 Conclusion

Social influence is an important factor to assess while evaluating the shopping
experience at stores because this it is likely to emerge with the presence of smart-
phones, which facilitate interaction with friends and networks while evaluating
products. Recent studies show that more than 89 % of smartphone owners use
their phone in the store [26]. This could lead to a better experience, but not in
all cases as shown in this work. We found that when too much information is
given to the participant, he tends to experience more negative emotions as seen
in the PANAS results. Capturing such emotions can now be done easier and
in real time with new wearable technology that could give us even less subjec-
tive results; HR, GSR and ST have been proved to be good metrics to measure
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negative emotions like stress, and give a better insight of post-test instruments
such as the PANAS. The use of wearable devices like the smart-watch Basis
Peak(TM) could be an important addition to the studies that evaluate shopping
experience in the context of understanding the requirements of technologies for
shopping with smartphone interaction.
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Abstract. Excellent Customer Experience (CE) is a strategic priority for many
large service organisations in a competitive marketplace. CE should be seamless,
and in most cases it is, with customers ordering, paying for and receiving services
that align with their expectations. However, in rare cases, an exceptional process
event leads to service delivery delay or failure, and both the customer and organ‐
isation end up in complex recovery situations as a result. Unless this recovery is
handled effectively inefficiency, avoidable costs and brand damage can result. So
how can organisations sense when these problems are occurring and how can they
respond to avoid these negative consequences? Our paper proposes a blended
methodology where process mining and qualitative user research combine to give
a holistic picture of customer experience issues, derived from a particular
customer case study. We propose a theoretical model for detecting and responding
to customer issues, and discuss the challenges and opportunities of such a model
when applied in practice in large service organisations.

Keywords: Customer experience · Process mining · HCI

1 Introduction –Why Is This Approach Different to Other
Customer Experience Research?

Customer Experience (CE) research covers a wide variety of angles, all worthy but often
not brought together for maximum impact. For example UI design testing on ecommerce
sites is often concerned with optimising ordering sequences, but may not address the
user journey when these orders go wrong. Similarly CE research in larger groups, via
focus groups may give generic issues retrospectively – not reflecting “here and now”
issues. The related field of Customer Relationship Management (CRM) research often
involves processes and systems use in call centres [e.g. 1] – but how often is that tied
into customer experience? At a macro level, text analysis of social media can provide
hot issues in customer experience, and Net-Promoter Score surveys [2] provide quan‐
titative clues to the same but lack specificity of findings. In the back- end, process mining
and mapping gives information that describes what has gone wrong and how badly but
doesn’t say what the effect on the customer actually is.
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Given Duncan et al. (2013) argue that “most companies perform fairly well on
touchpoints, but performance on journeys can set a company apart.” [3], there seems
a paucity of methods able to connect qualitative process perspectives with quantitative
process mining data on customer experience to help improve such customer “journeys”.
Indeed Duncan et al. (2013) [3] sensibly recommend that “a company should draw on
customer and employee surveys along with operational data across functions at each
touchpoint, to assess performance”, though they acknowledge that this is a difficult
endeavour as it requires the acquisition and integration of a large range of different types
of empirical material, both qualitative and quantitative.

Our work seeks to achieve this by combining process mining with HCI, something
discussed by Holziger [4], and Shneidermann [5] who underline the importance of inte‐
grating data mining with effective, usable data visualisation. In a business context, this
would enable business managers and company strategists to control what data they are
seeking so they can make decisions efficiently and adaptively.

Although a detailed analysis of the customer experience case study is detailed else‐
where (forthcoming) we here concentrate on documenting the adopted methodology as
a novel way of enabling large service organisations to detect customer distress episodes
and respond to them in a timely fashion, thereby minimising potential brand damage
and maximising customer advocacy. Our contribution is thus methodological and prac‐
tice, providing HCI researchers with a means of linking process mining and HCI, and
providing practitioners with a means of detecting, addressing, and better understanding
customer distress. We demonstrate our novel combination of process mining and qual‐
itative research through the analysis of a case study of a problematic customer experience
journey, and thus demonstrate the benefit of this combined approach. We first look at
the approach to the case study which inspired our thinking.

2 Background

The authors of this paper were made aware of a particular customer’s journey via family
contacts. It involved the customer’s problematic delivery of a super-fast broadband
connection from a telecommunications provider. In the vast majority of these types of
orders, such connections are provided with no problems whatsoever. However in this
one exceptional case, a process event occurred in the organisation’s back-end, effectively
cancelling the customer’s order – which the customer could not know about. When he
was made aware of the situation, he struggled to get his service delivery back on track.
Problems will always occur in large complex organisations but it is the customer’s
experience of how the recovery is dealt with which is a key issue. Due to the duration
and number of different representatives of the organisation who were involved in dealing
with this customer’s journey it was clear that this case study was worthy of investigation,
to understand how the interfaces between the customer and the company, the underlying
delivery process, and the recovery process were sub-optimal and where they could be
improved.1 

1 The customer case was finally resolved to the customer’s satisfaction. The customer remains
a customer of the organisation some 18 months after the case was closed.
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The researchers had access to the company systems and the customer himself to
accumulate a significant data corpus to analyse. The blended skills of the researchers
(Information Systems and HCI/ethnography) were then fully deployed to analyse the

Table 1. The richness and detail of the data corpus for this one case study allowed the researchers
to understand (a) the structured, process-driven recovery path (which was seen to fall onto a failure
path on numerous occasions) against (b) how the process failures manifested themselves to the
customer, and indeed how the various interfaces between the customer and organisation
throughout the recovery process affected customer experience over time. It also informed the
initial understanding of the data sources that would be needed in the model for detecting and
responding to customer distress more generically. With the data sources in place we started to
consider some preliminary questions before creating the model.

Data source Analysis technique Data Format
Customer 1. Semi-structured interview to discuss

experiences of the customer’s inter‐
actions with the organisation.

2. Full transcription of recorded inter‐
view, coding of key themes [8],
core issues identified and priori‐
tised.

Highest priority issues presented as text
data (derived from transcription and
coding sequence).

1. Mapping of sequence and content of
interactions *from the customer’s
perspective*.

2. Qualitative analysis of content of
interactions.

Records of interactions with the
company as recorded by the
customer, i.e. prints of emails,
detailed records of phone conversa‐
tions, SMS messages, hard copy
letters, social media posts etc.

Customer Care advisors (first line and
High-Level case handlers) and their
managers

1. “Sit-along”, non-participant observa‐
tions: observing advisors managing
in-bound calls similar in context to
our case study via a “splitter” from
the advisor’s headset. These were
conducted in situ in the call centre
to give contextual data (e.g. envi‐
ronmental, system use etc.).

2. 9 x Semi-structured interviews to
explore the process and subjective
experiences of handling calls of
this nature.

3. Interviews recorded, transcribed,
coded [8], with core issues identi‐
fied and prioritised.

High-level themes presented as text
data (derived from transcription of
interviews and observation notes
during calls, followed by coding
sequence).

Company systems 1. Manual analysis of customer’s
journey from the organisations’
perspective.

Customer records and advisor notes
from CRM system, presented in
Excel and Word Table format.

1. Expert evaluation [9] and high-level
user evaluation of UI of advisors’
KM and CRM systems.

Text capture of issues, presented in
PowerPoint format.

Process mining 1. Causal factor analysis of customer
case.

2. Cross-check of process mining
“map” against subjective customer
experience and CRM notes.

3. Analysis of automated messaging
sequence to the customer.

Process “map” generated to indicate
location of significant causal factors
and subsequent attempted recovery
path through automatic and manual
processes within the organisation.
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case. Our theoretical approach reflected a process philosophy [6], and draws heavily
upon Langley’s [7] strategies for theorising process data. Langley argues that “process
research that incorporate narrative, interpretive and qualitative data are more imme‐
diately appealing for the richness of process detail they provide”. We drew upon this
argument to believe that linking the often hidden process-data within the company’s
data-warehouse with such narrative qualitative data would provide additional insight
and address the arguably neglected process dimension of Customer Experience research.

3 Data Corpus for the Case Study

The data corpus for the case study comprised quantitative and qualitative sources and
analysis techniques as outlined Table 1 below:

4 Using CRM Notes and Customer Feedback to Identify Distress
Indicators

While creating the model, one of the questions we considered was: what indicates
customer distress? To approach this we combined CRM system analysis with direct
customer experiences (expressed through the customer interview and his own notes) to
identify system and process-related issues which manifest themselves in customer
distress. For example, drawing lessons from our case study, relevant Distress Indicators
included:

• The length of time an order has been delayed exceeding an acceptable threshold
(taking the original scheduled delivery date as a start-point).

• The number of times the customer has had to call the organisation beyond an accept‐
able range (e.g. between 0 and 1).

• The number of different reference numbers given for a customer case, (causing
distress by provoking confusion) above an acceptable range (e.g. 1 is acceptable, 2
causes confusion etc.,)

• The number of different phone numbers given to a customer for different departments
throughout a customer journey (again causing distress by provoking confusion)
above an acceptable range.

• The subjective record of the emotional state of the customer, as recorded after an
interaction with an advisor and sometimes (but not always) captured in the advisor
notes.

The advantage of deriving Distress Indicators quantitatively from the CRM system
notes alone, is that they are easily accessible for analysis. However, when they are
combined with post-interaction survey results and advisor notes, they can give a more
powerful indication – from the system, the advisor and the customer himself - that a
distressful episode is taking place and a response is needed.
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5 Using Process Mining to Understand Causal Factors for Distress

Again, while creating the model we asked: what can we analyse from the process records
to help us locate what causes customer distress? For this, we looked at Process Mining,
because, according to Aalst [10], it provides “comprehensive sets of tools to provide
fact-based insights and to support process improvements”. It is used to reflect actual
events, taken from log files – often across disparate systems - so that comparisons can
be made with the process model (i.e. the model of the process in its ideal state) [11].
Our case study, which concerns the recovery of an order which has deviated from the
“happy path” of a standard delivery process, gave us an example where process mining
enabled the researchers to make this comparison, plus compare where subjective
customer experience issues occurred in parallel.

We used a process mining tool developed in-house (called “Aperture” [12]) to
generate a process “map” from a number of data sources (events from the CRM system,
for example) for the case study (see Fig. 1). We referred to this when determining the
process-related distress-inducing causal factors. From doing this, we found the process
event which represented a “turning point” in the journey, resulting in the order falling
from the happy path into a recovery path.

Fig. 1. Process map of customer journey to identify process events - excerpt
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Figure 1 shows the results of the “turning point”, as derived from the system logs at
this early stage in the customer journey. Note the repeated inbound calls from the
customer (indicated by stars in Fig. 1.) and re-work which follows. (This is only part of
the entire process map, to give an example of the visualisation and usage of the tool).

In further analysis, the process map also showed us where some automated processes
were still continuing (automated communications to the customer for example) despite
delivery processes being halted or delayed in the back-end. And it was also possible to
see on the map where the customer was responding to these communications. Drawing
parallels between this map, the CRM system notes and the customer’s subjective expe‐
riences of when these process events occurred gave a powerful and holistic picture of
customer experience episodes which caused distress – from the customer’s and the
organisation’s perspective. Finally, in collaboration with our engineering teams, we
could compare this “actual” state with an ideal process state to see where assumptions
in the process were incorrect and needed remedial action.

6 Introducing the Model for Detecting and Responding
to Customer Distress

The proposed model above summarises the data sources and steps involved in the
Detecting Phase and proposes the outline areas for categorising the resulting responses
identified (i.e. the recommendations) in the Responding Phase. This categorisation of
recommendations into “People”, “Process” and “System” can assist the organisation in
prioritising interventions and applying resources to deliver the improvements suggested
(whilst being aware that in some scenarios these three areas may need to be addressed
together) (Fig. 2).

Fig. 2. Proposed model for detecting and responding to customer distress
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Note also within the model the Feedback Loop, which can be used for cost-benefit
modelling of any interventions. This is especially true if investment is needed to make
the improvements suggested. The model could be used to project likely reductions in
the incidence of Distress Indicators, e.g. improved automated communications
(Response) can lead to a reduction in number of calls a customer makes to chase the
order (Distress Indicator). Improvements can be tactical, or strategic, but all can and
should be continually measured so that the Feedback Loop of improvement can be
sustained.

Equally, post-intervention success measures can be gained by taking measures of
individual elements, but aggregated to give an entire picture of improved customer
service and reduced customer distress by quantitative and qualitative means, e.g.

1. From the Customer’s perspective: customer satisfaction scores improve for indi‐
vidual customers and overall (using customer survey scores)

2. From the Advisor’s perspective: subjective measures (“how easy is it to do your
job?” etc.) and quantitative efficiency measures (throughput, productivity etc.).

3. From the Process perspective: Using process mining, quantifying the reduction in
causal factors, and quantifying the number of repeated actions throughout the
process.

7 Detecting and Responding to Customer Distress - the Case Study

In this section we demonstrate how the model contributed to a set of recommended
improvements resulting from the detection of one particular core issue. (Incidentally, it
was evident in this case study that causal factors often acted together to cause overall
customer distress. Similarly, the responses identified were inter-related and interven‐
tions needed to be considered collectively).

Fig. 3. Detecting phase - core issue and causal factor identification
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Figures 3 and 4 demonstrate how the sequence of activities and data sources were
used to identify a core issue, how the causal factors of the issue were identified and what
responses (recommendations for improvements) were identified as a result:

Fig. 4. Responding phase (Recommendations)

8 Next Steps

The application of the model to the case study is still in its infancy at the time of writing
– some short-term tactical changes (e.g. html content and UI improvements on advisor
KM tools) have been implemented, with longer-term interventions in the pipeline. The
next immediate step therefore is to test the efficiency of the model against other indi‐
vidual problematic customer journeys. We also consider approaching the concept of
detecting and responding to customer distress within different dimensions, namely time
and scale.

Time. Our analysis revealed the significance of time as an actor within the case study,
and suggests a need for temporality to be considered in greater detail (reflecting a call
of [13, 14]): in this case study, the customer became distressed at various points, with
the longevity of the case itself being a cause of distress. Further, polychronicity [15]
(the doing of multiple things at the same time) within the CRM system was, through our
process analysis, revealed as significant in creating distress as the customer received
conflicting messages from different systems which were effectively out of sync with the
evolving situation. The “time-map” of the customer journey to demonstrate distress
episodes is worthy of further investigation.
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Scale. In this case study we analysed one distressed customer’s journey among a
base of orders that are being case-managed or are going through the complaints proce‐
dure. Rather than seeking to capture a quantitative representation of these large numbers
of orders, we adopted a single case study approach which allowed much richer analysis
and revealed lessons for wider cases. Although this approach was valuable, there may
be possibilities in increasing the scale, i.e. to make the model apply across a larger
customer base. For this more automated approaches (such as text analytics) will need
to be considered (see Discussion).

For our case study, we were fortunate to have a customer who was willing and able
to share his experiences with us in great detail. For the current model, we propose the
use of surveys and advisor notes where very detailed qualitative customer research is
not practical due to the effort involved in collecting and analysing data. But a next step
may be to supplement the surveys and notes data via qualitative in-depth interviews with
a smaller number of specific customers after problematic cases. In addition, where
Distress Indicators are flagged in particular journeys it may be possible (with privacy
considerations) to identify customers with problems early on and engage researchers
into the system with the same conditions/problems who must then follow the same
journey, documenting it as they progress to provide insight into the customer’s experi‐
ence of that journey.

9 Discussion

Our model is intended to provide a framework for organisations with a means of linking
process mining and HCI techniques, to enable better detection and response to customer
distress episodes. We accept that this is not without its challenges, however. For instance,
use of the model depends on the skills and availabilities of the practitioners to carry it
out, leading to questions such as: Is it better to deploy one researcher with passable
knowledge of process mining and qualitative interviewing (for example) to carry out as
many steps as they can, or deploy many more researchers who are experts in their indi‐
vidual areas? Would time and resources allow for the latter? Would they be able to work
together effectively to provide effective output? For the former, would the output be
deep enough to produce valuable insight? But would this approach be cheaper and
quicker?

Similarly, engagement with the development community, tasked with deploying
recommendations from use of the model, should be done at an early stage, to provide
governance and balance the recommendations with business objectives, especially if the
recommendations are costly.
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In the future, technology developments may be deployed to relieve the workload
experienced by the researchers in carrying out the manual steps in this particular case
study. Text analytics for example can used to summarise core issues from the vast
quantities of free-text in customer communications, interview verbatims and advisor
notes. Additionally, data visualisation techniques can be deployed such that business
decision makers can decide how to respond to customer distress episodes via an intuitive
interface which gives them what they need to respond in shorter time-frames. We hope
that our model can evolve to incorporate these developments over time, and that other
organisations can use it as a baseline for their own business needs.

Acknowledgements. Thanks to Florian Allwein of LSE for additional data from advisor
interviews and observations. Thanks also to William Harmer of BT for his Process Mining
expertise.
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Abstract. This study investigates the way how consumers react to colors and
scents as two independent atmospheric cues in stores, given that the two
independent variables, were classified into two different levels of cool (blue or
citrus-mint) and warm (red or citrus-vanilla) depending on the properties of
those. In this study, a 2 (color: blue vs. red) � 3 (scent: no scent vs. cool vs.
warm) factorial design was conducted. The results show that ambient cues have
an impact on customer emotions such as pleasure and arousal, leading to better
shopping satisfaction when they interact together. The results of these sensory
interactions indicated that cool visual and olfactory cues received higher ratings
than warm cues did.

Keywords: Online shopping � Atmospherics � Store environment � Color �
Scent � Multisensory � Emotion � Satisfaction

1 Introduction

Consumers usually prefer e-commerce to brick and mortar retail stores because of the
many benefits from online shipping such as delivery services, times savings, as well as
better price for shopping [1]. As the number of online shoppers increases, Digital
marketers have heavily focused on shopping mall site design to attract more customers’
attentions among over other sites. Website design creates the store environment, which
produces the atmosphere, and then it affects emotional states of shoppers [10, 11, 15].
These affective states increase customer satisfaction [16]. Therefore, a web-based
environment plays a significant role in the context of online shopping.

By differently setting surrounding cues in a store atmospherics can take a different
form. The environmental features consist of social, design (e.g., color and layout) and
ambient factors (e.g., sound, smell, and lighting) [10]; thus, marketers manipulate these
factors to improve the store environment by stimulating five senses [12]. On a website,
we have mainly investigated whether color dominates an entire interface [25] as a
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visual cue or design factor. In other words, color causes a sight sensation when con-
sumers face a website. The visual aspects such as colors, blue or red, induce pleasant
and arousing feelings [2], and these emotional states modify shopping-related behav-
iors [3, 15, 36]. In this respect, we manipulated design factors strategically in order to
produce an atmospherics within a website. Researchers, however, have rarely
addressed ambient factors, compared with design factors; this study investigates
ambient factors as non-visual cues in terms of diversity and then, we suggest a new
interaction model by considering ambient factors.

Based on design factors, the sensory modalities using ambient factors such as
audition and tactility have been generally used in order to improve overall experience
and satisfaction. The interaction model for vision and olfaction has yet to be established
in the context of web-based environment. However, TTA, IT association, suggested
“olfaction and its applications will make next computing environments promote the
related industries” as olfactory technology increases such as user interface for olfactory
information presentation [34; p. 8] and thus, we anticipate the effects of olfactory cue
by interacting visual cues in computer environment’ context.

One of ambient factors, olfactory cues are likely to interact with visual information
in the ambiguous state; for example, color can help enhance the ability to recognize
olfactory information (e.g., yellow with lemon) [4]. In addition, the sense of smell
induces pleasant or arousing emotions [32] and leads to changes of behavior [5],
evaluation [32], and satisfaction [22]. Therefore, the interaction of visual and olfactory
cues is not informative but situational and ambient cue that can provoke positive
responses or behaviors from shoppers using the browser. To elicit a plenty of sensation,
olfactory researches have studied in various industries such as gallery, movie, and
advertisement. For instance, Dunkindonuts ads in the U.S. domestic market used
olfactory stimulus by using automatic aroma spray. This Ad provides viewers with a
scent related to a visual information, resulting in sales increase. In this light, a physical
environmental feature, olfactory cue should reflect on web-based environment in order
to enhance affective consumer behavior in online shopping. Technological approach
such as olfactory display [17], which is not universally developed, can be provided to
shoppers who face website; thereby the influences of olfactory cue in web-based
environment are expected to result in effectiveness as much as an external environment.
Therefore, this study examines the effects of color, scent, or both of those cues on
satisfaction toward e-commerce by changing an emotional state and this study inves-
tigates which type (blue vs. red) of environmental background is preferred. Then, this
research proposes a new interface to utilize olfactory cue.

2 Literature Review

2.1 S-O-R Framework

Robert and John provided the framework on the effects of environmental features in the
context of store environment [26]. They examined the model with three levels of
stimulus - organism - response (S-O-R) and their study showed that surrounding cues
as the stimulus have significantly influence on customer’s emotional state as the
organism. Furthermore, these emotional states have subsequent effect on approach/
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avoidance, which is positive/negative actions by evoked feelings, as responses [15]. To
investigate store environment, previous researches have been applied this model [10,
15]. Therefore, we used an S-O-R framework in this study.

2.2 The Environmental Features

In a situation in which a website created and operated, a wide variety of determinants of
changes in the store environment such as social (interactions between customers and
employees), design (visual cue), and ambient (smell, lighting, and sound as non-visual
cue) factors have been investigated in previous studies [10, 15, 39]. These factors can
influence a mood within retail stores positively or negatively, because individual
perception on stimuli and responses is relevant to one’s senses [27]. Dijkstra [7]
indicated that all environmental conditions come into operation among architectural
features, design features and ambient features. Similarly, web environment features,
such as color, scent, and lighting, affect consumers’ emotions [12]. Color and scent as
ambient cues play a key role in evoking a feeling focused on pleasure and arousal
[10, 32]. With the application of these determinants, digital marketers configure
websites to present a design the first time a shoppers logs on. The can easily update and
redesign a website, which is not possible in the case of offline stores [6]. By allowing
consumers to enjoy an emotional experience from a website visit, atmospheric cues can
greatly improve overall customer satisfaction during online shopping.

As far as the most dominant design factors are concerned, color is an easy and
convenient cue to change the atmospherics of the environment compared to other cues
[36]. Although visual features can help consumers enjoy shopping by directly deliv-
ering a plenty of information, they are less likely to provided differentiated experience
as diverse sensations in e-commerce as in brick-and-mortar stores. In other words,
digital markers use ambient factors as a method to create a new atmospherics, and thus,
shoppers can experience a wide range of sensations as soon as possible. In a study by
Wang [38], olfactory cues are associated with an environment in the context of situ-
ation. That means, the sense of smell depends on surrounding cues. Thus, researches
regard the application of olfactory cue as potentially important ones.

Olfactory display can enable user’s nose to deliver olfactory cue [17]. In other
words, a user can sense the diffused olfactory information through tube or air canon
attached to the side of the screen. In this respect, in e-commerce, it is possible to
improve the store environment not only with a typical application using design factors
but also with a new application employing ambient factors.

2.3 Affective Emotions Depending on Types of Colors and Scents

Color. In store design, colors can attract customer attention and deliver a different
mood in accordance with their properties; those have a wide range of meanings, such as
excitement, energy, calmness, happiness, and so on [24]. The types of colors are
divided into cool (short) and warm (long) by wavelength, which are concerned with
eliciting feelings [2]. In a study, colors in the same category are likely to show a similar
expression. Bellizzi and Hite [3] mentioned that cool colors (blue) make people feel
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relaxed, peaceful, calm, pleasant, tender, and comfortable. Colors such as red, in
contrast, convey a sense of arousal, excitement, distraction, negation, tenseness, and
stimulation [37]. In other words, emotions are opposite depending on the color attri-
butions [3]. Red color has disadvantages such as tenseness and negation, and therefore,
cool-colored backgrounds are perceived positively by shoppers [2, 12]. Despite the
disadvantage, marketers use red-based environments in stores or on websites because a
red design draws more attention than blue [3]; however, in previous studies, shoppers
prefer blue-based environment, which induces pleasure and arousal, in shopping malls
because they feel to be pleasant and peaceful. Therefore, it is necessary to explore what
color is meaningful in a web-based environment and what color produces higher levels
of positive affective states in online shopping.

Scent. Ambient scent may have influence on behavior, mood, and response, as well as
memory [4], in comparison with other sensory cues [28]. A study by Spangenberg et al.
[32] examined whether environmental scents affect consumers in store evaluations,
which, in turn, lead to positive behaviors [4, 5]. In general, scents are categorized as
floral, citrus, woods, spices, and mints [32]. Spangenberg et al. [32] evaluated citrus
and mint as pleasant scents. Research by Doucé and Janssens [8] showed that citrus
mixed with mint creates a pleasant environmental mood. The smells of citrus and mint
belong to the cool category and they have fresh/light features [21] and high-arousing
[12]. In the warm category, floral, woody, and oriental are affiliated, most of which
form a warm, calm, smoothing, and relaxed atmosphere [18] and those are low-
arousing [12]. To produce a pleasant and arousing web-based environment, citrus has
mainly used in marketing. The smell of citrus elicits feelings of pleasure, happiness and
serves as a powerful way of affecting product perception, resulting in sales [5]. In this
light, there is no problem of blending citrus as the base-scent with different scents (cool
or warm) to derive environmental atmospherics in dissimilar directions.

2.4 Multisensory Between Vision and Olfaction

Generally, the aim of marketing is to deliver an experience for a product by stimulating
a great deal of senses. In the traditional method, vision or hearing as the dominant
senses is available; however, the other senses (touch and smell) are now possible in
e-commerce with the development of technology. In recent years, other methods have
been applied to produce cross-modality as well as to present diverse senses
[20, 28, 39]. In a wide range of multi-modality, there has been little research on the
interacting application of visual and olfactory cues such as colors and scents in online
shopping [20]. The combination of vision and olfaction has been studied in adver-
tisements [29, 35] as well as marketing [10, 12], both of cues are similar in that they
provide people with information via visual media. For example, a study by Seo et al.
[29] showed that the sense of smell could help immerse viewers in visual content. Ellen
and Bone [9] demonstrated that the effects of scent have impact on attitudes and
product-related evaluation in the context of advertising. Kaye [13] showed that the
possibility of delivering olfactory cues in combination with visual media (e.g., web
sites, games, and films). In summary, the olfactory information helps drawing shop-
pers’ attention, interacting with visual cue. In addition, color enhances a consumer’s
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ability to identify the sense of smell [12, 30, 40] when surrounding cues are coherent
[21] because it is difficult to recognize olfactory cue alone [4]. The combination of
vision and olfaction has influence on experience [21] and satisfaction [16] by causing a
pleasant and arousing emotion. By appealing to visual and olfactory cues, a web-based
environment enables shoppers to change their emotional states, and then it leads to an
improved shopping experience compared to other environment provided by only one
sense.

2.5 Customer Satisfaction

By creating an emotional state by using website features, a store environment con-
tributes to customer satisfaction [16, 33]. According to Szymanski and Hise [33],
website design as an atmospheric cue (e.g., convenience, merchandising, site design,
and financial security) affects satisfaction through a pleasurable shopping experience.
Pleasure describes a sense of positive responses, and these reactions induce a hedonic
experience in the Internet environment [20]. In other words, website design aims to
form customer experience [31]. Thus, this study examined how visual and olfactory
cues as components vary affective states and then it demonstrated the effects of the
combination with surrounding cues on consumer satisfaction over the Internet.

3 Method

We designed a 2 (color: cool vs. warm) by 3 (scent: no-scent vs. cool vs. warm)
factorial design in order to explore the effects of sensory cues, both independently and
dependently, and identify the preference for different types of visual and olfactory cues
on customer satisfaction as affective approach toward e-commerce. In this experiment,
we manipulated the color and scent stimuli of environmental cues as independent
variables and we measured satisfaction with the shopping experience as a dependent
variable. Before the main experiment, we had conducted some pretests on visual and
olfactory stimuli were. In addition, we have performed the experiment in the labora-
tory, maintaining the same environment as much as possible, because the olfactory
technique could not be directly applied again repeatedly right after a specific scent was
used. Besides, it would be difficult to use the olfactory technology that still is not
universally developed.

3.1 Pretest: The Color Stimulus

To select relevant visual stimulus (color), thirty participants consisting of 13 males
(43.3 %) and 17 females (56.7 %) performed a manipulated check on preferences for
some specified websites involved in colors such as G-market and Enuri with a blue
background and the other websites such as 11st, Interpark, and Auction with a red
background. The mean age of the participants was 25.57 years (SD = 2.909) in the age
category of 21–36 years. A scale consisting of 25 items on a 5-point Likert-type scale
(e.g., web appearance (6 items), entertainment (6 items), information (4 items),
transaction (4 items), response (3 items), and trust (2 items)) was used [14]. We have
conducted a repeated measure ANOVA and analyzed the meaning of the results for
each color conditions. For the blue environment, G-market was chosen as a cool type
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(MG-market = 2.89, MEnuri = 2.81, F = 10.012, p < .01); Interpark as a warm type was
selected as the red environment (M11st = 2.63, MInterpark = 2.78, MAuction = 2.61,
F = 4.725, p < .05).

3.2 Pretest: The Scent Stimulus

We blended the smell of citrus with two different scents (citrus-mint and citrus-vanilla)
so that shoppers might enjoy and improve their shopping experience. The smell of
citrus conveys a sense of pleasure and arousal [32], and it acts as a powerful way of
improving product perception and the increasing sales [5], Moreover, it has a sub-
stantial impact on satisfaction [20]. The smell of mint makes people pleased and
aroused, as the same as citrus does [32]. Finally, the smell of vanilla has a positive
effect on pleasant emotion [12]. In this light, the smell of mint as a cool category and
the smell of vanilla as a warm category were selected, depending on previous studies
[8, 18] and their properties [21].

3.3 Participants & Design & Measure

To measure overall satisfaction toward e-commerce in response to environmental
stimuli, 90 South Korean undergraduate students who were not visually or olfactorily
impaired participated in the experiment. The mean age of the participants was
24.32 years (SD = 2.731) in the age category of 17–36 years. Furthermore, they
already have some experiences of online shopping on the G-market and Interpark
websites. By the scheme of the experiment, we have randomly assigned the ninety
participants to the six groups with different conditions. Each group was composed of 15
participants. The stimuli were composed of different types (cool vs. warm) of colors
and scents. The satisfaction questionnaire was adapted from studies by Lin [16] and
McKinney et al. [19]. In addition, a satisfaction measurement of the effects of pleasure
and arousal were added [23]. All responses were evaluated with a 7-point Likert-type
scale, ranging from 1 (totally disagree) to 7 (totally agree). The Table 1 shows the
questionnaire’s factor, items, and sources for independent and dependent variables.

3.4 Main Experimental Hypothesis & Procedure

This study provides an explication of the effects of environmental features such as
visual cue only, olfactory cue only, and both visual and olfactory cue by evoking
emotional states. In this light, this study proposes the following research hypotheses:

H1: Visual cues have an influence on the satisfaction.
H2: Olfactory cues have a positive effect on the satisfaction.
H3: The interaction between visual and olfactory cues has an influence on the
satisfaction.

Table 1. The questionnaire dependent variable

Category Factor Sources Items

Satisfaction Overall satisfaction McKinney et al. [19] 2
Customer satisfaction Lin [16], Oliver and Swan [23] 9
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To explore how the effects of environmental cues contribute to improving satis-
faction toward e-commerce, we have conducted the experiments in a laboratory room
with five seats and no windows in four experimental stages. Table 2 shows the
experimental procedure.

Prior to the experimental task, we randomly arranged online shopping malls such as
G-market and Interpark depending on the number of participants on the laptop. In
addition, the icon toward digital questionnaire was prepared to be getting started within
the laptop computer. For olfactory conditions, a diffuser and a candle were placed, out
of sight, in the room in order to spray into the air 2 h before the experiment started. We
controlled the olfactory stimulus in the room in which the experiment took place by
means of an automatic injection that operated whenever a new participant comes in the
laboratory. To change the olfactory cues, we suspended the experiment for two days,
and we ran the air conditioner to get rid of the previous olfactory cues in the room.
We also maintained the other conditions the same as for the other olfactory stimuli. The
experiment proceeded in an orderly way (no scent, citrus-mint, and citrus-vanilla).
The total time spent by an individual was approximately 30–40 min. We conducted the
other conditional experiments were conducted in the same way as designed.

4 Results

The effects of visual and olfactory cues such as colors and scents in e-commerce for the
six different conditions. The main data were statistically analyzed with two-way
analysis of variance (ANOVA; F(5, 84) = 3.210, p < .05). We observed a statistically
significant difference between groups in accordance with the scent condition (Table 4).
Table 3 shows that the interaction effect was significant (F = 5.044, p < .01); thus,
satisfaction differed depending on the interactions of cues. We conducted a post-hoc
comparison with the Duncan test and the test results indicated that the effect of ambient
scent was larger than that of the no-scent (Table 4).

Table 2. The experimental procedure

Stage Explanation

1: Preparation All the necessary conditions (laptop, environmental conditions) and the
visual and olfactory stimuli were prepared. The purpose of the study
and expected outcomes of the environmental features such as visual
and olfactory stimuli were told to the participants; then, they were
asked to fill out confirmation on data collection.

2: Experimental
task

The participants had to search and purchase a specific item by
instructions (e.g., electronics devices and related accessories) within a
controlled category on specific websites for approximately 20–30 min.

3: Questionnaire Upon completion, participants filled out a digital questionnaire, as in
Table 2, about shopping satisfaction.

4: Question &
Answer

After participants had finished the overall experimental tasks, their
answers were debriefed.
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The effects of both independent variables are illustrated in Fig. 1. The results
suggested that satisfaction was enhanced if two independent variables were congruent
(Table 4 and Fig. 1); Under the cool-type conditions, the participants were significantly
likely to feel satisfaction compared with the warm-type conditions (MCool-Blue = 5.28,
MWarm-Red = 5.09). Therefore, this study found a significant main effect and interac-
tion. In several conditions, the subject and variables with cool properties had more
impact on satisfaction in e-commerce than warm ones.

Table 3. The results of analysis of variance of the mean catch by color and scent

Source of variation df MS F P Partial Eta Squared

Color 1 1.484 1.779 .186 .021
Scent 2 7.653 9.177 .000*** .179
Color � Scent 2 4.207 5.044 .009** .107
Error 84 .834
Total 90

*p < .05,**p < .01,***p < .001

Table 4. Mean and standard deviation values for each experimental condition

Source M SD N Source M SD N F P Ducan

No-scent (a) Warm (c)

3.210 .011*
a <

b,c

Blue 4.23 1.013 15 Blue 4.50 1.141 15

Red 3.69 .900 15 Red 5.09 .697 15

Cool (b) Total

Blue 5.28 .483 15 Blue 4.67 1.009 45

Red 4.46 1.069 15 Red 4.41 1.054 45

Total 4.54 1.034 90

Fig. 1. Effects of color, scent, and color � scent satisfaction (Color figure online)
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5 Discussion and Conclusions

The aim of our research is to analyze the interactions between visual and olfactory cues
in e-commerce and then to determine whether surrounding features are appropriate for
a web-based environment. Environmental cues, which in turn contribute to better
emotional states, lead to the satisfaction toward e-commerce.

Our findings demonstrate the effect of ambient scent to enhance satisfaction and
support visual cues. The results also suggest higher levels of satisfaction when scent
and color are matched. As indicated in studies by Milotic [21] and Shankar et al. [30],
vision and olfaction increase their sensory effect when they mutually depend the other.
The effects of color, however, could not be demonstrated. Although the results do not
support the color’s influence, the blue-based environment’s rating is higher than
red-based environment based upon the research. Furthermore, the participants generally
preferred cool olfactory cues (citrus-mint) which evoke pleasant and arousing emotions
to the warm olfactory cues (citrus-vanilla), although the presence of scent tends to be
favorable compared with the absence of scent in common with Bellizzi and Hite [3] ’s
research. Therefore, the cool-related environment increased customer satisfaction
likewise the results from the previous researches [2, 12]. In other words, sensory cue
with cool properties can act as a trigger to induce a pleasure and arousal in environ-
ments. By taking advantage of these effects, digital marketers can make individual
shoppers improve a satisfaction in their own environment.

The sensory cues have a significant influence on affective response in the context of
online shopping; thereby we can expect that to the sensory cues substantially change
affective behaviors such as intention. In this respect, the application of olfactory may
broaden the scope of the interaction such as auditory and haptic cues. Besides, it is
meaningful to use the combination of olfactory and visual cues, except for color, to
improve behavior or response evoked by emotional state. These environmental cues
carry a shade of meanings depending on their properties. The interaction between
visual and olfactory cues increased satisfaction levels for shoppers. This study provides
empirical support to retailers how to construct a web-based environment that influences
customer satisfaction. Despite these findings, this research has limitation; for example,
it does not reflect on a wide variety of properties.

Even though we reached some meaningful conclusions, we could not prove the
effects of color. So, future research are recommended to expand the types of colors not
limited to red and blue which interact with ambient scents in order to examine the
effects of color. In website design, as a practical application of this research, it is
believed to test other colors in addition to blue and red; this research investigated the
effects of surrounding cues to specific products only, however a wide range of products
may be extended to explore the surrounding cues at diverse levels in e-commerce.
Finally, future study should consider that the olfactory technology is not widespread
and not commercially available in the market. This study also conducted an experiment
through the reproduction process rather than to the experiment via olfactory technology
directly; thereby there may be differences on the results between laboratorial and
commercial environments. In this respect, future study needs to consider approaching
this point in a different way.
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With these suggestions, knowing that environment features have relevance to
atmospherics and satisfaction based on conditions, digital marketers have opportunity
to propose a new interface that can be applied to a variety of visual contents such as ads
and website in that design is required for content.
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Abstract. In light of the situation that banner ads are normally ignored by the
target group, the question arises of whether the placement of such ads is reason‐
able. Referring to the mere exposure effect and priming mechanism, some impact
can be derived, however, not always as desired. Depending on existing positive
or negative predispositions toward a specific brand, the effect of such a banner
can be either positive or negative. It seems that a banner from a negatively
perceived brand triggers negative predisposition, hence leading to decreased
brand choice.

Keywords: Mere exposure effect · Banner blindness · Priming · Implicit memory ·
Inattentional blindness

1 Introduction

Banner advertisements are familiar to everyone and are usually placed at the top or right
lateral of diverse websites with the aim of attracting visitors’ attention so that they click
on the banner. Such a click increases the so-called click-through rate (CTR), a metric
which is often used as an indicator for the success of banner ads [1–3]. Nevertheless, a
discussion about the meaningfulness of the CTR as an indicator for success has been
started in recent years [3, 4].

Within the scientific community, a common assumption is that when people visit
websites, they usually have specific goals in mind – they behave in a goal-oriented way
[5]. An example could be a person that is looking for daily news on a website of a
newspaper. Since people automatically filter out all information that is not relevant for
the achievement of a specific goal, banners will mostly be ignored and thus not
consciously perceived. This effect is known as inattentional blindness, which leads to
banner blindness [6–8].

Nevertheless, considering the approach of business practice, the CTR is often the
sole indicator for capturing the efficiency of banner ads. Consequently, in order to opti‐
mize this CTR, the primary focus must be placed on drawing the banner’s attention to
the target group. It therefore seems obvious that animated instead of static banners are
more capable of capturing the target group’s attentiveness. Unfortunately, more or less
the opposite holds true. Despite common arguments referring to motion effect theory,
experimental studies reveal the contrary effects [4]. At this point, the question arises of
what additional measures can be helpful to increase the efficiency of banner ads. Should
banners become increasingly larger or more animated, even with the risk of producing
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irritated consumers? It is argued here that these options may be wrong. This conjecture
is strongly backed by Heath and Heath et al. [9, 10].

To understand the theoretical background, it is of utmost importance to appreciate
all the psychological coherences on how banners affect visitors of a website. To gain a
more holistic view on this matter, it is necessary to not only measure metrics like CTR.
Instead, marketing experts should consider the fact that unconsciously perceived infor‐
mation and advertising play an important role when considering advertising efficiency.
Although this impact is widely known in the scientific community and already well-
documented [3, 4, 11–14], it must be emphasized that this aspect is mostly disregarded
in business practice.

One explanation for such implicit advertising effects is the so-called mere exposure
effect [15, 16], which refers to a psychological phenomenon by which people tend to
develop a preference for things merely because they have become familiar with them
and therefore, these things are perceived as less threatening [17]. It is important to note
that this effect does not depend on any conscious awareness of the initial exposure [18–
20]. Concisely, it can be assumed that familiarity may decrease the perceived risk asso‐
ciated with a brand, which is likely to lead to preference formation and thus affects brand
choice positively [21].

Taken together, the following hypotheses can be proposed:

Hypothesis 1a: A banner ad on a website will not be taken into account when visitors
behave in a goal-oriented way. As a result, the existing banner will be neglected.
Hypothesis 1b: In the event that a brand is initially unknown, even unconsciously
perceived banners positively affect a spontaneous brand choice.

However, the assumption in hypothesis 1b is just one side of the coin. What happens
if the advertised brand is already familiar and people have a certain attitude toward this
known brand? In such a case, a banner activates all the accessible representations and
associations, which have already been memorized due to past exposure and experiences.
This effect is called priming [22–24]. At this point, it needs to be emphasized that such
an activation of previously stored information does not always have to be positive.
Normally, the target group should be influenced in such a way that the sales volume of
a product is increased in the near future. Considering, however, that priming activates
the entire existing associative network of the advertised product or brand, including all
positive and negative representations, it must be assumed that the effect of a banner can
be both positive and negative – predominately depending on how easily accessible
certain aspects of the product or brand are. In the event of a person with mainly negative
representations towards a product or brand, a banner activates this negative mental
model [25]. In cases of neutral representations, again the mere exposure effect comes
into play. These assumptions lead to the second hypotheses:

Hypothesis 2a: If a target group already has a positive representation of a product or
a brand, a banner positively affects a spontaneous brand choice.
Hypothesis 2b: If a target group already has a negative representation of a product
or a brand, a banner negatively affects a spontaneous brand choice.
Hypothesis 2c: If a target group has a neutral representation of a product or a brand,
a banner positively affects a spontaneous brand choice.
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2 Empirical Studies

2.1 Pilot Study

In order to see to what extent the proposed banner blindness occurs, an experimental
pilot study was carried out with eye-tracking techniques. For the purposes of this study,
first simple banners of three different soft drink brands (Pfanner, Bravo, Happy Day)
were designed and included on the right lower corner of an existing web page of a
German newspaper (see Fig. 1). For the pilot study, we recruited n = 80 participants
from the University of Applied Sciences Upper Austria who were randomly assigned
to three experimental groups and one control group (n = 20 each). Depending on the
group affiliation (experimental group 1, 2, 3 or control group), the subjects were
confronted with the screenshot of the web page including one of the aforementioned
banners or with the version without such a banner (group 1 = “Pfanner”, group
2 = “Bravo”, group 3 = “Happy Day”, group 4 = “no banner”) - see arrows in Fig. 1.
At the beginning of the experiment, each subject received the following instructions:

“For the purposes of evaluating the structure of a website of a newspaper, you will see a screen‐
shot of this site. Please search for the word “Solidaritätszuschlag”. For this task, you do not
have any time pressure. After finding the word, please click on it with the mouse cursor. After‐
wards, your task is finished.”

This task was set for distraction purposes in order to trigger real goal-oriented
behavior. While the participants were searching for the specific word, eye gazes were
recorded with eye tracking equipment (SMI Red 250).

Fig. 1. Control group and experimental group of the pilot study
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Immediately after fulfilling the task, the subjects received further instructions. They
were asked to declare their preferences of three fruit juice brands. For this purpose, they
were subsequently confronted with all three possible pairs of the previously mentioned
three brands. The different brand pairs were presented in random order (“Bravo vs.
Pfanner”|“Bravo vs. Happy Day”|“Pfanner vs. Happy Day” – see Fig. 2). Separately for
each pair, they had to spontaneously select their preferred brand.

Fig. 2. All brand pairs for the selection task
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2.2 Results of the Pilot Study

Firstly and foremostly, the pilot study’s purpose was to reveal if the banner attracted
any visual attention. The results of the eye tracking largely confirmed hypothesis 1a.
More than 85 % of the subjects did not fixate on the banner one single time. The
remaining subjects did so, but only once. On a critical note, none of them could mention
the brand name of the banner ad, when asked afterwards. These results clearly support
hypothesis 1a.

Secondly, it appears that for those subjects who did not know (or were only slightly
familiar with) the depicted brands, banner placement leads to a higher brand preference
compared to the control group. These results are in line with the aforementioned mere
exposure effect and are initial indicators for the confirmation of hypothesis 1b.

In addition, those subjects who are well familiar with the brands seem to perceive
the banner in line with their existing positive or negative representations of the respective
brand. This tendency supports the aforementioned assumption that the priming effect
reinforces both positive and negative brand choices.

Due to the small sample size of this pilot study, these results reveal just a tendency,
which should be interpreted with care. In order to underpin the results of this pilot study,
subsequent research has been undertaken.

2.3 Main Study: Results and Discussion

For the sake of proving the aforementioned hypotheses, we developed an online experi‐
ment. The setup largely resembled the one used in the pilot study, yet with different
brands and other websites. As can be seen in Fig. 3, the main study consisted of four
experimental groups and two control groups. The six screenshots and complete instruc‐
tions for the distraction task were included in six online questionnaires. The only differ‐
ence between these questionnaires was that the screenshots included a different banner.

In this online experiment, 905 students of the University of Applied Sciences Upper
Austria participated. First these students were randomly divided into six groups. Each
group was asked to answer one of the six questionnaires. All questionnaires started with
a question about existing predispositions towards a random choice of brands. The four
banner brands were included in this choice. Afterwards, they received the same instruc‐
tions as previously given in the pilot study. Subsequently, one screenshot per question‐
naire was presented (see Fig. 3) where the specific word of the distraction task had to
be sought. When finished, they had to answer some demographic questions and these
two questions concerning banner blindness:

Do you remember if there was a banner on the screenshot?
If yes, what brand was it?

At the end, the students had to select their preferred brand out of two (see Fig. 4),
again in line with the previously conducted pilot study.
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Fig. 4. Brand choice possibilities

The mean age of the participants was M = 24.99 years (range: 16–29, SD = 7.32)
and consisted of 418 females (46.2 %) and 487 males (53.8 %).

At first, answers given to the two questions concerning banner blindness were
analyzed. More than 75 % of the students reported that they were unaware of any banner.

Fig. 3. The different control groups and experimental groups of the research
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The remaining 25 % stated that they had seen a banner, yet the majority of them could
not name the correct brand. Just a few of them (n = 7) gave the correct answer. These
results again support hypothesis 1a.

For the confirmation of hypotheses 2a–c, and to control possible interdependencies
between existing predispositions toward the brands used, we divided the existing six
samples into four subsamples per banner brand.

• First subsample: students with a positive predisposition toward the banner brand.
• Second subsample: students with a negative predisposition toward the banner brand.
• Third subsample: students with no/neutral predisposition toward the banner brand.
• Fourth subsample: students who did not know the respective banner brand.

This division is necessary in view of the existing set of preferences with regard to
the brand choice which had to be made by the respondents. The fact is that when someone
needs to make a decision between two brands, the respective decision highly depends
on the existing predisposition towards both brands. Against this background, this rele‐
vant differentiation into four groups had to be taken.

The respective selected brand of two brands offered was the dependent variable of
our experiment. In order to analyze and evaluate the brand choice of the subjects, a
predisposition-dependent analysis in the form of a contingent table was carried out. A
chi-square test was calculated to identify significant coherences.

Table 1 depicts all the calculated results and it becomes obvious that many subsam‐
ples contained too few subjects, as indicated with “n.a.” (not analyzed). Consequently,
an evaluation of such samples does not make any sense. In view of this limitation, a
further point needs to be taken into account. As can also be seen in Table 1, the available
sample sizes are rather small and the calculated results have to be interpreted with care
just as in the pilot study. In a similar vein, the chi-square test gives slightly non-signif‐
icant results (chi-square value > 0.05 but < 0.1). Taking all these factors into account,
it is impossible to confirm the formulated hypotheses 1b and 2a, 2b and 2c.

Nevertheless, the existing data show a distinct trend, which supports all the hypoth‐
eses but of course, does not confirm them. As such, it appears reasonable to have a closer
look at the results in Table 1.

Let us begin with hypotheses 1b and 2c. If a person did not know the banner brand
(here “Jomo”), and she or he had a negative or neutral predisposition towards its
competing brand (here “Oelz”), then the banner of the unknown brand (=“Jomo-
banner”) increased the choice probability in favor of the banner brand (=“Jomo”). For
the actual results please see cells 8c & 8d 8e (+33.3 %; “Jomo”), 11c & 11d & 11e
(+16.7 %; “Jomo”), 20h & 20i & 20j (+14.2 %; “Power Horse”).

Hypothesis 2a corresponds with cells 1c & 1d & 1e (+30 %; “Jomo”), 21c & 21d
& 21e (+7.1 % “Power Horse”). As can be seen from these results, an initial positive
representation of a brand affects a spontaneous brand choice positively.
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Table 1. Results of the spontaneous brand choice

Hypothesis 2b corresponds with cells 6c & 6e & 6e (−20.0 %; “Jomo”), 11h & 11i &
11j (−16.4 %; “Oelz”), and 41h & 41i & 41j (−4.8 %; “Power Horse”). These results
reveal that an initial negative representation of a brand affects a spontaneous brand choice
negatively.
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3 Conclusion

This contribution sheds some light on how banner ads influence brand choices. In the
event of a more or less unknown brand, banner ads may have a positive impact on
shaping attitudes, leading to a positive predisposition towards the brand. These coher‐
ences are based on the mere exposure effect, which is widely accepted.

Particular caution has to be taken if the brand is already known, and if stored repre‐
sentations of a brand are available in the associative network of the consumers’ brains.
In such a case, the banner activates all of the existing positive or negative information.
Thus, a banner is only supportive if somebody has memorized mainly positive repre‐
sentations. In all other cases, the opposite holds true, and the possibility is high that such
a banner deteriorates future purchasing behavior.

In planning a marketing campaign, specific attention needs to be called to these
aspects, especially in view of the fact that is in no one’s interest to reduce the sales of
the advertised product.

Due to the outlined limitations, a follow-up study is recommended. In order to reach
sufficient samples sizes in all necessary subsamples, we recommend that the overall
sample go beyond n = 1000. In addition, it would be advisable to integrate just two
brands instead of four. Moreover, a selection of highly polarizing brands would increase
the probability of attaining well-distributed samples, which is especially relevant in view
of the consumers’ predisposition towards the selected brands. A further factor that may
come into play is the gender of the participants and should hence be taken into account.
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Abstract. Computer vision and pattern recognition has achieved great devel‐
opments in last decade, especially the feature categorizing and detection. How to
exploit the new techniques in this research area has rarely discussed in the infor‐
mation systems field. This paper aims at exploring the opportunities from the most
recent development from computer vision area from the online shopping experi‐
ence perspective. We discussed the possibility of extracting meaningful infor‐
mation from images and apply this to the online recommendation system to
improve online customer shopping experience. Implications to both researchers
and practitioners are discussed. The contribution of these papers are twofold,
firstly, we have summarized the state-of-the-art of the computer vision develop‐
ment in the online shopping recommendation system, especially in the fashion
industry; secondly, we have provided some potential research gaps for on how
computer vision method could be used in the information systems field.

Keywords: Online recommendation system · Machine learning · Shopping
experience · Image processing · Fashion recommendation

1 Introduction

In recent years, with the development of online shopping, the shopping experience of
online customer has been investigated by many researchers [4, 26, 28, 36] from different
perspectives. Among these studies an important issue of online shopping experiences
lies in the difference between online and offline shopping experience [10, 18]. These
researches showed that the socioeconomic variables which traditionally considered
being import have changed to be insignificant as before but security aspect tends to be
more related. Based on those findings, on-line shopping websites are built to improve
the shopping experience from several perspectives including quality control of website
[26], interface design for elderly people [27], service quality experience [4] etc. Previous
studies have identified that product uncertainty and low retailer visibility will have
negative impact on customer satisfaction and thus poor online shopping experiences
[33]. Researchers have endeavored to capture more information about products and other
features to enhance customers’ online shopping experience including utilizing big data,
computer vision, and machine learning techniques recently developed.
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The online recommendation systems for improved customer online shopping expe‐
rience have gained popularity because the past transaction data could be used to predict
customers purchasing choices [45]. At the same time, there are many successful solu‐
tions for online customer recommendation systems [2, 39]. For example, Amazon had
increased nearly 30 % of its sales by developing the online recommendation system from
customer browsing history. At the same time, the online recommendation system also
helps Amazon to control the security and price of the selling item by analyzing the big
data provided by customers and products [31, 38]. However, most existing online
recommendation systems are developed from readable text [3, 21, 40], leaving many
new types of data such as image and multimedia data unused. Multimedia data and image
data provides much rich information than readable texts. How to extract meaningful
information from multimedia resources like images and apply the extracted information
into the online shopping recommendation systems has rarely been considered mainly
due to the relevantly new development of computer vision technologies. This study aims
at exploring the new techniques from Computer Vision and Machine Learning perspec‐
tive and proposing a framework of integrating these new techniques with the existing
online shopping recommendation systems. The fashion and clothing industry are used
in this study as an example to explore such possibility.

We firstly reviewed past research from online shopping experience perspective,
mainly on the design of online shopping website or online customer satisfaction,
followed by a search for the Computer Vision methods which may be applied to improve
online shopping experience. We reviewed most top conferences on Computer Vision
such as Computer Vision and Pattern Recognition and ACM Multimedia Conference,
especially targeting at the fashion and clothing area. The review results demonstrated
that attribute learning method could be used to improve online shopping experience. We
illustrated this by demonstrating how fashion item recommendation system could be
developed with attribute learning method in computer vision. The implications to both
researchers and practitioners are then discussed.

2 Computer Vision Methods and Online Recommendation Systems

The previous research of online shopping behavior [30] shows the dimensions of web
site design, reliability, responsiveness, and trust affect overall service quality and
customer satisfaction. This paper mainly explore how online shopping experience could
be improved from the web site design perspective and explores what new type of tech‐
nologies from Computer Vision could be used to improve the website design. Mean‐
while, we also try to discuss the implications of machine learning and computer vision
on information systems theories. We firstly discussed the recent developments in the
Computer Vision area and then explore how these new techniques could be applied into
the online shopping recommendation system.

428 Z. Li et al.



2.1 Extract Semantic Attributes from Images

Early studies on online recommendation system rarely consider image as an important
factor but only to display the pictures clearly to achieve the optimal product effects [16].
The information in the picture is not fully explored mainly because the image processing
techniques haven’t been fully developed in early days. Alongside the development of
the Image Interactivity technology which enables the creating and manipulation of
product images, the potential to exploit more feature from images increase. In the begin‐
ning, researchers started focusing on sketching and modelling fashion items [7].
Recently, due to the techniques from machine learning, Computer Vision is witnessed
some big breakthroughs. One of the major breakthroughs in Computer Vision is the
recognition of image categories [14, 29, 42]. The first improvement comes with feature
representation of images, for example, at the feature level, there are kinds of features
that could be extracted by different methods including SIFT [24], GIFT [35], Histograms
of Oriented Gradient (HOG) [11], Local Binary Pattern (LBP) [1], Maximum Response
Filters [43]). Based on these features, a well-trained model could be developed to classify
different objects, such as shirts, shoes or hats into categories. The semantic attributes
provided by researcher can be used to further assist object classification. Some business
solutions had already used this method to preform image mining and achieved satisfac‐
tory results [5]. An example of semantic Attribute on Clothes is shown in Table 1.

Table 1. Example of semantic attribute on clothes [5]

Colors Patterns Materials Structures Looks Persons Sleeves Styles
Beige Animal

print
Cotton Frilly Black/

white
Child Long Nerd

Black Zebra Denim Knitted Colored Boy Short Outdoor
Blue Leopard Fur Ruffled Pastel Girl None Preppy
Brown Argyle Lace Wrinkled Gaudy Female Punk
Gray Check‐

ered
Leather Male Rock

Green Clotted Silk Romantic

However, the problem with this kind of recognition mechanism is that it usually
ignores certain type appearance of objects such as the color and texture. In order to solve
this problem, some new models were introduced to learn visual attributes [15]. By using
this method, human understandable properties could be extracted from images. If we
put those properties as labels attached to images, then we can group images by a combi‐
nation of labels [13, 25]. For example, we can describe a shirt in a specific style with
black and white stripes or a white shirt with red round on it and classify clothes with
these properties. By using those methods, we could extract some high level semantic
features from images such as clothing style, patterns and textures. But these methods
only work well with clear and simple image data. As a result, in the realistic online
shopping environment, those methods can hardly handle the complex and noisy image
resources.
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In order to solve this problem, some object detection models have been developed
[9, 46]. These models use human pose estimation or simple object detection method to
locate the interesting item in an image so that attribute learning method can be applied
only to those located item. With this kind of preprocessing method, we could extract
semantic attributes from images in a real online shopping environment. There is already
some success research in this area. Actually, there is already some success research on
this. For example, through collection of a well labelled dataset, Chen et al. [8] extracted
complex semantic features from clothing in Fig. 1. Moreover, Liu et al. [32] collected
both top and bottom clothes and identified the semantic feature relations between them,
which enable them to make further suggestion on item combinations of clothes.

Fig. 1. Extract clothing attribute

As shown above, applying those information collected from Computer vision
method could help to improve the design of website and improve not only the description
of products but also the shopping experience. However, based on the research of the
complexity of website, Park and Kim [36] separated the whole web site into six aspects
and find the importance of each part is not equal, and the design of website should not
be too complex [17]. So when applying these new technologies into online shopping
environment, we need to consider the complexity of new feathers. To apply the huge
amount of information provided by Computer Vision methods, certain work is required
to be done in information system area to measure the effects of those semantic features.
Currently there is no research in the information systems area trying to explore the usage
of computer vision methods to improve customer experience. This paper aims at
exploring the new perspective and new theories that might arise from the interaction
between computer vision and information systems research areas.
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2.2 Enrich Recommendation System with Image Features

Analyzing the customers’ behavior from their shopping history and using these infor‐
mation to make recommendations to customers so that customers shopping experience
could be enhanced has become a trend in most e-commerce websites [10, 36]. Currently,
most online shopping websites such as Amazon and eBay make suggestions to their
customer by analyzing customers searching or shopping history. This method is
successful because related items or products similar to those from their browsed history
could be pushed to customers. The limitation is that all the predictions are only based
on the item-to-item or user-to-item combinations [31, 37]. The algorithm of these models
only considers the relations between item and user or item and item, but ignores the
features of the products themselves.

The most salient features extracted from images in e-commerce websites would be
used to enhance online recommendation systems and thus shopping experience.
Extracted feathers could be those descriptive feathers perceived by human beings such
as color and style etc. For example, clothes on Amazon web-site usually contains 5
labels: color, style of sleeve, material and brand, but from the pictures provided by
website we can extract more than 10 additional labels such as length, cut, pocket, collar,
and material etc. [8, 12]. Moreover, new algorithm could be built based on some public
training datasets [5, 23], and well trained model can automatically extract the clothing
part and analyzing possible labels from each clothes. These labels could be implemented
from human perspectives and some cognitive factors could also be used to extract useful
information from clothes pictures. For instance, personality type could be used to clas‐
sify clothes style based on attributes extracted from images. There is thus a possibility
to provide more accurate description of products from higher cognitive and conceptual
level so that customers could be provided more enriched products information at higher
conceptual and cognitive level.

The overall trend for online fashion recommendation system enables the online
shopping systems to be more personalized. There are some successful examples for the
fashion recommendation systems through mining the combination of both text and
image features. Jagadeesh et al. [22] proposed a fashion recommender by analyzing the
color model from street images for item recommendation. Iwata et al. [20] collected text
and image data from fashion magazines to build a topic based recommendation system.
These two works are item based which only consider the relationship between items and
the item-user relationship is not considered here. With the development of social
networks, personalized recommendation systems with image features are gaining popu‐
larity in recent research. Sigurbjornsson et al. [41] proposed a personalized tag recom‐
mendation system based on a Flickr dataset. In this work, they analyzed the frequently
used tags of customers to automatically recommend personalized tags for newly added
photos. And another research from Yue et al. [47] provided a similar personalize recom‐
mendation system by collecting customers’ feedbacks. This type of research mostly
concentrates on the customer side, and provides recommendations by finding similar
customers. Meanwhile, there is also some research considering both user-to-item and
item-to-item relationship at the same time. In Hu et al.’s [19] research, they built a model
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with each customer’s preferred fashion items and then combined these items to make a
personalized recommendation for a set of fashion item as shown in Fig. 2.

As shown in Fig. 2, researchers build various recommendation systems through
mining the large set of data collected from computer vision methods. However, the
current contribution of these new papers is mostly on the new mathematical methods or
algorithms that could handle different types of datasets. These works only focus on the
recommendation algorithm from the technology perspective. How customers will
response to this new type of data hasn’t been investigated from the information systems
perspective. What type of features shall be extracted? Which features are more salient
in improve online customers shopping experience haven’t been explored as well.

2.3 Image Analysis with Humans in the Loop

Most Computer Vision problems are solved by machine learning algorithms and there
is no need to build a huge image dataset to be learned by that algorithm. Rather
researchers need to collect a well labelled fashion dataset for training purpose. The
quality of that dataset determined the accuracy of the computer vision model in a certain
degree. However, the collection of that dataset is normally expensive and time
consuming. Specifically, in fashion and clothing industry, the product and style are
changing ever year and fashion companies update their dataset frequently. To solve this
issue, the humans in the loop method is proposed [6, 34]. In this method, humans answers
are collected for some specifically designed questions, and these questions are formed
as human knowledge to enrich the model. Compared with the previous algorithm, the
Humans in the loop method use less dataset and get more intelligent results in a dynamic
way.

The current progress for humans in the loop methods only have been widely used in
animal datasets [6] or unfamiliar classes [44]. There are not any works on fashion items
mainly because the feedbacks on fashion items are different among different customer
groups, which is not like those structured feedbacks on animals. To improve the humans
in the loop methods for the fashion items, more feedbacks from different customer
groups could be adopted in the algorithm. The past marketing research findings on
customer segmentation could be considered to apply into the humans in the loop
methods. The integration of previous marketing theories and information systems theo‐
ries is expected to contribute to the humans in the loop methods.

Fig. 2. Finding tops to match with given bottom and shoes with image features [19]
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3 Conclusion

The purpose of this research aims at exploring the potential to combine the computer
vision method with information system method to improve the online shopping expe‐
rience. We have reviewed and visited a series of computer vision methods and machine
learning skills, especially from the fashion area, followed by the current development
of online shopping recommendation systems. We found that most online shopping
recommendation systems only used the text information from the products and a large
amount of information from pictures are not considered in the current online recom‐
mendation systems.

We proposed that more fine and enriched information extracted form product
pictures with computer vision methods could improve the online shopping experience,
and illustrated with the current progress in this area. Although, the potential for the online
recommendation system through computer vision methods is very promising there are
still many issues to be tackled. We have proposed two important perspectives to be
considered to better apply computer vision methods into online recommendation
systems. Firstly, what type of semantics features shall be used to build the conceptual
models to extract attributes from products pictures? We may have fantastic computer
vision techniques but customers may not like any information extracted from product
pictures. The conceptual models and even past marketing theories could be used to make
the conceptual features more meaningful for computer vision methods. Secondly, with
the humans in the loop methods, what type of customer knowledge shall be used to build
the algorithm for fashion items?

To apply the computer vision methods into online recommendation system, it’s thus
essential to gain insights and knowledge from customers’ perspective. More research
shall focus on testing and investigating customer feedbacks on the current online recom‐
mendation systems through computer vision methods. There are also some issues to be
solved before applying extracted information from images to the online recommendation
system from the technology perspective. Those new algorithms mentioned above all
concentrate on the technology side, and most of them only work well with detailed
labelled training data. In realistic situation, it might difficult to build the well labelled
training data and the images to be analyzed also contain lots of noise data. In this case,
the performance of current Computer Vision algorithms should be carefully tested
before putting in use.
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Abstract. With the advancements of information technology, internet finance
as a IT-enabled virtualization of business process has gain a fast-growing market‐
place. However, little is known about why there is still a widely reluctance to use
internet finance. Based on process virtualization theory and user resistance liter‐
ature, we postulate a research model of user’s resistance to internet finance by
integrating the process characteristic factors, external influence and internal
influence of user. Finally, we discuss the potential contributions and limitations
of the study, as well as ideas about related future research. Throughout the study,
we use the process virtualization theory as a means of integrating discussion and
survey approach is chosen to collect data and empirically test the model in future
research. The potential theoretical contributions are mainly made to user resist‐
ance literature and internet finance implementation. Meanwhile this study
provides explanations of why certain users tend to resist to internet fiancé while
others not.

Keywords: User resistance · Internet finance · IT-enabled virtualization

1 Introduction

In this new era of information technology, more and more processes, previously
performed through physical channels, are migrated virtually via information technology
in the last decade [1, 2]. For example, financial banking processes are performed
increasingly through internet channels, rather than through bank branches [2]. However,
in spite of a fast-growing marketplace, internet finance as an IT-enabled virtualization
of business process has encountered a reluctance to use from user community.

User resistance, which is identified by various IS research as the primary reason for
IS failure [3, 4], becomes a salient problem for researchers to investigate. Although the
drivers and manifestations of user resistance have been extensively studied in previous
literature [5–7], those studies mainly rest on the conceptual level. Besides, while most
of those studies focus on user resistance in mandatory organizational settings, few
research probe into the user resistance in the context of discretionary use such as internet
finance. Moreover, there is paucity of empirical study in the field of user resistance [7].
Hence this empirical study is set out to investigate our central research question:
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• What factors affect user’s resistance to internet finance?

In order to address the research question, we build our research on process virtual‐
ization theory (PVT) and user resistance literature. By integrating the factors identified
in PVT and user resistance literature, we posit that (a) process characteristics—sensory
requirement, relationship requirement, synchronism requirement, identification and
control requirement, and perceived risk, (b) external influence—perceived critical mass,
and (c) internal influence—self-efficacy, will jointly influence user’s resistance to
internet finance.

The remainder of the paper is organized as follows. First, we review the existing
literature on user resistance and PVT to discuss the theoretical foundation of this study.
Our research model and hypotheses are then developed in the subsequent section,
followed by a brief description of methodology. Finally, we discuss the potential theo‐
retical and managerial implications of this study, as well as its limitations and directions
for future research.

2 Theoretical Background

2.1 User Resistance

User resistance has received relatively little attention in literature when compared to
user acceptance. In psychology research, user resistance is defined as an individual’s
tendency to avoid making changes [8] while in management research it has commonly
been conceptualized as conduct that seeks to maintain the status quo or persistent avoid‐
ance of change [9].

In IS domain, resistance has been conceptualized as behaviors of users that intended
to prevent the implementation and use of a new IS [10] or an adverse reaction to the
changes associated with a new IS [3, 11]. However, as shown in Table 1, there is no
consensus in the literature on how user resistance should be defined.

Recently user resistance has been conceptualized as a multidimensional construct,
which contains five basic elements (i.e. manifestations of resistance, subjects of resist‐
ance, object of resistance, perceived threats, and initial conditions) [7, 17]. Generally,
user resistance can be defined as behaviors occur following perceptions of changes
associated with the interaction between user and IT. In this study, user resistance refers
to the opposition of a user to perform a specific process virtually.

Although there has been more attention in IS domain paid to user resistance, existing
studies on user resistance tend to be more conceptual. There is a dominance of case
studies which only enumerate the manifestations and drivers of user resistance [7] in
this area. However, the little empirical studies on user resistance [11, 18] usually inves‐
tigate resistance only in mandatory organizational settings [19]. Therefore, this study is
set our to explore and empirically the antecedents of user resistance of IT-enabled virtu‐
alization.
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Table 1. Definition of user resistance

Conceptualization Definition Citation
A behavior Behaviors intended to prevent the implemen‐

tation or use of a system or to prevent
system designers from achieving their
objectives

[10]

An adverse reaction to a proposed change,
which may manifest itself in a visible,
overt, fashion or may be less obvious and
covert

[3]

IS Avoidance: The individual has the oppor‐
tunity and even the need, but consciously
circumvents using the system

[12]

Cognition A cognitive force precluding potential
behavior

[13]

A psychological state A normal psychological reaction when a
person perceives the consequences of an
IT implementation as negative

[14]

An organizational disruption A signal from a system in equilibrium that
the costs of change are perceived as
greater than the likely benefits

[15]

A process A two-phase process: an initial phase that is
cognitive or emotional and a second one
consisting of the decision to resist

[16]

2.2 Process Virtualization Theory

We adopt the process virtualization theory (PVT) to build the theoretical foundation for
investigating the causes of user resistance. PVT was proposed by Overby to explain and
predict whether a process is amenable or resistant to being conducted virtually [20].
PVT analyzes the “virtualizability” of a process from the user’s perspective while
“virtualizability” here describes whether and to what extent a process can be carried out
virtually after the traditional physical interaction between people or between people and
objects has been removed” [20].

Here the process is widely defined as a set of steps to achieve certain objective [20]
and transitions of processes via physical channels to virtual channels through the media
of information technology are referred as IT enabled process virtualization. For example,
the migration of shopping to the online shopping, the migration of education to e-
learning, and the migration of financial banking to Internet finance are various forms of
IT-enabled virtualization.

According to PVT, there are four main factors that will negatively influence the
virtualizability of a process: (a) sensory requirement—“the need for process participants
to be able to enjoy a full sensory experience of the process, other participants, and
objects”, (b) relationship requirement—“the need for process participants to interact
with one another in a social or professional context”, (c) synchronism requirement—
“the degree to which the activities that make up a process need to occur quickly with
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minimal delay”, and (d) identification and control requirement—“the degree to which
the process requires unique identification of process participants and the ability to exert
control over/influence their behavior” [20]. In other words, if any of these requirements
increases, the process will become less amenable and more resistant to being conducted
virtually.

Although PVT provides great insights for understanding the phenomenon of IT-
enabled virtualization, there is paucity of empirically research following this stream.
Only Overby and Konsynski [1], and Balci [2] provide quantitative evidence of PVT.
Hence we will bring fresh insights for PVT by adopting and empirically validating it in
the context of IT-enabled virtualization.

3 Research Model

Based on PVT and literature on user resistance, we propose the research model of user
resistance to internet finance as depicted in Fig. 1.

3.1 Sensory Requirement

In this study, sensory requirement is defined as the degree to which users need to enjoy
a full sensory experience of internet finance. Sensory experiences not only include
tasting, seeing, hearing, smelling, and touching other process participants or objects, it

Fig. 1. Research model
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also includes the overall sensation that participants feel when engaging in a process (e.g.,
excitement, vulnerability) [20]. In IT-enabled virtualization, sensory requirement
become salient as the lack of physical interaction usually makes it hard for users to
establish a sensory connection to other people, objects, and the process. Although the
advancements of IT have facilitated the sensory virtualizations of internet finance to
some extent, there are still some virtualizations cannot meet user’s requirement of
sensory connections. For example, users will gain the sense of accomplishment when
they complete their financial business in traditional physical setting, e.g. bank branch.
Such sensation associated with conducting the act in person is difficult to replicate in
the IT-enabled virtualization. Thus, if users need to enjoy a high level of sensory expe‐
rience that internet finance may fail to provide, they will tent to resist to internet finance.
Therefore we propose:

• H1. Sensory requirement will positively influence user’s resistance to internet
finance.

3.2 Relationship Requirement

Relationship requirement here is defined as the degree to which users need to interact
with one another in a social or professional context when conducting business through
internet finance. Interaction in a social or professional context is suggested to trigger
knowledge acquisition, trust, and friendship development [20]. Previous literature indi‐
cated that the communication cues, such as gestures and posture, in physical interaction
will help express the interpersonal attentiveness and thus facilitate the relationship
development [21]. Accordingly, the lack of those communication cues in internet finance
will make it difficult for users to fulfill their relationship requirement. For example, due
to the complexity of internet finance, users will be more reassured to confirm the details
of financial product through interaction with bank clerks rather than peruse the terms
and conditions of the product by themselves. Besides, if users want to build a long-term
relationship with financial providers, they will find it harder to build it virtually in
internet finance. Similar to users with high sensory requirement, users with high require‐
ment of relationship will tend to resist internet finance. Hence, we propose:

• H2. Relationship requirement will positively influence user’s resistance to internet
finance.

3.3 Synchronism Requirement

In this study, synchronism requirement refers to the degree to which users need internet
finance to occur quickly with minimum delay. While synchronism is naturally associated
with financial business in physical settings, there is usually some extent of delay in
internet finance. For example, users are often asked to submit their transaction request
first and wait for the review process and final approval when they conduct financial
businesses through internet finance. If user needs certain process to be conducted in a
synchronous manner as in traditional physical settings, internet finance will likely be
resisted. Hence we propose:
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• H3. Synchronism requirement will positively influence user’s resistance to internet
finance.

3.4 Identification and Control Requirement

In this study, identification and control requirement is defined as the degree to which
internet finance requires unique identification of participants and the ability to exert
control/influence over their behavior. Previous literature argued that it is important to
know the identity of the other party when developing a relationship [20]. However, since
users cannot physically inspect others to confirm their identity in IT-enabled virtuali‐
zation, many virtualized processes failed to satisfy the identification and control require‐
ment [20]. In internet finance, it is difficult to detect who is engaging in the process and
even possible for other people to hide their identity. For example, users that prefer
purchasing financial products from experienced professionals cannot identify who is
actually handling their business when using internet finance. For this reason, users with
high requirement of identification and control tend to resist to the virtualization. There‐
fore, we propose:

• H4. Identification and control requirement will positively influence user’s resistance
to internet finance.

3.5 Perceived Risk

Perceived risk refers to the degree of risk associated with the IT-enabled virtualization
perceived by users. It has long been established that perceived risk is a prominent barrier
to the acceptance and diffusion of new IS. Gerrard and colleagues [22] found that the
most frequently mentioned reason of why certain users resist internet finance is the risk
associated with the service. Compared to physical processes, users may even perceive
that they will face more uncertainties if they conduct financial businesses virtually
through internet finance [23]. Specifically, users often perceive high level of risk asso‐
ciated with the performance of adopting new IS [24] and expect a negative outcome of
using it [25], which eventually lead to resistance. Hence we consider perceived risk as
a prominent factor that will positively affect user resistance to internet finance and
propose:

• H5. Perceived risk will positively influence user’s resistance to internet finance.

3.6 Perceived Critical Mass

As the external influence of user, perceived critical mass in this study is defined as the
degree to which a user believes that most of his or her peers/friends/relatives are using
internet finance. Unlike subjective norm. perceived critical mass indicate the observed
aggregate behaviors in user’s personal network, rather than only focus on the expectation
from user’s important others [26]. It is proposed that the larger the proportion of indi‐
viduals in one‘s personal network that are engaged in certain innovation behavior, the
more likely the individual will act the same behavior [27]. In other word, under social
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pressure associated by perceived critical mass, users will tend to alleviate their resistance
towards IT-enabled virtualization. Therefore, we propose:

• H6. Perceived critical mass will negatively influence user’s resistance to internet
finance.

3.7 Self-efficacy

As an internal influence, self-efficacy here is defined as an individual’s confidence in
his or her own ability to adapt to internet finance (i.e., ways of perform tasks with internet
finance). User’s self-efficacy is considered as a crucial internal factor that can enhance
feelings of control [11] since whether difficulties of internet finance will be viewed as
challenges to be mastered or threats to be avoided depending highly on it [28]. Users
with a high level of self-efficacy are likely to have stronger capability to deal with the
problems and difficulties of internet finance despite their various requirements.
However, users with a low level of self-efficacy feel discouraged and may be more
inclined to resist the virtualization because of their requirements of internet finance.
Moreover, perceived risks will also be more manageable for users with high self-effi‐
cacy. Thus we propose both direct and indirect influence of self-efficacy on user resist‐
ance to internet finance:

• H7a. Self-efficacy will negatively influence user’s resistance to internet finance.
• H7b. Self-efficacy will weaken the influence of sensory requirement on user’s resist‐

ance to internet finance.
• H7c. Self-efficacy will weaken the influence of relationship requirement on user’s

resistance to internet finance.
• H7d. Self-efficacy will weaken the influence of synchronism requirement on user’s

resistance to internet finance.
• H7e. Self-efficacy will weaken the influence of identification and control requirement

on user’s resistance to internet finance.
• H7f. Self-efficacy will weaken the influence of perceived risk on user’s resistance to

internet finance.

4 Methodology

4.1 Research Design

To analyze the above research model, survey approach is chosen to collect data and
empirically test the model. We will gather our data by asking informants who are familiar
with conduct financial businesses, either through physical channels or internet finance,
to complete the questionnaires. Measurement of all the constructs in our research model
will be adopted and adapted from existing validated scales [1, 2, 26, 29].
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4.2 Data Analysis

Partial least squares (PLS) is selected to evaluate the proposed model and hypotheses.
It is suitable for assessing theories in the early development stages [30] and is appropriate
for small to medium sample sizes [31].

5 Potential Contribution and Future Work

Based on process virtualization theory and user resistance literature, this study serves
as an initial attempt to investigate the factors that influence user resistance to internet
finance. The potential theoretical contributions of this study are mainly made to user
resistance literature. As seldom studies investigate user resistance at individual level in
discretionary settings, we apply process virtualization theory framework to an internet
finance setting and introduce perceived risk as additional process characteristic,
perceived critical mass as external influence and self-efficacy as internal influence of
user.

This study has potential practical implications as well. It provides explanations of
why users resist to internet finance in spite of all the advantages it provides. It could be
used to derive recommendations for overcoming some implement problems of internet
finance services.

However, this study has some limitations. It presents a relatively simplified picture
of the complex phenomenon of user resistance. In future research, we can take the service
quality into account to develop further understanding. Moreover, we can go beyond
internet finance and probe into the influences of those factors on other IT-enabled virtu‐
alization.
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Abstract. Mobile channel has contributed more and more traffic and sales in the
online market. Despite considerable empirical investigations on sales across
multiple devices, questions remain as to whether and how devices would influence
consumer judgment and choice. Drawing on the Goal-Activation Theory and
Decision System Theory, we posit that tablets trigger experiential goals and thus
lead to preference for hedonic products; however, PCs and laptops trigger instru‐
mental goals and thus lead to preference for utilitarian products. The effect is
mediated by the decision system (relying on feelings vs. relying on logic). Data
collected from an online experiment supported our hypotheses. Overall, this paper
explains and demonstrates why the device would change consumer decision
system and preference and the findings would benefit both researchers and prac‐
titioners.

Keywords: Mobile commerce · Consumer decision · Affective computing

1 Introduction

With the development of mobile technology, people could shop on various devices, e.g.,
tablet, PC, laptop, and smart phone. According to IBM, during 2015 Valentine’s week,
the mobile devices (tablets and smart phones) contribute to 46.5 % of online traffic and
the conversion rate of tablets is catching up with PCs [1]. Despite the popularity of
mobile commerce, it is found that consumers tend to behave differently when shopping
on different devices. For example, Han et al. [2] found that consumers bought more
distinct products after adopting iPad. It was also found that the types of products people
bought online also varied by devices. Approximately 50 % of PC and tablet owners
purchased clothing and accessories on their devices, compared to just 28 % of mobile
phone users; 49 % of PC owners purchased electronics on their PC, compared to 41 %
of tablet owners, and just 21 % of mobile phone users. It motives us to investigate
whether and why consumer’s preference and decision might be influenced by the device
they are using.

Why do people purchase different products with different devices? Prior literature
indicates that many factors could contribute to this phenomenon, e.g., information
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accessibility, device portability, device use context and trust in the platform [3]. Despite
these factors, one potentially underestimated factor is the nature of the device and the
concepts the device represents. A series of empirical studies have demonstrated that
abstract concepts activated by unrelated tasks would play an important role in human
judgment and decision making. For example, using words such as “support” and “share”
to construct sentences can activate the concept of “cooperation”, leading people to
sacrifice personal benefits for the public good subsequently [4]. Similarly, consumers
are more likely to choose a high-priced option after being exposed to words invoking
prestige goals in an irrelevant sentence correction task [5]. Although people could shop
on both tablets and PCs and sometimes use the devices interchangeably, they use the
two devices quite differently in their daily life. Tablets are mainly for entertainment
purpose while PCs are more for work purpose. Therefore, a device might convey specific
information, which may activate different goals and thus influence consumer judgment
and decision making.

Hence, this article seeks to enhance the understanding of how the device affects
consumer decision system (reliance on feelings vs. reliance on logic during decision
making tasks) and product choice (hedonic products vs. utilitarian products) from a goal-
activation perspective. In particular, we predict that as people typically use tablets for
entertainment, tablets may activate experiential goals; in contrast, as people typically
use PCs for in-depth thinking and rigorous work, PCs may activate instrumental goals.
Prior literature suggests that these goals will influence which system (feelings vs. logic)
would dominate in the decision making process [6]. Therefore, we further predict that
on tablets, consumers are more likely to rely on feelings than those using PCs. Conse‐
quently, they are more likely to choose a hedonic option.

The remaining paper is organized as follows. First, we review literature on consumer
purchasing behavior across devices, goal-activation and consumer decision system
theories. Drawing on these theories, we develop our hypotheses, followed by the
description of methodology and the report of data analysis results. Lastly, contributions
and limitations of this study are discussed.

2 Literature Review

2.1 Consumer Behavior with Different Devices

As smartphones and tablets are increasingly growing in popularity, it becomes imper‐
ative for firms and researchers to understand how consumers browse and make decisions
on various devices. In particular, tablets provide a balance between portability and navi‐
gational convenience. They become an importance channel for e-commerce. Prior liter‐
ature indicates that at the macro level tablet channel acts as a substitute for the PC channel
but a complement for the smartphone channel [7]. At the micro level, mobile-device
consumers are found to be more likely to undertake simple decision-making tasks [8].
Moreover, they tend to browse products casually, which leads to the purchase of more
impulse and diverse products [7]. However, it is unknown that whether people would
make different decisions on different devices when facing the same choice set.
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Many factors might contribute to difference in browsing patterns and purchasing
behavior on different devices. For example, Bang et al. [9] identified usability and ubiq‐
uity as core features that distinguished the mobile channel from traditional channel.
Other differences between tablets and PCs include platform safety, interaction modes
(touchscreen vs. mouse), use context [3, 10, 11]. Tablets are believed to be less safe but
provide better sensory experience than PCs. Despite these features, a tablet is usually
regarded as a hedonic product while a PC is usually regarded as a utilitarian product.
Thus, they may activate different shopping goals and mindset when consumer shop with
them. As prior literature suggests that consumer decision and choice are driven by goals,
in this study, we try to understand the effects of the device (tablets vs. PCs) from a goal-
activation perspective. We aim to investigate whether tablets and PCs could trigger
different shopping goals and subsequently influence consumer decision process and final
choice.

2.2 Goal-Activation Theory

Goals are an increasingly important concept in consumer behavior. Goals can influence
what information we attend to, what attribute we use to make a decision and what product
category is considered [12]. The Goal-Activation Theory views goals as knowledge
structures in long-term memory [4, 13]. As goals are not purely independent but inter‐
connected with concepts in mind, exposure to any of these concepts can spontaneously
trigger the goal, which in turn guides subsequent behavior [14]. For example, Zhou and
Pham [15] found that evaluating financial products such as individual stocks in trading
accounts would trigger a promotion focus, whereas evaluating financial products such
as mutual funds in retirement accounts would trigger a prevention focus. Similarly, using
words such as “memory” and “impression” to construct sentence could activate different
information processing goals (memorization vs. impression formation), thus leading to
different information processing pattern [16]. These and similar findings all provide
support for the underlying notion that goals are cognitive structures that can be activated
on exposure to associated concepts stored in memory, thus influencing subsequent
behavior.

In particular, experiential goals and instrumental goals are two types of goals
consumers hold when making purchase decisions [17]. Driven by experiential goals,
consumers seek for experiential satisfaction, which leads to preference for luxuries,
hedonic products and affect-rich products. On the contrary, driven by functional goals,
consumers seek for utility, which leads to necessities, utilitarian products and affect-
poor products [18]. As people usually use tablets for entertainment and use PCs or
laptops for work, the stereotype of tablet is hedonic and the stereotype of PC or laptop
is utilitarian. Hence, the device may unconsciously trigger different shopping goals,
which would guide consumer decision process and influence their preference and choice.

2.3 Consumer Decision System

How do consumers choose whether to have a rich, creamy Häagen Dazs ice cream as a
dessert or a healthy but perhaps less tasty bowl of fresh juice? It is decided either in a
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cognitive, logic-based way or in an affective, feeling-based way [6, 19, 20]. When people
make decisions relying on cognition and logic, they tend to assess, weigh, and combine
attribute information into an overall evaluative judgment. In contrast, when people make
decisions relying on feelings, they tend to inspect their momentary feelings. The domi‐
nant decision system (feelings or logic) will determine consumer choice. Whether people
rely on feelings or rely on logic is dependent on several factors, which could be grouped
into five categories, i.e., the salience of the feelings, the representativeness of the feelings
for the target, the relevance of the feelings to the judgment, the evaluative malleability
of the judgment, and the level of processing intensity [21]. In particular, it has been
found that consumers are more likely to rely on their feelings in making a decision when
their processing resources are limited or when they have an experiential consumption
goal. In contrast, consumers are more likely to engage in cognitive, logic-based decision
making when they have an instrumental consumption goal [6, 22]. Therefore, as the
device might trigger different goals, it would lead to different level of reliance on feelings
when consumers are making decisions.

Decision system has several impacts on consumer judgement and preference. For
example, prior literature suggests that compared to judgments based on the logic-based
system, judgments based on the affective system tend to be rendered faster, more polar‐
ized, more holistic, more context dependent and less sensitive to numerical quantities
[23, 24]. Moreover, reliance on feelings will lead consumers to an affectively-superior
product and luxurious option [17]. Therefore, decision system is a helpful way to explain
consumer judgment and decision.

3 Hypothesis Development

Drawing on goal-activation theory and consumer decision system theory, we propose
our research model as below (Fig. 1).

Fig. 1. Research model

Because of the marketing positioning of PC and tablet as well as individual device
usage, people may think a tablet is more experiential and a PC is more instrumental.
Flurry [25] reported that people spent more than 70 % of their time on games (32 %),
social networking (more than 25 %) and other entertainment tasks (e.g., photo, watch
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video) (more than 15 %) when using mobile devices. Time spent on utility and produc‐
tivity only took around 12 %. As our initial perceptions of objects, both conscious and
unconscious, are stored in memory and are simulated or played back on subsequent
encounters, we may naturally activate experiential goals when exposed to tablets. Simi‐
larly, as PCs and laptops are utility tools, people may naturally link them with work, in-
depth thinking and responsibility, which further activate instrumental goals. Prior study
indicates that these goals would influence consumer decision system, i.e., among
consumers that have experiential motive (compared to consumers with instrumental
motive), feelings will play a more important role in consumer decision making [6].
Therefore, people making decisions on tablets, who have stronger experiential motive,
will be more likely to rely on feelings. When holding the experiential tablet, consumers
might naturally step into a “relax” mode, which constrains their deliberate thinking.
Therefore, we propose that

H1: Compared with consumers who make decisions on PCs, consumers making decisions on
tablets are more likely to rely on feelings.

Furthermore, as with other cognitive structures, the extent to which object exposure
evokes a goal and guides subsequent behavior appears to differ across people as a func‐
tion of the strength of the goal–object association [26]. For example, Sengupta and Zhou
[27] found that hedonically tempting food, such as chocolate could activate a promotion
focus and influence subsequent food choice in a completely unrelated choice task.
However, this effect only existed among people who are impulsive eaters. They argued
that this was because only for impulsive eaters, there was an automatic link between
hedonically tempting food and promotion focus. Similarly, people may hold different
perception towards the digital devices. For users who also work on tablets and have fun
on PCs or laptops, their perception of device stereotype is much weaker. Hence, the
automatic link between the device and experiential goals is weaker. As a consequence,
the device would not have much impact on their decision system. Therefore, we propose
that

H2: The effect of the device on the decision system is moderated by perception of device ster‐
eotype. That is, for consumers who have stronger device stereotype beliefs, the effect would be
stronger.

We further investigate how the device changes consumer preference and choice.
Recent years saw a surge of interest in consumer hedonic vs. utilitarian choice. Hedonic
products are ones whose consumption is primarily characterized by an affective and
sensory experience of aesthetic or sensual pleasure, fantasy and fun; while utilitarian
products are ones whose consumption is more cognitively driven, instrumental, and
accomplishes a functional or practical task [31]. One product could have both utilitarian
benefits, i.e., functional, instrumental, and practical benefits of consumption offerings,
as well as hedonic benefits, i.e., aesthetic, experiential, and enjoyment-related benefits
[17, 28, 29]. As we posit that tablets could activate experiential consumption goals while
PCs could activate functional consumption goals, it is conceivable that consumers using
tablets might have a higher chance to select a hedonic option than consumers using PCs
or laptops. Therefore, we propose that
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H3: Consumers making decisions on tablets are more likely to choose a hedonic option than
consumers making decisions on PCs.

Despite the direct goal-activation effect, we also investigate the role of the decision
system, which has always been recognized as an important antecedent in consumer
decision making. Prior literature suggests that even when experiential goals are acti‐
vated, consumers might not choose to indulge. For example, Kivetz and Simonson [30]
found that consumers attached greater weight to the utilitarian (versus hedonic) dimen‐
sion unless they believed that they had “earned” the right to indulge. Similarly, Okada
[31] found that choice of hedonic option typically required much effort for justification
when the “logic” system dominated. As the decision system theory suggests that relying
on feelings leads to more holistic and impulsive decisions and the device would influence
the dominance of the two systems (feelings vs. logic), we propose that

H4: The effect of the device on consumer preference for hedonic (vs. utilitarian) products is
mediated by the decision system.

4 Methodology

4.1 Experimental Design

An experiment was conducted to test the hypotheses. To investigate the effects of the
device on consumer decision system and choice, two responsive webpages were devel‐
oped to present the hedonic product (Hotel A) and utilitarian product (Hotel B). Respon‐
sive web design is an approach aimed at crafting sites to provide an optimal viewing
experience—easy reading and navigation with a minimum of resizing, panning, and
scrolling—across a wide range of devices (from desktop computer monitors to mobile
phones). Subjects were asked to browse information about the two hotels either on a PC
or on a tablet and make a choice between the two.

On each page, we provided a short description about the hotel, eight images (four of
them presented hotel facilities and four of them presented room facilities), textual loca‐
tion, facility and service information, as well as scores on general services, location,
room facilities, food and drinks, activities, hotel facilities. Prior literature suggests that
consumers judge the utility of a hotel based on location characteristics (e.g., near places
of interest, near public transportation, near downtown) and service characteristics (e.g.,
hotel class, number of internal amenities) [32]. Therefore, Hotel A, which represented
the hedonically-superior option, was featured as newly-built, uniquely-decorated, but
far from downtown and providing limited services and room space; Hotel B, which
represented the utility-superior option, was featured as less modern and aesthetic, but
with good location and services and large room space.

4.2 Sample and Experimental Procedures

We recruited 80 participants from Amazon Mechanical Turk in total. Prior literature
suggests that Amazon Mechanical Turk is a reliable way for data collection [33]. 40 partic‐
ipants were asked to complete the task on a PC or a laptop and 40 participants were asked
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to complete the task on a tablet. We added verification code on our experiment website,
i.e., if the participants were not using the device as required to complete the task, they
could not access the webpages and subsequent survey link.

The participants were instructed to browse two hotel webpages and make a choice
between the two in the scenario that they would be travelling to Singapore. After they
made their decision, they would be redirected to an online questionnaire. In the ques‐
tionnaire, we first measured their hotel choice and how they made the decision, i.e.,
relying on feelings or relying on logic, adapted from Chang and Pham [34]. This was
followed by a four-item scale measuring arousal [35] and a three-item scale measuring
task involvement [36], captured as control variables. Lastly, we asked participants how
they perceived the two hotels (utilitarian or hedonic) and how they perceived the device
stereotype, i.e., to what extent they categorized PC as a utilitarian product and tablet as
a hedonic product.

5 Data Analysis

We first checked whether the two hotels differ in terms of hedonic/utilitarian character‐
istics. Before asking the participants to evaluate the hotels, we gave definitions on
hedonic product and utilitarian product. On a seven-point scale, participants indicated
the extent to which they categorized Hotel A as hedonic (1 = “utilitarian,” and
7 = “hedonic”). We repeated the same question for Hotel B. The t-test showed that Hotel
A was a more hedonic option compared with Hotel B (5.18 vs. 4.19, t(79) = 3.891,
p < 0.05). Self-reported task involvement, arousal, device stereotype did not differ
between the tablet group and PC/laptop group (all p > 0.05).

We first analyzed whether the device had an impact on the decision system. The
decision system was measured on two 7-point agree-disagree items [34]: (1) I made my
decision of which hotel to stay based on overall feelings towards the hotel; (2) I made
my decision of which hotel to stay based on the logical balance of pros and cons of living
in the hotel. Responses to these two items were combined into a composite scale in
which lower scores indicated greater reliance on logic assessment and higher scores
indicated greater reliance on feelings. ANOVA result shows that on tablets
(mean = 4.28), participants were more likely to rely on feelings than participants who
completed the task on PCs (mean = 3.73, F(1,78) = 9.354, p < 0.05). As consumer
decision system is also contingent on situational emotional state, we did ANCOVA with
arousal (α = 0.75) and task involvement (α = 0.847) as control variables. Result showed
that after controlling for these factors, the device still had an impact on decision system
(F(1,76) = 8.125, p = 0.012 < 0.05). Therefore, H1 was supported.

To further investigate whether the impact of the device on the decision system was
dependent on device stereotype, we conducted regression analysis. Device stereotype
was measured on two 7-point items: (1) To what extent do you think laptop/PC is Util‐
itarian/Hedonic? (1-utilitarian, 7-hedonic) (2) To what extent do you think tablet is
Utilitarian/Hedonic? (1-utilitarian, 7-hedonic). A composite scale was calculated in
which lower scores indicated stronger device stereotype perception. Results of regres‐
sion showed a significant main effect of device (b = −1.49, t(76) = −3.68, p < 0.05)
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and interaction effect of the device and device stereotype on the decision system
(b = 1.23, t(76) = 2.98, p < 0.05). No significant result of device stereotype on the
decision system was detected. A median-split regression showed that when people had
stronger stereotype perception, the effect of the device on the decision system would be
stronger, which supported H2.

A logistic regression was performed to ascertain the effect of the device on preference
for hedonic (vs. utilitarian) products. The result showed that consumers who made deci‐
sions on tablets were more likely to choose the hedonic option (p < 0.05). Therefore,
H3 was also supported.

Lastly, we tested the mediation effect of the decision system. We performed 5000
bootstrap resamples using Preacher and Hayes’s [37] SPSS macro, as recommended by
Zhao et al. [38], to test the indirect path (i.e., the path from the device to choice via
decision system). The results showed that the device influenced the decision system
(b = −0.55, p < 0.05) and the choice (b = −0.99, p = 0.03 < 0.05) and the decision
system influenced the choice (b = 0.80, p < 0.05). Given that the bias-corrected 95 %
confidence interval did not include zero (−1.18 to −0.06) and that the significance of
the effect of the device was reduced (b = *−0.99 to b = −0.67) after including the
decision system, we concluded that the decision system mediates the effect of the device
on the choice.

6 Discussion

6.1 Contributions

This study offers several theoretical contributions. First, it shows the device has an
impact on consumer preference. Though industry data and prior research indicate that
product categories purchased from tablets and PCs are quite different, it is largely due
to value of the products, trust in mobile payment, product accessibility on both channels,
etc. We provide a new perspective to understand this phenomenon, i.e., a goal-activation
perspective. In particular, we show that even when the above factors are kept constant,
the device still has an impact on consumer choice. Second, we explain this effect with
decision system theory. Our study shows that tablets activate experiential goals, which
further lead to feeling-based thinking and hedonic choice; in contrast, PCs activate
instrumental goals, which further lead to logic-based thinking and utilitarian choice. It
enriches the literature on decision system theory by showing that decision system could
not only be influenced by salience of feelings and information processing intensity, but
also by contextual factors, such as the device.

Our findings are also important for practitioners. As we found that consumers
concerned more about hedonic dimensions on tablets, retailer should highlight the
hedonic aspects of their products or present more hedonic products on mobile channels.
Our findings indicate that mobile platforms might be a better channel for hedonic product
marketing. In addition, when designing for different portals, a more entertaining portal
might benefit mobile users more while a more functional portal might benefit PC users
more. That is, affective design would benefit the mobile channel more. For consumers,
they may need to be cautious that tablets may lead to hedonic seeking, impulsivity and
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self-regulation failure, especially for those who often play games and use entertainment
apps on tablets.

6.2 Limitations and Future Directions

There are some limitations of this study. First, we recruited our subjects from Amazon
Mechanical Turk. Since we required subjects to complete the task on tablet in one
condition and participants could choose whether to complete the task voluntarily, there
might be a selection bias although our result showed that there was not much difference
in the two groups in terms of device usage. Second, we propose that the device influences
the decision system and the choice because different devices (i.e., tablets and PCs) acti‐
vate different concepts represented in mind. In this study we use device stereotype to
capture “device-consumption goal” link strength. However, a more rigorous way is to
use IAT test [39]. In addition, this study did not consider cross-device browsing and
purchasing behavior although nowadays people typically own more than one digital
devices and use them interchangeably for online shopping.

As our experiment provides initial evidence that the device affects the consumer
decision system, we could further investigate whether more affective interface design
would benefit the mobile channel more. For example, we could investigate whether
providing the same product information with different webpage designs would change
consumer judgment. We expect to see that the device would moderate the effect of
webpage aesthetics on product evaluation. In particular, the positive effect of webpage
aesthetics on product evaluation would be more salient on tablets. In addition, as feeling-
based processing and logic-based processing differ in terms of speed, consistency and
regulation focus, we consider collecting objective data to investigate whether the effect
of the device on the choice could be explained by these factors. We could also investigate
whether on mobile channels, consumers are more novelty-seeking, risk-tolerant, and
impulsive.
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Abstract. This paper explores user views on the way in which interactive e-
branding techniques are perceived. A survey consisting of 100 respondents was
contacted to address the questions relating to the topic. It was found that current
techniques may improve the effectiveness, efficiency and user satisfaction. The
paper discusses the findings and concludes with recommendations for further
work to improve the overall user experience through interactivity. Virtual shop‐
ping assistance was also identified as a factor that can aid users further to resolve
problems during their online engagement.

Keywords: Interactivity · e-Branding · e-Commerce interfaces · Effectiveness ·
Efficiency · User satisfaction · e-Loyalty · Virtual shopping assistants

1 Introduction

According to the Office of the National Statistics, £716.0 million was spent weekly in
June 2014. This represents a rise of 11.2 % as compared to June 2013 [1]. Additionally,
spending was increased in e-departmental stores by 16.0 % year on year. With the trend
of online shopping increasing, organisations are seeking to brand online (e-branding)
effectively and interact with online customers strategically.

There has been a significant increase in interactive websites that allows the customers
to view their products of interest in a greater depth. For example, 3d illustrations of
products and live online chat systems which are integrated into websites so that
customers may interact with other users who may have experienced the product.

2 e-Branding, Multimodality and Online User Experience

Online branding or e-branding has become a topic of significant research interest [2].
Traditionally branding is known as the creation of a value through different means,
leading to repeat purchase [3–6]. Therefore, it has become essential for organisations to
have an online presence and a strong online brand identity. Because a strong brand
identity assures consumers of unseen products and assures quality [7–10]. Branding is
the process of creating value through the provision of a consistent offer and customer
experience that satisfies customers. As customers develop trust in the brand through
satisfaction of use and experience, companies have the opportunity to start building
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relationships. When a brand satisfies customers, potential competitors cannot easily
enter their market due to the brand leadership. Branding therefore enables a company
to grow identity and increase the opportunity of repeat business through brand loyalty.
According to Simmons [33] “companies with a history of strong brands are likely to
maintain greater control over the balance of power between them and customers, and
command higher market share and premium price against generic, unbranded, equiv‐
alents” [34]. A strong and successful brand helps organisations to maintain a leading
market position. Branding helps an organisation to achieve economies of scale which
helps to introduce new products and/or services [35]. Branding has acquired a lot of
research attention but its role and contribution to business performance has remained
questionable. The same applies to the area of e-branding.

Regardless of the vast sums of money being invested in online advertising, the return
on advertisement on the e-commerce is not well defined. E-commerce companies spend
several times of their annual sales revenue in order to have an online presence [36].
Online success can be achieved through online branding [29, 37] and it is vital in the
highly competitive online market.

Previous research [9] suggests that e-brands may increase customers’ trust in an
environment where physical products or services are unseen. However, the large number
of websites has caused confusion and frustration for Internet users [32]. However,
customer re-purchasing is likely to be a familiar brand. Ibeh et al. [34] suggests that
consumers establish online relationships with brands that are remembered when re-
purchasing. These relationships and trust on a brand can be enhanced through interac‐
tivity and interactive avatars. Having limited time and cognitive resources and over‐
whelmed by the information online consumers tend to minimize information overload
through mental shortcuts, one of which is e-branding.

A research by Cheskin Research [38] showed that brand is first fundamental aspect
of building and maintaining trust on the internet followed by navigability, fulfilment,
presentation and technology. Similar results have been found in a research by Rigas and
Hussain [11] that one of the major factors to shop online are online brands, convenience
and prices.

Several factors of interactions are missing from the e-commerce as compared to face
to face interactions [12]. Therefore according to many authors, an effective website
design is critical to the success of electronic commerce, and the functionality, usability,
ease-of-navigation and interfaces of the websites themselves are vital building blocks
for sustainable success [13–16]. Furthermore, researchers [17] demonstrate that website
interactivity helps to meet customer expectations by providing a number of fundamental
elements. But some authors [18] argue that businesses do not understand the ‘user-
website interaction’ aspect.

It has been agreed by Senger et al. and Rigas and Almutairi [19, 20] that interactions
need to be managed and aided throughout the buying cycle most importantly in the web-
environments. Interaction are of two types, face to face and e-dialogue, both have their
own distinctions but e-dialogue involves the transfer of both tactic and explicit knowl‐
edge [21].

Interactive e-commerce websites must have three antecedents according to Yen [22]
to have a positive purchase effect on the customer: Information richness, retailer brand
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and extended offers. These three dimensions of e-commerce are considered to have the
strongest impact on the purchase decision online [23–26].

Loyalty has always been important for organisations whether it be online or offline.
But according to Senger et al. [19], the use of IT with the aid of multimedia improves
the perception of trust. However when price differences are minimal consumers tend to
buy from online stores which they trust [27]. Furthermore when trust develops for a
website the customers proactively look for new content on it [28].

There have been no researches carried out about a relation between multimodality
and loyalty when shopping online. Although the issue and the benefits of multimodality
in e-branding remains unclear there are authors who have concluded that e-branding
will come to an end [29, 30] but others [31, 32] argue that an organisation cannot be
successful on the internet without e-branding. Therefore, after looking at the current and
previous literature in concern with the interactive e-branding it is clear that this area
needs research about successful practises, their weaknesses and developments on them.
And whether the development of interactive multimodal branding will lead to brand
loyalty through satisfaction, trust, and ease of use? The literature also shows a gap in
the area of Artificial Intelligence (AI) where online assistants would interact and would
have the ability to deal with customer queries.

Existing literature draws out the importance of multimodals to acquire loyalty and
create e-branding environment on the internet but the existing literature does not dwell
on the use of ‘interactive’ multimodals, which is a significant area and still under-
researched.

3 Methodology, Survey and Sample

A survey was contacted using a questionnaire that gathered an overall user viewpoint
on topics relating to online shopping, virtual assistants, e-branding and multimodal e-
branding. The questionnaire consisted of 45 questions of which 7 questions required a
Likert-style answer and 33 questions required a user selection from a menu of different
options. All the questions were compulsory with the exception of two questions that
were open ended and have not formed a part of this survey. The response rate was 100 %.
The questionnaire could be completed by respondents either on paper or on-line. The
results were analysed using SPSS. The sample was opportunistic. The population which
would be useful for this research would be the consumers who shop online and are critical
would help to identify the weaknesses in the current interfaces.

A total of 100 respondents were asked to carry out the questionnaire. Of which 100
(100 %) valid responses were received back. There were two cases which selected not
to identify their gender and they have been deemed as invalid responses and that
accounted to 2 % of invalid responses. The number of males who participated in the
research were 48 (50 %) and the number of females were 48 (50 %).
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4 Findings and Analysis

From the questionnaire various factors were selected to compare and contrast their effect
on the effectiveness, efficiency and the user-satisfaction of the users. The findings are
discussed according to:

1. Internet Usage: To find out about the user-satisfaction it was important to find out
the amount of time spent on the internet and what devices were used to access it.

2. Factors to shop and not to shop online: Various consumers have various needs and
therefore it was important to explore the factors to shop online and factors which
refrain from shopping online.

3. Social Media influence: These days social media influences quite a lot of purchases
therefore it was important to find out how and which social media influences the
purchase decision.

4. Knowledge about e-branding and multimodals: most of the consumers know about
e-commerce and e-branding however multimodals are not very known to consumers
therefore for consumers to understand multimodal e-branding it is important to know
whether there is an understanding of multimodality.

5. Information seeking and Artificial Intelligence (AI): consumers seek information
online through FAQ’s, forums and etc. However, this information seeking and the
whole interactivity can be improved through the integration of Artificial Intelligence
in the form of Virtual Shopping Assistants for e-retailers.

6. Effectiveness, Efficiency and User-Satisfaction: the current effectiveness, efficiency
and the user-satisfaction from the current e-commerce interfaces will be explored to
see the areas of and for improvement.

Figure 1 below shows the respondent profile of the sample. 45 % of the respondents
had a degree and 18.30 % had a postgraduate degree. In terms of internet proficiency,
62.70 % of the male respondents described themselves as advanced users of internet
compared to 37 % of female respondents. 48.10 % of the females described themselves
as having an intermediate or Practical Application knowledge of using the internet.

Figure 2 shows the data relating to the internet usage of the sample. 58.30 % of the
respondents were internet users for more than 8 years and only 1.3 % of the respondents
had internet experience between 1 to 3 years. When respondents were asked about the
frequency of accessing the internet, results showed that 65 % of the respondents accessed
the internet 6–10 times daily. Approximately, 33.3 % of the respondents spent more than
20 h weekly on the internet. The results also showed that at least 30 % of the respondents
spent 6–10 h weekly on the internet. Only 10 % of the respondents spent 0–5 h weekly
on the internet. This shows that most of the sample used were familiar with the internet
and spent almost one day in the whole week on the internet.
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Fig. 2. Internet usage statistics

Customers were asked about buying online behaviours to know the viewpoint and
the influence which social media has on the buying behaviour. Figure 3 shows that
91.70 % of the sample were online purchasers and 55 % of the respondents were influ‐
enced by social media.

Approximately 75 % of the respondents had shopped from e-retailers (e.g. Amazon
or eBay). 55 % of the respondents agreed that current e-commerce websites were usable.

Moreover, 48.30 % of the respondents thought that they will benefit by a “virtual
shopping assistant”, this highlights the willingness to accept new interface technologies.

Fig. 1. Respondent profile
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It also points towards an area that is underdeveloped. Figure 4 shows the frequency of
use of social media platforms. 20.40 % of the respondents thought that they fully influ‐
enced from Facebook and 46.20 % thought that were never influenced by Twitter. The
second most influential platform was YouTube with 18.20 %. This was attributed to the
ability of users to watch reviews of products prior to purchasing. This highlights that e-
commerce platforms are likely to benefit by providing relevant links of videos relating
to the products on social platforms. 25.90 % and 24.50 % of the respondents thought that
they usually influenced by Facebook and Instagram respectively. This may be due to
the integration between the apps that allows users to share their posts simultaneously
with one being a platform for sharing images only.

Fig. 4. Influence from social media

Fig. 3. Buying online
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4.1 Influencing Factors to Purchase Activity

This part of the survey investigated the factors that motivates or demotivates people to
online purchasing. The results are depicted in Figs. 5 and 6. The results showed that
time saving (55.20 %), convenience (53.40 %) and price (50.90 %) were the top three
reasons that motivated people to shop online. These results are in agreement with
previous findings by Rigas and Hussain (2015). In addition, it appears from the findings
in this survey that brands/e-brands (and associated attributes) were not thought by
respondents to be the most important factors. 29.10 % of the respondents followed a
recommendation by a peer.

0%
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20%
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40%

50%

60%
Factors to Shop Online

Always Usually Often Sometimes Never

Fig. 5. Factors to shop online

Figure 6 shows the factors which refrain the shoppers from online activity. These
were delivery times (76.70 %), risk of credit card frauds (48.30 %), ordering the wrong
item (46.70 %) and subsequently returning those items (43.40 %).

The survey also obtained an overall viewpoint of the respondents regarding their
knowledge about multimodal and e-branding. The results in Fig. 7 show that 61.70 %
of the respondents are aware of e-branding, and 73.40 % were not familiar of multimo‐
dality. Interestingly, 65 % of the respondents thought that they had never experienced
multimodal e-branding. When respondents were asked about the possibility of associ‐
ating an e-brand with an interactive character, 81.70 % of the respondents thought that
such an association will aid them to remember an e-brand. 61.70 % of the respondents
had never came across an interactive character on an e-commerce interface or platform.
70 % thought that an interactive characters will motivate users to repeat purchase.
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Fig. 7. Multimodals and e-branding

Respondents were also asked whether current interfaces could be improved through
virtual shopping assistants. 58.30 % agreed that such facility would be desirable. 66.70 %
of the respondents had never experienced a virtual assistant. This indicates some scope
for further development in this direction (see Fig. 8). 60 % of the respondents reference
the frequently asked questions section. A virtual assistant could be utilised in that section
of the interface and may lead to a better efficiency and user-satisfaction.

Fig. 6. Factors refraining from buying online
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Fig. 8. Information seeking and AI

To know more about the effectiveness, efficiency and user-satisfaction of the current
e-commerce interfaces respondents were asked about presentation, checkout times and
the user-satisfaction during their online transactions. Figure 9 shows that 54 % of the
respondents felt that the current presentation created an urge to purchase. 60 % of the
respondents indicated that their transactions were cancelled before completion due to
an error. 61.70 % respondents said that the current checkout times were fast. 44.15 % of
the respondents were generally not satisfied with their overall online experience.

Fig. 9. Effectiveness, efficiency and user-satisfaction

5 Conclusion: Implications for Interactive e-Branding

It is difficult to generalise with convenience sample. However, this survey shows that
there is at least a prima facie case that multimodality in the form of a virtual assistant
will benefit not only the consumers but also the e-retailers. Furthermore, online product
reviews in popular social media platforms also play a role in consumer purchase
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decision. The users of e-commerce platforms can benefit by using these interfaces in a
more effective, efficient and satisfied manner. The e-retailers can benefit by increasing
multimodal interactivity and thus leading to repeat purchases. There is a need to inves‐
tigate these prima facie cases of user preference in e-commerce user interfaces in order
to establish a better understanding of the ways that multimodal features can be used in
this context and the way in which users can accept these techniques.
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Abstract. Social commerce and mobile commerce have become increasingly
popular in recent years because they enhance customer’s shopping process and
increase businesses’ revenue. However, the extant literature does not prescribe
sufficient design guidelines for implementing social commerce in a mobile
commerce context. This research draws on the idea of group purchase to inject
an element of social commerce into mobile commerce. A set of mobile commerce
design features is carefully contrived to support group purchase in a process that
maximizes social interaction among customers and their shopping partners. This
could potentially increase user engagement with the mobile commerce applica‐
tion and encourage customer loyalty and repeated purchase.

Keywords: Mobile commerce · Social commerce · Group buying · Engagement ·
Design science

1 Introduction

Shopping in the brick-and-mortar sense is typically a social process [1]. Indeed,
researchers have found that shoppers who are accompanied by friends or family
members tend to spend more time shopping and purchase more products as compared
to individual shoppers [2]. Oddly, traditional e-commerce typically provides a relatively
lonely shopping experience where customers receive product information from sellers
in a one-way fashion and do not have the ability to communicate with friends or family
members. Customers find such traditional e-commerce business model to be insufficient
and the shopping process to be unsatisfying [3]. Nowadays, there is an increasing desire
among customers for more social and interactive ways of online shopping. [4]. Driven
by this prominent trend, a new e-commerce model called social commerce that is more
shoppers-centric has emerged in recent years [5].

Both businesses and customers can benefit from the adoption of social commerce.
Compared to traditional e-commerce, social commerce offers multiple interactive
approaches like online chatting, postings and comments [3]. With these social features,
customers can better express themselves and share their information with other
customers [6], and also consult trusted individuals for shopping advice. Such shared
information and experiences contributes to the formation of social knowledge, which
other customers can use to make more informed purchase decisions [7]. Businesses also
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benefit from the shared social knowledge as they are able to gain more accurate insights
into the shopping expectations of customers and develop successful business strategies.
With appropriate business strategies that are adapted for social commerce, it is possible
for businesses to increase sales and stimulate user engagement [8]. Despite its increasing
popularity, researchers have given scant attention to concepts, applications and design
features of social commerce. Most studies focuses on analyzing social commerce based
on current implementations like Groupon and Facebook Starbucks, but limited studies
have been conducted to develop a prototype that implements all the desirable and essen‐
tial features identified to make a successful social commerce application [9]. Current
generation of social commerce applications merely feature interactive tools such as
online chatting, postings and comments [3] without a coherent business-technology
strategy for inducing customers to make purchases over the shopping social process.

Parallel to the development of social commerce, mobile commerce, which is the
conduct of e-commerce over mobile devices, has also gained prominence with the rapid
development of mobile wireless communication technology [10]. Mobile commerce
possesses several advantages over traditional e-commerce such as ubiquity, personali‐
zation, flexibility and dissemination that promises businesses unprecedented market
opportunities [11]. These qualities make mobile commerce especially suitable for the
adaptation of social commerce. The ubiquity nature of mobile commerce allows busi‐
nesses to link customers with their shopping partners anywhere at any time. The flexi‐
bility associated by mobile devices enables customers to multi-task with their mobile
devices, i.e., to shop on the go while performing other tasks. The dissemination attribute
of mobile commerce allows businesses to broadcast marketing messages simultaneously
to multiple customers within a specific geographical area.

Unfortunately, the extant literature has given even lesser attention to social
commerce over mobile devices compared to traditional e-commerce. The present
research aims to conceptualize a viable business-technology strategy for conducting
social commerce over mobile devices from a design science perspective. Specifically,
we draw on the idea of group purchase, which has been implemented as a standalone
business model by a number of traditional e-commerce websites [12] but has not yet
been implemented in social commerce. A set of mobile commerce features is carefully
contrived to support group purchase in a process that maximizes social interaction
among customers and their shopping partners. Using the seven-stage engagement cycle
[13] as theoretical lens, we also explain how incorporating this social element could
possibly increase user engagement level with the mobile commerce application and
consequently encourage customer loyalty and repeated purchase [8].

2 Theoretical Background

2.1 Social Commerce

Social commerce generally refers to commerce activities that are mediated by social
media [14] or by word-of-mouth in online marketplaces [15]. Compared to e-commerce,
social commerce is more customer-centric [16] and focuses on facilitating purchase
decisions arising out of social interaction. Social commerce is presently implemented
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using two major approaches each with different emphasis on either e-commerce or social
media [9].

The first approach focuses more on e-commerce and brings social media platform
into e-commerce websites. In this approach, the primary goal is to enable purchases and
sales conversion. The support for interaction among customers is kept at a minimal level.
For instance, an e-commerce website that adopts this approach might share a customer’s
purchased product on a social media platform in the form of a news feed or post thus
leading the interaction away from the e-commerce website to that social media platform.
This technique merely provides a topic for the customer’s new postings on Facebook,
for example. Hence, this implementation approach does not fully support the needs of
social commerce in the sense that such use of social media does not facilitate actual sales
transactions from taking place. More specifically, customers might have a difficult time
finding friends who have purchased the same products that they wish to buy in order to
seek advice since the social media platform does not capture the transaction history of
customers.

The second approach focuses more on social media and brings e-commerce into
social media platforms. The e-commerce elements in social media platforms usually
manifest in the form of advertisings and promotions. Using the “like” feature provided
by social media platforms, customers could locate friends who are interested in similar
promoted products or services. Customers could also comment on the postings or chat
privately with their friends. The “tag” function allows other users to alert their friends
to newly posted promotions. Hence, this function encourages viral marketing. Despite
the rich social interactivity, one limitation of this approach is that social media platforms
do not support the actual purchase of products and customers are forced to return back
to traditional e-commerce websites to make the purchase.

In a similar fashion, social commerce may also be implemented in the mobile
commerce context using either approach. In the first approach, a mobile commerce
application could feature plugins provided by different social media platforms. In the
second approach, the mobile applications of social media platforms could implement
various advertisings initiatives, in particular those that leverage on location-based serv‐
ices. Each implementation approach has its pros and cons. A successful social commerce
application should include best practices from both approaches. However, in this
research, we will focus more on the first approach since the objective is to delineate
effective design feature for mobile social commerce applications.

2.2 Design Features of Social Commerce

Various studies in the extant literature have suggested and summarized a list of features
that e-commerce websites should adopt in order to transform themselves into effective
social-commerce websites. For instances, Najjar [17] identified social media connec‐
tions, storefronts, product recommendations, product customization, product contextual
simulation, flash sales and mobile commerce as viable features that aspiring social
commerce merchants should consider. A more in-depth and systematic study conducted
by Huang and Benyoucef [3] classified social media tools into five categories that include
social connection, social communities, social media marketing, social shopping and
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social applications. Unfortunately, these studies tended to focus on individual features
and do not prescribe a holistic framework to guide traditional e-commerce merchants
in the adoption of social commerce.

To mediate this problem, Huang and Benyoucef [9] proposed a conceptual model
for social commerce design that summarized both the design features of e-commerce
websites and social media platforms. The conceptual model extends and improves on
Fisher’s three layer of social design [18] by adding in a commerce layer. Collectively,
these four layers of social commerce features include individual, community, conver‐
sation and commerce. The authors validated the effectiveness of the model via an empir‐
ical study that examined the designing of both social commerce implementation
approaches, i.e., e-commerce focus and social media focus.

According to Huang and Benyoucef [9], there are three design features that are
currently not found in both e-commerce focus and social media focus implementation
approaches. They are community support, relationship maintenance and group purchase.
Out of these three features, group purchase is the most viable feature for engendering
purchases over the shopping social process. This research focuses on delineating design
features geared towards supporting group purchase that are suitable for implementation
in a mobile commerce application. At the same time, relevant design features from all
four layers will be synthesized into a coherent social commerce design strategy for the
mobile commerce context.

2.3 Group Purchase

The basic and core concept of group purchase is to provide volume discounts [12]. On
the one hand, customers are encouraged to bargain together to reach certain aggregated
purchasing quantity in order to obtain a lower price [20]. On the other hand, sellers can
use this demand aggregation to sell in bulk so as to achieve higher efficiency in term of
inventory turnover rate [21]. Consequently, both customers and sellers benefit from the
group purchasing process [12]. There are two pricing mechanisms that are commonly
used for group buying – namely dynamic pricing [12] and fixed pricing [20] – and these
can be implemented using collaborative online shopping technology.

In dynamic pricing, the price of product changes according to customers’ activities
and customers have the power to negotiate the price with sellers in an active manner
[12]. However, dynamic pricing mechanism suffers from two pitfalls [22]. First,
dynamic pricing models are often difficult for general consumers to understand and
merchants must spend time, effort and financial resources to educate their customers.
Second, dynamic pricing models could involve a lengthy waiting period that prevents
impulsive buying and discourage customers with urgent demand.

Fixed pricing mechanisms can address the problems that are associated with dynamic
pricing. Sellers set a fixed price lower than the retails price and a required group size to
make the purchase. Fixed pricing delivers a clear and easily understood message to
customers on the discount that they could get for a certain number of participants.
Moreover, shorter time limit motivates potential customers to act fast on purchasing and
monitor the websites on a daily basis to learn about new deals.
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Synthesizing the pros and cons of both dynamic and fixed pricing mechanisms, a
successful group buying model should feature a simple and readily understandable
pricing model in conjunction with a short waiting time period. We further propose that
in order to leverage on the ubiquity and personalization nature of mobile commerce,
additional enhancements could be made such as providing an even shorter time frame
for customers to complete all group buying related activities and additional reward for
bringing additional customers to participate in the group purchase.

2.4 Collaborative Online Shopping

Besides featuring an attractive pricing model, another critical success factor for group
purchase is an efficient communication tool for customers to propagate the deal infor‐
mation to their social network. This enables a deal to be closed rapidly such that everyone
can enjoy the group discount [20]. Various approaches has been suggested by
researchers with collaborative online shopping featuring co-browsing and shared navi‐
gation concept being cited as one of the most popular ones.

Co-browsing enables two or more users to share the same view in their browser in
real-time [23]. By allowing one user to view the movements and activities of others, co-
browsing provides a new way of communication between users in remote locations. It
has been applied to the e-commerce context to facilitate interactive shopping activities
among users in distant locations, i.e., collaborative online shopping. Co-browsing
increases users’ perception of the psychological presence of their shopping companions.
This in turn leads to greater engagement level in the online shopping task [24]. Compared
to a chat-only approach, this psychological presence also gives users a more satisfying
shopping experience.

Shared navigation support is defined as the way that collaborative shopping compan‐
ions use to navigate to products of common interests. For instance, it enables remote
users to view a same web page through their browsers. Shared navigation is superior to
separate navigation in reducing the occurrence of uncoupling and facilitating the reso‐
lution of uncoupling [23]. Uncoupling is a state in which collaborative shoppers lose
coordination with their shopping companions. With fewer uncoupling incidents, a group
of customers can communicate more efficiently to identify potential customers who are
interested in purchasing the same products. Moreover, visible browsing behavior of the
other parties and the awareness of the shared context enhance shoppers’ perceptions that
their shopping companions are socially close to them [25]. In this research, co-browsing
and shared navigation will be purposefully adapted to a mobile commerce app context
that relies on a touch-screen interface.

2.5 Engagement

The notion of engagement has been well studied by scholars from a wide variety of
disciplines, including marketing, management, social psychology and information
systems [26]. O’Brien and Toms [27] suggest that engagement provides a holistic
framework for understanding the integration between users and the system. Through the
use of this framework, users’ experience with the system can be improved from purely
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functional to pleasurable and memorable. In the context of e-commerce, engagement
refers to a multi-stage process of gaining customers’ interest and sustaining such interest
sufficiently in order to gain their attention on product or brand [23]. Through this process,
customers create deep connection with the seller, brand or product and are more driven
to make purchases and interact with the seller or other customers overtime [28]. Simi‐
larly, Bowden [26] defined engagement as a psychological process that contributes to
the creation of loyal and returning customers who are likely to make repeated purchases.
For most businesses, customer engagement is an important sales driver and is widely
regarded as a predictor to business success [29]. Thus, social commerce applications
should be designed for engaging customers in order to be successfully. A possible
approach to achieve customer engagement is the seven-stage engagement cycle for
making IT applications more engaging [13].

The engagement cycle consists of seven stages including connection, interaction, satis‐
faction, retention, commitment, advocacy and eventually engagement. A social commerce
application is considered to have successfully engaged customers when they form a stable
social network and make repeated purchases in the future thus generating a sustainable
stream of revenue. Moreover, engaged customers would continue to recruit new customers
through word-of-mouth or referral and thus creating a new iteration of the customer
engagement cycle in an iterative and incremental manner. We adapted the definition of
each stage to fit our present context of social commerce. In the next section, we will
discuss at length how various design features could be incorporated into a mobile applica‐
tion for enabling social commerce in a manner that engages customers effectively.

3 Requirements Analysis and Design

3.1 Feature Set of Social Commerce Mobile Application

Using the engagement cycle as the theoretical lens, we will (1) delineate a set of features
for a social commerce mobile application that is primarily based on group purchase, (2)
highlight the relationships between these features and the social commerce design
conceptual model [9]; and (3) explain how these features collectively lead to effective
customer engagement. These features are grouped into eight modules altogether
including five modules of features that are related to social commerce, two modules that
are specifically related to group purchase and one basic features module that supports
the other seven modules. They are listed in Table 1.

3.2 Basic Features

The basic features are designed according to the corresponding individual design prin‐
ciple of Huang and Benyoucef’s [9] conceptual model for social commerce design. They
provide users with personal profile, content profile and activity profile. In terms of
supporting engagement, the basic features provide a basis for a customer to connect with
other customers and therefore serve as a preparation for establishing connections using
the friend list features [13]. Most of the basic features are supported by both implemen‐
tations of social commerce applications.

The Social Dimension of Mobile Commerce 473



Table 1. Proposed features of social commerce mobile application

Feature group Brief description Conceptual design
feature

Engagement Stage

Basic features Personal profile
Update buyer profile
Provide product infor‐

mation profile
Perform order and trans‐

actions
Provide transaction

histories

Personal Profile, Content
Profile, Activity
Profile, Ordering,
Payment Mechanism

Connection

Friend List Add new friend through
friend request by user‐
name

Approve friend requests
Add follow request by

username
Chat with a single user

Connection Connection, Interaction

Group Chat Create a chat group from
friends in the friend
list

Chat within a group
Add new members to

group

Community support Connection, Interaction

Referral Refer friends from friend
list to other friends

Refer purchased prod‐
ucts to friends

Information sharing Connection, Advocacy

Rating and Comment View ratings and
comments from
follower

Bookmark ratings and
comments

Like ratings and
comments

View number of
followers who liked
and bookmarked
certain rating and
comment

Social Content Presenta‐
tion, Topic Focus,
Content Creation,
Information Sharing,
Social Proof

Connection, Interaction,
Retention, Commit‐
ment

Notification Notify unviewed friend
referral

Notify product referrals
from friends

Show liked rating and
comments

Show unfinished group
purchase transac‐
tions

Notification, Relation‐
ship Maintenance

Connection

Co-shopping Co-browsing among
group members via
scrolling and tapping
on screen

Chat among group
members via text
messages

Request to lead the co-
browsing activity

Topic Focus,
Community Support,
Connection, Group
Purchase, Reci‐
procity, Participation

Connection, Interaction

Group Purchase Basic group purchase
deal

Time limited group
purchase deal

Increasing discount
group sales deal

Topic Focus, Relation‐
ship Maintenance,
Group Purchase

Satisfaction, Commit‐
ment
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3.3 Social Commerce Related Features

The friend list features proposed are based on the connection design features in the
community layer of the conceptual model. The friend list establishes connections
between users by creating, storing and displaying the contacts of users. Users can chat
via text messages with their friends in a one-to-one manner or in a group format. The
friend list features collectively fulfill the engagement stage of connection as it maintains
all the user’s contacts. Moreover interaction is improved through the perform e-
commerce, e.g., Facebook, it is not supported in e-commerce websites that utilize social
media platforms.

The group chat features allow users to create chat groups freely and users can group
their friends into a community to achieve their own shared objectives. The referral
features support two types of referral, which are friend referrals and product referrals.
For creating friend referrals, users can refer friends from their friend list to other friends
via the chat box. Users receiving the friend referral can use it to create friend requests.
When requests are approved, new friends will be added to the friend list. Users can also
create product referrals from the products that they have purchased to their existing
friends. The rating and comment features support four out of the five design features
proposed in the conversation layer of the conceptual model. Users can give ratings and
write comments on products and the corresponding sellers after making purchase. The
ratings and comments are considered as social contents created by users and therefore
satisfy the requirement of the content creation feature. Users who are followers can
easily view the ratings and comments on products purchased by the users whom they
are following. Moreover, ratings and comments from other users that an individual is
following provide social proof under the commerce layer in terms of recommendations
and advice to help potential buyers to make purchase decisions. There are four types of
notifications including friend referral, product referral, liked rating and comments and
unfinished group purchase transactions.

3.4 Group Purchase Related Features

Co-shopping adopts the concept of shared navigation and co-browsing. It allows users
to form co-shopping groups with respect to a specific group purchase deal. After a co-
shopping group has been created, members of the group can start to co-browse the
product information. To enable members to communication with each other besides co-
browsing, co-shopping also enables members to perform group chatting in the chat box
beneath the group purchase deal. After all members have reached a consensus, they can
proceed to make the purchase.

The basic idea of co-browsing as explained in the earlier discussion on collaborative
online shopping is to enable multiple users to view each other’s activities on a browser,
which in our context has been replaced with mobile screen. User activities that are
synchronized among co-shopping group members are scrolling and tapping gestures. A
combination of both actions performed by a particular user is sufficient for other users
to locate the position s/he is currently focusing on. In this way, coordination and inter‐
action are improved. However, when multiple users try to scroll or tap the screen
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simultaneously, the mobile application’s screen might become confusing. To avoid this
problem, every co-shopping group has an owner who is also the default leader. The
owner can appoint other members to be the leader temporarily and the new leader would
have the power to synchronize the movement and actions with the rest of the group
members.

Besides co-browsing, text chatting is also included in co-shopping to facilitate
communications among members. The chat feature that is supported in co-shopping is
similar to that supported in group chat. The only difference is that the customers can
swipe the chat box down to hide it at the bottom of the screen when they want to browse
the product information. This design element is added after considering the screen size
limitation of the mobile device by hiding unused user interface elements outside the
view of users and bringing them back when they are needed.

Group purchase features collectively provide three different deal mechanisms,
namely basic sales, time-limited sales and increasing discount sales. Our design features
address the long duration and high complexity limitations of the original pricing mech‐
anisms. Moreover, to leverage on impulsive buying, the features are also designed to
motivate and facilitate customers to close the deal as soon as possible. Each basic sales
deal has an expiry date in duration of days and can be defined by the seller based on the
product nature or promotion objectives. All basic sales transactions must be completed
before the expiry date. Unsuccessful customers cannot purchase the same deal again.
This provides customers with incentives to complete the group purchase within the
specific deadline. The basic sales mechanism also requires a minimum number of
customers to participate. Customers in a particular group can purchase the deal whenever
it has met the quorum. This approach shortens customers waiting time and encourages
them to communicate among themselves to complete to deal as early as possible. Time-
limited sales mechanism has an important distinction from the basic sales mechanism,
i.e., a fixed time frame to complete the deal. When the first member in a group chooses
to purchase the deal, the timer will start and every member must complete the deal before
a certain short period of time to successfully purchase the deal. Otherwise, the deal will
be cancelled and the members in the co-shopping group cannot participate in the same
time-limited sales again. This approach is to induce impulsive purchase behavior in
customers and reduce the sale time for sellers. An increasing discount sales deal offers
a lower price when more customers participate, i.e., the concept of dynamic pricing. To
avoid a long waiting period, users can make the purchase as long as they meet the
minimum group size.

4 Design Science Artifact

Design science research emphasizes the creation of artifacts in the form of a construct,
a model, a method or an instantiation. This research focuses on methods of the group
purchase social process and instantiation of the mobile commerce application.

Methods are a set of steps used to perform a task. We have defined several methods
that lead to the successful conclusion of a group purchase transaction. These include
adding a friend by the customer, creating a group chat, co-shopping and co-browsing
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with existing chat groups, making group purchases and receiving notification on unfin‐
ished group purchases. An important recurrent theme among these methods is the
emphasis on the social interaction between a customer and his/her shopping partners. A
process diagram of the co-browsing method is shown in Fig. 1. Instantiations are realized
information systems built according to the specification of the three preceding artifacts.
A fully functional prototype of a mobile commerce application that incorporates all the
group purchase social design features delineated in Table 1 was developed together with
a supporting server-side backend. Screenshots showing the co-shopping and co-
browsing methods are shown in Fig. 2.

Fig. 1. The co-browsing method

Fig. 2. Screenshots of the mobile commerce application showing co-shopping and co-browsing
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5 Conclusion

In summary, this research proposes a holistic framework that prescribes concrete design
guidelines for implementing Huang and Benyoucef’s [9] conceptual model for social
commerce design within a mobile commerce application context. In addition, we explic‐
itly addressed the three design features that are currently not found in both e-commerce
focus and social media focus implementation approaches of social commerce. They are
community support, relationship maintenance and group purchase. Collectively, the
entire design feature set can help businesses to increase the degree of engagement with
its customers that could lead to better customer loyalty and repeated purchase in the
long-term.

Acknowledgements. The authors gratefully acknowledge the research assistance of Yifeng Hou
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Abstract. In 2006 the Government of Oman has embarked on a strategy called
‘Digital Oman’ which, aims to make government services available electronically
throughout the country, and to facilitate e-Commerce in all of its forms. Part of
the e-Government initiative was to develop an e-Payments gateway to facilitate
the online payments for users of different departments and services. The Infor‐
mation Technology Authority (ITA) of the Sultanate of Oman has taken up the
strategic initiative to drive the development of e-Payments in Oman. The ePay‐
ment gateway is one of a kind in the region, and it was implemented in partnership
with MasterCard’s “MiGS” platform. The project has been live for over 8 years,
yet neither the number of customers nor the value of transactions is close the
initial projections. The project is about to reach a dead end and get replaced with
another solution. In this paper we apply the Diffusion of Innovations Model [12]
in a case study to identify the issues and propose a solution for future initiatives.

Keywords: ePayment gateway · Electronic payment systems · Diffusion of
innovations

1 Introduction

Oman “The Sultanate of Oman” is an Arab state on the southwest coast of the Arab
peninsula, with a total area of 119,498 Sq./Mi. and a total population of around
4,000,000. 75 % of the population is between the ages of 14–60, almost 90 % of them
have completed at least their Secondary Level Schooling [14].

Under the directions of the Omani Royal Decree 52/2005 the Government of Oman
has embarked on a strategy called ‘Digital Oman’ which, aims to make government
services available electronically throughout the country, and to facilitate e-Commerce
in all of its forms. Part of the e-Government initiative was to establish a transaction
processing mechanism to facilitate the electronic government enabled services. In 2006
the government of Oman decided to develop an e-Payments gateway to facilitate the
online payments for users of different departments and services through the govern‐
ment’s Information Technology arm, The Information Technology Authority (ITA).

The ITA approached the Central Bank of Oman (CBO) to get the necessary permits
to establish an electronic payments processing house under the umbrella of the ITA.
However, due to the laws and regulations of the Central Bank of Oman, only licensed
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financial institutions are permitted to collect and process payments within the country.
So the ITA had to tie-up with a Local Bank to host the solution and run the operations
while complying with the CBO’s regulations. After months of evaluating different
scenarios, the ITA signed an agreement with Bank Muscat S.A.O.C (34.25 % Owned
by the Government) along with MasterCard’s online payments platform (MiGS). Based
on this agreement, Bank Muscat will host MasterCard’s solution and will offer the tech‐
nical & financial systems support, while the ITA will conduct country-wide marketing,
awareness, & promotion campaigns. With all these efforts to digitize the government
services and transactions, the concept of charging a commission per transaction is
against the Laws of government income as per the regulations of the Ministry of Finance.
So while the ITA was pushing for their strategy into revolutionizing the government
services, some parts of the government weren’t fully on board. On another hand the
CBO also considered it as a breach of their monitory role as governing body of the
financial sector within the country. While facing these major obstacles before the project
even started, the ITA decided to take the lead and work with Bank Muscat into launching
this project at the earliest time. The project needed a communications provider and so
they allied with Oman Telecommunications Company S.A.O.G (a 51 % government
owned company) to provide all the necessary communication channels between different
portions of the end-to-end solution. In 2008, the ITA along with Bank Muscat officially
launched Oman’s first ePayment Gateway in cooperation with the Royal Police of Oman
(ROP) as the pilot partner. The project was a success at the beginning. ROP stopped
accepting cash completely, and customers had to pay using cards on the spot or use the
online services and pay online at their convenience. Many other government and private
organizations decided to jump onboard and integrate their online services with the
ePayment Gateway within the first few months of its launch. Within the first two years
there were many successful fraud cases against the ePayment Gateway. The Omani law
didn’t even have a definition of a cybercrime, nor did the gateway have a fraud preven‐
tion/detection tool. By early 2011 the Omani Cyber Law was declared through the Royal
Decree 12/2011. The ePayment Gateway received a patch update to include a new fraud
detection module that will monitor every transaction carefully.

Early 2015, the ITA revised its MasterCard’s’ based platform, and decided to imple‐
ment a new platform: Cyber Source, Visa’s state-of-the-art solution that comes with
enhanced interface, improved security & fraud prevention module, and a cheaper
commission per transaction. Starting from May 2015 all new merchants were integrated
with the new platform.

The government of Oman represented in the ITA has spent a tremendous number of
man hours implementing this gateway and spent a big amount to get this service to its
current status. Today after 8 years since the commercial launch of the gateway, the total
number of transaction just hit 1,000,000 transactions with a total value of just over
$100,000,000, with less than 200 merchants (including both government and private
entities). This project has not been successful so far. Recently the Central Bank of Oman
has announced that they are implementing a totally new national ePayment Gateway in-
house, mandating all national banks to route the domestic online transactions (90 % of
the current transactions of ITA ePayment Gateway) through this gateway which will put
ITA’s ePayment Gateway to an end.
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The research objective is to study the resistance and the non-technical implementa‐
tion challenges faced by the ITA in rolling out the e-Payments Gateway using a case
study approach. The findings will likely shed lights on adoptions of other IT technologies
in the same region.

2 Literature Review

Information and Communication Technology (ICT) has moved very quickly into organ‐
izations and become one of the main tools of the organizational success. This rapid
movement of ICT has changed almost every aspect of the organizational processes and
the way they do the work. Part of this change is the payments and the financial portion.
Organizations are moving towards accepting online payments, and transferring their
Business-2-Business into an online-based automated payments and transactions system.
This change raised concerns about accepting technology and adapting to using
computers as part of the daily routine job. Change within social systems is usually
resisted by some members of the society [16] especially changing the way we do things.
People tend to resist changes to their habits or routines naturally. “Norms in social
systems correspond to habits in individuals. They are customary and expected ways of
behaving, members of the organization demand of themselves and of other members
conformity to the institutional norms” [17]. Change has become a standard in Manage‐
ment and Organizations textbooks. Kreitner [6] looks at change as a “stone tossed into
a still pond” it creates waves in all directions without the ability to predict the impact
and in which direction is it heading.

Many researchers have touched the area of change resistance within the information
technology field. In his paper about the MIS implementation and what causes resistance
in the MIS field, Markus [8] roots the problem to being one or a combination of the
following three factors: (1) People’s related resistance factors: resisting due to internal
“personal” factors. (2) System’s related resistance factors: resisting due to factors
inherent in the system or application being implemented. (3) Interaction between people
and the system: characteristics of system conflicting with characteristics of the people.
Markus [8] used the interaction theory to explain how people within the same group
would have different responses to different settings. Resistance to change causes failure
in projects, especially when it comes to technology related projects. One of the
commonly used models to explore adoption/diffusion of technology related products is
the Technology Acceptance Model (TAM) developed by Davis [4] to assess the user
adaptation to technology. Davis & Venkatesh extended this model in 2000 [15] to
examine the user acceptance of Information technology, “The goal of TAM is to provide
an explanation of the determinants of computer acceptance that is general, capable of
explaining user behavior across a broad range of end-user computing technologies and
user populations, while at the same time being parsimonious and theoretical” [3, 15].
The TAM Model is based on 2 main components: “Perceived Usefulness” & “Perceived
Ease of Use”. Another well-established model is the Diffusion of Innovations model
introduced by Rogers [11], Rogers defines the diffusion as “the process in which an
innovation is communicated through certain channels over time among the members of
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a social system” [9]. In his framework, Rogers [10] defines five main attributes of any
innovation that make for the major part of the adoption rate of any innovation:

• Relative Advantage - The degree to which an innovation is seen as better than the
idea, program, or product it replaces.

• Compatibility - How consistent the innovation is with the values, experiences, and
needs of the potential adopters.

• Complexity - How difficult the innovation is to understand and/or use.
• Triability - The extent to which the innovation can be tested or experimented with

before a commitment to adopt is made.
• Observability - The extent to which the innovation provides tangible results.

In the 5th edition of his book, Rogers [12] encourages researchers in the field of
diffusion to consider additional attributes that could be important in a specific situation
of a specific innovation. Rogers’ [10] framework was built on 5 main variables that
determine the rate of adoption for any innovation (in general): Perceived Attributes of
Innovation (Relative Advantage, Compatibility, etc.), Type of Innovation-Decision
(Optional, Collective, & Authority), Nature of the Social System, & Extent of Change
agents’ promotion efforts.

Rogers defines 5 major stages that a decision regarding an innovation usually goes
through before it is accepted or rejected:

• The Knowledge Stage: when the individual learns about the existence of innovation
and searches for information about the innovation.

• The Persuasion Stage: when an individual forms a favorable or unfavorable attitude
towards an innovation without directly making a decision about adopting or rejecting
the innovation.

• The Decision Stage: when the individual chooses to adopt or reject a specific inno‐
vation, however the user would try the innovation before adopting or rejecting it.

• The Implementation Stage: would the innovation be applicable to put in practice?
During this stage the innovation could lose some of its features to meet the user’s
requirements during the implementation.

• The Confirmation Stage: when the individual seeks support for his decision, either
by accepting or rejecting the innovation.

An innovation, no matter how well designed, would be perceived as useless if it is not
adapted [2]. Decision makers of any new innovation should always keep in mind that
maximizing the adoption rate is a key element in the success of the product or service. In
order to maximize the adoption of new innovations, stakeholders need to understand the
factors that contribute in adoption or diffusion of that innovation. Electronic Payment
Systems have led to different results. Some have succeeded like PayPal & M-Paisa, while
others have failed like CyberCash, Digicash, eCharge, & many others [7]. There has been
very limited research on the failure cases, as most of the research in electronic payment
systems have focused on the successful cases [5, 13]. One of the reasons behind the lack
of research within the failure cases is due to the difficulty in getting access into those un-
successful cases. Currently Electronic Payment systems in the Middle East region are
facing a lack of users and a low value of total transactions [1]. The Oman’s ePayment
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Gateway is a very unique case, due to the vision it had at the beginning and the challenges
it went through, and the changes it is currently going though that might be putting it to an
end. In a study of an Electronic Payment System failure, Lim et al. [7] identify several
factors as the reasons behind the un-successful adoption of different electronic payment
systems: Cooperation with exiting entities, Trust, Security, Simplicity, Mutuality of Stake‐
holder Benefits, Proper Marketing Initiatives, Visibility & Clear Direction, & Missing to
attend to customer’s problems.

3 Conceptual Framework

In this study, we have chosen the Diffusions of Innovations theory [12] as the theoretical
framework to guide our study. Most of the observations made in the initial interviews
match with the components and attributes of Diffusion of Innovations framework:

• Relative advantage: many major stakeholders of the project didn’t see any relative
advantage of taking part in this project.

• Compatibility: this project is still being looked at as un-safe and un-stable by some
organizations and individuals.

• Complexity: many organizations are still facing difficulties in integrating this project
within their systems because the process is too complex.

• Trialability: the end users don’t have the option to test or try the product before the
commitment to using it.

• Observability: big proportion of the population is not aware of the existence of this
project.

4 Methodology

For this study of a low adopted innovation, we plan to conduct a case study. In this case
study we are trying to answer those questions of why Oman’s ePayment Gateway didn’t
succeed in reaching its potential goal in offering a full fledge payment processing house
within Oman, and how can other eGovernment transformation projects can do to avoid
falling in the same mistakes.

4.1 Preliminary Observations

To prepare for the case study, we have had initial meetings with top-management of the
stakeholders of this project, we have created a high level set of observations from those
meetings, and the meetings included the following (Table 1):

The notes taken during these meetings were analyzed and coded by one of the
authors. A few major problems were identified in the scope of the project, which matches
with the innovation’s attributed defined by Rogers [12]. Some of the problems identified
through coding the initial observations are:

• Lack of unified electronic transformation vision between different stakeholders
involved in the project. This is what Rogers defines as Relative Advantage.
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• Some of the government organizations involved in the project didn’t seem to under‐
stand the value and the vision of the project, and hence decided not to be involved
in it.

• The scope of this project is part of the e-Government transformation initiative.
However the Ministry of Finance doesn’t accept paying a commission per transac‐
tion, which means that the scope had a major flaw. This is what Rogers defines as
compatibility in his model, where this project didn’t seem to be compatible with the
accepted trends and values of the community it is serving.

Table 1. Preliminary Observations with top-management

Job Title Division/Department Organization
Team Leader e-Payment Department Information Technology

Authority
Assistant General Manager Cards & eBanking Division Bank Muscat S.A.O.C
Department Head Business Operations Department Central Bank of Oman

Based on the preliminary observations, we have devised a 5-stage case study to
continue our inquiry.

4.2 Stage 1: Preparation for Data Collection

Through our initial round of observations we have identified 3 stakeholders of Oman’s
ePayment Gateway project:

• The Information Technology Authority: The Project Owner.
• The Central Bank of Oman: The Regulator.
• Bank Muscat: The Service Provider.

We will be conducting comprehensive interviews with 2 employees from the tech‐
nical teams, marketing teams, and operations teams from each of those 3 stakeholders
respectively. We are currently devising a structured survey to measure the five main
factors impacting adoption of innovations: relative advantage, compatibility,
complexity, trialability, and observability. We will also request access to any internal
documents related to the project from those 3 stakeholders, those documents could by
anything from internal reports, to internal memos, to incident and transaction reports.
Those reports will be evaluated and analyzed without disclosing any confidential or
sensitive information. Through accessing those documents, we will be able to identify
the customer database, and from this database we will be able to categorize them based
on the nature of business (government services, private services, banks, non-profit
organizations, etc.). After that we are going to approach at least two from each category
to be surveyed. We are still working on the instruments creation of the survey and
interviews.
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4.3 Stage 2: Initial Data Collection

Interviews will be conducted with key stakeholders. Relevant documents or other
sources of information will be collected for further analysis. A survey will be adminis‐
tered in the field to key stakeholders and current & potential users of the e-Payments
Gateway.

4.4 Stage 3: Initial Data Analysis

Surveys, interviews, and documents will be analyzed. Multiple sources of information
will be used to triangulate and to identify key findings. New hypotheses will be proposed.

4.5 Stage 4: Hypothesis Testing

A follow-up survey will be developed and conducted in the field to test hypotheses
proposed in Stage 3.

4.6 Stage 5: Final Data Analysis and Conclusions

The follow-up surveys will be analyzed and findings will be summarized. Conclusions
will be drawn.

5 Current Progress & Future Work

We are currently in Stage 1, as we are preparing for data collection. At this point we are
identifying the interviewees from each of the 3 stakeholders of the project as well as
preparing survey instruments and interview guides. Future work for this study is to create
the proper measures and conduct the interviews and surveys, as well as analyze them.
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Abstract. This paper builds on an earlier publication [1] where an Interactive
Assessment, namely ‘The Mobile (M) Concept Assessment Instrument’ was
proposed to assist with defining and evaluating m-Commerce (mobile) services
in the early stages of creation (i.e. the innovative stages). The paper begins by
proving a background to the research problem along with a brief overview of the
M-Concept Assessment Instrument. This is followed by a description of the
instruments implementation within two real-world m-Commerce organizations.
This includes a description of the participant’s interaction with and use of the
instrument. The paper then concludes with the results of the instruments imple‐
mentation and its overall impact on the process for creating m-Commerce serv‐
ices.

Keywords: Innovation process · Front end of innovation · Mobile commerce
services

1 Introduction

This research focuses on the process for creating mobile (m) commerce services. The
early stages of innovation also referred to as the ‘front end of innovation’ (FEI) [23], is
critical to the creation of m-Commerce services. This is as choices made at the front end
will ultimately determine which m-service ‘concept’ will be considered for development
and consequently commercialization. The FEI poses several challenges for the creation
of m-Commerce services. For example, this process is characterized as ambiguous,
uncertain and ill-defined, [2–4]. As a result, it is difficult to define or evaluate the m-
service ‘concept’. A poorly defined ‘concept’ can lead to a poorly designed ‘service’
and consequently a poor consumer/user experience. This research concentrates on
improving the FEI activities in the context of m-Commerce services.

In particular, the paper details the implementation of an Interactive Assessment
instrument, namely: The Mobile (M) Concept Assessment Instrument - to assist with
defining and evaluating m-Commerce services [1] - within the innovation process of
two m-Commerce organizations. A brief overview of the M-Concept Assessment Instru‐
ment [1] is provided along with a detailed description of its implementation within the
m-Commerce organizations. This includes the use of the instrument by the participants
(i.e. m-Commerce development teams) when defining their m-service concepts.
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Using empirical data gathered within these organizations, the paper then demon‐
strates an improvement to the front end of the organizations innovation process, as a
result of the instruments implementation. In particular, the questions outlined in
Table 1 and discussed in Sect. 3 are addressed.

Table 1. Case study questions

Case study questions
I How has structure and transparency been altered?
II How has the exchange of key information been altered?
III How has understanding been altered?

2 Background: Challenges with M-Commerce Innovation
and the M-Concept Assessment Instrument

In recent years it has been argued that too many mobile service innovations fail, or do
not achieve their creator’s expectations, [5–7]. A possible reason for this is due to poor
decision making at the early innovation stages. For example, research suggests high
failure rates in the new product/service development are due to the deficiencies in effec‐
tively and efficiently managing the front end activities in the innovation process, [8–13].
Effectively managing the activities in the FEI can contribute to the overall success of a
new product/service, [14, 15]. This is difficult to achieve as:

• The front end is characterized by its ambiguous nature, high uncertainty or by ill-
defined processes [2–4]. As a result decisions are typically made on an ad–hoc basis
and ignore key information, [16, 17].

• Key information is often ignored, if it is not exchanged effectively, [18]. This is
difficult as information regarding service innovation is tacit and hardly formal‐
ized [19].

• This tacit and hardly formalized information can impact the decision makers under‐
standing and consequently decision making in the innovation process, [16].

To address these challenges an Interactive Assessment, namely ‘The Mobile (M)
Concept Assessment Instrument’ was introduced in an earlier publication [1]. A screen-
shot of this instrument is illustrated in Fig. 1. This paper builds on this earlier publication
by describing the instruments impact on the process for creating m-Commerce services.
Firstly a brief overview of the instrument is summarized in Sect. 2.1.

2.1 The M-Concept Assessment Instrument

The M-Concept Assessment Instrument aims to assist with defining and evaluating
mobile services (e.g. m-Commerce services) in the front end of innovation. To do so m-
Commerce innovators and development teams must use the instrument as a ‘question‐
naire tool’. The overall use of the instrument is divided into three parts, Fig. 1.
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• Firstly, it is necessary to select the particular type of mobile service you are creating
from the dropdown list, e.g. transaction service, information service etc. This is
illustrated as activity one in Fig. 1. This will filter the aggregated data in the back‐
ground, so the data field from the relevant data table will be presented in the 3D-
Graph.

• The second activity involves defining the particular mobile service characteristics
which the mobile concept is likely to comprise of. This includes answering questions
in relation to the characteristics of the mobile service and allocating scores to the
categories which best describe their concept. For example, the development teams
will consider factors such as service complexity and intuitiveness etc. This is illus‐
trated as activity two in Fig. 1.

• The third activity in Fig. 1, defines the particular characteristics of the context within
which the mobile concept is likely to be used. This involves answering questions in
relation to the context of use and allocating scores to the categories which best
describe their concept. Here the development team will consider factors such as the
intended use situations etc.

Based on the scores that have been allocated to each of the questions, the mobile
service concept is now classified in terms of the assessment instrument. For example,
the type of service, its characteristics and the intended context of use, are categorized.
The team will now get a ‘potential’ adoption score, which is represented in a three 3D-
Graph. This is illustrated in Fig. 1. This adoption outcome is based on existing mobile
service adoption data, which has been classified, aggregated and stored in the back‐
ground of the assessment instrument [1]. The potential adoption score is divided into
three parts; low, moderate and high adoption. Adoption is based on ‘intention to use’
[20]. Low intention to use is captured as any score under the threshold of 40 %. Any

Fig. 1. M-Concept Assessment Instrument for defining and evaluating m-service concepts [1]
(Color figure online)
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score above 41 % represents a moderate to high intention to use. Moderate would move
to high once past 60 % Fig. 1. These categories were then color-coded for a deeper visual
effect. Red indicates low adoption, dark green indicates moderate adoption and bright
green indicates high adoption, Fig. 1. The information provided by the 3D Graph, can
assist decision makers understating of how these factors will positively or negatively
affect the adoption of their service. This visual aid also provides necessary information
in a perceptible way, which they can later use to justify their decisions for certain
elements of the mobile service.

3 Methodology

In order to assess the impact of the M-Concept Assessment Instrument [1] on the inno‐
vation process, a multiple case study approach [21] is applied. This involves imple‐
menting the assessment instrument in the innovation process of two real world m-
Commerce organizations and assessing the participant’s experiences with the instrument
when defining and evaluating mobile concepts.

Firstly, case study questions are specified to frame what specifically is to be inves‐
tigated, these questions are outlined, Table 1. These are formed based on the challenges
in the innovation process reported in Sect. 2.

• The first challenge states the innovation process lacks structure and transparency and
as a result decisions are made on an ad hoc basis and ignore key information [2–4,
16, 17]. To understand if the instrument addresses this issue, the first question asks:
How has structure and transparency been altered? Transparency in terms of this
research this is the concept of facilitating any course of action with relevant and
necessary information, in an organised and structured way, [17, 24].

• The second challenge suggests key information is often ignored as it is not exchanged
effectively [18]. As a result the second question asks: How has the exchange of key
information been altered? In terms of this research information exchange refers to
the interpersonal exchange of information among the participants, [25].

• Finally, it was recognized that this key information is tacit and hardly formalized
which therefore impacts decision makers understanding and consequently their deci‐
sions in the innovation process [16, 19]. Therefore the final question asks: How has
understanding been altered? Understanding in terms of this research refers to the team
member’s comprehension of key decision elements, [24, 26–28].

Consequently, these questions highlight the main focus of this paper. These are
addressed in Sect. 5 where the data analysis and findings are reported.

Secondly, profiles of the participating organisations are created, these are provided
in Table 2. This table includes an overview of the following: the organisation (i.e. sector
and size), the organisations innovation process, the participants and the m-Commerce
concept to be defined and assessed using the M-Concept Assessment Instrument.
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Table 2. Case profiles

Case Case Study One (CS1) Case Study Two (CS2)
Organisational Sector Private Private
Organisational Size Small; <50 employees Small; <50 employees
Innovation Process Activities Semi-structured, formal but

flexible Innovation Process
Semi-structured, formal but

flexible Innovation Process
Participants Project Manager, Design

Engineer, Marketing, 2
Software Engineers, Busi‐
ness Analyst

Project Manager, Design Engi‐
neer, Service Administra‐
tion and Support

Mobile Concept Mobile Payment Transaction
Service

Mobile Historic Information
Service

Thirdly, the instrument is implemented in the innovation process of these m-
Commerce organisations and used by the participants. At this stage data is collected.
Firstly, observation data including field notes, template data and print out data is
collected by the researcher on-site during the study. These document observations of
the participant’s interaction with the instrument during the study. Secondly, semi-struc‐
tured interviews are conducted with each of the participants to capture their experiences
with the instrument following its use. Each interview lasts for approximately 30–35 min
and is recorded and transcribed.

Lastly, the observation and interview data is analysed following the hybrid inductive/
deductive thematic analysis approach [22] in order to answer the case study questions
outlined in Table 1. This involves allocating codes to the data (i.e. assigning labels)
which are then inspected and connected to identify patterns and themes.

4 Case Studies: Implementation of the M-Concept Assessment
Instrument and Data Collection

This section details the case studies conducted with two m-Commerce organisations to
investigate the impact of the M-Concept Assessment Instrument on their innovation
process.

4.1 Case Study One (CS1) – Mobile Transaction Service

Organisation: The first study is conducted in a private m-Commerce organisation,
based in Galway, Ireland. Using the categorisation of company size proposed by the
European Commission, the organisation is categorised as a small organisation with less
than fifty employees. Six members of their mobile service development team partici‐
pated in the study. This included a project manager, a design engineer, a business analyst,
two software engineers and one member from marketing.

Innovation Process: Their innovation process is categorized as semi-structured. They
have formal activities in practice such as formal client meetings, yet the process still
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remains flexible. The activities in the process will adjust depending on their clients’
needs. For example, some activities may be necessary for one client but not for the next.
Taken as a whole, there is no formal definition of the activities which take place within
their innovation process.

Mobile Concept: The concept assessed using the M-Concept Assessment Instrument
was a ‘Mobile Payment Transaction Service’. The aim of this service is to allow one to
process small payment transactions in retail/mobile shops (e.g. food at a grocery store
or fruit and vegetables at a market stall) on your smartphone, anytime any-where. The
end users need to create a profile and purchase online tokens, which they can use as
credit for their products. The supplier can approve payment of the products by selecting
an option ‘approve’ when the customer notifies them of the products they wish to
purchase.

Instrument Implementation and Use: The study was carried out on-site at the organ‐
ization. A presentation demonstrating the console of the assessment instrument was
given to the participants. After this, the assessment was conducted by the participants,
which involved using the M-Concept Assessment Instrument to further define and eval‐
uate their ‘Mobile Payment Transaction Service’. During the study the participants read
the instrument questions together as a group exercise. The exercise began with one
member suggesting their opinion, this continued until each member in the group had
voiced their opinion. The team then debated which score to allocate to each question.
This continued until all questions were answered. Based on the scores allocated to each
question, the instrument calculated the potential adoption score automatically. The
potential adoption score received in this case was 90 %. This means CS1’S ‘Mobile
Payment Transaction Service’ fitted into the category ‘high intention to adopt’. This
indicates that the service is likely to be adopted by its potential customers (users).

Data Collection: The observation and interview data was collected using the techni‐
ques outlined in Sect. 3. This resulted in a total of 78 pages of qualitative data which
was stored in ‘NVivo’ a qualitative data analysis software tool. The analysis of this data
and the main study findings are reported in Sect. 5.

4.2 Case Study Two (CS2) – Mobile Information Service

Organization: The second study was conducted in a private m-Commerce organiza‐
tion, based in Dublin, Ireland. Using the categorization of company size proposed by
the European Commission, the organization is categorized as a small organization with
less than fifty employees. Three members of their mobile service development team
participated in this study. These participants included; a project manager who is also a
senior software engineer, a designer who specializes in UX design and a member from
service administration and support.

Innovation Process: Similar to CS1, their innovation process is categorized as semi-
structured. They have formal activities in practice such as such as, Special Interest Group
(SIG) meetings yet the process still remains flexible. The activities in the process will
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adjust depending on their clients’ needs. For example, some activities may be necessary
for one client but not for the next. Taken as a whole, there is no formal definition of the
activities which take place within their innovation process.

Mobile Concept: The concept assessed using the M-Concept Assessment Instrument
was a ‘Historic-Information Mobile Service’. The service aims to make historical infor‐
mation more accessible to the average person, i.e. in the tourism industry. The service
will include a map with ‘time capsules’ throughout various locations on the map. These
time capsules will include information of historical events, which took place at those
locations.

Instrument Implementation and Use: Similarly to CS1 the study was carried out on-
site at the organization. The participants used the M-Concept Assessment Instrument to
further define and evaluate their ‘Historic-Information Mobile Service’. During the study
the participants read the instrument questions together as a group exercise. The exercise
began with one member suggesting their opinion, this continued until each member in
the group had voiced their opinion. The team then debated which score to allocate to
each question. This continued until all questions were answered. Based on the scores
allocated to each question, the instrument calculated the potential adoption score auto‐
matically. The potential adoption score received in this case was 60.43 %. This means
CS1’S ‘Historic-Information Mobile Service’ fitted into the category ‘high intention to
adopt’. This indicates that the service is likely to be adopted by its potential customers
(users). Once the assessment was complete, the team reviewed their adoption score. As
their score was just slightly above the 60 % they agreed certain factors such as ‘use
situation’ may need to be redefined.

Data Collection: Similarly to CS1 the observation and interview data was collected
using the techniques outlined in Sect. 3. This resulted in a total of 60 pages of qualitative
data which was also stored in the NVivo database for analysis. The analysis of this data
and the main study findings are reported in Sect. 5.

5 Data Analysis and Findings

The data from the two cases was analyzed using the thematic analysis technique
described in Sect. 3. References made by the participants to a specific change in the
innovation process was recorded, inspected and coded. There were a total of 514 refer‐
ences to a change in the innovation process captured in the data, Table 3. The rigorous
analysis of these 514 references resulted in 4 major themes and 22 subordinate themes
to explain the data and consequently the impact of the instrument on the innovation
process. These themes and the number of references they received from each case are
summarized in Table 3. The four major themes are now corresponded with the questions
from Table 1 to understand the impact of the m-Concept Assessment Instrument.
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Table 3. Themes traced in the data as a result of M-Concept Assessment Instrument

Themes traced as a result of assessment instrument No. of
References
CS1 CS2

I. TRANSPARENCY 9 16
Thoroughness 16 9
Structure 20 14
Structure of the Assessment Instrument 10 4
Structure of Activities 17 6
Control 3 0
II. COMMUNICATION 22 11
Quality of Information Exchanged 6 5
Relevant Information 7 10
Consistent Information 0 5
Complete Information 5 3
Information Exchange 17 6
Integrated Exchange 14 8
Engaged Exchange 14 7
III. UNDERSTANDING 16 20
Simplification 15 9
Understanding of the Mobile Concept 23 18
Consistency 6 6
Understanding of Roles 14 5
Guidance 9 10
IV. USER EXPERIENCE 8 6
Value 12 11
Usefulness 6 9
Appropriateness 8 12
Efficiency 7 7
Ease of Use 10 3
TOTAL REFERENCES 294 220

• I. TRANSPARENCY: In relation to the first question in Table 1: How has structure
and transparency been altered? The data suggests the activities in the innovation
process were clearer and conducted in a more thorough manner. In addition, the
activities were described as well structured, and therefore easier to manage or control.
One participant suggested: “…using the instrument you can determine whether to
move forward to the design stages, or back to the last activity”. This resulted in the
activities and roles becoming more ‘transparent’. Consequently these changes were
recorded under the overarching theme ‘Transparency’. This theme therefore
suggests: m-Commerce organizations can clearly and thoroughly define and evaluate
mobile concepts in a more structured and controlled manner via the assessment
instrument.
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• II. COMMUNICATION: In relation to the second question in Table 1: How has
the exchange of key information been altered? The data suggests the exchange of
information was more integrated as the opinions of all participants were taken on
board. Additionally, the participants were more engaged when exchanging informa‐
tion in the innovation process. Furthermore, the information exchanged, was
described as relevant, complete and consistent. This resulted in improved commu‐
nication during the innovation process. Consequently these changes were recorded
under the overarching theme ‘Communication’. This theme therefore suggests: by
using the instrument, m-Commerce organizations can exchange relevant and
complete information necessary to define and evaluate mobile concepts in a more
integrated and engaged manner.

• III. UNDERSTANDING: In relation to the third question in Table 1: How has
understanding been altered? The data suggests it is easier to define the concept as
the instrument illustrates the alternative characteristics which describe the mobile
concept and its context of use. In addition, the instrument simplified the act of eval‐
uating mobile concepts in the innovation process. For example, based on the cate‐
gories selected to define the concept a potential adoption score is presented in a 3D-
Graph. As a result, the understanding of the key decision elements was improved.
Consequently these changes were recorded under the overarching theme ‘Under‐
standing’. This theme therefore suggests the simplification and guidance of the inno‐
vation activities by the instrument can enable m-Commerce organizations to compre‐
hend key decision elements in the innovation process.

• IV. USER EXPERIENCE: The theme ‘User Experience’ also emerged from the
data, Table 3. This refers to the participant’s perceptions and experience with the
assessment instrument, [29]. A positive user reaction with the assessment instrument
was traced in both cases. For example, the data suggests the assessment instrument
is valuable as it can prevent problems arising in the later testing stages. This is as
using the instrument can highlight issues prior to development. The instrument also
resulted in each participant being more informed and up-to date with the mobile
concept, reducing the number of informal discussions. The data also suggests that
little effort was required to use the instrument and therefore it is easy to use. For
example, one of the participants suggested: “…the assessment is laid out like a
spreadsheet exercise; you simply has to assign scores to the categories”.

The major themes and almost all of the subordinate themes referenced in case study
one, have also been referenced in case study two, Table 3. Analytical generalization
suggests if two or more cases are shown to support the same outcomes replication can
be claimed [21]. Thus, replication is claimed. This is an important conclusion for the
creators of m-Commerce services as organizations that fit the profiles of the organiza‐
tions in this study should expect similar outcomes to emerge following implementation
of the M-Concept Assessment Instrument [1].
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6 Conclusion

This paper built on an earlier publication [1], where an Interactive Assessment, namely
‘The Mobile (M) Concept Assessment Instrument’ was proposed to assist with defining
and evaluating m-Commerce (mobile) services. In particular, the paper demonstrated
an improvement to the process for creating m-Commerce services as a result of imple‐
menting the instrument in two real world m-Commerce organizations. Evidence of
changes to (i) the structure of the innovation activities were found. This resulted in the
activities and roles becoming more transparent. In addition, changes to (ii) the exchange
of key information was recognized, which resulted in improved communication during
the innovation process. Finally, evidence that (iii) the innovation activities were ‘simpli‐
fied’ was also presented. This resulted in improved understanding of key decision
elements in the process for creating m-Commerce services. Along with these changes
to the innovation process a positive user experience with the assessment instrument was
traced across both cases. These findings hold important implications for creators of m-
Commerce services, as organizations which fit similar profiles to those within this study
should expect similar outcomes to emerge following implementation of the M-Concept
Assessment Instrument. Consequently they can also benefit from an improvement to
their innovation process. Further case study investigations are currently being under‐
taken to extend the generalization of the findings.
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Abstract. User adoption of information technology (IT) is important to organ‐
izations to maximize their return on investment. However, if appropriate support
is not structured to encourage this endeavor, subsequent IT usage may be prob‐
lematic. Of the various types of organizational support, performance objectives
may be structured to influence user IT learning and adoption efforts. Although
previous research has addressed adopting IT and deciding when to learn IT,
research has not looked at the impact that performance objectives, along with the
appropriate incentives, can have on this endeavor. This research study proposes
to explore this issue to lend insights into the influence that performance objectives
and incentive structures can have on a user’s decision to learn and adopt IT, as
well as subsequent performance outcomes. The potential contribution includes
suggestions for appropriate support structures to establish that contribute to IT
adoption and proficient IT usage.

Keywords: Information technology · Performance objectives · Incentive
structures · IT learning · IT adoption

1 Introduction

Organizations invest in new information technology (IT) on a continuous basis with the
expectation that IT users will deploy these technologies to their fullest extent so return
on investment will be maximized. Therefore, it’s important for IT users to learn and
adopt newly implemented IT. However, if organizations do not provide the appropriate
support structures to invigorate this behavior, proficient IT usage may be lacking.
Supporting structures can also be inconsistent or insufficient in explicitly developing
proficient IT usage.

The general expectation is that IT users are to become proficient with a newly imple‐
mented IT, even when the appropriate support or incentive structures that would
encourage them to deploy a new IT is not devised. The belief may be that such usage is
implied. However, providing incentives that focus on task completion without encour‐
aging users to explore better ways of accomplishing it may discourage users from
applying the most appropriate IT to complete a task. Hence, technology may not be used
to the greatest extent that it could, and the resources that are being invested in new
technologies may be wasted.
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Although many are concerned with individual IT usage, they are equally concerned
with or even more concerned with accomplishing overarching, short-term performance
objectives such as meeting quarterly reporting deadlines or financial targets. Hence,
many performance objectives are written as such to focus users’ efforts and attention on
achievement of these overarching, short-term performance objectives. Although tech‐
nology may be utilized by an individual to accomplish these performance objectives, its
explicit use may not be required. Also, IT users may be encouraged to use a new tech‐
nology or inspired to use the new technology through training. However, the actual
objectives that are established for IT users do not incorporate these learning aspects and
utilization of new technology (or the means) but focus on completing the final objective
(the ends).

Therefore, the research question posed is: Do performance objectives and incentive
structures that explicitly focus on learning and adopting new technologies as well as
achieving accurate outcomes, respectively, result in greater utilization of the technology
and higher quality performance outcomes?

To answer this question, an experiment will be conducted to assess the effectiveness
of performance objectives and incentive structures which vary in terms of incorporating
(1) learning and adopting technology objectives and (2) task completion only or accurate
task completion incentives. The findings will provide insight into an individual’s
propensity to learn and adopt technology (specifically, software applications) and apply
it to a task when it is explicitly indicated rather than implicitly stated. Also, the results
will provide insights into the quality of outcomes that are realized when incentive struc‐
tures are focused on achieving accuracy versus task completion, and what influence this
may have on the overall selection of technology to be applied.

2 Literature Review

IT users are faced with a challenging decision – should they: (1) invest the time and
effort to learn and adopt novel technology that may accomplish a task better, or (2) utilize
other familiar technology or means to complete the task so no added learning investment
is needed and there is greater certainty regarding the outcome. This dilemma is consistent
with the cognitive cost/benefit framework which proposes “individuals weigh benefits
(impact on correctness, speed, and justifiability) and costs (mental effort of information
acquisition and computation) before choosing a strategy for processing information in
decision-making.” [1, p. 1830]. Previous research results suggest that organizations need
to consider the relationship between compensation structures and IT adoption which can
have an important influence on final task performance [2]. Previous studies have
combined and expanded upon previous models and research of technology adoption by
developing the coping model of user adaptation (CMUA) [3]. The model proposes that
adapting or modifying technology can bring about a disruption to the work environment,
and users can cope with the change with a variety of strategies, from benefit maximi‐
zation to self-preservation. Therefore, upon the introduction of a new technology, indi‐
viduals can respond in a variety of manners – with some leading to full utilization of the
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new technology and others avoiding it and finding alternative means to complete existing
tasks.

Previous research suggests that performance measures that are nonfinancial are more
likely to foster innovation and risk taking [4]. Therefore, if performance objectives are
focused on activities such as learning a technology (versus simply completing a task or
getting the job done), they may encourage users to innovate and explore the technology
and find new, better, and more creative ways to accomplish tasks with it. Previous
research has also had some focus on learning and applying technology. For example,
research has focused on the impact of various incentive contracts on learning and
performance outcomes [5]. The study found that individuals with incentive-based
contracts (versus flat-wage contracts) were more likely to learn (revise their beliefs),
increase effort (longer task duration), and improve performance. As another example,
research has examined the influence that perceived usefulness, time pressures, and
subjective norms have on an individual’s decision to learn novel technology functions
[6]. The findings indicated that supportive structures can directly influence whether or
not one elects to pursue learning and incorporating technology into work routines.

However, previous studies have not explicitly focused on the impact of incorporating
performance objectives and incentive structures for IT users, and their subsequent
impact on successful technology adoption and performance outcomes. In other words,
what has not been evaluated is the impact of performance objectives supporting learning
and applying a technology and the resulting choice of whether or not to learn a new
technology that may assist one to accomplish tasks better. Also, when incentive struc‐
tures are established that explicitly determine how an individual may be compensated,
different choices in actions may occur. If the individual is to produce a high-quality
outcome, they may be more inclined to select the technology that has a better fit with
the task even if it requires an investment to learn. However, if the individual is not given
incentives to produce a high-quality outcome, then they may be more inclined to select
a more familiar technology that doesn’t require the learning investment even if the
quality of the outcome suffers. Hence, the research objective for this study is to evaluate
the impact of performance objectives that explicitly incorporate learning and adoption
(i.e., specify learning and adopting the technology) and incentive structures that focus
on producing quality outcomes (i.e., accurate task completion).

3 Theoretical Foundation and Hypotheses Development

In conducting this research, transaction cost economics, attribution theory, technology-
to-performance chain, and task-technology fit model provide the theoretical basis for
the hypotheses.

3.1 Transaction Cost Economics

Transaction cost economics has been applied in organizational contexts in which the
task or transaction costs are examined under various governance structures [7–10].
These transactions can vary by degree of asset specificity (change in value that may
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occur if an investment made in a particular transaction is reallocated), unknowns/uncer‐
tainties, and frequency [8, 10]. Although transaction cost economics has been studied
from an organizational perspective, individual-level application is relevant as well.
Contract theory has been proposed to be applicable to a variety of transactions [10]. In
the context of contracts, the substance of performance objectives can be viewed as a
contract because employees are eligible for rewards if the performance objectives are
accomplished according to pre-determined criteria. Transaction cost economics can be
applied to employment contracts because of the unique nature of job tasks and processes.

Employment contracts have been proposed to be deficient and give employees voli‐
tion regarding task completion [10]. Therefore, employment contracts can introduce
variability in performance outcomes because of the discretion provided in methods or
manners utilized to accomplish tasks. Transaction cost economics’ assumptions include
bounded rationality and opportunism [8]. Bounded rationality implies individuals have
cognitive limitations regardless of their intentions, and opportunism suggests that indi‐
viduals may prioritize their own interests above other interests.

In applying transaction cost economics to the decision an employee makes in
deciding whether or not to learn and apply a new technology to a particular job task,
transaction costs exist for the employee in terms of the time and effort required to learn
the technology and apply it to the task (versus performing the task using existing, familiar
methods). Because of bounded rationality, the employee may intend to perform the task
in the most effective and efficient manner possible, but cannot predict whether learning
and utilizing the new technology will yield those results. Hence, a level of uncertainty
arises. Also, considering the assumptions of opportunism, an employee would be more
likely to pursue the option that provides him/her with greater rewards or least costs or
effort, even if at the expense of the organization.

When learning and adopting technology performance objectives are not included
and incentive structures are based on task completion only, the employee may focus on
completing the task with known methods (i.e., not learn and adopt the new technology)
because it reduces the level of uncertainty in achieving the incentives which provides
opportunities for monetary rewards. Therefore, the following hypothesis is proposed.

H1: Individuals will have a greater propensity to use a familiar technology to
complete a task if the incentive specifies task completion only and there is no learning
and adopting technology performance objective than when a learning and adopting
technology performance objective is provided.

3.2 Attribution Theory

Attribution Theory proposes that individuals make causal attributions to explain behav‐
ioral phenomena, or explain why people behave the way they do [11]. These causal
attributions have been demonstrated to be the stimulus for subsequent actions or the
response that one has [12]. For example, previous research found that when individuals
were subject to a binding contract, their cooperative efforts were attributed to the
constraints of the contract [13]. However, when a nonbinding contract was utilized,
cooperative efforts were attributed to trustworthiness. Karsten [12] found similarities
between the casual attributions of IS professionals and IS users when successful
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performance outcomes were achieved by IS users. However, when unsuccessful
outcomes were realized, causal attributions deviated.

Therefore, research has shown, through the application of Attribution Theory, that
when specific intentions are not made explicit, individuals may attribute the behaviors
of another with their own explanations. Individuals may interpret the particular event
with their own meanings and derive their own implications of another’s actions or inac‐
tions. Hence, when incentive structures do not specify that the quality of the outcome
from IT use is more important than obtaining any outcome, IT users may attribute getting
the task completed to be of greater importance than getting the task completed accu‐
rately. IT users may attribute incentive structures that provide no impetus for achieving
a certain level of quality results to an organization’s lack of concern for quality and a
greater concern for just “getting it done.” In conjunction with transaction cost
economics, IT users may act opportunistically and complete the task with a more familiar
technology even if it may result in less accurate outcomes. Therefore, incentive struc‐
tures that specifically incorporate accomplishing a task with greatest accuracy may be
more likely to result in individuals selecting the technology that will produce the most
accurate results. Hence, individuals will be more likely to learn and adopt a new tech‐
nology that is a better fit with the task and can provide more accurate outcomes than
utilize a familiar technology even if no learning and adopting technology performance
objectives are given.

Based on the above, the following hypotheses are proposed:

H2: Individuals will have a greater propensity to learn and adopt a new technology
to complete a task if the incentive specifies task completion accuracy and there is no
learning and adopting technology performance objective than when the incentive speci‐
fies task completion only.

H3: Individuals will have a greater propensity to learn and adopt a new technology
to complete a task if the incentive specifies task completion accuracy and there is a
learning and adopting technology performance objective than when the incentive speci‐
fies task completion only.

3.3 Technology-to-Performance Chain and Task-Technology Fit

According to the technology-to-performance chain, technology that is appropriate to
complete the task and utilized by an individual can produce positive performance
outcomes [14]. Task-technology fit (TTF) has been “defined as the extent that tech‐
nology functionality matches task requirements and individual abilities. Task-tech‐
nology fit is presumed to lead to higher performance” [1, p. 1829]. Specifically, “TTF
is the correspondence between task requirements, individual abilities, and the function‐
ality of the technology.” [14, p. 218]. To the extent that technologies have greater TTF,
improved performance outcomes are more likely to occur.

Greater utilization of a technology alone will not necessarily produce positive
outcomes. If the technology used to accomplish the task is not the most effective or appro‐
priate (i.e., it is less likely to produce the most accurate results), then performance may
suffer. Therefore, individuals who continue to utilize existing technologies that are less
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likely to produce accurate outcomes may not improve performance. If individuals adopt a
new technology that is more likely to produce accurate outcomes (i.e., has a more appro‐
priate fit to the task), then individual performance can be positively impacted. Hence, the
incentive structures and performance objectives given to an employee can influence his/her
choice of technology to accomplish the task and the quality of the outcome.

Based on the above, the following hypothesis is proposed:

H4: Individuals will have a greater propensity to learn and adopt a new technology
to complete a task if a learning and adopting technology performance objective is
provided and the incentive specifies task completion accuracy than when a learning and
adopting technology performance objective is not provided.

4 Research Method

4.1 Overview

To test the research hypotheses for this study, a 2 × 2 design is proposed (see Fig. 1) in
which performance objectives and incentive structures are manipulated. Subjects will
carry out tasks to analyze accounting information using either Microsoft Excel or
Access. The research subjects will receive the same training and complete the same
exercises, but will receive variations in their performance objectives (learning and
adopting technology performance objective versus no performance objective) and
incentives (task completion only versus task completion accuracy). Subjects will be
randomly assigned to one of the four experimental conditions and will be asked to not
disclose the specifics of their performance objectives and incentives to other subjects.
The subjects will receive training along with their performance objectives and incentives
(performance objectives and incentives will be given before the training commences).
In the following week, subjects will complete the associated exercises with either
Microsoft Excel or Access. A pre-study questionnaire will be administered before the
initial training, and a post-study questionnaire will be administered after the exercises
are completed. The time allowed for training and exercise completion will be held
constant for each condition.

Learn & Adopt New 
Technology Objective and 
Task Completion Incentive

Learn & Adopt New 
Technology Objective and 
Task Completion Accuracy 
Incentive

No Learn & Adopt New 
Technology Objective and 
Task Completion Incentive

No Learn & Adopt New 
Technology Objective and 
Task Completion Accuracy 
Incentive

Task Completion Task Completion Accuracy            

Incentive Structure

Learning & 
Adopting
Objective

Y

N

Fig. 1. Research Design
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Course credit for the task will be based on the assigned incentive structure. Analysis
of the effects of the different performance objectives and incentive structures will be
assessed by comparing the method used to complete the task (Microsoft Excel or
Access), and number of exercises completed correctly.

4.2 Subjects

Undergraduate students who are experienced Microsoft Excel users but are not experi‐
enced with Microsoft Access will be recruited. Students will receive the same training, and
will receive their grade (final course credit earned) upon completion of the experiment.

Table 1. Research Conditions

Condition Condition description
1 Incentives specify task completion and no performance objectives given.

Course credit earned based on number of tasks completed, regardless of
accuracy (2 points per task, total of 3 tasks per session possible or total of 6
points per session to be earned).

2 Incentives specify accuracy of task completion and no performance objectives
given. Course credit earned based on number of tasks accurately completed
(2 points per correct answer, total of 3 answers per session possible or total
of 6 points per session to be earned).

3 Incentives specify task completion and performance objectives specify learning
and adopting new technology. Course credit earned based on how well they
have learned Microsoft Access (2 points per task, total of 3 tasks per session
possible or total of 6 points per session to be earned).

4 Incentives specify accuracy of task completion and performance objectives
specify learning and adopting new technology. Course credit earned based
on how well they have learned Microsoft Access AND completed tasks
accurately (2 points per correct answer, total of 3 answers per session
possible or total of 6 points per session to be earned).

4.3 Procedure and Measures

In the initial session, subjects will be trained on Microsoft Excel (a refresher course)
and Microsoft Access. During the initial training, they will also be asked to complete a
demographic questionnaire in which they rate their need for cognition and need for
achievement on a scale of 1 to 7 (with 1 being completely unmotivated and 7 being
extremely motivated). Also, measures of computer self-efficacy, previous technology/
software experience, level of familiarity with Excel, and level of familiarity with Access
will be gathered. The training session will entail reviewing (for Excel) and learning (for
Access) those skills needed to complete the required exercises for the following week.
The exercises will be tailored so that they can be completed with either Microsoft Excel
or Access, but utilizing Excel will be more complicated and cumbersome and, hence,
more prone to errors. The performance objectives and incentives structures for each
condition are summarized in Table 1.
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After completion of the exercises, they will receive their course credit earned. They
will also be asked which technology they chose to use (Excel or Access) to complete
the exercises and asked “Why they chose to use that particular technology”. The latter
part of this question will ask them to first rate on a scale of 1 to 7 (1 being completely
unimportant to 7 being extremely important) if factors such as “Familiarity with the
technology”, “Instructor concern with using the Technology”, “Ability to meet Learning
Objectives”, “Ability to achieve Course Credit”, “Greater efficiency”, “Greater effec‐
tiveness”, etc. were weighed in their decision. They will also have the opportunity to
provide any open-ended feedback after these ratings. Measures of number of exercises
completed correctly will be taken and assessed by the researcher and one other individual
who is familiar with Microsoft Excel and Access.

5 Results and Discussion

A 2 × 2 between-group factorial ANOVA will be used for data analysis. For hypothesis
1, analyses will be made of the use of technology (Excel versus Access) and accuracy
of outcomes between the performance objective conditions (learning and adopting tech‐
nology performance objective versus none). For hypothesis 2, analyses will be made of
the technology selection and accuracy of the outcomes made for each group between
the incentive structures conditions (task completion only incentive versus task comple‐
tion accuracy incentive).

For hypothesis 3, analyses will be made of the use of technology (Excel versus
Access) and the accuracy of the outcomes when the incentive structure indicates that
accuracy of task completion is to be rewarded and learning and adopting technology
performance objectives are provided. For hypothesis 4, analyses will be made of the use
of technology (Excel versus Access) and the accuracy of the outcomes between the
performance objective conditions (learning and adopting technology performance
objective versus none) when incentives for task completion accuracy are given.

6 Implications and Conclusion

If the hypotheses are supported, this will indicate that given the choice of the means to
complete a task, an IT user is more likely to select a familiar means and focus on
completing a task regardless of being trained on a new technology that could provide a
more efficient means and accurate task completion. Therefore, those who are concerned
with the adoption of a new technology should align performance objectives with these
concerns in order to derive the behavior that is desired from their IT users. Also, the
results will imply that establishing incentive structures that are based on the quality of
outcomes achieved can lead to individuals selecting a technology that is more appro‐
priate for the task, which can result in more successful task outcomes. The results from
this study would also imply that the application of a new technology will not just happen
automatically, even after training has occurred, and assumptions should not be made
that IT users know the importance of learning and adopting a new technology.
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In conclusion, this research proposes to look at the influence that variations in
performance objectives and incentive structures can have on the learning/adoption of a
new technology and task performance outcomes. If IT users are being evaluated on other
criteria that do not necessarily require new technology’s use, then IT users may be
confused as to the appropriate actions to take – use a familiar means to complete the
task so the objective has more certainty to be met or take a risk and invest the time to
learn the technology and use it to complete the task. Overall, this research will contribute
to the knowledge of performance objectives’ and incentive structures’ influences (as
well as their variations) on IT users’ decisions to learn and adopt a technology to achieve
higher quality outcomes versus just getting the job done.
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Abstract. During the phases of an innovation lifecycle, from the value propo‐
sition to realization, is about brainstorming especially in its early phases. The
success of the brainstorming process depends on many factors, the diversity of
the team members, the boundary spanning capability, the ability of foreseeing the
insight of risks in the future, etc. On the other hand, the innovation is also a
collaborating process of exploring the differentiating value propositions from the
target competitors or the benchmark artifacts in the market; the outcomes must
be clear to kickoff the next step of the initiative. How to encourage the team
members to make their best efforts to contribute their thoughts and ideas and come
out with a rational decision about the resolution with consensus is the key to the
successful brainstorming process. This paper presents a novel brainstorming
process, including the roles, the responsibilities, the facilitating, the workflow,
and the theories behind, for service design and got satisfied results from the
empirical cases that were government-funded service projects.

Keywords: Open Innovation Model · Service design · Brainstorming · Group
decision

1 Introduction

Nowadays the most effective approach of differentiating against the business rivals is
through innovation (Aghion et al. 2014). The challenges of innovation are from various
perspectives: (1) how to create a culture that encourages creativity and innovation
(Alamsyah and Yerki 2015); (2) how to develop the winning ideas that are customer-
centered; (3) how to create a feasible action plan to boost the breakthrough of products
and services; (4) how to manage these under developing ideas to be an asset for further
inspiration; (5) how to let the top management support these ideas through involvement
and understanding; and (6) how to effectively communicate the ideas with the functional
departments (Baker 2015). Apparently, the innovation is the synergy of those outcomes
that generated by the brainstorming process, thus the quality of the brainstorming will
determine the impact of the innovation.

The essence of innovation is to identify the competitive services against rivals
based on the firm’s resources which are not easy to mimic and to replicate. But the
firms are always short of some resources for their initiatives, apply the Open Inno‐
vation Model—collaborating with the complementary partners to mature a new

© Springer International Publishing Switzerland 2016
F.F.-H. Nah and C.-H. Tan (Eds.): HCIBGO 2016, Part I, LNCS 9751, pp. 511–518, 2016.
DOI: 10.1007/978-3-319-39396-4_47



product or service–seems to be the answer of expediting the time-to-market. The
competitive services have three supporting pillars (Qiu 2014): (1) science—giving
the support from the theory or the facts to the innovation; (2) management—effec‐
tively and efficiently using the resources to develop and realize the innovation; and
(3) engineering—realizing the innovative service products or business model. The
innovation is a holistic thinking model mixed with the perspectives of (Ho 2014): (1)
social—how customers can be benefited and how our society will be influenced from
the innovative services; (2) technology—how technologies will be applied, inte‐
grated, and derived to substantiate the innovation; (3) economic—how the innova‐
tive services will improve the firm’s financial status and lead the whole value chain
to grow; and (4) policy—the tactics of the firm to promote the innovative services
or the principles of sustaining them. The competitive services are also the target—
such as building the ecosystem, creating a new business model, designing a new
product or service, and enhancing the firm’s core competence—of the strategy of the
innovation, it must begin with the scanning against the current situation as the base‐
line—such as the capability of the firm, the SWOT of products and services in the
market, and set a series of sequencing plans or initiatives—such as marketing the
value propositions, designing the excellent services and selling them—to mitigate the
gap to success (Simon et al. 2014) (Fig. 1).

Fig. 1. The service science approach of innovation

This paper aims to answer that how to make people contribute their best knowledge,
experiences, and ideas to stimulate the innovation effectively. The common brain‐
storming of thinking may include: (1) time frames—such as waiting for another tech‐
nology or market to be more mature to accept the innovation, different ones might change
the essence of the issue; (2) locations—such as deployed the innovation in the city or
the rural, different ones would bring broader views about the issue; (3) attributes—such
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as consumed the services by genders or ages, different ones could be more thoughtful
to the solution; (4) roles—such as from the service buyer or the user’s perspective,
different ones could change the way of design; and (5) context—such as applying the
same innovation on various contexts, different ones might appreciate the innovation
more and shorten the time-to-market. Therefore, the diversity of the brainstorming team
will help the innovation cover more aforementioned perspectives. The competitive
services, the target, are the outcome of the brainstorming; without the outcome which
should meet the expectation of the executives will be a kind of resource waste, a dead‐
weight loss of organizational activities, certainly cannot expect it will lead to any
innovation.

2 The Outcome-Based Brainstorming Process

The major issue of brainstorming is the cost of communication, especially when its
outcome does not meet the expectation of the executive. The reasons why the outcome
is not effective and satisfied are: (1) the executive did not disclose the expected outcome
specifically; (2) the executive did not play any part of the brainstorming; (3) the team
members did not have the equal opportunity of sharing the idea; (4) there was no one
leading the discussion effectively; (5) the arguments either were not based on the solid
ground nor had a balanced perspective; (6) the discussion did not reach the consensus;
(7) the discussion ended up with a list of tangled view points but no tangible outcome;
(8) the discussion was conducted under a unequal influence or imbalanced power atmos‐
phere; (9) some details of the discussion including possible value points were trimmed
off due to lacking of sufficient notes; and (10) others such as incompetent team members
who just could not deliver the outcome.

To improve the brainstorming, this paper presents a novel approach to encourage
the team members to contribute their thoughts more efficiently by using the similar form
of workshop (Simons et al. 2015). First, to lower down the insufficient communication,
a big team needs to break into smaller groups, and reorganizes each group based on the
roles and their responsibilities during the brainstorming as illustrated in the Table 1.
There are two categories of roles; each role is associated with a nickname to emphasize
its characteristics. The first category includes the Executive—its nickname is the
Emperor making the final judgment calls on the direction of the further brainstorming,
explicitly expresses the expectations and the goals from the brainstorming—and the
Facilitator—its nickname is the Judge Dredd (borrowed from a famous comic and
movie character) mastering the theme, guides the brainstorming process and inspires
the groups’ creativeness, while the other one contains the roles: (1) Presenter—its
nickname is the Silverback, leads the discussion and manages the direction of value
propositions; (2) Informant—its nickname is the Eagle overseeing the big picture,
giving the supporting information to the proposition; (3) Secretary—its nickname is
the Lioness hunting the prey, keeps records of the details of threads; (4) Writer—its
nickname is the Peacock showing off the value points, distils the threads into valuable
points; and (5) Challenger—its nickname is the Wild Duck always thinking out of the
box, works as a critique role to maintain the quality of the discussion, in a group.
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Table 1. The roles and their responsibilities

Role Nickname Description 

Executive Emperor 
Giving the specific expectation about the outcome 
from the brainstorming process 

Facilitator Judge Dredd 
Facilitating the brainstorming process and leading 
the discussion toward the expected outcome 

Presenter Silverback 
Representing the team, elaborating the ideas to the 
public,  managing the internal resources to reach 
the objective 

Informant Eagle 
Giving the empirical or scientific evidence to sup-
port the argument 

Secretary Lioness 
Keeping the discussion threads and organizing 
these notes for further referencing 

Writer Peacock 
Gathering the information, discussion threads and 
drafting the bulletins of the argument for latter 
presentation 

Challenger Wild Dock 
Observing the discussion process to see if there is 
any obstacle, raising questions to test the validity 
against the argument 

For better result from the brainstorming, the Fig. 2 illustrates the ideal layout of the
discussion room (Pavelin et al. 2014); there are long-bench tables for the groups named
as Tn, n is the identification of the group; each table equips with a big screen or a projector
for easy communication; the notation of RnA represents the Silverback, the alpha male
of the herd of gorillas, the rest are the other roles in the group. In the center of the layout
is the table where the Emperor and the Judge Dredd work at. The round table is also
acted as the commanding office during the brainstorming.

As Fig. 3 illustrated, in the beginning, the Emperor gives the goals and the expect‐
ations from the coming brainstorming to all participants. The Judge Dredd explains how
the brainstorming will be conducted to all, asks group members to introduce themselves
about their expertise and the background respectively, finally gives a well-known case
to save time in understanding the issues, as an exercise to let the participants be familiar
with the brainstorming process. This simulation is essential to the success of the latter
brainstorming in the real theme; therefore, if time permits, let the group members play
as many roles as possible. In many occasions, the Judge Dredd also usually plays the
domain expert on that problem theme to disclose the potential issues, the background
understanding about the issues, and the possible directions about the solution of the
issues.
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Fig. 3. The preparation for brainstorming

3 The Empirical Cases of Brainstorming

There were three selected empirical cases presented in this paper, applying the afore‐
mentioned brainstorming method for service design: (A) service innovation—the
hybrid team members came from various research centers who intended to initiate a
joint-project by leveraging their core competencies; (B) business model exploration—
a large number of executives came from the selected small and medium business were
looking for the possibility of using the Big Data to explore their new business opportu‐
nities and to improve the existing business efficiency; and (C) extending knowledge—
the graduate management school students from different nations learned what the Smart
Factory is and discussed the issues about it from various perspectives.

From the empirical cases, the proposed brainstorming method reached a promising
result especially in the big diverse team by breaking them into smaller groups. This is
a critical task to the success of the brainstorming; the grouping criteria should be based
on the members who are complementary in: (1) business (2) competence and

Fig. 2. The ideal layout for brainstorming
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(3) personality. For better result, interviewing all attendees and categorizing their char‐
acteristics is a good practice. Usually it is not easy to identify who are appropriate to
play the Silverback and the Wild Duck roles. However, the proposed brainstorming
method can also be a leadership and critique training; the group members can take turns
to play all the roles for different topics if the brainstorming time is long enough.

The Judge Dredd must have adequate domain knowledge and experiences so that
he/she can guide and lead the discussion toward the goal set by the Emperor and make
his/her best efforts to reach the expected outcome with consensus. The Eagle requires
to have a strong knowledge network in which can be effectively used in backing up the
propositions. The Lioness uses a mind-map like tool to keep discussion threads effi‐
ciently in details; when a discussion is warm, the group might need to slow down the
discussion to give more time in keeping these threads if there is no handy tool in place.
The Peacock consolidates and re-organizes these discussion threads into concise bulle‐
tins and drafts them on the whitepaper to let the Silverback elaborate the value points
easily. How to assign proper tasks as a CEO and to lead the discussion smoothly as the
stimulus are the major challenges to the Silverback.

The Silverbacks can learn the skills from each other during the brainstorming. The
Wild Duck does not join the discussion, but observes the discussion where it goes wrong
and reminds the team to keep the track on the issues. If all groups have the same goal
of outcome, then the Wild Duck requires to switch over to other groups for a small period
of time and brings back the valuable points to the belonging group. The Silverback takes
into account these points to lead addition rounds of discussion to see if there is anything
can be used in improving the group value proposition.

The time management for the whole brainstorming process is another critical task;
if the discussion time is too short, the propositions may be too shallow to conclude a
solid outcome; otherwise the brainstorming will exhaust the enthusiasm and the energy
of the members; the effect will be deflated for a marathon brain-melting discussion. The
Judge Dredd needs to have a draft plan in mind about how many issues or phases can
be discussed within the brainstorming period and how long it takes for each issue or
phase.

Finally, the Judge Dredd asks all groups’ Silverbacks to articulate their ideas, why
they think this way about the issues, and taking the challenges from other group members
respectively. The challenged group works as a team to keep the questions and the
discussion threads, finding the evidences that can back up the proposed view points, and
eventually refine them based on the new coming comments from others. Each participant
has two votes to elect the best ideas among the other groups (voting for the belonging
group was not permitted). If two groups have the same number of votes, re-vote against
these two ideas until the best idea is elected.

The Judge Dredd gives a deep brief to the Emperor before he/she reviews all value
propositions from the groups. The proper attitude of the Emperor should be to encourage
the efforts that the groups had made instead of criticizing about the rough works after
the brainstorming. Because the brainstorming is a continuous spiral-convergent process;
identifying the feasible objectives from each brainstorming process will accumulate the
synergy of outcomes. It is a good practice that incorporates with existing knowledge
management system to solicit, capture, organize, disseminate, and reuse these outcomes
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as knowledge. This will expand the soliciting circle to other tacit contributors; such a
knowledge-network eventually evolves into a value chain, a knowledge ecosystem
(Table 2).

Table 2. Three empirical cases of the brainstorming

Facilitation Brainstorming

A

A big hybrid team from various organizations wished to identify the 
potential collaborative service product that would amplify their existing 
competence, to elaborate the value propositions and the associated 
implementation through the three-day brainstorming process.

B

A government funded one-day training for the selected small-medium 
enterprises who wished to explore the potential business opportunity or 
differentiating approach by adopting the Big Data to extend and expand their 
existing business. 

C

A three-hour seminar and workshop for the graduate business school
students from different nations, its purpose was to let the students understand 
how Smart Factory works and disclose the complexibility about the issue.
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4 Conclusion

To make the innovation more effectively, it is not just about the talent of the members,
but also about the cultural and atmospheric environment. Creative thinking is no longer
an attribute that’s nice to have, but a critical competency for any organization seeking
the excellency in business. If the brainstorming is not conducted properly, the whole
session may become chaotic, divergent, results in nothing, and thus certainly viewed by
the participants as a waste of time. Measuring the outcomes from the brainstorming is
the necessary evil to ensure that all participants will reach the goal and meet the expect‐
ations with the consensus, that were set by the executives. This paper presents a practical
framework for effective brainstorming; not just shooting for the feasible outcomes, but
also improving the abilities—leadership (Herrmann and Felfe 2014), teamwork, dealing
with conflicts, making fact-based arguments, learning from the peers—of staffs through
the process. Such a framework will improve the quality of organizational culture, and
most importantly, to transform the organization as the incubator of creativeness.
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Abstract. Cross-sector or collaborative research between government,
academia, industry, and public stakeholders is essential to find innovative solu‐
tions to 21st century grand challenges. The proliferation of cyberinfrastructure
and cyber physical systems will play critical roles in managing information and
large scale human machine systems. While available data, processing power, and
model complexities grow at an accelerating rate, the information processing
capacity of human cognition does not. Human computer interaction research is
needed to bridge this gap and enable the development, operation, and analytics
of emerging, integrated, large-scale, multi-user, realtime systems.

Keywords: Grand challenges · Cyberinfrastructure · Cyber physical systems ·
Coupled natural human systems · Critical infrastructure · Decision support tools

1 Introduction

Grand challenges describe problems with socio-political as well as technical complex‐
ities. As we approach 2050 and a future with 9.5 billion human inhabitants providing
energy, food, water, health-care, and other necessities in a sustainable manner will be
grand challenges. The Global Footprint Network [1] estimates that our current demand
for renewable ecological resources and services is more than what could be sustainable
if provided by 1.5 Earths. An additional concern is that critical infrastructure and
ecological services are becoming increasingly vulnerable to both anthropocentric and
natural threats. Simultaneously, technological development is occurring at an acceler‐
ating pace [2]. One has only to look at the progression of computational power, internet
path, and tool use, among other trends for evidence of this acceleration. Grand challenge
innovations are often looking for technologically innovative “silver bullets” or what
Silicon Valley would term “disruptions.”

Disruptions describe technological innovations capable of providing industry level
paradigm shifts [3]. For example, consider the shift from private vehicle ownership to
autonomous vehicles summoned on-demand with ridesharing (Google Car + 
Uber + car2go). Personal vehicles spend on average 95 % of their time parked. Such a
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paradigm shift could reduce the number of vehicles by a factor of ten, reclaim much of
the one-third of city land dedicated to vehicle storage, while reducing per capita trans‐
portation expenses and increasing transportation safety [4]. However, solving grand
challenges requires more than just technological innovation.

Problems are often multi-faceted with regulatory, cultural, and economic consider‐
ations in addition to the ecological and utilitarian ones. For example a shared vehicle
model could have unintended negative consequences: economic efficiency gains from
autonomous vehicles would likely result in increased consumption and/or a willingness
to commute farther distances due to the ability to do productive work while commuting.
Cost efficiencies would be nullified if automotive travel per capita saw a net increase.
We also observe economic and social disruption for the displaced taxi or limousine
drivers that may elevate the economic inequality without effective workforce develop‐
ment and welfare support. The complexities surrounding grand challenges translate to
complex solution spaces. The problems cannot be solved by finding a way to optimize
a single variable or even a set of variables. Many of the 21st century problems we are
facing require understanding that systems are adaptive and exhibit high order interac‐
tions with one another and that must be taken into consideration in order to manage
tradeoffs. Finding innovative solutions to tradeoffs requires interdisciplinary as well as
cross-sector research teams from stakeholders, private sector, government, and
academia. Building a shared understanding of the problem from technical, social,
economic, and ecological perspectives is an essential first step to working out solutions
that stand a chance in the real-world.

Here we begin by examining some of the technological visions of the future that
provide the framework for building innovative solutions.

1.1 Cyberinfrastructure Vision

Cross-sector collaboration has many challenges. Here, we begin by examining the tech‐
nical. Increasing the interoperability of cyberinfrastructure (CI) is a key component to
conquering grand challenges. Briefly, cyber infrastructure is the hardware and software
that enables the storage and retrieval of data. Current CI is often segmented and speci‐
alized to specific domains [5]. For example, a hydrologist might have a set of databases
that are compatible with their tools, but those tools and databases may not be compatible
with those used by a waste water engineer. In contrast, future CI is “heralded as a trans‐
formative force, enabling new forms of investigation and cross-disciplinary collabora‐
tion” [6]. The vision would be enabled by CI that is end-to-end from the collection of
data to the analysis, storage and dissemination [5, 6]. End-to-end CI would provide
guided or automated acquisition and processing of data, run model simulations/fore‐
casts, analyze the results, provide statistical reports, and visualize the results. For this
to occur cross-sector/interdisciplinary collaboration is necessary. Academics may be
well suited to resolve unknown relationships between variables but are less inclined to
know how to deploy those results or models inside of a resilient CI framework and need
the assistance of computer information specialists. Industry and public stakeholders need
decision support tools to form decisions based on the best available data and models.
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Ideally, decision support tools can encapsulate expert knowledge for use by industry
and public stakeholders.

Future CI will not only streamline human computer interaction (HCI) between
domain experts and their tools but increase the accessibility of tools to non-domain
experts. In the National Science Foundation [7] CI vision stipulates that open access
built upon an open technological framework is essential. This will increase the acces‐
sibility of scientific information to the public and enable stakeholders and government
agencies to participate in a virtual community alongside researchers. CI needs to be built
to simultaneously serve both basic and applied research in academic, governmental, and
industrial sectors. Researchers benefit by gaining exposure to real-world needs which
can serve as a catalyst to theoretical research. An open-framework also provides educa‐
tional opportunities for K-12 as well as workforce development for the next generation
of technical professionals. Education can be difficult to be privatize for the entire public,
but an educated workforce can improve every sector. Additional benefits of the openly
available resources are increases in the capacity of the academic and industrial sectors;
reducing unnecessary redundancy leads to more sustainable research and stakeholders
better served by industry. The community as a whole benefits through better access to
data, tools, and computational resources. This is a paradigm shift from the translational
research mode, by which basic research may eventually find its way to industry through
a unidirectional process. In contrast, the cross-sector/interdisciplinary model features
problems posed by government agencies or stakeholders; the community then engages
in problem-solving through developing shared understanding of the problem.

Achieving this vision will require robust, complex, multi-layered technologies for
monitoring environments in real-time, assessing their state, providing decision support
to human supervisors, and implementing control actions. A heterogeneous group of
users will need to interact with CI at every layer for a variety of purposes. For this reason
human computer interaction becomes a critical consideration in the design and imple‐
mentation of cyberinfrastructure. The end goal is to produce technology that results in
better integration of policy, strategic (management) and operations decision making.
However, HCI applies not only to the interfaces used by policy makers, managers, and
stakeholders. HCI is important at every layer of the CI stack. CI when combined with
highly distributed sensors and data streams could form large scale cyber physical
systems (to be discussed). Systems will expose web APIs for other services (machines)
to interact with them. However, they will also expose user interfaces for human computer
interaction. Some web-services might allow sensor readings to be placed into a database,
others provide a means of retrieving data, running a model simulation, or visualizing
the model forecasts or predictions.

Trends suggest that implementing solutions to grand challenges will require distrib‐
uted cyber infrastructure built on the defacto standard TCP/IP protocol. Care needs to
be taken in the design of the web APIs as well as the user interfaces for each of these
web-services. Web-services will provide the coupling between sectors. In some
scenarios it will be technologically feasible for systems to communicate independent of
human users. In other scenarios human users will be needed to monitor, operate, main‐
tain, and administer on-line systems. Longer time scale problems with interacting factors
might be suited for decision support tools capitalizing on the analytics provided by new
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cyber infrastructure. Analytics will be able to aggregate the vast amounts of sensor and
simulation data as well as social trends from online social networks. While the infor‐
mation processing and storage capabilities are likely to increase exponentially, the
cognitive capacities of human users are unlikely to keep pace. HCI will become essential
to verification and validation of interfaces to ensure that they meet task requirements.
The proliferation of data and processing power provides opportunities and arguably
necessity for advanced visualization of data and virtualization of physical systems.

Coupled Natural and Human Systems Research. Coupled natural and human
systems consider how both biophysical and human factors interact with one another.
Ecological systems provide valuable ecological services to communities that must be
managed to maintain the health of ecosystems and the sustainability of ecological serv‐
ices. Ecological services are becoming increasingly strained by human population
growth and climate change. Considering human influences is essential to understand the
coupled natural and human systems as a whole. In the United States, federal, academic,
and industry, and NGO are actively collaborating to develop ecosystem service concepts
to further national environmental and economic objectives [8].

Properly implemented cyberinfrastructure could greatly enhance cross-sector
research. Currently academic researchers might use and develop highly sophisticated
biophysical models for basic research that go unused or under-utilized by governmental
regulatory agencies and stakeholders. These models may still require manually acquiring
and processing input datasets despite the enormous growth in data and increased avail‐
ability of data via web-services. Instead, it remains common place for domain experts
to spend their careers learning how to use highly specialized models. The codebases of
these models are often the result of decades of research and several “person decades”
worth of effort. The problem is that for many of these models, collecting/acquiring and
processing the input datasets is still a manual process. The inputs as well as the outputs
are in non-standard formats. Domain experts spend a large amount of their time learning
technical details of file formats and software systems that are irrelevant to the science
they are actually interested in.

Embracing modular, test-driven, scalable, open cyber-infrastructure frameworks
could offer productivity gains, leverage citizen science, provide tools and analytics for
regulatory agencies, and provide decision support for stakeholders. Web services should
be developed that allow for data intensive analysis of geographic regions of interest
without needing to know specifics about where to acquire the data or how the data is
formatted. Future technology could provide:

• Ability to assess physical systems at multiple time resolutions and temporal scales
• Ability to understand the complex adaptive interactions of human, technological, and

ecological systems
• Mitigation of climate change impacts, increased sustainability, managed ecological

services
• Regulations that allow trade of “nature as capital” to pursue environmental goals [8].
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1.2 Cyber-Physical Systems (CPS) Vision

The proliferation of cyberinfrastructure combined with increased sensor availability and
lower costs will enable the monitoring and control of physical systems. Rajkumar et al.
[9] describe CPS as “physical and engineered systems whose operations are monitored,
coordinated, controlled and integrated by a computing and communication core.” CPS
will improve the efficiency of existing systems and provide new capabilities. CPS is in
many ways aligned with the cyberinfrastructure vision discussed earlier although it is
not synonymous. Cyberinfrastructure is built to address information management needs.
CPS arise from engineering domains and operate in real-time employing both sensors
monitoring and actuators affecting the physical world. CPS exist at a variety of scales
and many technologies can be classified as falling under its umbrella: personal medical
devices such as prostheses, adaptive automation in vehicles, drones, smart-buildings,
smart-cities, power distribution networks, and even planetary scale risk monitoring of
critical infrastructure from empirical data and models of natural resource use and climate
change [10]. Traditional embedded systems focus more on the cyber components,
whereas CPS takes a holistic approach integrating the cyber and physical compo‐
nents [11].

Cyber physical systems can replace analog and mechanical control systems while
offering increased reliability and efficiency. Advanced adaptive control systems are
being developed that can change strategy based on the stability of the system. When the
system is more stable the controller can optimize efficiency, whereas when the system
is close to the operating envelope the controls can act more aggressively to stabilize the
system [12].

Strides are being made at the small scale, but at the large scale challenges remain.
According to Sztipanovits et al. [13] the largest obstacle to CPS is system integration.
Systems can be designed and modelled digitally. The components can be specified and
manufactured, but building the physical system is still less than a science. A second
challenge to large scale CPS is economic deployment of sensors and actuators at a plan‐
etary scale to measure and forecast critical indicators [9].

Critical Infrastructure Research. Critical infrastructure represents another grand
challenge that commonly involves government, industry and academia. For example,
phaser measurement units (PMU) enabling smart grids involves substantial collabora‐
tive research. However, HCI research targets effective HCI and human factors engi‐
neering except for heavily regulated sectors such as nuclear power and commercial
aviation. In heavily regulated and safety critical sectors, collaborative HCI research
commonly focuses on improving user interfaces and measuring human performance, a
conventional application of the discipline for critical infrastructures. However, critical
infrastructure can also engage in recent HCI research approaches such as social infor‐
matics more common in the private sectors. For instance, UBER is increasing the avail‐
ability and efficiency of the transportation infrastructure (i.e., roads and cars). HCI
research can potentially introduce novel concept of operations for the government to
maximize availability, security and efficiency of critical infrastructure but such ‘revo‐
lutionary’ changes require additional research opportunities.
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Smart-grid communication networks are typically described as connecting power
generation plants, power distribution networks, and consumers. However, necessity
exists for cross-sector communication. Academics might need access to real-time and
historic data for research purposes. National laboratories have high performance
computing resources that can aid operations and research. Renewable energy generation
and energy consumption is highly dependent on meteorological conditions. Smart-grids
will need high-resolution, localized forecasts to schedule power ramp-ups. Regulatory
and standards organizations will also need real-time communication to ensure compli‐
ance as well as develop and manage existing standards [14]. Lastly, consumers might
wish to modify consumption based on dynamic pricing per market demands.

1.3 Participatory Culture Vision

To the dismay of skeptics, the small contributions of millions of users have accumulated
in high value resources as well as advancements in science and technology. Wikipedia
has over 35 million articles in 288 languages. Foldit is an online protein folding game
with a community of 240,000 players. Among several notable contributions to science,
these players improved the activity of an enzyme by 18 fold in a matter of weeks [15].
These accomplishments were possible despite the fact that the vast majority of internet
users have little or no technological or programming prowess. Good interfaces make it
possible for smart individuals with limited technical skills to contribute to crowd‐
sourcing efforts like Wikipedia and Foldit [16]. Crowdsourcing local expertise and
cognitive processing power is perhaps an underutilized resource for managing 21st grand
challenges.

Citizen science refers to scientific research conducted by nonprofessional scientists.
In the modern context it usually refers to citizens collaborating with professional scien‐
tists in the collection and processing of data [17]. Ecological data collection is expensive
and it is unlikely that remote sensing will be able to fully capture measurements of
biodiversity with the granularity needed for decision making and regulation anytime in
the near future [18]. Citizen science can be enhanced through HCI research that can
reduce the variability of novices engaging in scientific research tasks. HCI is also needed
in validating data collected by citizens.

Providing public stakeholders with tools that can convey scientific knowledge in a
manner that is more accessible to non-domain expertise and allowing them to examine
how particular actions will affect the future state of their environments and communities
could provide positive democratizing effects on public decision making. Without such
tools public stakeholders must rely on the authority to gain insight into the inter-work‐
ings of their environments. By being able to interactively manipulate policies, environ‐
mental factors, or decisions under a variety of scenarios ordinary citizens can gain
understanding into the non-linearly dynamics of their system and potential risks that
they might want to avoid.
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2 Cross-Sector Collaboration

Having already discussed technical challenges of cross-sector/interdisciplinary research
we turn our attention to non-technical challenges facing collaborators. The merits and
incentives for interdisciplinary research are evident but cross-sector and interdiscipli‐
nary research can be challenging. Bryson et al. [19] remark that organizations fail into
collaborations. Collaborations take place when organizations cannot get what they want
without collaborating. Here we examine the perspectives and goals of government,
academic, industry, and stakeholder sectors. Together these sectors comprise the social
infrastructure that maintains the availability of critical infrastructure and ecological
services through a shared power structure.

2.1 Government (Funding Agencies, National Labs, Regulatory Agencies)

Government is a multidimensional construct, ranging from legislative bodies, to funding
agencies, to defense agencies, to research laboratories, and to regulatory agencies. Each
one views the role of research and development differently. In the United States, for
example, the federal legislature must strike a balance between reducing public spending
and ensuring the economic competitiveness and national security through public expen‐
ditures. Legislative bodies must therefore navigate short-term electability and long-term
vision for government.

A consistent push for national security has ensured some stability of defense research
and development, including more recently the advent of cybersecurity. Technology
development has helped provide competitive advantage to U.S. defense tools, and HCI
has been deployed as a tool to help improve performance of technologies deployed in
defense contexts, from better avionics for pilots, to augmented reality headsets for
ground soldiers, to better intruder detection systems for cyber applications. Defense
agencies like the Defense Advanced Research Projects Agency (DARPA) ensure that
emerging HCI technologies are realized and implemented. DARPA regularly hosts
grand challenges that feature an HCI component.

Beyond defense applications, there remain many government agencies that cham‐
pion basic research and development. The National Science Foundation (NSF) and
National Institutes of Health (NIH) underwrite foundational research, primarily in
academia, to further scientific goals. These goals can include HCI opportunities, such
as improved medical device interfaces.

Federal research laboratories, including those operated on behalf of NASA or the
U.S. Department of Energy (DOE), serve as a resource to explore research that the
private sector cannot or should not perform. As industries become viable, such as
commercial space travel, federal funding subsides in these research facilities. Yet, they
remain an important capability to meet government research needs and develop tech‐
nologies that may provide advantage to U.S. interests. Additionally, during periods of
economic downturn, private sector funding in research and development may decline;
federal research facilities are a key component to maintaining a vibrant national research
culture that spans economic ebbs and flows. An important part of the national laboratory
framework entails partnering with academia and the private sector. Increasingly, Small
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Business Innovation Research (SBIR) has become a vessel toward commercialization
of technologies developed in federal research facilities. In terms of HCI, these labora‐
tories often house human factors departments and work to apply human factors including
HCI to technologies that are under development.

Finally, there are regulatory bodies - agencies serving to protect and promote public
safety. Historically, these agencies are at the forefront of HCI because they regulate the
safety of technologies used by humans. From consumer safety, to automobile safety, to
highway safety, to aviation safety, to nuclear safety, these agencies are large consumers
of research to determine safety solutions. While some research is done in-house certain
agencies may contract with outside sources to conduct safety research. A grand chal‐
lenge arises in the face of technological disaster, such as the Deepwater Horizon Inci‐
dent. The regulatory agencies must quickly mobilize research to address high profile
public safety concerns, and HCI is one technology that ensures the operational safety of
technologies under scrutiny.

2.2 Academia

Traditional academic positions, namely tenure-track professors, are driven to produce
knowledge for publications and train students for their graduate degrees. Though
compatible with goals established in government and industry, these two key drivers
lead to some characteristics that are shared with other sectors but others that are unique
to academia. First, academic research tends to be theory-driven (loosely defined) while
laboratory research is tightly-controlled such that findings are both generalizable and
repeatable. For repeatability, the rigor on scientific method is also a major focus. The
research products are meant to be publishable or public, rather than strictly commercial
interests. This contrasts to the applied or problem driven research most typical in the
focus of the government and industry, which emphasizes on what works in a practical
setting (rather than what is optimal in an ideal setting). For some parts of the government
and commonly for industry, the work is often kept proprietary rather than public. On
occasions, academic researchers do have “field work” opportunities that facilitate testing
of theory-driven findings and formulation of new theories.

Second, academic research tends to produce work in accordance with academic
cycles or “academic time scale” as much of the work is carried out by graduate students.
The academic time scale means that (i) students can only be recruited at specific times
of the year for at least two years, and (ii) some training time is required to prepare the
students to carry out the work. The academic time scale is thus different from both
government and industry operating per fiscal year cycles and expecting immediate
progress on projects. On occasion, academic researchers are able to align their schedule
to work with government and industry, typically involving some lead time for synchro‐
nizing time cycles across the parties.

Within academic institutions incentives may not exist for cross-sector collaboration.
Work that does not result in publications demotivate academics if other incentives are
not in place. Interdisciplinary work has more unknowns, more collaborators and conse‐
quently more channels of communication. Those factors make collaborative work less
productive. If the only metric considered is time per publication it becomes difficult for
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researchers to justify time spent on collaborative efforts. Collaborative research becomes
effective when the key drivers, such as student graduation and time constraints, are
aligned across the three sectors. Thus, fostering research across sectors to make progress
on grand challenges depends partly on our efforts in creating the setting conducive to
the participation. We believe there are three feasible ways to significantly improve the
setting for cross-sector collaboration, especially with respect to working with academia.

First, synchronization between “academic” and “fiscal” time is essential for collab‐
orative engagement. One potential method is that the government should strive to
provide constant access as a “field” for academic research. In other words, the govern‐
ment may treat itself as a “field” where graduate students can go observe and collect
data, regardless of direct project sponsorships. This can lead to formulation basic and
applied HCI research to pursue either across or within sectors. Further, graduate students
are constantly being trained in the field, and thus can be productive at the beginning of
any sponsored project that often has a much tighter fiscal deadline. The government
needs to prescribe controls on accessibility and support as appropriate. This method of
engaging academics for supporting the government is feasible because academic insti‐
tutions have some flexibility in conducting unfunded research activities that private
sectors generally cannot provide.

Second, long-term or predictable funding could also enhance collaborative research.
However, long term planning is often challenging. One potential method is extending
the collaboration nature of existing internship opportunities in the government or poten‐
tially industry. Internships can be dependent on research participation for the govern‐
ment, improving the expertise and integration of graduate students in the government
settings. This method coincides with the proposal to increase government access to
academic research.

Third, academic institutions need to develop students not only with competencies
within multiple disciplines given the complex nature of grand challenges, but also with
the skill of switching between the operating modes of research and practice/industry
work. One potential solution is that academic institutions need to provide formal incen‐
tives for training students and researchers in translating research into application/tech‐
nology. Otherwise, collaboration between government and industry with academia can
remain “rocky” or only effective for specific research groups.

2.3 Industry

Industry is driven to fill market demands and is generally more application-centric and
productivity driven. Industry provides services, engineering and design, construction,
equipment to clients in both private and public sectors. Success requires finding econom‐
ically viable means for delivering goods and services. Technological industry giants
such as Google and Apple have sufficient capital to make significant investments in
research development and have made significant contributions in advancing and
deploying cyber infrastructure [17], although the trend does not hold across industry.
Corporations and utilities can be successful without having to develop innovative intel‐
lectual property by licensing technology and focusing on business fundamentals.
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Open architecture and data access will reduce barriers of entry for startups devel‐
oping applications that have the ability to connect users to information for both enter‐
tainment and decision making. The small scale of startups can actually be advantageous
in new markets as it can make them more adaptable and nimble compared to larger
counterparts. Funding startups can be problematic and open access to data resources can
ease those requirements by not only eliminating direct costs of data but indirect costs
for tools to access data.

2.4 Public Stakeholders

Here we refer to public stakeholders as citizens and communities/organizations organ‐
ized and united around a common cause. They share a concern or an interest in a partic‐
ular issue or set of issues. Communities can be geographically segregated or segregated
in cyberspace. Communities can vary in their level of political organization, resources,
authority. Public stakeholders are beholden to only themselves and in this context are
problem-centric. They know what they value (e.g. clean water, cheap gas, etc.) and take
actions to maximize those values. Freeman [20] describes stakeholders as “any group
or individual who is affected by or can affect the achievement of an organization’s
objectives.” Their power is derived from influence others in the public sphere to affect
the market and politics.

The most challenging aspects of cross-sector collaborations are likely to be non-
technical with communication at the forefront. Individuals spend significant portions of
their lives in the same discipline and become “united by customs, tradition, and adher‐
ence to a largely common worldview(s)” [21]. Cross-sector and interdisciplinary
research can become burdened because participants view the world in fundamentally
different ways [22]. Collaborators do not need to develop a common philosophical basis
for how they view the world, but it can be beneficial for collaborators to gain insight
into mindsets of collaborators because they influence how they see the value of their
effort and their collaborations [23]. Workforce development of individuals who can span
disciplines and sectors are likely going to be highly valuable for cross-sector research
endeavors. In particular, there is a need for individuals who are trained to “understand
and address the human factors dimensions of working across disciplines, cultures, and
institutions using technology-mediated collaborative tools” [5].

3 Conclusions

Despite the harsh reality of climate change and dwindling natural resources, technology
provides reasons to be optimistic about the future. Human and natural systems are
becoming increasingly interdependent as new technologies pervade. Technology offers
a double-edge sword of enabling us to manage our environments through intervention
while producing systems that are technologically dependent. Care must be taken to avoid
unintended consequences and ensure future generations have access to currently avail‐
able critical infrastructure and ecological services. Additionally, care requires both
qualitative and quantitative analysis of the systems as well as blunt discussion regarding
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values, concerns, and tradeoffs when it comes to forming decisions. HCI forms the bridge
from our holistic understanding of the world – the nexus of information, models, and
analysis represented across the web of cyberinfrastructure – and our collective mind‐
fulness.
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Abstract. Through the use of a case study methodology, this paper presents a
case of a large scale implementation of a synchronous teaching technology
called Blackboard Collaborate by the School of Science and Technology
(SST) in SIM University, Singapore. The technology Blackboard Collaborate is
being used in SST to replace the typical “face-to-face” tutorial class experience
of its students across 10 undergraduate degree programmes in 131 courses (or
modules). This study aims to answer two research questions: (1) What are the IT
capabilities that are needed to ensure the effective use of the synchronous online
technology in a University’s teaching and learning environment? and (2) How
can these IT capabilities be developed within a University? It will present a
theoretical model of what key IT capabilities a University needs in order to
support the large scale deployment of a synchronous online technology like
Black-board Collaborate.

Keywords: IT capabilities � IS solutions � Asynchronous online technology

1 Introduction

According to de Freitas and Neumann (2009), a synchronous system that collectively
provides participants with the basic tools for synchronous communication has the
following three core functions: (a) live audio and video; (b) shared visuals and/or
whiteboards; and (c) text chat. In practice, enabling and ensuring the effectiveness of
the use of this synchronous online technology in a classroom is not a trivial feat. It is a
constant challenge especially in a University context where discussion that promotes
critical and analytical thinking among students and professor/lecturer is crucial to a
student’s learning.

While IT capabilities have been discussed widely in a variety of contexts especially
in the organization research literature, they have not been applied in the context of
University’s teaching and learning. Given the dynamic change in the education land-
scape especially with the introduction of Massive Open Online Courses (MOOCs),
many universities have been struggling to incorporate new synchronous online tech-
nology into its teaching and learning practices. However, given the large amount of
changes and resources involved in the deployment of these technologies, many pro-
fessors are reluctant to leverage upon these technologies for teaching and learning.
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Often, they fear the changes will affect their teaching rating and impart their promotion.
These have limited the adoption of these technologies for teaching and learning.
Students may also face difficulties in adapting to these new technologies as compared
to the familiar face-to-face lecturing. IT department often is confronted by the daunting
task to convince and prove to both the professors and students that adopting these
technologies would be beneficial.

Developing ways to overcome these challenges to assure the good adoption of these
technologies by students and professors is one of the key drivers behind our study.
Specifically, we are interested to answer two research questions: (1) What are the IT
capabilities that are needed to ensure the effective use of the synchronous online
technology in a University’s teaching and learning environment? and (2) How can
these IT capabilities be developed within a University?

Using a case study methodology, this paper presents a case of a large-scale
implementation of a synchronous teaching technology called Blackboard Collaborate
by the School of Science and Technology (SST) in SIM University, Singapore. The
technology Blackboard Collaborate is being used in SST to replace the typical
“face-to-face” tutorial class experience of its students across 10 undergraduate degree
programmes in 131 courses (or modules). A minimum of three Virtual Synchronous
On-Line Learning (VSOLL) sessions using the software system from BlackBoard
Collaborate were conducted per course to cover the course content in each semester.

Each session is recordable and everyone would use a headset for audio commu-
nication. For non-verbal communication, students would interact with their peers and
the instructor using the text-chat function. In order to ensure that audio is communi-
cated in an orderly manner, a hand-raise button is available for each student to “raise”
his/her hand before asking a question. This mode of teaching and learning mirrors
closely to a face-to-face session in the classroom but they are taking place in a
real-time, distributed-online environment, as demonstrated in the recording of an actual
synchronous seminar conducted in Athabasca University’s doctoral programme
(Bainbridge 2015).

This paper describes how Blackboard Collaborate is used for not only teaching, but
discussed what are key IT capabilities that are essential to assure the success of such
large-scale deployment within a University context. Using interview and secondary
data collected from the case organization, this study will present what are key IT
capabilities that a University needs in order to support the large-scale deployment of a
synchronous online technology like Blackboard Collaborate. By doing so, this study
becomes one of the rare studies in the literature that looks into how IT capabilities can
enhance and enable the Human-Computer interactions among students and professors
to assure the successful deployment of a large-scale synchronous online technology for
teaching and learning.

2 Literature Review

Large-scale implementation of Blackboard Collaborate is rare. Of the studies found,
only Canada’s Athabasca University is found to practice large-scale implementation of
synchronous technology at its doctoral and master programmes in distance education
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which are taught fully online using Adobe Connect with “no face-to-face requirements
for completion of the degree” (de Freitas and Neumann 2009). Elsewhere the
deployment of synchronous technologies is implemented at individual courses level.
The University of Southern Queensland (Reushle and Loch 2008), the Southern Cross
University (Rowe and Ellis 2010), and the Hong Kong University of Science and
Technology (HKUST 2012) are some universities using Collaborate at a small-scale
level. Hence, as far as we know, the teaching and learning literature lacks study that
looks comprehensively into the ways in which large-scale deployment of synchronous
online technology for teaching and learning can be achieved. With the growing
emphasis on driving eLearning in a University context, this gap within the literature is
an important area that our study seeks to fill.

Reviewing the existing literature on online learning, we noted that three theoretical
framework stands out and they include the Blended Online Learning Design (BOLD)
(Power and Vaughan 2010), the Community of Inquiry (Garrison et al. 2000) and
Multi-access Learning (Irvine et al. 2013). Each framework provided ideas to inform us
on the important elements that must be put in place in order for online learning to
happen among students. For instance, Power and Vaughan (2010) argued that for
online learning to be effective, we need a combination of synchronous online learning
activities and asynchronous learning management system-based learning activities.
Garrison et al. (2000) offered three key ‘presences’ for online learning to be effective
and they are: (1) cognitive presence; (2) social presence; and (3) teaching presence.
They asserted that when the professors and students experienced all three of these
presences, a community of inquiry is formed and this is when online learning would
take place effectively. Finally, Irvine et al. (2013) argued the importance of providing
students with different course delivery modes (e.g. face-to-face or online) to person-
alize their learning experiences while taking a course. They reaffirmed that by pro-
viding such multi-access to various course delivery modes to students, learning
experiences in an online context of students would be enhanced. Notwithstanding the
various teaching and learning theories presented in the literature, there is little dis-
cussion on how to create such effective learning environment within a University
context. Specifically, what are the key IT capabilities that are essential in creating such
an environment remains unknown. This is one of the key motivations behind this study.

For the purpose of this study, IT capability is defined as “the ability to use effec-
tively and deploy IT-based resources in combination or co present with other resources
and capabilities” (Bharadwaj 2000, p. 171). We would like to argue that IT capability is
essential as the development of that capability enables the organization to continuously
leverage educational value from the system. One of the functions of IT capability is to
enable the organization to develop, add, integrate, and release key resources over time
(Wade and Hulland 2004). The challenge for any practitioner is to understand what
contributes towards the development of IT capability within the educational context.

This paper views capabilities as sets of competences required by an organisation to
successfully implement and use information systems; this done in line with the orga-
nizational strategic goals. To us, the extent of IT system success depends largely on the
organization’s ability to carry out and manage change processes. Removing current
problems and hurdles to progress towards more integrated processes and systems is a

Building IT Capabilities 533



necessary means to achieving a leaner and more effective IT system. We will examine
this further in a later section.

Reviewing the literature on IT capabilities, we found that there are different fun-
damental components or characteristics of organizational IS capability. They largely
centre around infrastructure, networking, management capability human resources,
technology assets or even IT enabled-intangibles and processes (Bharadwaj 2000; Ross
et al. 1996). Not all IT capability frameworks could be used in the educational context.
For example, Feeny and Wilcocks (1998) suggested a classification of nine IS capa-
bilities consisting of Leadership, Business Systems Thinking, Relationship Building,
Architecture Planning, Making Technology Work, Informed Buying, Contract Facili-
tation, Monitoring and Vendor Development. While comprehensive, the framework (at
this level of granularity) serves little use for anchoring the development of IT capa-
bilities in delivering synchronous learning. Indeed, writings on IS capability tend to be
viewed within the dimension of business rather than educational processes (e.g. Kim
et al. 2011; Agarwal et al. 2014; Raymond et al. 2014). Hence, the paper seeks to
discover the effective key IT capabilities which results in the success of large-scale
deployment for synchronous learning at Universities as in the case of ours. To do this,
we need to deploy a research design to capture the processes taking place during
implementation. We will discuss this further in the next section.

3 Methodology

The School of Science and Technology (SST) at SIM University (UniSIM) was
selected as the case organization for this study. The school was selected for the fol-
lowing reasons. First, the senior management of the school decided to implement a
school-wide use of a virtual classroom tool called Blackboard ‘Collaborate’ to conduct
online synchronous classes for more than 3,000 students distributed across ten different
degree programmes. As far as we are aware of, this is one of the largest online
synchronous technology implementation in Singapore. Second, the success of such
implementation inevitably requires strong IT capabilities to be nurtured and developed
within the school. Third, data collected from the post-implementation review shown
that the implementation was a successful one with almost no difference between stu-
dent’s grades before and after implementation. Fourth, due to the success of this
implementation, the University is now considering extending the use of Blackboard
‘Collaborate’ to all the schools within the University which would involve an addition
of more than 10,000 students. Overall, our findings revealed that the School had
demonstrated its ability to develop strong IT capabilities to ensure the continued
success of this implementation within the University.

The use of case method is ideal for our study because of two reasons. First, the
large-scale implementation of this synchronous teaching tool across the school inevi-
tably involves very complex interactions among business and IT staff, processes,
hardware, software, and IT infrastructure that cannot be separately examined out of its
organizational context (Pentland 1999). Hence, case method is considered one of the
most effective research methods to uncover these complex relationships and its shared
understanding among all the key stakeholders involved in this project (Klein and Myers
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1999). Second, given the IT capabilities have not been examined in the teaching and
learning context in the literature, an exploratory case study focusing on developing a
theory to explained this phenomenon through the collection of rich data in a real world
context is highly recommended (Eisenhardt and Graebner 2007; Pan and Tan 2011).

Data were collected over a three year, six-semester period from January 2012 to
December 2015. The entire process can be broken down into three phases namely,
preliminary, onsite interviews and post-hoc. In the preliminary phase, a comprehen-
sively archival analysis of secondary sources (e.g. project documents, articles, videos
and images) was conducted to identify key themes on IS capabilities that can be
analyzed. This allowed us to fine tune the research design and interviewees for the
subsequent onsite interview phase. In the onsite interview phase, interviews of all the
key stakeholders were collected by a team of researchers. Each interview was digitally
recorded in video/audio. This generates rich and thick descriptions on the implemen-
tation from interviewees that are critical to our study objective. An iterative data
analysis process was adopted during these interviews which required the researchers to
systematically and iteratively combed through the primary and secondary data sources
mentioned above and validated it with our theoretical observations onsite and/or the
existing literature (Eisenhardt and Graebner 2007; Locke 2001) to ensure close
data-theory alignment. A preliminary research model was derived in this process with
the potential constructs on IT capabilities identified and we have used this model as a
“sensitizing device” (Klein and Myers 1999, p. 75) to guide our subsequent onsite
interviews. This process is repeated until a state of theoretical saturation was reached
i.e. significant overlaps in constructs start to occur in the subsequent data collected and
the additional data did not provide new insights to corroborate, extend or refute the
propositions of our emergent model (Eisenhardt 1989; Eisenhardt and Graebner 2007).
In the post-hoc phase, a final round of confirmatory data analysis was conducted to
ensure the reliability and validity of our model. When we uncovered inconsistencies
during this phase, we would cross-check it with the researchers’ field notes, discussions
with colleagues, (Walsham 2006) and in some cases, clarifications with informants.

4 Project Background

The drive for the introduction of synchronous technology in SST stemmed from an
operational key performance indicator (KPI) required by UniSIM for all schools to
offer 50 % of her courses in a UniSIM defined “e-learning mode” of delivery. Ordi-
narily, a typical 5-credit (or 150 study hour) course would comprise of six, 3 h
face-to-face seminars/tutorials delivered over a 6-week or 12-week duration, depending
on whether the course had a laboratory element or otherwise. Should a course contain a
laboratory element, the 6 face to face sessions will be delivered alternately with the
laboratory sessions, making the course 12 weeks’ long. The policy of converting a
course to the “e-mode” entailed the removal of three, face-to-face classroom based
seminars/tutorials and replace these with “e-mode” type learning. The senior man-
agement at SST after weighing and deliberating on various teaching delivery strategies
as reported under “Introduction” and “Methodology” decided to adopt the delivery of
the “e-mode” sessions for all converted courses using a form of synchronous on-line
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technology over asynchronous methods. The selected teaching deployment resulted in
the running of synchronous on-line seminars/tutorials for 131 courses converted to the
“e-mode” in gradual phases on a semester basis over a period of three years. Table 1
describes the management’s perceived value of deploying synchronous on-line tech-
nology over an alternative asynchronous delivery method, such as those deployed by
MOOCs. The scale of successful deployment of virtual synchronous on-line learning
(VSOLL) sessions at SST is not trivial requiring a total of 360, 3-hour, or 1080 h of
VSOLL per annum. This would require a massive increase in IT capabilities required
for SST to successfully sustain and deliver the 1080 h of VSOLL sessions with a
consistently high quality of service to the 3000 students serviced (see Table 2 on
implementation scale). Figure 1 illustrates the operational structure that was set up to
support the mass implementation of VSOLL in SST. This is termed “Large Scale
Synchronous Teaching Technology” (LSSTT).

5 Discussion

This section commences with a discussion of what we had uncovered in our study for
the Large Scale Synchronous Teaching Technology (LSSTT) implementation in the
School. Figure 2 illustrates the detailed steps adopted by SST to ensure the successful
implementation of the mass VSOLL delivery over the measured period from January
2012 to December 2015.

Based on the iterative analysis of our data, we have uncovered the following IT
capabilities that played a critical role in ensuring a successful and sustainable LSSTT
system and they are identified as following: (1) IS Infrastructure Capability; (2) Content
Delivery IS Capability; (3) Network Capability; and (4) Management Capability.
The IS capabilities were identified through our iterative analysis of our collected data.
Table 3 shows the list of interviews conducted within SST.

Table 1. Benefits of a LSSTT environment

• Ability to design a unique course content presentation to fit local part-study environment that
fits the student profile governed by locality and culture of learning

• Teaching of Science and Technology to fit local student profile/study environment must be
media rich enabled by interactivity and collaboration

• Choice of session to attend in multi-group courses
• Conduct frequency not tied in to fixed schedule (ease on logistics)
• Self-paced learning with private “chat” channel to instructor
• Lesson delivery and attendance not confined to campus/classroom allocated – economical
savings of flying in overseas guest lecturers as well as ability of faculty to conduct virtual
lessons for students based overseas

• Playback review through archiving/recording (aligned with local learning styles of students at
SIM University)

• Easing logistical requirements to hold face-to-face administrative meetings with teaching staff
and students through the use of VSOLL for administrative meetings
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When attempting to identify the nature of the IS capabilities within this LSSTT
implementation, we attempted to distinguish IT capabilities into resources and pro-
cesses. This approach is advocated in recent studies in IS capabilities (e.g. Agarwal
et al. 2014) as extant literature in IT capabilities is often unclear about this distinction
which often leads to conflicting and confusing results. Table 4 summarizes these IT
capabilities required to support sustainable and high quality LSSTT in SST and the
representative quotes extracted from our data collected.

Dean of SST (Chair of Operations) 

Quality Assurance

• Student Training on Usage
• Head of Programme 

Mentoring of first live 
session of faculty as 
instructor

• Daily feedback report to 
Dean of SST on state of 
operations/incidents

• Periodic annual overall 
feedback on quality of 
operations and delivery

• End of trial duration (6 
semesters) evaluation 
feedback on infrastructural 
and operational teething 
issues

Logistical Support and 
Technical Support

• Timetable and Scheduling 
of in-house support of 
simultaneous sessions 
daily

• Learning Management 
System, BlackBoard
Collaborate and IT 
infrastructure live session 
support

• HoP live mentoring of live 
sessions for pedagogy and 
content accuracy

• Technical help -desk and 
on-line live support for 
instructors and students

Training and 
Certification of 
Competency

• Faculty Training and 
Certification

• Technical Support 
Training

• Refresher Training for 
instructors

Learning Analytics 
Assessments
• Analysis of Individual 

Course Overall 
Continuous Assessment 
Scores (In -Course 
Performance)

• Statistical analysis of 
Individual Course 
Overall Examination 
Score (End -of-Course 
Performance)

• Analysis of overall in-
course and end-of-course 
performances over 6 
semesters for all 22 
courses

• Evaluation of student and 
faculty subjective 
feedback (on-going)

Fig. 1. Operational structure to support virtual synchronous on-line learning (VSOLL) on a
large scale (LSSTT)

Table 2. Extent of scale of implementation of LSSTT in SST

• System supports the teaching and learning needs of 3000+ students in SST
• A total of 131 courses spread over 10 undergraduate degree programmes are currently running
the “e-mode” of VSOLL delivery

• SST has a daily capacity peak of 22 VSOLL parallel sessions delivered simultaneously
• Over the period January 2012 to December 2015 (6 semesters) SST conducted a total of 2200
+ h of VSOLL and conducted regular mass student and teaching staff briefings (up to a
maximum capacity for 1000 simultaneous users)

• Currently running a microsite for 300 students selectively enroll to attend VSOLL sessions
alongside SST students. The participants can choose any course from the list of available
courses presented and join in discussion groups with the local students

• Use VSOLL to deliver an overseas guest lecturer from North Eastern University, United
States on the History of Media. Local students gathered with their lecturer within SST
premises whilst the overseas speaker delivered the lesson from his home in the United States
in year 2015

• A faculty member conducted a class for about 100 postgraduate students from UNTAR
University, Indonesia on Scientific Research methods. The lecturer was based in SST whilst
the students attended the lessons synchronously on-line in Jakarta
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6 IS Infrastructure Capability

As the professor/lecture delivering a VSOLL session no longer works alone but within
the larger framework of other fellow professors/lecturers simultaneously (up to 22
courses to date) delivering content in a single evening to the part-time students in SST,
the IS Infrastructure Capability must include the IT resources provided by UniSIM’s
Learning Applications and Services (LSA) as well as manpower from SST in the form
of two full-time managers and a group of part-time IT specialists to provide operational

Check for Instructors 

Technical Support Duties 

Network Failure 

Budget Planning and Submission for LSSTT Implementation (Annual Review)

Planning Sessions to determine physical classroom/facilities usage, network 
infrastructure requirements, BB Collaborate session capacity, teaching instructor 
and technical support manpower requirements based on projected student intake 

I 
Is Technical Support 

Sufficient? 
Refresher for Instructors 

Needed? 

Training and Certification of Technical 
Support and Instructors 

No

Yes 

First Scheduled Session of Instructor? 

Arrange for HoP mentoring for entire session 
Technical Support Teams Set-Up Operations at Control Room 
(Support comes from facilities, learning services and 
applications, IT infrastructure and SST – specific to Collaborate} 

Live monitoring of scheduled LSSTT sessions for instructor and student usage and teaching problems at control 
room (average 8 simultaneous sessions; broadcast live sessions quality at lecture theatres and instructor needs for 
those who wish to conduct scheduled VSOLL on campus.  Compile a report on incidents and quality of service. 
Monitor breakdown of campus or internet networking services which will disrupt LSSTT operations. 

Compile statistics of user satisfaction, student assessment performance and annual 
report on technical challenges faced during LSSTT scheduled sessions to write 

SOTL Journal Paper

Activate Academic Continuity 
Plan for Network Failure 

Fig. 2. Implementation of VSOLL at SST
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on-line support to students and teaching staff for VSOLL content delivery. LSA, being
a part of the university’s Learning Services Cluster, provides manpower to support
operations daily to users such as individual technical troubleshooting via the telephone
and liaising with BB Collaborate the software service provider of the VSOLL system to
handle issues such as academic continuity and dynamic service bandwidth provides to
support the simultaneous VSOLL sessions every evening. Without the synergistic
interactions and working collaborations between LSA and SST IT technical
specialists/managers LSSTT technology cannot be successfully realized over the trial
period of Jan 2012 to December 2015.

7 Content Delivery IS Capability

Prior to the introduction of VSOLL in January 2012, all professors/lecturers in SST
have been training by the university’s Teaching and Learning Centre (TLC) to deliver
lecture content face-to-face. Introducing VSOLL introduced the new challenges of
(1) the ability to effectively use the BB Collaborate VSOLL tool to teach syn-
chronously on-line, (2) accepting on-line delivery from overseas academics at the same
time possess the ability to deliver synchronous on-line content overseas and (3) reduce
maximally the number of face-to-face meetings with students and teaching staff by
providing the full-time academic administrators in SST with the ability to conduct
synchronous on-line briefings to large groups of students and/or teaching staff, bearing
in mind that SST provides only part-time degree programmes. The immediate avail-
ability of such manpower to delivery content and managed the delivery was not
available in January 2012, but capability was gradually built up as the number of
“e-mode” courses increased over the study period of six semesters.

8 Network Capability

Reviewing the work flow for network capability to recover to normal LSSTT opera-
tions as well as the provisions for academic continuity of LSSTT due to sudden
network disruptions, SST relies on (1) its IT Managers to provide operational
guidance/liaison with LSA/BB Collaborate as well as to students/staff, (2) the IT

Table 3. Data sources to extract IT capabilities to support LSSTT through semi-structured
interviews

Designation of Interviewees No. of Interviewees No. of Interviews

Technical Manager 2 4
Head of Programme 1 1
Experienced Teaching Staff 1 1
School IT Infrastructure and Laboratory Manager 1 1
Research Fellow 1 1
Senior Management 1 1
Total number of Interviews 9
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Table 4. IT capability to support LLSTT in SST

IT Capability Processes Resources Representative quotes

IS Infrastructure
Capability

Resource Planning • Learning Services
and Applications
Centre, UniSIM

“Preparations for
LSSTT must
commence way ahead
of start of semester to
ensure that IT
Network and
Learning Application
Resources are fully
available to support
LSSTT. Additionally,
all required
operational and
teaching spaces must
be pre-booked to
before the start of the
semester so that both
support and teaching
staff can have avail to
these resources
immediately”

• Budget to purchase
supporting
hardware and
maintenance of
hardware

Manpower for
Daily
Management of
LSSTT Sessions

• Full-time technical
managers

• Part-time IT
specialists

Content
Delivery IS
Capability

Ability to teach
synchronously
on-line

• Experienced and
trained lecturers in
VSOLL

“Every teaching staff
new to VSOLL must
be accompanied by a
HoP [Head of
Programme] sitting
aside him/her when
delivering the first
VSOLL lesson and
this should be carried
out on campus”

“One must accept and
embrace the new
VSOLL technology and
methodology in order to
teach well
synchronously on-line.
This also entails
conducting rehearsals
before actual lessons
take place so that one is
totally comfortable
during delivery”

• Training Rooms
with networked
PCs

Delivering
Contents
Overseas

• Establishments of
MOUs

• Technical
Management from
SST

• Experienced and
trained lecturers in
VSOLL

• LSA second level
support

Ability to conduct
mass briefings to
students and
teaching staff
(part-time)

• Technical
Management from
SST

• Experienced and
trained full-time
lecturers in VSOLL

(Continued)
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business continuity (BCM) expertise from the university’s Infocomm Technology and
Support Group (ITS) and (3) the rapid deployment of network dongle devices in the
event of campus network failure.

Table 4. (Continued)

IT Capability Processes Resources Representative quotes

• LSA second level
support

Network
Capability

Ensured academic
continuity under
all operating
conditions

• Technical Managers “Network integrity and
adequate capacity is
absolutely vital to
ensure academic
continuity in a LSSTT
implementation”

• IT Communication
System with
students and
teaching staff

• IT Logistics for
alternative
presentations (ITS)

• Network Dongles
Management
Capability

Consistent Quality
of Teaching and
Operations
during a VSOLL
session

• Quality Check for
new teaching staff
on BB Collaborate
Competency

“It is extremely
important that every
teaching staff is fully
conversant with the
usage of the BB
Collaborate VSOLL
Tool prior to the start
of the first lesson”

“From a strategic
viewpoint, the
synchronous on-line
mode of lesson delivery
offers features closest to
that of

• Quality check at
end of each
evening on all
simultaneous
sessions

• Head of programme
individual
guidance at
VSOLL sessions

the face-to-face mode.
Besides it offers a
platform for overseas
guest lectures to be
delivered on-line,
local teaching staff
delivering on-line
lessons to overseas
students as well as a
reduction of logistics
by cutting down mass
student and staff face-
to-face meetings”

• Dean of School –
organization of
community of
practice activities

• Faculty training in
use of BB
Collaborate as a
VSOLL tool with
competency test
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9 Management Capability

Management Capability to co-ordinate and effect changes in a dynamic way is central
to the maintenance of a high quality of service as well as sustain LSSTT in SST in the
long term. As such, this essential function is led by the Dean of School who provides
the strategic guidance and planning for the whole LSSTT delivery plan. He is assisted
at the academic programme level, by the school’s ten Head of Programmes (HoP), who
are trained to manage the delivery of courses by teaching staff in their respective
programmes. Each HoP ensures that a teaching staff delivering a VSOLL session for
the first time is guided in a face-to-face manner. For this first delivery session, every
first-time delivery of a VSOLL session must be carried out in a seminar room in the
presence of both HoP and teaching staff for the full duration of the lesson. Teaching
staff are then at liberty to deliver the remaining planned VSOLL sessions either in SST
or outside the campus. A school Research Fellow (RF) specializing in the teaching
pedagogy of VSOLL alongside an IT Technical Manager (TM) will jointly provide a
series of training sessions to every teaching staff assigned to deliver VSOLL sessions.
At the end of every training session, each teaching staff must pass a practical com-
petency test to ensure that he/she is sufficiently competent to handle the technical
requirements of delivering a VSOLL session. Although this appears superficially
trivial, experience gathered through the running of such VSOLL sessions show that
technical competency of the teaching staff delivering the lesson could “make or break”
the morale/attention span of the students. After a presentation of VSOLL of four
semesters, the school formed a Community of Practice (CoP) to promote VSOLL
technology through the organization of a Collaborate Day, where experienced practi-
tioners shared effective teaching strategies for VSOLL delivery in diversely different
courses such as Mathematics and Biomedical Engineering, together with the “bells and
whistles” of how to improve student participation/feedback on assessment of learning.
In conclusion, the most important element of Management Capability involves the
change management of mindsets in the technical support teams, the teaching staff, the
HoP as well as students. This is additionally monitored through regular quality of
service checks and audits.

10 Conclusion

This study started to answer two key research questions namely: (1) what are the key IT
capabilities a University needs in order to support the large-scale deployment of a
synchronous online technology like Blackboard Collaborate; and (2) how are these IT
capabilities can be systematically developed.

Based on the case of UniSIM, we had identified the four key IT capabilities namely
(1) IS Infrastructure Capability; (2) Content Delivery IS Capability; (3) Network
Capability; and (4) Management Capability that are required to assure the effective
large-scale deployment of synchronous online technology in the teaching and learning
context. We had also provided a process on how these IT capabilities are systematically
developed within UniSIM.
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By addressing our research questions, this study has contributed to the literature
and practice in the following ways. First, our study is one of the few attempts to
examine IT capabilities in the teaching and learning context. We had also presented a
viable IT capability development roadmap for other universities to mimic that we
believed would be helpful in increasing the chances of driving such implementation.
Second, our study contributes to the literature on IT capabilities and teaching and
learning by extending this theory of IT capabilities into the field of teaching and
learning. We believe this will enrich the discussion of IT capabilities going forward.

There are two limitations with our study. First, our inductively derived theory
applied only to one case organization. To ensure its statistical generalizability, our
theory can be tested by statistical means in future studies. Second, our study unfor-
tunately only shed lights on how to implement a successful large-scale online syn-
chronous teaching tool implementation. It does not shed light on how the success of
this initiative can be sustained over time and on how to scale its success to include
more students. Future research can consider adopting a longitudinal approach to pro-
vide more insights in these areas.

References

Agarwal, N., Soh, C., Sia, S.K.: IT capabilities in global enterprises. Paper presented at the
Pacific Asia Conference on Information Systems (2014). http://aisel.aisnet.org/pacis2014/311

Bainbridge, S.: EDDE806 Research Seminar II Recording (Dr. Tony Bates - Teaching in a
Digital Age) (2015). https://connect.athabascau.ca/p3ae5iggugd/

Bharadwaj, A.: A resource-based perspective on information technology capability and firm
performance: an empirical investigation. MIS Q. 24(1), 169–196 (2000)

de Freitas, S., Neumann, T.: Pedagogic strategies supporting the use of synchronous audiographic
conferencing: a review of the literature. Br. J. Educ. Technol. 40(6), 980–998 (2009)

Eisenhardt, K.M.: Building theories from case study research. Acad. Manag. Rev. 14(4), 532–
550 (1989)

Eisenhardt, K.M., Graebner, M.E.: Theory building from cases: opportunities and challenges.
Acad. Manag. J. 50(1), 25–32 (2007)

Feeny, D.F., Wilcocks, L.P.: Core IS capabilities for exploiting information technology. Sloan
Manag. Rev. 39(3), 9–21 (1998)

Garrison, D.R., Anderson, T., Archer, W.: Critical inquiry in a text-based environment: computer
conferencing in higher education. Internet High. Educ. 2(2–3), 87–108 (2000)

HKUST: Teaching over virtual classroom (2012). http://celt.ust.hk/event/teaching-over-virtual-
classroom. Accessed 12 Feb 2016

Irvine, V., Code, J., Richards, L.: Realigning higher education for 21st century learning through
multi-access learning. MERLOT J. Online Learn. Teach. 9(2), 172–186 (2013)

Kim, G., Shin, B., Kim, K.K., Lee, H.G.: IT capabilities, process-oriented dynamic capabilities,
and firm financial performance. J. Assoc. Inf. Syst. 12(7), 487–517 (2011)

Klein, H.K., Myers, M.D.: A set of principles for conducting and evaluating interpretive field
studies in information systems. MIS Q. 23(1), 67–93 (1999)

Locke, K.: Grounded Theory in Management Research. Sage, Thousand Oaks (2001)
Pan, S.L., Tan, B.C.C.: Demystifying case research: a structured-pragmatic-situational

(SPS) approach to conducting case studies. Inf. Organ. 21(3), 161–176 (2011)

Building IT Capabilities 543

http://aisel.aisnet.org/pacis2014/311
https://connect.athabascau.ca/p3ae5iggugd/
http://celt.ust.hk/event/teaching-over-virtual-classroom
http://celt.ust.hk/event/teaching-over-virtual-classroom


Pentland, B.T.: Building process theory with narrative: from description to explanation. Acad.
Manag. Rev. 24(4), 711–724 (1999)

Power, M., Vaughan, N.: Redesigning online learning for international graduate seminar
delivery. J. Distance Educ. 24(2), 19–38 (2010)

Raymond, L., Uwizeyemungu, S., Fabi, B., St-Pierre, J.: IT capability configurations for
innovation: an empirical study of industrial SMEs. In: Conference Proceedings of the 2014
47th Hawaii International Conference on System Sciences (2014)

Reushle, S., Loch, B.: Conducting a trial of web conferencing software: why, how and
perceptions from the coalface. Turk. Online J. Distance Educ. 9(3), 19–28 (2008)

Ross, J.W., Beath, C.M., Goodhue, D.L.: Develop long-term competitiveness through it assets.
Sloan Manag. Rev. 38(1), 31–45 (1996)

Rowe, S., Ellis, A.: Moving beyond four walls: a fully online delivery model. Paper presented at
the Proceedings of the World Conference on Educational Multimedia, Hypermedia and
Telecommunications, ED-MEDIA, Toronto, Canada (2010)

Wade, M., Hulland, J.: The resource-based view and information systems research: review,
extension and suggestions for future research. MIS Q. 28(1), 107–138 (2004)

Walsham, G.: Doing interpretive research. Eur. J. Inf. Syst. 15(3), 320–330 (2006)

544 S. Low et al.



The Five Forces of Technology Adoption

Dan McAran(✉) and Sharm Manwani

Henley Business School, University of Reading, Reading, UK
danmca@hotmail.com, sharm.manwani@henley.ac.uk

Abstract. The Technology Acceptance Model (TAM), and the models derived
from TAM, dominate user acceptance of technology theory. This research uses a
web-based questionnaire directed towards legal professionals solicited using the
social media site LinkedIn. The research included open-ended questions, within
a quantitative survey instrument and received 154 usable responses. In TAM3,
Venkatesh and Bala organize the theoretical framework of preceding factors of
Perceived Usefulness and Perceived Ease of Use into four categories. The findings
reinforced the existence of the Venkatesh and Bala factors that affect technology
adoption but reveal additional multi-dimensional factors related to the context of
legal technology. It is proposed that analyzing the Five Forces of Technology
Adoption: (1) Individual, (2) Social, (3) System, (4) Facilitating Conditions, and
(5) Context, could extend our understanding of technology acceptance. In
summary, the paper offers a novel interpretation, characterizing five forces of
technology adoption - an analogy to Porter’s model.

Keywords: Technology acceptance · Technology adoption · Context

1 Introduction

The increased pervasiveness of computer (and mobile) technology in all spheres of
human life is all encompassing. There is concern, most profoundly expressed by several
authors in the 2007 special issue of the Journal of the Association of Information Systems
entitled Quo Vadis TAM – Issues and Reflections on Technology Acceptance Research
[1] that despite the extent of the research performed on user acceptance of technology
few design specifications or interventions have emerged to enhance or promote user
acceptance of technology.

This research is focused on technology used by legal professionals to do legal work
(henceforth: ‘legal technology’) and uses a web-based questionnaire directed towards
legal professionals asking them to complete the survey instrument based on their
personal experiences with a self-selected legal technology product.

Venkatesh and Bala [2] identify four factors as important in understanding a tech‐
nology adoption situation: (1) Individual Differences, (2) System Characteristics, (3) Social
Influence, and (4) Facilitating Conditions. Open-ended questions related to these factors in
the survey instrument provide insights on the importance of context in technology adop‐
tion. The results of this research reveal additional multi-dimensional factors closely related
to the particular context of legal technology that affect technology acceptance, most notably
the legal profession practice context.
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While the four factors identified by Venkatesh and Bala [2] are, at face value, quite
robust, the relative effect of these factors will likely vary based on the nature of the
technology and the industry to which it relates. An analogy can be made to the appli‐
cation of Porter’s Five Forces [3] to an industry analysis where for one industry a partic‐
ular factor may be of high importance and in a second distinct industry may be insig‐
nificant. This analysis is also supported in the work of Chau and Hu [4]. One objective
of this research is to explore how these specific contextual factors can be identified for
a given context/technology, in this case legal technology.

Chau and Hu [4] applied the Technology Acceptance by Individual Professionals
(TAIP) model to a professional group - physicians - which may have similar technology
acceptance characteristics as members of the legal profession. Brown et al. [5] combined
a model of collaboration technology and the UTUAT model to develop a model that
explains adoption of collaboration technology. In doing so they elaborated the antece‐
dents of Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) specific to
collaboration technology. Venkatesh et al. [6] extended the Unified Theory of Use and
Acceptance of Technology (UTUAT) theory to consumer markets with the creation of
UTUAT2 to include constructs for hedonic motivation, price value and habit. In a similar
manner the proposed research seeks evidence of the contextual nature of antecedent
factors particular to user acceptance of legal technology.

This paper is organized as follows: Sect. 2 is the literature review; Sect. 3, the
research methodology; Sect. 4, the results and discussion. Section 5 is the conclusion.

2 Literature

Porter [3] postulated five forces which determine the state of competition in an industry.
These are: (1) Threat of new entrants, (2) Bargaining power of customers, (3) Bargaining
power of suppliers, (4) Threat of substitute products or services, and (5) Intensity of
competition.

These Five Forces can be viewed as contextual forces that affect the state of compe‐
tition in an industry. Porter [3] elaborates that a firm’s strategy can be based on the
analysis of these forces. This leads to the conjecture that it may be possible to develop
a strategy in regards to the acceptance of a technology product by performing an analysis
of the contextual forces for a specific technology and context.

A search was conducted to locate literature in which Porter’s Five Forces had been
used as an analogy or template to characterize a set of ‘forces’ characterizing another
domain: only four relevant papers were identified.

In an outline of a study of the adoption of cloud computing by IT outsourcing serv‐
ices, Fung [7] used a model combing Porter’s Five Forces [3] as antecedents to two
constructs with general similarity to the PU and PEOU in the Technology Acceptance
Model (TAM) of Davis [8]. These corresponding factors are Perceived Benefits of Cloud
Computing – corresponding to PU – and Perceived Ease of Adoption of Cloud
Computing – corresponding to PEOU. The dependent variable was IT Outsourcing
Service Provider’s Intention to Adopt Cloud Computing which has correspondence to
the Behavioral Intention variable also found in TAM. As the research has yet to be
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conducted, Fung [7], in his paper, presented only the literature review, research problem,
methodology, and research design.

Rice [9] used an analogy to Porter’s Five Forces in regards to risk management. Rice
[9] identifies the following ‘forces’ specific to a model designed to understand risk
management: (1) Internal Organization, (2) Industry, (3) Information, (4) Infrastructure,
and (5) Influences and uses this framework to assess risk in a military helicopter acquis‐
ition project. The Information component is composed of “software availability and
functionality, information systems backups, and network security” (p. 379).

In a study of technology adoption in manufacturing firms Kristianto et al. [10] discuss
leadership as a technology adoption ‘force’. Blandford and Adams [11] analyze ‘forces’
and barriers to technology adoption in healthcare.

Kroenung and Eckhardt [12] also illustrate the constructs appropriate for a particular
technology adoption model depend on context. Notably, in one of the limited number
of mixed method research projects in IS, Brown et al. [13] compared seven models of
technology adoption in the household and comment.

Our findings suggest that context-specific models do indeed offer richer insights, compared to
more general models, which calls into question the conventional wisdom about generalizability
being the most critical criterion for theory development; rather, it suggests…a focus on the
context can be more fruitful (p. 1942).

In this research, the existing Porter’s Five Forces are not used as antecedent
constructs in the TAM model, but used as an analogy to describe specific forces that
affect technology acceptance. We conclude that research into a professional context
analysis of legal technology acceptance is worthwhile from both an academic and a
practitioner perspective.

3 Research Methodology

The existence of significant prior research combined with the exploratory nature of a
different context supports a mixed methods approach to investigating factors affecting
technology acceptance. The research used a triangulation design combining a quantita‐
tive survey with open-ended questions. Ågerfalk [14] notes the close connection
between mixed methods research, critical realism, and the emergent design science
research which are significant components of this research.

The research methodology found in user acceptance of technology has been almost
exclusively focused on surveys (questionnaires) and case studies [15]. A notable excep‐
tion to the pattern of quantitative research is Venkatesh and Brown [16] in which adop‐
tion of personal computers at home was explored. Venkatesh and Brown [16] found
additional insights through the use of qualitative methodology:

…the breakdown into more detailed dimensions was possible due to the use of open-ended
questions. In fact, the data coding process helped identify dimensions that had not been
accounted for in prior research, providing further support that the use of open-ended items
helped to overcome a priori expectations, resulting in a more complete understanding of the
phenomena. (p. 83)
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This research similarly uses open-ended questions in the survey instrument based
on the factors outlined by Venkatesh and Bala [2]: (1) Individual differences, (2) System
characteristics, (3) Social influence, and (4) Facilitating conditions. The research
respondents were solicited using the social media site LinkedIn [17]. The population
solicited was legal professionals (lawyers, paralegals, law clerks, and legal assistants).
Posts were made to LinkedIn legal related groups. The LinkedIn message system
(InMails) and a legal technology email news service were also used to solicit respond‐
ents.

The questionnaire requested respondents to complete the questionnaire based on
their perceptions of products they were currently using. The following legal technology
products were listed by default: (1) Westlaw, (2) PC Law, (3) LexisNexis – Quicklaw,
(4) Fastcase, (5) AccessData – Summation, and (6) Sage – Timeslips. The respondents
were also permitted to enter a legal technology product of their own choice.

The following open-ended questions were included in the questionnaire:

1. Are there factors specific to you personally that influence your decision on whether
to use or not to use a legal technology product?

2. Are there factors specific to the people you work with or the social situation where
you work that influence your decision on whether to use or not to use a legal tech‐
nology product?

3. Are there factors specific to the information system or other technology you use at
work that influence your decision on whether to use or not to use a legal technology
product?

4. Are there factors specific to the work environment, technical support available, other
help available, or other related factors at work that influence your decision on
whether to use or not to use a legal technology product?

This research used a web-based questionnaire directed towards legal professionals
solicited using the social media site LinkedIn [17]. The research included open-ended
questions, within a quantitative survey instrument. The questionnaire received 154
usable responses.

The analysis of the responses to these questions was facilitated by the assignment of
double codes to sections of text. Miles and Huberman [18] state “…multiple coding is
actually useful in exploratory studies” (p. 65). As an example, a respondent who self-
identified as a small business owner and who indicated the importance of cost related
to profitability of the small business was assigned a code of ‘Cost’ and assigned to the
Personal factor because ‘Cost’ is a personal motivator for a small business owner. This
text was also assigned to the separate Cost factor analysis. Using this approach a more
holistic array of factors affecting technology acceptance was constructed. As will be
discussed, a separate analysis was created to highlight unique contextual subthemes
related to legal technology.
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4 Results and Discussion

4.1 Introduction

The results of this research show that contextual factors add significant insight in line
with the findings of Chau and Hu [4] over and above the 4 factor model developed by
Venkatesh and Bala [2]. The interpretation of the Personal factor was expanded beyond
narrow demographic factors to include any sub-theme which emerged that had an aspect
that could be characterized as a personal experience. The interpretations of Social,
System, and Facilitating Conditions have been similarly expanded.

Most of the textual responses were assigned two codes, and consequently appear in
more than one specific analysis. This has resulted in a set of analyses that are inter-related
and overlap. This process does allow, however, for the identification of the inter-rela‐
tionships between themes, such as the inter-relationship between the Usefulness sub-
theme of Quality and the Professional Practice sub-theme of Professional Usefulness –
there is considerable overlap between these two themes, but not complete overlap. As
an example, ‘Simplification of Work’ would be a general aspect of Quality, but not
specifically identified with Professional Practice.

4.2 Personal Factors

The responses characterized under Personal Factors were classified into the following
9 sub-themes: (1) Personal Experience, (2) Cost as a Personal Factor, (3) Personal
Perception/Trust of Legal Tech Supplier, (4) Personal Age, (5) Personal Computer
Skills, (6) Personal Preference, (7) Personal Skills, (8) Personal Work Preferences, and
(9) Personal Innovativeness.

4.3 Social Factors

Social factors were identified as important in the adoption and use of technology to do
legal work. There are three summary points identifiable in the Social Factor analysis:

1. The highly contextual nature of social factors in technology adoption. This is partic‐
ularly evident in the factors mentioned of ‘taught at law school’, and ‘peer acceptance
of the technology’. The reference to the use of technology taught in law schools is
an interesting reflection of macro contextual social factors which influence tech‐
nology acceptance. This would have similarity to an ‘industry force’ [3].

2. For some legal professionals, the law firm management (often the senior lawyers)
determines if other lawyers or legal staff use legal technology.

3. A significant proportion of the practitioners stated they are not influenced by ‘people/
social’ factors in the adoption of legal technology.
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4.4 System Factors

There were seven sub-themes identified related to System. Among the responses that
were categorized as related to System, there was considerable overlap with other contex‐
tually related themes.

1. Ability to collaborate overlaps with Collaboration identified under Social Factors.
2. Fit with Workflow overlaps with Personal Work Practices, identified under the

Personal Factors.
3. The System factor sub-themes of Technology Integration and Technical Compati‐

bility form a significant part of the Compatibility Factor analysis.

4.5 Facilitating Conditions

The comments of respondents classified under Facilitating Conditions highlight the
evolving nature of the modern law office where complete integration of all applications
and technology platforms is emerging as the standard. Many of the responses appearing
in the analysis above are also represented in other contextual analyses presented in this
paper. The most interesting result was in regards to the comments respondents made in
regards to technical support. Consequently, the analysis of technical support is broken
out into a separate analysis.

4.6 Contextual Factors

Contextual factors distinct from the four Venkatesh and Bala [2] factors discussed above
emerged in the research and are discussed in this section.

Professional Practice. The many comments and high focus on aspects of professional
usefulness of legal technology correspond to the findings of Chau and Hu [4] in regards
to the introduction of telemedicine technology in Hong Kong: “Physicians, as a group,
appear to be fairly pragmatic in their technology evaluation and selection by focusing
on practical utility rather than on technological novelty” (p. 212). The same statement
appears to be true for members of the legal profession as well. There are six areas of
particular interest in the results that are categorized as the following Professional Prac‐
tice sub-themes: (1) Case Specifics, (2) Practice Area Considerations, (3) Professional
Utility, (4) Legal Profession Culture, (5) Client Factors, and (6) Professional Standard.

Quality Factors. The responses characterized under Quality were classified into the
following 14 sub-themes: (1) Degree User Friendly, (2) Uniqueness of Legal Tech‐
nology, (3) Degree Technology Integrated, (4) Degree of Usefulness, (5) Quality of
Design, (6) Degree of Ease of Use/Intuitive, (7) Degree Adaptable, (8) Degree of Tech‐
nical Quality, (9) Degree of Flexibility, (10) Degree of Data Quality, (11) Degree
Familiar, (12) Degree of Compatibility, (13) Availability of Enhancements, and
(14) Degree of Trialability.

Again there is significant overlap with the sub-themes of Quality with other analyses.
Most notably the sub-themes of Degree Technology Integrated and Degree of
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Compatibility are included in the separate Compatibility analysis. Many of the specific
items mentioned in the Usefulness and Data Quality sub-themes also appear in the
Professional Practice section.

Cost Factors. Comments coded as ‘Cost’ frequently were mentioned by respondents.
Multiple responses were received in regards to ‘Cost/Benefit’, ‘Price’, and ‘Switching
Costs’. The results indicate a broad concern with cost in the adoption of legal technology,
with 11 different aspects identified. This highlights the importance of cost as a factor in
technology acceptance and use.

Management Factors. Comments related to Management also appear under the Facil‐
itating Conditions analysis. Many respondents indicated that use of a particular legal
technology was required as part of the job. Most of the respondents who indicated that
use of a particular legal technology was mandatory were non-lawyer legal staff, such as
paralegals, law clerks, legal assistants. However, a number of lawyers working for other
lawyers indicated that use of a particular legal technology was mandated. Several
comments indicated internal firm power relationships determined what legal technology
could be utilized. Management control of overhead costs and management’s decision
making ability on what technology to provide were also mentioned.

Compatibility Factors. There were 15 responses coded as ‘Compatibility’. The main
focus was on compatibility with cellphones and the cloud; compatibility with Microsoft
products; and the ability to integrate and synchronize with other technologies. Data
synchronization, data sharing, and database integration were also mentioned. One
respondent mentioned integration with iPad and another user mentioned compatibility
with technology for the visually impaired. The theme of Compatibility can be seen as a
sub-theme of System related considerations, but it is useful to highlight the growing
importance of integration with emerging technologies.

Technical Support. Technical support had numerous comments from respondents in
the research. Consequently, the analysis of the responses made in regards to technical
support was performed separately. The responses indicate the high importance the
respondents attached to technical support, and moreover, the high standards the respond‐
ents require for technical support. This can be seen in the numerous and detailed
commentary on technical support requirements identified by the respondents. The
comments also indicate a level of frustration with the quality of technical support.

Training Factors. The small number of comments in regard to training was quite
unexpected: there were only nine comments in the research that explicitly referred to
training. One lawyer commented that finding time to train staff was an issue.

4.7 Unique Contextual Subthemes Related to Legal Technology

This analysis does not provide new information, but provides an overall summary of the
more interesting subthemes identified using the open-ended questions. The specific
factors identified here are the sub-themes identified for both the four factors identified
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by Venkatesh and Bala [2] and the contextual themes that emerged. In this research the
following factors were identified as salient and specific to the legal technology:

1. Legal Usefulness.
2. Client Focus.
3. Usefulness to the Case-at-Hand.
4. Use by Business Partners.
5. The Availability of In-House Support.
6. The Influence of Professional Legal Culture.
7. The Essential Nature of the Product to Practice.
8. The Importance of Fit with Work Flow.
9. The Integration of the Legal Technology into Practice.

10. Organization Factors.
11. Cost of Substitutes.

Additional analyses could be prepared for other technologies and contexts allowing
for an appreciation of similarities or differences to legal technology.

4.8 Discussion

The factors identified by Venkatesh and Bala [2] – (1) Personal, (2) People, (3) Social,
and (4) Facilitating Conditions have been maintained but the following additional
contextual factors have emerged for legal technology: (1) Professional Practice,
(2) Quality, (3) Cost, (4) Management, (5) Compatibility, (6) Technical Support, and
(7) Training.

In addition, a separate analysis has been prepared to highlight unique contextual
subthemes related to legal technology. This additional contextual analysis could be
compared to other similarly prepared contextual analyses for other technologies and
contexts; such as technology used by medical, engineering, or academic professions.

Further analysis could also be prepared for differing technologies based on the rela‐
tive strength of the four factors identified by Venkatesh and Bala [2] (Personal, People,
Social, and Facilitating Conditions) using a rating system in regards to importance of
each factor. A simple rating system might use the following four classifications: (1) No
Importance, (2) Low Importance, (3) Moderate Importance, and (4) High Importance;
allowing for further comparative analysis.

The above analysis supports the general results of TAM research over the last 30
years. However, the results indicate the definite limitations of a number of the constructs
comprising TAM3 in relation to legal technology. Notably in this research the TAM3
constructs of Computer Playfulness, Perceived Enjoyment, Image, and Result Demon‐
strability appear to have low or reduced importance to the acceptance of legal tech‐
nology. The constructs appearing in TAM3 could also be used as the basis for compa‐
rative analyses of varying technologies used in specific contexts. Yet another basis of
preparing a comparative analysis would be the Shih and Venkatesh [19] determinants
of the Use-Diffusion model. The general correspondence of this research to the research
of Lewis [20] and Manker [21] supports the validity of this research and the generaliz‐
ability of this research.
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The results support the high importance of context in the adoption of technology in
professional practice. Chau and Hu [4] identify three contexts influencing technology
adoption: the implementation context, the technological context, and the individual
context (p. 216). For Chau and Hu [4] the relevant context was the adoption of teleme‐
dicine technology in Hong Kong. In this research the relevant context is the adoption of
legal technology by professionals mainly based in North America, but the insights
developed by Chau and Hu [4] concerning these contexts remain important.

These observations suggest that to understand technology acceptance for any specific
technology, it would be necessary to consider the contextual factors specific to the tech‐
nology under consideration. It also indicates that the value of simple models of tech‐
nology acceptance may be of decreasing value because of the increased specialization
of IT and the increasing importance of context in their acceptance and use. Novel
approaches, new models, and more innovative ways of exploring technology acceptance
may be required.

In this research we postulate the existence of Five Forces of Technology Adoption:
(1) Personal, (2) Social, (3) System, (4) Facilitating Conditions, and (5) Context: these
could potentially be factors determining the different models of technology acceptance
that appear in the literature including those already mentioned of Brown et al. [5] for
collaboration technology and Venkatesh et al. [6] for consumer markets with UTUAT2.

The results also show the benefit of using mixed methods in technology acceptance
research – in this case open-ended questions. The use of such data when creating a
technology acceptance model for a specific technology within a particular configuration
of the Five Forces of Technology Adoption would provide additional insight to the
particular case at hand; facilitating the design of a model.

With this focus on designing a technology acceptance model for a specific tech‐
nology and context we build the ‘IT Artifact’ [22, p. iii]. We also bring IS academic
research closer to design. As Simon [23] notes:

Everyone designs who devises courses of action aimed at changing existing situations into
preferred ones. …Design, so construed, is the core of all professional training… Schools of
engineering, as well as schools architecture, business, education, law, and medicine, are all
centrally concerned with the process of design (p. 111).

This comment of Simon concerning design supports the increasing interpretation of
IS research as a design science [24].

4.9 Limitations, Future Research, Management Implications, and Contribution

There are two general limitations to this research (1) this research is cross-sectional, and
(2) this research accessed a segment of the target population who had sufficiently good
skills to use internet social media; they may not be representative of the total target
population. It would be particularly interesting to explore the differences in factors that
influence user acceptance of technology among professions. As an example ‘cost’ and
‘technical support’ were found to be significant factors in this research, it would be of
interest to determine if these two factors were also important among law, medicine,
engineering, academic, and accounting practitioners.
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5 Conclusion

This research has identified ‘Context’ as an additional important factor to technology
acceptance in addition to the factors identified by Venkatesh and Bala [2]. The four
factors identified by Venkatesh and Bala [2] plus Context can be viewed as analogous
to Porter’s Five Forces [3]. Using this analogy to understand the factors that affect tech‐
nology adoption can be seen as corresponding to the understanding the individual forces
identified by Porter [3] as a pre-requisite to understanding a specific industry. This
research suggests the addition of a fifth force ‘Context’ as key to technology adoption.
This research is intended to lead to the development of new approaches to understanding
and researching technology adoption. As an illustration, we recommend developing a
strategy for a new technology product’s acceptance through an analysis of the individual
and interacting forces affecting technology acceptance.

In addition, a significant finding in that cost is a barrier to using legal technology.
Further, technical support has been found to be highly important in regards to legal
technology. The research introduces the concept of Five Forces of Technology Accept‐
ance. As far as the author is aware this is the first research study related to technology
acceptance that has used social media (LinkedIn) to solicit respondents.
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Abstract. Today, companies often face rapid and substantial change of their
business environment. To stay competitive, firms are forced to engage in contin‐
uous innovation of their products and services. Moreover, the digitization of
society and organizations has led to an increase in radical and disruptive innova‐
tions across all industries and trades. As a result, companies often find it difficult
to develop an organizational identity – a shared understanding of “who are we”
and “what makes us different from others”. In this article, we combine extant
theory on both digital innovation and identity formation processes to develop a
conceptual model of identity formation, highlighting the dynamics between inno‐
vation and identity formation. We use our model to discuss symptoms that organ‐
izations might experience when engaging in digital innovation, shaping the
process of identity development. Finally, we suggest future research topics to
investigate the relationship between innovation and identity formation processes.

Keywords: Digital innovation · Organizational identity · Growth

1 Introduction

In this article, we look at the effect of digital innovations on the process of organizational
identity formation in growing companies. Today, companies often face rapid and
substantial change of their business environment and are therefore forced to engage in
continuous innovation of their products and services [9]. Moreover, the digitization of
society and organizations has led to an increase in radical and disruptive innovations
across all industries and trades [31]. As a result, these companies often find it difficult
to develop an organizational identity – a shared understanding of “who are we” and
“what makes us different from others” within members of the same organization [1].
We argue that this situation is especially challenging for growing small and medium
enterprises (SMEs), as they (i) have not yet developed a strong identity and (ii) experi‐
ence additional stress, both external and internal, due to their growth processes.

To investigate the dynamic interplay of incremental versus radical innovation with
relation to the process of organizational identity formation, we combine extant theory
on both digital innovation and identity formation processes to develop a conceptual
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model of identity formation. While theory on identity formation has produced a number
of valuable findings, deep insights into the sources, antecedents and mechanics of iden‐
tity (re-)configuration, especially with regard to inception of identities in newly formed
entities, remain scarce [18]. Our research focuses particularly on the role of changing
innovation patterns due to the ongoing digitization of our society. Change due to digi‐
tization or new technologies often has implications beyond the technology itself. As [28]
points out, digital innovation can impact firms in a way that they “may ultimately need
to develop an entirely new organizational identity whereby both organizational members
and external constituents must alter deeply held assumptions and beliefs about what the
firm represents”.

To explore this complex phenomenon, which is difficult to observe directly, we
construct a conceptual model to illustrate the interaction between the processes and
support discussion. We use our model to elaborate on symptoms that organizations might
experience when engaging in digital innovation, shaping the process of identity devel‐
opment. Moreover, we discuss the practical implications of our model and suggest future
research topics to investigate the relationship between innovation and identity formation
processes.

The remainder of this article is structured as follows. First, we introduce the state-
of-the-art in research on organizational identity as a process as well as on digital inno‐
vation. Second, we present and discuss our proposed conceptual model. We conclude
our paper with a discussion of implications, limitations and pointers for promising future
research.

2 Theoretical Background

2.1 Organizational Identity as a Process

Organizational identity has traditionally often been seen as a rather static attribute, an
entity or characteristic of an organization, focusing on the “who are we?” question [1].
[17] refer to the aspects of endurance, distinctiveness and centrality that are widely used
to describe an organizational identity. Only recently, building on social psychology,
researchers have started to argue for a view of organizational identity as a process of
development and change over time. [24] points to three process dimensions of organi‐
zational identity: relational, behavioral and symbolic. As an analogy, [15] remark that
the process view on organizational identity can be compared to viewing a full motion
picture about an organization, while the characteristic based view provides only a single
snapshot or picture of the organization. Following that line of argument, we argue that
the process-oriented perspective on organizational identity is particularly useful when
investigating young and growing companies in competitive environments. Thereby, the
influence of digital innovation activities on the development of an organizational identity
can be observed in detail and the specific effects can be analyzed. The process view
purposefully challenges the original notion of endurance of an identity, building on the
fact that this aspect has remained understudied. According to [4] “identity endurance is
rarely seen as a puzzle to be explained; it is assumed as relatively unproblematic and
remains empirically neglected”.
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In a review of literature on identity processes, [24] finds that identity processes are
often associated with other processes, such as sense-making, learning, changing, among
others. [5] suggests that there does not exist such a thing as an “identity process”, but
that identity itself is rhetorical and thus the result or “content” of other “basic” processes.
To investigate identity from a process perspective, [24] proposes three potential avenues
for researchers: processes about identity, process unique to identity, and the interplay
of processes in identity dynamics. Pertaining to the first, he argues that researchers could
address the role of identity as “an outcome, antecedent, or content” of another process.
Pertaining to the second, researchers could investigate processes that are unique to
identity creation and maintenance. Thirdly, he posits that investigating the role and
interplay of multiple processes in identity dynamics will likely yield interesting results.
[18] identify three common themes that can be found in research on organizational
identity formation: informal organization, human agency and environmental adaptation.

We find that the process view provides a highly useful perspective for the purpose
of our study, as it allows us to understand how the interplay of different forces influence
and shape the becoming of an organizational identity.

2.2 Digital Innovation

As an emerging area of research in information systems, the concept of digital innovation
refers to “a product, process, or business model that is perceived as new, requires some
significant changes on the part of adopters, and is embodied in or enabled by IT” [12].
Traditional industries and their practices are becoming more and more entangled in
today’s digital infrastructures and are therefore required to rethink and adopt their inno‐
vation strategies [16, 31]. Digital innovation spans across the disciplines of technology
management on the one side, and IT innovation on the other side [26]. In contrast to
purely technical innovation, digital innovations always include a business perspective,
which can be categorized in process, product or business model innovation [12]. Digital
process innovations, or new ways of doing old work, were among the first drivers of
new technologies in the workplace [27]. Digital product innovation refers to the inte‐
gration of technological novelty as part of the product offerings of a firm [32]. Business
model innovation by means of digital technologies is becoming more and more crucial
in various markets, e.g. newspapers and publishing houses [3].

Technological change does not take place in a vacuum, but rather influences all other
elements of information systems, such as people, tasks and processes, and knowledge.
A change in the IS strategy of an organization needs to be reflected in both business
strategy and organizational strategy, to ensure goal congruence and alignment
throughout the organization [23]. Some IS scholars go as far as to conceptualize the
social and the material as inseparable, or sociomaterial [20, 26]. Thus, digital innovation
is found to be more disruptive to an organizations working culture or identity as tradi‐
tional, incremental innovations.
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3 Model Development

This chapter is used to develop and present our conceptual model on innovation and the
identity process. In the following, we will first present the dimensions of our model
(identities over time & growth) and then introduce and discuss the two figures that
together constitute our model (see Figs. 1 and 2).

Fig. 1. Traditional (incremental) innovation and the formation of identity

3.1 Identity Inception, Uncertainty and Formation over Time and Growth

While research on identity processes, formation and (re-)construction related to mature
organizations has provided a great amount of insights [7, 25], research on the inception
of identity in newly formed organizations (such as startups) has only recently gained the
attention of academics [6]. [14] were among the first to follow the creation of a new
entity (a college within a university) to reveal and understand the dynamics in the incep‐
tion process of a new identity. [18] investigate Dutch microbreweries to introduce a new
theoretical model of how different sources can act as antecedents to organizational iden‐
tity and then become imprinted into the identity of nascent organizations. They state that
research on identity inception is still in an early stage, and no uniform theory has yet
been established to guide future investigations [18].

However, what unites most models and theories focusing on the early identity crea‐
tion process is the notion that identity becomes more stable over time, theorized for
example as a form of continuous and repeated imprinting of external and internal
expectations [24]. Nascent organizations, such as startups or newly founded divisions
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of an existing organization are not certain about their organizational identity. [14] iden‐
tified four sequential phases of the organizational identity inception process, namely
(i) articulating a vison, (ii) experiencing a meanings void, (iii) engaging in experiential
contrasts, and (iv) converging on a consensual identity. In addition, the authors theorize
that those sequential phases are influenced by recurring themes such as the attainment
of distinctiveness or the negotiation of identity claims that shape the process of identity
formation [14].

Our model does not focus on the micro-level mechanisms that constitute identity
creation but conceptualizes the identity process as a background process to an organi‐
zation’s lifecycle. Thus, while being aware of the complex and non-linear internal
formation processes of organization, we simplify the external view on the identity
process from an abstract perspective as a linear process. Within our model (see Fig. 1)
we include so called “uncertainty boundaries” to demonstrate the convergence of a
shared organizational identity over time, thus reducing the uncertainty of the identity.

3.2 Traditional Innovation and Identity

From the perspective of the resource-based view (RBV) of the firm and its extensions,
it has been shown that organizational identity can serve as a pivotal organizational
resource [10, 29]. Product and process innovation contributes to renewal processes in
firms, as it demands firms to acquire new or reconfigure existing competences and capa‐
bilities [9]. [9] builds upon [13] ’s definition and describes organizational renewal as
“the building and expansion of organizational competences over time, often involving

Fig. 2. Digital (disruptive) innovation and the formation of identity
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a change in the organization’s product domain”. Similarly to [9], who states that product
innovation is not only influenced by an organizations resources and competences but
that this relationship also exists vice-versa, we argue that the relationship between firm
identity and firm innovative behavior is reciprocal and interdependent. Thus, a change
in a firm’s innovative behavior is likely to have a direct or indirect effect on its organi‐
zational identity. In our model (Fig. 1), the traditional (incremental) innovation
processes are shown as arrows. Our model shows that these innovation patterns are
indifferent or supportive to the formation of an organizational identity, as they can act
as one of many potential sources to the iterative process of identity creation, yet they do
not challenge or disrupt already imprinted identity beliefs.

3.3 Digital Innovation and Identity

The quest for sustainable competitive advantage has long been the driving force of both
academics and practitioners when investigating firms in the market. The ubiquitous
availability of information technology and the widespread digitalization of our society
has led to an increase in market balancing speed and created a hyper reactive, highly
competitive business environment. Some scholars argue, though not undisputed [21],
that sustained competitive advantage may no longer achievable in more and more
markets and should therefore not be driving organizational strategies, but organizations
should rather strive to be agile to compete better in such times of hypercompetition [8,
22, 30]. The technological advancement of society has thus not only led to an increase
in innovation opportunities but at the same requires firms to continuously engage in such
radical, disruptive changes in order to survive on the market.

Organizational strategists have long known and underlined the importance of contin‐
uous innovation for the success and competitiveness of firms [11, 19]. However, the
way organizations innovate has to be adopted to fit these turbulent environments,
requiring a shift from traditional, incremental innovation patterns to more radical
approaches [9]. Research on digital innovations has demonstrated the possibilities of
disruptive innovations, building on newly developed technologies or new business cases
for existing technologies [32]. Thus, companies engage in recurring patterns of radical,
technology-driven innovation [31].

The role of technological innovation, and how it affects the process of identity
formation internal and external to the organization has been investigated in multiple
contexts [2, 28]. [2] focuses on the role of enterprise systems implementation on iden‐
tities and shows that the change in power and roles triggered by the implementation of
an ERP system challenges professional identities. [28] proposes the label of identity-
challenging technologies to describe technologies that “deviate from the expectations
associated with an organization’s identity”. He finds that such technologies are hard to
capitalize on, since organizations cannot fully recognize and realize the benefits of tech‐
nology when blurred by the filter of a challenged identity and because of the difficulty
of changing organizational routines that are embedded in or defining for the challenged
identity [28].

To account for these dynamics between radical innovation patterns and their influ‐
ence to organizational identity formation, our model depicts the change in the identity
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process as triggered by recurring disruptive innovation patterns over time (see Fig. 2).
Unlike in situations of traditional (incremental) innovation processes, digital (radical)
innovation processes are not indifferent or supportive but disruptive and challenging to
the process of identity convergence. Researchers argue that “even seemingly minor
shifts from a technological standpoint may challenge the existing organizational identity
if, by pursuing the new technology, the organization violates the core features associated
with its existing identity” [28]. Moreover, we posit that such recurring disruptions to
identity formation hinder the (i) the convergence towards a shared identity and thus
(ii) keep the organization from reducing the uncertainty about its identity, as depicted
in Fig. 2.

4 Implications, Limitations and Further Research

In this article we synthesize two research streams within the IS and organization science
literature that have recently gained much attention and are likely to be of great interest
for scholars in the future, namely organizational identity from a process perspective and
the effects of shifting innovation patterns in organizations due to the digitization of
society. We propose a conceptual model that demonstrates the disruptive tensions of
digital innovations to the process of identity formation in an organization. Our model
shows that digital innovation increases the difficulty of companies to convergence
towards an organizational identity.

From a process management perspective, unclear organizational identities can lead
to issues related to the identification of core and supporting processes. Moreover, digital
innovation could force firms to shift IS/IT-processes from the periphery towards the core
of a company’s value chain.

Research has found that agile organizations are better prepared to react to changing
market demands, especially in hypercompetitive markets, and are therefore more likely
to survive and succeed in such markets. Management of digital innovations on process-,
product- and business model level is supportive to the agility of an organizations [26].
It has yet to be investigated what role a strong versus weak, broad versus narrow organ‐
izational identity plays, in relation to agility. While a broad identity might support the
need for flexibility required by some innovations, it can be hypothesized that a lack of
a clear identity may lead to a rather unguided trial and error pattern in product and service
offerings.

The paper is limited in several ways. First, we build on the rapidly growing literature
base of two adjacent fields that have not yet converged towards mature theories. Thus,
future research might invalidate the current knowledge base and our model. Second, and
related to the first point, we lack empirical evidence to test and validate our model and
the underlying principles.

We conclude therefore with a call for more empirical research into the relationships
between identity and digital innovation, particularly from a process research perspective,
to allow for insights into the interplay of the different forces that shape growing organ‐
izations.
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Abstract. It is imperative to better understand the influence of strategic plan-
ning and organisational culture on the leadership-performance relationship
within SMEs in emerging and established economies. This research contributes
to a better understanding of the direct and indirect relationship that exists
between leadership styles and SMEs performance within developing countries.
Furthermore, this research provides managers and SME operators, within the
Egyptian context, a more detailed level of understanding of the mediator
influence of strategic planning. In addition, the moderating impact of organi-
sational culture on enhancing and increasing SMEs performance is also exam-
ined. The paper investigates the role of leadership styles in SME’s overall
performance by examining the relationship between strategic planning, organ-
isational structure and leadership styles. How leadership styles affect SME’s
Performance through the moderating effect of organisational culture and the
mediating influence of strategic planning? Moreover, the paper examines the
direct and indirect relationship between leadership styles, organisational culture,
strategic planning and SME’s performance in one integrated model in the
context of an emerging economy. A cross-sectional design was chosen to crit-
ically evaluate different Egyptian SMEs. An opportunistic manufacturing SME
sample (n = 50) was used. The results indicated significant positive relation-
ships amongst the variables as demonstrated statistically using correlation sand
multiple regressions. For example, positive correlations were observed between
leadership, organisational culture, strategic planning and performance. Regres-
sion tests demonstrated that transformational and transactional leadership styles
have a positive influence on organisational performance.

Keywords: Leadership styles � Strategic planning � Organisational culture �
Organisational performance � SMEs � Emerging economy � MENA region �
Egypt

1 Introduction

Recently, leadership styles, strategic planning, organisational culture and performance
concepts have been a subject of growing interest for both academics and professionals
[1]. Several studies attempted to investigate the associations between leadership,
organisational culture types, strategic planning formulation and implementation and
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organisational performance in both developed and developing countries at different
situations from different perspectives during the 20th century in the field of organisa-
tional studies and social science [4].

Consequently, many researchers as well as professionals considered those concepts
together as the key success factor for many organisations in both developed and
developing countries [6]. Moreover, leadership, organisational culture and strategic
planning enable the improvement of SMEs performance and growth [4, 22].

Despite the growing number of studies between those constructs, there has been
limited empirical work done on the relationship of these factors in one fully integrated
model [9]. There is a lack of empirical work on the indirect relationship amongst these
variables. For instance, there is limited work on the mediating or moderating impact of
different factors on leadership-performance relationship within SME’s context [7, 11].
Moreover, there are very few studies that investigate potential mediators that have an
impact on leadership-performance within developing countries and especially in the
Middle East and North Africa (MENA) region. Therefore, this study aims to under-
stand this relationship further within this context by taking into consideration the
mediating influence of strategic planning and the moderating impact of organisational
culture on Egyptian SME’s.

2 Performance, Leadership and Strategic Planning

2.1 SMEs Performance

There is a significant impact of small and medium enterprises (SMEs) economic
growth rate for both developed and developing economies [6]. SMEs help to sus-
tainably develop [5, 15] technologically advance innovative solutions to both private
and public sectors [1]. They can also provide opportunities for investment and
entrepreneurship [26]. Currently, there is a renewed interest to further understand
leadership, organisational culture and strategic planning [3] given the need for sus-
tainability and growth [11].

Leadership has a direct influence on group process and outcomes (Bass 1990) and
affects growth and development [25, 27]. It has been extensively researched under
many different approaches and methods [20]. According to Stogdill [21] organisational
performance is defined as a “set of financial and non-financial indicators, which offer
information on the degree of achievement of objectives and results”. Van den Berg and
Wilderson [23] model firm performance on the basis of the Balance Scorecard, dif-
ferentiated between financial and non-financial measurement of performance
(Table 1).

2.2 Leadership Styles

Leadership styles have been a subject of growing interest for both academics and
professionals in the fields of Management, organisational behaviour as well as
organisational studies [11]. The leadership concept has been the focus of studies for the
past twenty years and gradually became a topic of intense interest. This interest stems
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out from the fact that leaders provide guidelines and they have to motivate their
followers to accomplish tasks [2]. According to Robbins and Judge’s study [17],
leadership has been defined as a process of interaction between one or more members
of a group working towards the same interest. In this context, a leader is considered as
being the main driving force for any collaborative teamwork. Stogdill [21] justified the
significant role of a leader in restructuring problems, establishes priorities and initiates
developmental operations. Furthermore, a leader is seen as a person with popular traits
of personality, character and charisma [10].

The Full-range leadership model was proposed by Tosi et al. [22]. It has been
continuously tested by various researchers and remains the most widely accepted and
researched. The Full range leadership theory was the catalyst that moved the leadership
field forward from the trait approaches of the 1930s, the behavioural approaches of the
1950s and 1960s, and the contingency theories of the 1960s and 1970s. The Full-range
leadership model is arguably the most validated leadership model in use today [18]. It
consists of three distinct leadership styles; transformational, transactional and laissez-
faire leadership. These three styles are represented by nine distinct factors of leadership
using the survey instrument called Multifactor Leadership Questionnaire. Until now,
the full range theory of leadership comprises of five transformational leadership factors,
three transactional and one non-transactional laissez-faire. Albloshi and Nawar [2]
concluded that despite some of the shortcomings in the theoretical background and
measurement, the Multifactor Leadership Questionnaire form 5X, which is used in this
study, is a valid and reliable instrument that can adequately measure the nine com-
ponents including the Full-range theory of leadership.

2.3 Organisational Culture

Organisational culture has attracted significant research attention from the last decade
of the 20th century [20]. Researchers have attempted to provide a universal acceptable
definition of organisational culture. However, there is no single definition of organi-
sational culture [20]. Robbins and Judge [17] provided a comprehension definition that
could be applied to almost all types of organisations:

“For any given group or organisation that has a substantial history, organisa-
tional culture is

(a) A pattern of basic assumptions,
(b) Invented, discovered, or developed by a given group,

Table 1. Financial and non-financial components of Balance Scorecard [23]

Financial indicators Non-financial indicators

(a) Return on Assets (ROA) (a) Financial perspective
(b) Working capital (b) Customer orientation perspective
(c) Return on Investment (ROI) (c) Organisational effectiveness
(d) Return on Equity (ROE) (d) Learning and growth perspective
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(c) As it learns to cope with its problems of external adaptation and internal
integration.

(d) That has worked well enough to be considered valid and, therefore,
(e) Is to be taught to new members as the
(f) Correct way to perceive, think, and feel in relation to those problems” [17].

The competing values framework for organisational analysis was developed by
Antonakis and House [3], Moorman [14], and Bass [7]. The focus has been on
organisational effectiveness. It is based on two dimensions that emphasise the com-
peting values of (a) focus (external versus internal) and (b) structure (control versus
flexibility). These two dimensions are the basis of a matrix of four quadrants with each
of which representing a different type of culture. These are (1) clan, (2) adhocracy,
(3) hierarchy, and (4) market [7].

2.4 Strategic Planning

Strategic planning roots back to the mid of the 20th century between 1950s and 1960s.
Initially, it was, strategic management that gained its reputation primarily within
military contexts. Progressively, the term was widely introduced in business activities
and governmental agencies. According to Robbins and Judge’s [17], strategic man-
agement is considered to be a management tool. It includes different components that
enable organisations to establish their goals and objectives. Currently, strategic plan-
ning is considered as an effective tool to produce and evaluate organisational strategy
[19]. Nawar and Dagam [15] defined strategic planning as an organisational process in
which decisions are made by different departments concerning specific goals and
activities. Robson [27] defined strategic planning as “the process of developing and
maintaining consistency between the organization’s objectives and resources and its
changing opportunities” [27].

3 Conceptual Model and Hypothesis Development

3.1 Leadership and SMEs Performance

Leaders are considered as the major catalyst factor for the success, improvement
performance and growth of an organisation for both developed and developing
countries. The significant impact of leadership styles on an organisation’s performance
is well document in the literature. This relationship is well documented with a strong
association between the two concepts [26]. Most research findings argue that the
leadership style has a significant impact on the performance output. Leaders can sig-
nificantly increase the motivation of employees in order to achieve the desirable and
required objectives as well as boosting and sustaining firm performance [26]. The
impact of leadership on SME’s is well documented in the literature review. Robbins
and Judge [17] studied the effect of leadership styles on the business performance of
SMEs within a Malaysian context. They concluded that there is a significant positive
association between both transactional transformational leadership style and business
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performance within small to medium enterprise SME’s. Furthermore, they suggest that
there is a negative association between passive avoidant leadership style and firm
performance. In Fact, this paper aims to re-examine the relationship between leadership
styles and SMEs performance with focusing on moderating and mediating impact of
organisational culture and strategic planning. More specifically, the paper investigates
the direct and indirect relationship between different research constructs.

3.2 Strategic Planning as Mediator on Leadership and Performance

Several studies have addressed the relationship between the leadership styles and
strategic planning, the impact of leadership styles on organisational performance, and
the influence of strategic planning on a firm’s performance. However, most of those
studies are limited to assessing associations between those variables in large enter-
prises. They focus on investigating the direct relationship between leadership styles,
strategic planning on SME’s performance considering each concept separately [16].
They have also been carried out in the developed western context. Limited research has
focused on investigating the relationship between leadership styles and strategic
planning in relation to SME’s performance within developing or emerging economies.
Also, there is a limited research to the indirect relationship between these variables.
A gap in the existing literature can be identified on whether organisational culture
mediates the relationship between leadership styles and organisational effectiveness.
The paper describes some results that aim to understand better this gap.

3.3 Organisational Culture as Moderator on Leadership
and Performance

Few empirical studies investigated the moderation impact of organisational culture on
the relationship between leadership and performance. Albloshi and Nawar [2] exam-
ined the moderating effect of organisational culture type on the relationship between
leadership and knowledge management process in the context of small-to-medium
sized enterprises operating in Austria. They found that the effectiveness of leadership
behaviour depends upon the type of organisational culture. They also suggest that
leaders should use this mechanism effectively in order to establish the forms of thinking
and the levels of motivation and behaviours that are important for the organisation
(Fig. 1).

4 Hypotheses and Methodology

4.1 Proposed Hypothesis

Based on the existing literature review, this paper proposes the following research
hypotheses:
H1: There is a significant relationship between leadership styles and SMEs

performance.
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H2: The relationship between leadership style and organisational performance is
moderated by organisational culture.

H3: Strategic planning mediates the effect of leadership styles on organisational
performance.

In order to achieve the main objectives of this study and to evaluate the research
propositions, a positivistic research philosophy was followed by a deductive research
design. A quantitative research method was applied in which the data collection was
implemented using a self-administrated questionnaire. The questionnaires were dis-
tributed as “hard copies” to target participants. This approach was considered to be the
most appropriate way to collect the data within the Egyptian context for several rea-
sons. Firstly, official reports and data on the SME’s are limited due to poor reporting
practices in the manufacturing sector in Egypt. Secondly, telephone interviews and
postal surveys are not widely used in Egypt due to its high cost and low response rate.
Lastly, as this is a national study, it is vital that a wide geographical spread of
respondents is obtained. A convenient sample technique was used in order to collect
data from 50 SMEs operating in Egypt. In fact, 50 out of 75 organisations agreed to
participate in this study. The data collected was analysed using the Statistical Package
for Social Sciences Version 22 (SPSS 22).

4.2 Research Instruments

The Multifactor Leadership Questionnaire (MLQ form 5X) developed by Bass et al. [6]
was used to measure the full range leadership styles (independent variables) from
Iranian private organisations. The full range leadership styles developed by Bass and
Avolio were derived from Burns study [5] on the transformational and transactional
leadership. The transformational leadership style was measured based on 5 different
dimensions. These were (a) idealised attributes, (b) idealised behaviours, (c) inspira-
tional motivation, (d) intellectual stimulation, and (e) individual consideration. Con-
sequently, transactional leadership style was measured using two dimensions:
(a) contingent reward and (b) management by expectation active. In addition,

Fig. 1. Conceptual framework of the mediation impact of strategic planning and the moderation
effect of organisational culture on leadership performance within Egyptian SMEs.
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passive/avoidant leadership style was measured using two dimensions: (a) management
by expectation passive and (b) Laissez-Faire. A 5-point Likert scale ranging from not at
all to frequently, if not always (5) was used to assess leadership styles in this specific
study.

On the other hand, the moderator variable organisational culture in this study was
measured using the Competing Values Framework (CVF). It is widely accepted as the
most appropriate measurement instrument for this measurement [21]. The CVF was
developed by Bass and Nawar and Dagam [7, 15] and consists of four main types.
These are (a) clan culture, (b) adhocracy culture, (c) market culture, and (d) hierarchy
culture. Again, the 5-point Likert scale was used to assess this parameter.

The third section of the questionnaire measures the strategic planning (as a medi-
ator variable) using a multidimensional approach adapted for this study. The charac-
teristic of the strategic planning measurement scale was taken from a valid test in the
literature introduced by Yukl and Van Fleet [26]. The SME’s performance (as a
dependent variable) was measured using the concept of a Balanced Score Card
developed by Robbins and Judge [17, 24]. The final section of the questionnaire
gathered demographic data of the sample.

4.3 Procedure

Four different stages of data analysis were followed with the aid of SPSS (version 22
[5, 15]). The first stage checked the reliability analysis of all variables under investi-
gation through the Cronbach Alpha method. The second stage analysed the demo-
graphic part of the questionnaire of the sample using descriptive statistics. The third
stage evaluated the direct relationship between the independent variables (leadership
styles), dependent variable (SMEs performance), the mediator variable (strategic
planning) and moderator variable (organisational culture) using correlation coefficients
and regression analysis. This determined the degree of associations between pairs of
variables. Finally, the last stage evaluated the indirect relationship between research
variables and gathered an overall viewpoint of the role organisational culture as
moderator and strategic planning as mediator of the relationship between leadership
styles and organisational performance within Egyptian SMEs. A multiple regression
analysis was used in order to test the proposed hypothesis.

5 Results and Discussions

Figure 2 shows the demographic analysis of the sample. 80 % of the respondents were
aged between 25 and 34 with a gender distribution of 40 % males and 60 % females.
50 % of the sample was educated at a postgraduate level. Approximately 50 % of the
sample had prior working experience ranging between 6 and 10 years and 45 % of the
sample was operating in the construction sector.

Table 2 shows the results from Cronbach alpha that measured the internal con-
sistency of the variables corroborated other findings in the literature relating to the
acceptable level of reliability analysis [8, 12].
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Table 3 is divided into two parts, the first part shows the direct relationship between
the variables, and the second part shows the indirect. For the direct relationship
between the variables, there are five positive and one negative relationships:

(a) A positive between leadership styles and organisational performance.
(b) A negative between strategic planning and organisational performance.
(c) A positive between organisational culture and performance.
(d) A positive between leadership styles and organisational culture.
(e) A positive between leadership and strategic planning.
(f) A positive between strategic planning and organisational culture.

These findings are in support of this study’s hypotheses. As for the indirect rela-
tionship, three outcome relationship results were found. There is a positive indirect

Fig. 2. Demographic profile of the Egyptian sample

Table 2. Indicates that all variables investigated were reliable

Variable/Factor Reliability

Analysis

Mean SD

Leadership Style 0.780 3.75 0.549

Transformational 0.483 3.66 0.673

Transactional 0.594 3.56 0.254

Passive/Avoidance 0.644 3.23 0.66

Organisational Culture 0.677 2.88 0.82

Strategic Planning 0.786 3.66 0.657

Organisational Performance 0.662 3.21 0.67
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relationship between transactional leadership and organisational performance. There-
fore, organisational culture moderates the relationship between leadership and organ-
isational performance. There is also a positive indirect relationship between leadership
and organisational performance. This relationship is mediating by the existence of
strategic planning.

6 Conclusion and Future Work

The results suggest that organisational culture is considered as a moderator on the
relationship between different leadership style and organisational performance.
Strategic planning is considered as mediator on the relationship between
leadership-performance relationships within Egyptian’s SMEs. These findings are
significant as they provide an overall viewpoint of the existence of direct and indirect
relationships between the parameters of leadership and organisational performance in
emerging economies. This study is a part of wider study that aims not only to identify
these relationships in emerging economies but also to compare those results with
developed economies. The identification of similarities and difference between the two
contexts is important to help us understand the way in which framework conceptual
models can be adapted for particular geographical locations and contexts.
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Abstract. Three types of knowledge are essential for design driven innovation
mode: user’s needs, technological opportunities and product language. Among
them, product language plays a crucial role. In this work, eighteen representative
Italy design driven innovation furniture firms based on Milan design week field
study and twelve Chinese firms according to field study on Shanghai interna-
tional furniture exhibition in recent two years have been selected as research
cases. Workshop has been launched to draw the business model canvas to
analyze the product language, product design and socio-cultural context for each
case. Subsequently, difference between Chinese and Italian design driven
innovation strategy furniture firms was discussed.

Keywords: Design driven � Furniture firm � Innovation strategy � China-Italy

1 Introduction

Italy modern furniture is famous all over the world for its high quality and extraor-
dinary design. The distinctive development pattern also becomes to be the template for
small and medium-sized furniture enterprises [1]. Meanwhile the product capacity of
Chinese furniture industry grows rapidly over the past forty years [2]. Especially,
referring to World Furniture Outlook Seminar in 2015, in the last five years, the
product capacity of Chinese furniture industry grows steadily and always occupies the
first place in the whole world. After five stages development of fill the blank of the
market, improve product quality, expanding product scale, packaging design and
regional competition, design driven mode has been introduced in Chinese furniture
industry in 2004. The furniture market and product have been further subdivided,
which directly results in the emergence of large numbers of designer furniture brands.
This phenomenon can also be confirmed in the three domestic furniture exhibitions in
recent years. All these facts reveal that design driven mode has formed in Chinese
furniture industry currently. However, the gap existed between China and Italy fur-
niture industry has to be faced. In order to shrink this gap, comparative study on
China-Italy design driven innovation strategy furniture firms have been carried out in
this work. The purpose of this paper is to explore the development law of China and
Italy furniture firms, respectively, and further to provide comprehension of the culture
pattern for each firm to adapt.
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2 Design Driven Innovation Strategy

The introduction of design driven innovation strategy into the traditional business
industries is at an early stage. Most of the investigations and applications of business
strategy have focused on technology push innovation strategy and market-pull inno-
vation strategy. The two strategies are proposed by the Italian professor Giovanni Dosi
in 1982 [3]. The principle of technology driven innovation strategy is to increase high
technology continuously for the firm, therefore it can possess competitive advantages.
The market-pull innovation strategy is a classical one which has bearing on product
communication. In 2003, based on the study of Italian firms, professor R Verganti
brought forward the third innovation approach: design driven innovation strategy, where
the innovative driving source of this strategy is design [4]. It is profitable for traditional
industries, but it also serves on a deeper purpose in enhancing the lives of individuals.
As a scheme, it expands and elaborates on the concept of form, in order to better capture
the communicative and semantic dimension of a product. At its best, the design
movement seeks to bring radical innovations to product language that has to adapt to
new circumstances of economic competition, patent user requirements, social expec-
tation and deeper cultural understanding [5]. For this reason, this strategy can lead to
competitive advantage for manufacturers and currently more and more traditional fur-
niture firms in China as in any other country adopted this strategy to upgrading.

Design driven innovation strategy is based on the idea that each product has a
particular language and meaning. As shown in Fig. 1, this strategy includes three types
of knowledge of user’s needs, technological opportunities and product language.
Among them, the objective of product language as developed in the 1980s at HfG
Offenbach is to enable a special crossover of theory and practice in design [6].
Therefore, it plays a crucial role in the three types of knowledge [3]. Differ from the
traditional methodologies in product development process, a reverse procedure was
adopted in design driven innovation strategy. That is, customer’s needs are collected to
extract the product language in the former approach. To the latter one, product

Technological
opportunities

Product 
language

User’s
needs

Meaning

Fig. 1. Design driven innovation strategy
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language is obtained based on the research on socio-cultural context. Further, the
chosen product language is used to create specific information and symbols to guide
customer’s needs.

As most designers know, proposing new product language (a set of signs, symbols,
and icons) implies an understanding of the inner dynamics of socio-cultural context. It
goes beyond what is currently visible and must be researched and developed through a
continuous process. To support this perspective, let’s consider the example of the Italy
lamps industry. In the 1950s, the concept of “light design” (buying light instead of
lamps) was proposed. As an innovation of meaning, the designers underline this
innovation through the choice of product language. However, this concept is too
obscure to be found in books or in sociological scenarios of the future. Under this
circumstance, the corresponding socio-cultural context related to this concept was
investigated to form the specific product language, and the product with new charac-
teristics was then designed. Many similar success cases can be found in present Italy
furniture firms [6].

3 Research Procedure

Figure 2 shows the research flow of design driven innovation strategy. A firm wants to
deploy an innovation strategy based on design driven innovation needs to access
knowledge of socio-cultural context to extract product language (convergence process).
It may have several channels within which it may access this tacit and distributed
knowledge, developing interactions with users, suppliers, other firms, training insti-
tutes, and so on. Subsequently, following the extracted product language, product
design can then be performed (divergence process).

Fig. 2. Design driven research flow
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Table 1 lists research procedure, content and method applied in this paper. Case
study was firstly performed to analyze product language, product design and
socio-cultural context. Subsequently, difference between Chinese and Italian design
driven innovation strategy furniture firms was discussed.

4 Case Study

As the premise and foundation of comparative study, case study was performed in this
paper. Representative design driven innovation furniture firms in both countries were
selected as cases firstly. Workshop was then launched to draw the business model
canvas for each case. Modules of value proposition and testing board in obtained
business model canvas were used to analyze product language, product design.
Socio-cultural context was deduced based on the results obtained above.

4.1 Case Selection

A total of 30 representative Italy-China design driven innovation furniture firms were
selected as case in this paper. Among them, eighteen Italian furniture firms were
selected based on Milan design week field study. Twelve Chinese firms were chosen
according to field study on Shanghai international furniture exhibition in recent two
years. All cases are listed in Table 2.

4.2 Product Language and Product Design

4.2.1 Business Model Canvas
The business model canvas [7], which was proposed by Alexander Osterwalderis a
strategic management and entrepreneurial tool, and composes of nine modules.

Table 1. Research procedure, content and method

Procedure Contents Method

Case study Product language Value proposition
Product design Testing board
Socio-cultural context Deduction

Comparative study Comparative study on design innovation strategy Inductive discussion

Table 2. Research cases

Italian cases (18) Chinese cases (12)

Alessi B&B Italia Edra LAGO Madebamboo Ziinlife Pingze
Alias Calligaris Fendi casa Moroso Sozen Banmoo Wanwu
Arflex Cappellini FLEXFORM Poliform Moreless Morning
Arper Dedon Flou Smartwood Shanliang
Baxter Driade KARTELL Fnji U+
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It allows you to describe, design, challenge, invent, and pivot your business model. In
this paper, workshop has been launched to draw the business model canvases for each
case. Fifty seven senior students from East China University of Science and Tech-
nology were participated in this workshop. Among them, 30 students are major in
industrial design, and the others are major in product design. During this workshop,
contents and function of the nine modules have been illustrated to all the participators,
and then blank business model canvas downloaded and printed from the official
website of strategyzer. All the participators are required to finish the allocated work
including information collection, canvas posting and keywords extraction in time.

4.2.2 Product Language Analysis
Within the nine modules in business model canvas, value proposition module is closely
linked with product language. Then, production language analysis for each case can be
realized by acquirement of value proposition module [8]. In this paper, value propo-
sition questionnaire was used to extract value keywords and portray testing board based
on business model canvas obtained above. Figures 3 and 4 show the value proposition
questionnaire sample and value proposition questionnaire example, respectively.

4.3 Socio-cultural Context Research

Italian furniture firms construct their socio-cultural context in a wide range. However,
most Chinese firms are mainly focus on classical furniture, architecture and nature
domain [9, 10].

Fig. 3. Sample questionnaire of value proposition

580 Z. Zhang et al.



5 Comparative Discussion

All the firms selected in this paper can be divided into five categories according to
market hierarchies: art, luxury, high-end, middle-end and low-end market. On this
basis, comparative discussion on China-Italy furniture firms was performed. The results
are listed in Table 3.

Fig. 4. Example of value proposition questionnaire

Table 3. Comparative discussion on China-Italy furniture firms

Italy China

Art market Sample number: 2; Sample number: 0;
High-frequency product language
words: Avant-grade, freedom,
diversity, collection;

High-frequency product language
words: None;

Product design characteristics:
Designers are not design products,
they design the process. The
routine design procedure has been
broken. Every product has
uniqueness

Product design characteristics: In the
Chinese furniture art market,
mainstream products are in
Chinese classical style using rare
and expensive materials. However,
modern design furniture is hard to
pile into this market

Luxury
market

Sample number: 3; Sample number: 1;
High-frequency product language
words: Handcrafted, eternity,
royal;

High-frequency product language
words: Zen style, handcrafted;

(Continued)
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6 Conclusion and Prospects

Comparing to the Italy furniture industry, the introduction of design driven innovation
strategy into China is at an early stage. Under the background of coexistence of
opportunities and challenges, comparative investigation on China-Italy design driven

Table 3. (Continued)

Italy China

Product design characteristics: The
furniture design quality for luxury
market is almost equal to the
high-end market products design.
But product quality is superior and
elaborated, handcraft is close to
perfect

Product design characteristics: The
furniture design quality for luxury
market is higher than the high-end
market products. Products are in
intensive Zen style. Product
quality is superior and elaborated,
handcraft is close to perfect

High-end
market

Sample number: 11; Sample number: 10;
High-frequency product language
words: Fun, modular, fashion,
changeable fun, multi-function,
customization;

High-frequency product language
words: Traditional culture;

Product design characteristics: Many
firms are oriented into this market.
So the product language is
plentiful and concrete

Product design characteristics:
Product language of Chinese
traditional culture has been used
by most firms. Description words
for product are too abstract to be
understood

Middle-end
market

Sample number: 2; Sample number: 4;
High-frequency product language
words: Modular, lifestyle;

High-frequency product language
words: Fun, colorful, solid wood,
eco-friendly;

Product design characteristics:
Designers were preferred to use
straight lines. Modular design is
applied to product system. One
component could be used in
several products. Those
components are also easily for an
industrial production. Those
Italian brands designed several
lifestyles and created different
interior atmosphere to match
levels of customers’ needs

Product design characteristics: The
construction of those four firms
system is unfinished. For instants,
two of them didn’t build the
network platform. Products are
designed for young consumers.
Products have the characteristics
of fun and miniaturization.
Components and parts are difficult
to industrial production, so the
production efficiency is low and
firms scale is small

Low-end
market

Sample number: 0; Sample number: 0;
High-frequency product language
words: None;

High-frequency product language
words: None;

Product design characteristics: None Product design characteristics: None
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innovation strategy furniture firms is necessary. In this paper, case study was used to
analyze the three types of knowledge of design driven innovation strategy. Inductive
discussion was subsequently performed. The results show that, differing from Italy
furniture firms, the local firms made great efforts to extract design elements from
traditional culture, which were then applied to modernized design. The differences
between China-Italy design-driven innovation furniture firms can be summed up into
the following 4 aspects:

• Italian furniture firms are more concerned about systematic design. Once the pro-
duct language was determined, the whole product-service-system was then built to
follow this product language;

• Italian manufacturer has an obvious advantage in technology and equipment;
• Design driven innovation strategy is not suitable for low-end market firms;
• Serious homogenization phenomenon for selection of production language in

high-end market Chinese furniture firms need to be noticed.
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