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Abstract. In this work, we proposed and developed a simple system to
estimate skeletal maturity based in using Active Appearance Models in
order to create an increasing set of shape-aligned training images which
are incrementally stored and used by a K — NN regression classifier. For
that purpose, we designed an original layout of landmarks to be located
in representative regions of the radiographical image of the hand. Our
results show that is possible to use pixels directly as classification features
as long as the training and testing images have been previously aligned
in shape and pose.
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1 Introduction

Skeletal maturity estimation is an important issue in the proper diagnosis of a
great set of diseases and growth problems. Estimation is often performed manu-
ally by the radiologist who subjectively compares bones and joints between the
test image, normally a radiographic image of the left hand, and several tem-
plate images taken from a standard handbook [1,2]. This procedure is prone to
produce wrong or inaccurate age classification mainly caused by two important
reasons: human errors due to subjective comparisons, and the fact that there is a
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single template image per age in the manual. Even though most utilized manuals
have been carefully designed by experts in the field, the fact of using a single pro-
totype hand image could be unsuitable because the great appearance variability
in human hands. On the other hand, other approaches commonly used by some
radiologists based in calculating different scores for different groups of bones
and then carrying out a weighted average is extremely impractical for many
physicians. And although it is more accurate than the former methods, it is sub-
jective too [3,4]. Many automatic approaches have been proposed to overcome
the problem of subjectivity. Niemeijer et al. [5] proposed an automatic system
based on Tanner-Whitehouse method. By using a large number of Regions Of
Interest, or shortly ROIs, labeled with ages by a radiologist, a mean image for
each age is computed. Then, when a new input ROI is entered for classification,
an active shape model, or ASM [6], is used to align that to the mean images,
and by using correlation the algorithm selects the age label assigned to the mean
image that best matches the input ROI. In that approach we observe two draw-
backs: first, the mean images used do not contain the variability observed in
the original images utilized to construct them. Second, the set of ages is finite,
and therefore the estimated age is not a continuous variable. In [3], Hsieh et al.
proposed to manually extract geometric features from carpal bones radiographs
for ages from one to eight years, and then use artificial neural networks, shortly
AN Ns. Somehow, it is in part of an expert system combined with a supervised
learning approach. The purpose of our work was not to automate some of the
known clinical methods for bone age assessment [1,2], as done in some previous
works [7]. Instead of that, we found it very interesting to investigate and design
an automatic bone age learning system that is capable to learn from test exam-
ples. As previous knowledge, only the age labels from those examples should be
used. Although there have been efforts to achieve bone age estimation algorithms
based only on statistically learned features from lots of examples like [8,9], we
have seen that no efforts have been done in designing automatic learning systems
for estimating bone age with the capability of improving their performance and
learning as more images are presented to the system. It would be practical and
useful that a system could improve its performance even when it is being used
for testing. Typical classification algorithms that are inherently incremental in
that sense are precisely those based on the K nearest neighbors search or simply
K — NN algorithms. In our work, we have used a regression version of the clas-
sical K — NN algorithm which is based on radial basis functions. At first glance,
it would seem possible to add new images to the system every time you want
to increase learning, and therefore the performance in the classification process
too. However, and considering that the orinal images are not aligned, it would
be necessary a considerably large number of training images in order to reach an
acceptable classification rate. To address this problem, we have implemented a
previous alignment algorithm based on a pre-trained Active Appearance Model,
or shortly AAM [10], which segments the region of the hand and then warps its
texture into a normalized hand shape. Thus, each example to add will become
shape-aligned, and important features will be aligned too. This shape-normalized



348 F.M. Manzano et al.

image data and the reduced set of shape parameters returned by the AAM fit-
ting process can be joined together to create a new feature vector which can be
added to a knowledge base or training examples set where a kK — NN algorithm
performs classification.

2 System Overview

In our proposed recognition system, we distinguish two important moments,
the first one was the development stage and the second one is the usage stage.
During the development an AAM model [11] was created from a set of manual
labeled hand images with sufficient variability in shape and age. The purpose of
this AAM model is to align or fit the model to a new test hand image during
the usage stage. Then, during the usage stage, the user has two options: test a
new image, or enter a new image for incremental learning. In both options, the
user enters a new image to the system and the AAM alignment is carried out
after the user provides an initial location to the model. When the fitting process
ends and the model converges and resembles the original hand image, we can
segment the hand’s region and warp the original texture from the test image into
a shape-normalized grid in order to create a shape-normalized hand image. This
image is joined to the shape parameters returned by the AAM fitting process
creating a feature vector. If the user selected the test option, the feature vector
can be classified using K — N N regression. On the other hand, if the user selected
the incremental learning option, the feature vector together with the age label
is added to a knowledge base, which is a set of these feature vectors. At the
starting point of the usage stage, when no test images have been given to the
system, the knowledge base is set up with the feature vectors corresponding to
the hand images used to train the AAM model. Therefore the system can learn
during the usage stage and it is not required to re-train the AAM model, which
would be an expensive operation. Figure 1 shows the whole process.
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Fig. 1. Overall process diagram

K-NN Regression

3 Creating an Active Appearance Model
of Radiographical Hand Images

We have built an AAM model in order to model the shape and texture variabil-
ity of hands from radiographical images. AAM s are parametric models based



Towards a Supervised Incremental Learning System 349

in applying principal component analysis, or PC'A, both to textures and shapes
from a large set of training hand images. Shape is modeled by manually plac-
ing a set of landmarks over distinctive points on each hand image. We call a
shape or simply s; to the set of landmarks (x;,y;) of a particular hand image.
Thus, and after an aligning procedure, we apply PCA to the set of s; in order
to obtain a reduced set of eigenshapes capable to represent a high percentage
of the shape variance showed by the training set. On the other hand, textures
contained inside the s; are normalized in shape by mapping o warping them to
the mean shape before applying PC'A to them. Similarly to the shape, we will
obtain a reduced set of eigentextures, [12], capable to represent a high percent-
age of the texture variance showed by the training set. This capability of high
representativeness using just a reduced set of eigenshapes and eigentextures is
possible thanks to the high similarity among the training images. By comput-
ing linear combinations of the eigenshapes and eigentextures we are able to
reconstruct every hand of the training set, or even create or synthesize a novel
hand image. The coefficients, more commonly known as weights, of those linear
combinations are the parameters of the AAM model. Once the AAM model has
been created, it can be used for aligning it to an input image. By using a fitting
iterative algorithm similar to that implemented in [10], it is possible to recover
the shape and texture parameters for the model which best matches the hand
portrayed in the input image.

In order to construct the shape model, we designed a proper layout of land-
marks and a respective grid of triangles such that the triangles geometrically
could never flip due to variations in shape present in the training set. Figure 2
shows our proposed layout of landmarks placed in the corners of the hand bones,
and Fig. 3 illustrates our proposed manual triangulation used in our project com-
pared with an automatic delaunay triangulation [13] automatically generated by
MATLAB. We can see that our triangulation is more robust to variation in land-
mark locations than the delaunay triangulation because the landmarks of some
triangles are near to be collinear.

ORIGINAL IMAGE LABELED IMAGE LABELMARKS ORDER

Fig. 2. Set of landmarks placed in distinctive points of the bones structures

Once the images have been manually labeled with the same set of land-
marks, an iterative procedure based in Procrustes Analysis [11,14] has to be
applied to the set of shapes in order to align them in the rigid body sense, i.e.
scale,rotation, and traslation. After applying PC'A to the that set of aligned
shapes, and giving a proper set of shape parameters, every shape in the training



350 F.M. Manzano et al.

Proposed Triangulation Delaunay Triangulation
- L

Mean Shape Model

Fig. 3. Mean shape model, proposed triangulation and triangulation calculated by
delaunay method

set can be reconstructed by the following expression,
s=8+ Q;w; (1)

where s is the output shape, s is the mean shape, Qg is a matrix whose columns
are eigenvectors that we call eigenshapes, and w is the vector of shape parame-
ters. The number of eigenshapes and therefore the number of shape parameters
can be dramatically reduced if we preserve only the eigenshapes correspond-
ing to their largest respective eigenvalues. Thus, the number of eigenshapes
needed to represent a high percentage of the variance in the training set could
be much smaller than the number of training examples. By using Eq. 2 and the
respective set of shape parameters corresponding to each training image, tex-
tures of the training images can be warped into the mean shape, creating a set
of shape — normalized textures. Figure4 illustrates that process. Thus, we can
apply PC A to this new set of shape — normalized training images. This process
is known as eigen faces, see [12].

Original Images

Mean Shape

Textures Warped to Mean Shape

Fig. 4. Example of how warped images to mean shape look like.

Any texture from the training set can be approximated using the following
expression:

g =8+ Qywy (2)
where g is the reconstructed texture, g is the mean texture, Q,, is a matrix whose
columns we call eigentextures and w, is a vector of texture weights or texture
parameters. The number of eigentextures and therefore the number of texture
parameters can be reduced if we preserve only the eigentextures correspond-
ing to their largest respective eigenvalues. The AAM model parameters are
completed when pose parameters (s, ©,t,,t,) (scaling, in-plane rotation angle,
translation) are added, p = (WZ,W;ﬂs, O, 15, ty).
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3.1 Fitting the AAM Model to an Input Hand Image

We have used the iterative algorithm described in [10] to align the AAM model
to an input hand image. Although in essence it is the same alignment algorithm,
some modifications have been necessary in order to work properly with radi-
ographic images instead of face images. In face images the background is inde-
pendent from face. Faces appear like solid objects over the background. However,
in radiographic images, hands are objects with certain degree of transparency
over a flat background. Therefore, the gray level of the background is present
inside the hand structure.

The alignment process of the model to an input image is computed by using
an iterative algorithm (see [10] for details) which calculates the residual r(p)
(the current difference between the model and image) each iteration. This resid-
ual is always measured in a shape-normalized texture frame). By assuming the
relationship between the residual r(p + Ap) and Ap as approximately constant
(denoted as g—;), a proper additive increment to the parameters Ap can be com-
puted in each iteration by

ortor _yorT
o0p = —Rr(p) where R =( ! l)*lé

op op )

where ? is a Jacobian matrix composed whose number of columns equals the
number of model parameters. The jth column of this Jacobian was computed by
systematically displacing each parameter from its initial value for the synthetic
mean model. In order to avoid numeric errors and for increasing speed, the
pseudo-inverse matrix of Moore-Penrose is used instead of normal matrix inverse
during the calculation of Matrix R.

In [10], the AAM alignment algorithm works fine on an input image with
black background if and only if the matrix R has been computed from synthetic
face images with black background. Similarly, in the case of aligning to radi-
ographical images, a proper alignment will be posible if and only if the matrix
R has been computed from synthetic hand images with a background which
depends on the gray level inside the hand structure. In order to fulfill the for-
mer requirement, a synthetic background gray level has been generated during
the calculation of the matrix R. After multiple tests, we proposed a method to
compute the background gray level by

b=mgy — 0804, (4)

where M, is the mean of the gray level of all pixels (x,y) inside the synthetic
hand region (including inter-fingers spaces), and o, is the standard deviation
of the gray level for all same pixels (z,y).

Figureb shows two cases in the process of construction of the matrix R.
In both cases mean texture g(p = 0) was altered by systematically displacing
parameters p in an increment Ap. At the left, the background gray level was set
to zero. At the right, the background gray level was set to the value calculated
by Eq.4.
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9(p=0) == g(p=0 + Ap)

¥ g(p=0) ==y g(p=0 + Ap)

Fig. 5. Two cases in the construction of matrix R. Left: In this case the background
in synthetic images is set to zero, and the residuals calculated for construction of the
matrix R are different in nature to those obtained during the fitting process producing
a wrong alignment. Right: The background in synthetic images is calculated from the
hand internal pixels, and the residuals calculated for construction of the matrix R are
similar to those computed during the fitting process

O Iterations 8 Iterations 30 Iterations 41 Tterations Converged! 78 it. Input Image

Fig. 6. Iterative alignment of the AAM model to an input image.eps

We found that by using Eq.4 the convergence of the fitting process was
reached correctly. Figure 6 illustrates the alignment of fitting process on a baby
radiographic hand image.

4 Bone Age Classification

The shape parameters returned from fitting the model to a new image are joined
to the shape-normalized texture from the original image in order to create a
feature vector useful for K — NN classification.

In theory, we can use the parameters of shape and texture returned by the
AAM alignment process to create short feature vectors which are suitable for
classification. However, proceeding in that way does not allow us to implement an
incremental learning process because a new AAM model would have to be rebuilt
every time a new example image is added to our knowledge base. Of course, this
is an expensive operation. Therefore, in order to design a practical incremental
learning system, we have chosen to join the shape parameters returned from the
fitting process with the shape-normalized texture from the input image, creating
new vector of aligned features F = (wl|gT).

Thus, we do not need to recompute the AAM model every time a new image
is added for learning. Therefore, we must ensure that AAM model is made from
enough variability in shape and texture in order to be capable to fit almost every
input image.
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4.1 Age Classification by K — NN Regression

The estimated feature vector F can be classified by comparing it with those
stored in a set that we call knowledge base. In order to carry out the classification
we implemented a K-Nearest Neighbor regression algorithm [15,16]. This process
consists of finding the k feature vectors stored in the knowledge base which are
the nearest in the Euclidean distance sense. We use these distances d; (i =
1,...,k) to compute respective weight values W; for each neighbor such that the
greater the distance the weight value will be lower.

2

Wi = exp ﬁ (5)

where o is a constant that can be obtained by trial and error. Therefore,
bone age can be computed as a weighted average of the respective age labels of
the k neighbors
k
Zi:l WiYi
k
Zi:l Wi

where Y; are the age values of the k neighbors.

(6)

age =

5 Experimental Results

To test our age recognition method, we used an image set composed by 165
radiographical images all them cropped and resized to 256 x 256. 125 images
from that set were utilized for training and learning, and the remaining 40 were
reserved for testing. From the training and learning set, 65 images were used
for training the AAM model. The shape-normalized textures of these 65 images
joined to their respective shape parameters were used as an inicial set of feature
vectors for the knowledge base. The remaining 60 were used for incremental
learning during the usage stage.

For the AAM model we designed a layout of 71 landmarks located over
distinctive corners of hand bones. We decided to preserve 30 eigenshapes which
provide us 99 % of the variance observed in the training set. Similarly, we used 25
eigentexrtures representing 99 % of the variance observed in the training set. For
K — NN regression, by setting k = 5 we obtained the best results. Figure 7(B)
shows the estimated ages for 40 tests by using a knowledge base containing 125
feature vectors. We obtained a Mean Absolute Error (M AE) of 1.8 years, a
Mean Error (ME) of —0.08 years, and a Root Mean Square Error (RMSE) of
1.87 years.

In order to evaluate the capability of our system to incrementally learn, we
tested age recognition using the set of 40 test images every time the knowledge
base was incremented with additional subsets of 10 feature vectors. The process
started with a knowledge base containing just the first 65 features vectors, and
finished with 125 feature vectors. Figure 7(A) shows a gradual decrease in the
error rate (R — M SE) every time that the knowledge base is incremented.
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Fig. 7. (A). The root mean square error was measured for 40 test images each time
a set of 10 learning images was added to the knowledge base. Learning images have
been added from image 65 to image 125. (B). Actual ages vs estimated ages with 125
examples

6 Conclusions and Future Work

In this paper we have proposed and implemented an automatic skeletal maturity
recognition system which is capable of estimating bone age with an acceptable
accuracy. In contrast to other works, we proposed to investigate the problem
of bone age estimation in the context of supervised learning, based in giving
only the training examples and their age labels to the computer. Just images
and ages should be used as previous knowledge. In addition, we proposed a sim-
ple incremental learning methodology which gradually reduces the classification
error when more images are presented to the system during the usage stage,
without the need to re-train the AAM model. This incremental learning skill
can not be implemented using only the AAM parameters, because the addition
of novel training images implies to make a reconstruction of the AAM model,
and that is not practical. On the other hand, unaligned images can be directly
used in classifiers like K — NN or neural networks but the required quantity of
them should be really large in order to obtain acceptable results. In our app-
roach, we proposed to use an AAM model just for segmenting and aligning
the hand region in order to produce a shape-normalized hand image that can
be joined to the shape parameters returned by the AAM fitting process. This
join of vectors can be used as a unique vector which contains aligned features.
Therefore, by using a small quantity of images, it is possible to reach acceptable
classification rates as we have demonstrated. As a future work, we propose to
investigate approaches for reducing the quantity of examples required for incre-
mental learning. Redundant examples should be avoided in such a way that only
novel information could enter to the system.
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