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Abstract. Detecting salient regions in images aims at finding regions
which contains relevant information, where a more detailed process can
be applied. Saliency detection is useful in many computer vision tasks
such as object segmentation, object detection, image retrieval, place
recognition, among others. In this paper, we propose a method based
on heuristic rules that uses color and spatial features which allows to get
a good approximation to the salient region in a very low time compared
with other methods in the state of the art. The tests were performed
over the images of a benchmark dataset.

1 Introduction

Humans can easily identify the relevant objects in a scene because their inher-
ent mechanism of visual attention. Human visual system models suggest that
humans selectively process perceived information instead of taking all in mind
[18]. The visual attention model attributed to Neisser states that there are two
stages in the visual saliency task: a pre-attentive stage and an attentive stage.
In the first stage, the features are detected and in the second stage, the visual
system finds relationships between them.

Visual saliency computation methods try to emulate the human visual atten-
tion methods. The first computational approach for saliency detection was pro-
posed by Itti et al. [8]. The main contribution of this work is the proposal of
the saliency map. This map is an image-like representation where the intensity
is proportional to the relevance of the corresponding pixels.

Saliency detection has been widely used in computer applications. It has
been used in object segmentation [11], object recognition [17] adaptive image
compression [4] and place recognition [19]. In particular, saliency detection is
useful because it reduces the computational cost of these tasks by focusing the
process in reduced regions instead of processing the entire image.

Nothdurft [16] and Ma and Zhang [15], coincide in the statement that there
is not a feature per se that captures human attention. For example, the saliency
of an object does not depends on a particular color but on its contrast with
respect to its neighborhood.
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In recent works, the color contrast has been received too much attention. Luo
et al. [14] consider the global color contrast as the key property for saliency and
they also assign more importance to the center of the image. Ma and Zhang [15]
consider local contrast in the CIELuv space, it computes the pixel saliency by
using a local window. Liu and Gleicher [12] create a Gaussian pyramid of the
image in order to be invariant to scale, the distance is computed by using a Lo
norm in CIELuv color space.

Saliency detection methods can be classified as biologically based [8], purely
computational based [5,14], or a combination of both [3]. We propose a pure
computational method that uses color and spatial features. The proposed app-
roach reduces the computational cost by using a grid representation of the image.
Each cell is composed of a rectangular region of a given size. This operation does
not significantly reduce the quality of the saliency detection because the humans
are attracted by objects and not by individual pixels. In a second step, cells that
are connected and that exhibit similar color properties are grouped into non
regular regions. Heuristic rules are applied to determine which regions are the
seeds of the background and foreground regions. Another set of heuristic rules
is used to assign the rest of the regions either into the salient foreground or the
background. The final foreground is a meaningful region, in the sense proposed
by [17]. The main advantage of our method is that obtains comparable results
to the methods in the state of the art but in considerably less time.

We consider to find salient regions as a binary classification labeling: salient
or not salient. This is to avoid the problem of thresholding the image, something
that is necessary for most of the applications, as in the object segmentation
problem. We have found that the thresholding method affects significantly the
results.

The content in this paper is organized as follows: In Sect. 2 the proposed app-
roach is described. In Sect. 3 we present the tests and the results. A comparison
with previous approaches is also presented. Finally conclusions and perspectives
are presented in Sect. 4.

2 Heuristic Rules Based Saliency Detection

In this section a Heuristic Rules based Saliency Detection method is presented
(HRSD for short). The proposed approach looks for a meaningful region that
satisfies a set of constraints both in color contrast and in spatial arrangement to
consider it as a salient region. The objective of the method is to partition the
image into two regions: the foreground region (Rp) and the background region
(Rp). Each of these regions are constructed through a number of steps described
below.

1. An input image is partitioned into a grid of rectangular regions, each of them
containing m x n pixels. Each of these regions will be assigned either to Rp
or to Rp. Let us name the cells of the grid as C;, i € {1,2,...,u x v} with u
and v being respectively the number of rows and columns resulting from the
grid partition of the input image.
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Each cell is characterized by the mean value C; of the color coordinates of all
the m x n pixels belonging to it. We use the YUV color space to represent
pixel color in this work. That is:

Ci = [Ciy Ciy Civ] (1)
Each of the components of C; is computed as follows:
= 1 .
Ciy = p—— ;CW(%J) (2)

i

where C;y (4, j) is the color coordinate of the pixels in the region R;. Similarly
for U and V coordinates, we have:

- 1 .
Civ = ——— ;CiU(Za]) (3)
Civ = —— Y ci(iv) (1)
zV—an - Civ\l, ]

Cells with similar color features are then grouped using a connected com-
ponent labeling-like procedure explained later in this paper. As a result, we
obtain a list of component regions R;, i € {1,2,...,r}, with r the total num-
ber of connected components found in the image. Each of these regions groups
cells that are similar among them with respect to its mean color C; and that
are spatially connected.

The cells of each region R; that are located in the boundary cells of the image
are counted and the sum is recorded as B;.

The initial selection of Rp and Rp is done by choosing the pair of more
contrastive regions in R = {Ry, Ra,..., R.}. For doing this, we compute a
table of distances D where the element d;; is the distance between the color
mean values of the regions R; for each pair of regions R; and R;, ¢ # j. The
color distance is computed using an Euclidean distance in the YUV color
space, weighted by a factor depending on the size of both regions as shown in
Eq.5. Where the variables size; and size; are the sizes of the regions ¢ and j
respectively. The variable size is the number of pixels of the whole image.
size; + size; ) (5)

size

diStij = dij <

deolor =+/(Y1 = Y3)2 + (U; — Us)2 + (Vi — V)2

For the more contrastive pair, Rp is chosen as the region covering the larger
number of cells.

We have chosen to use the YUV color space because it has shown better per-
formance when compared to CIELab, CIELuv and HSI color spaces for image
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representation in our experiments. The parameters were tuned experimentally
to optimize the performance evaluation measure of the system.

There exist some heuristic rules that Rr and Rp should satisfy. If that is
not the case, the next distance in the rank of region color distances is used to
choose the Rr and Rp and the verification of the heuristic rules is repeated.

The heuristic rules are as follows:

(a) The salient object is in the center of the image. The Rp (foreground) is
limited to have at most 5 cells in the boundary of the image. This is to
avoid selecting a region of the background as the foreground.

(b) The size of the representative objects must be above a 3 cell area thresh-
old. The Rp and Rp selected have to be initially composed by at least 3
cells. This is to try to avoid choosing an artifact of the image as a salient
region.

6. In the following step, the rest of the regions are grouped either to Rp or to
Rp. This procedure is guided by another set of heuristic rules that includes
spatial relationships. The rules to determine if a region R; is salient are the
following:

(a) diStRiRF < diStRiRBv
(b) R; does not contain cells in the contour of the image.

In the Fig. 1, a graphical block diagram of our method is presented.
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Fig. 1. Heuristic Rules based Saliency Detection Method
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2.1 Color Connected Component Labeling (CCL) Procedure

As it was mentioned before, we generate regions from cells of a grid. The
CCL task is performed by extending the work by Hernadez-Belmonte et al.
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Fig. 2. Reduced Connectivity Mask [7].

[7]. The key concept of this work is the use of a Reduced Connectivity Mask
(RCM) and the use of a lookup table that determines if the regions need to be
connected as a component or not. We consider a neighborhood of these cells
in the grid, as it is shown in the Fig.2. Let as assume that d is the cell under
analysis. The scanning of the image using the RCM, is performed in a left to
right, top to bottom sequence.

— If the cells (b, ¢) are similar, join their labels.

— If cell (d) is similar to one of the neighbor labels (a, b, ¢). In the Table 1 the
operations in each case are presented.

— If d is not similar to the other cells, create a new label.

The criteria for defining the similarity of two cells is the Euclidean distance
in YUV coordinates. YUV coordinates include one luminance (brightness) and
two chrominance (color) components [10]. If the distance between two colors is
lower than a threshold we consider that colors are similar. We selected color
because is a very important feature, but another features (e.g. texture-related
features) could also be used by using an appropriate threshold.

3 Tests and Results

For the evaluation of our method we used the standard images from the MRSA,
a widely used image dataset for saliency evaluation. We compare our approach
with other state of the art methods using the standard F metrics. We also
compare our system in execution time with the best approach in or knowledge [5].
Our system was implemented in Language C and the tests were executed using
an Intel Core i7-4700MQ machine with 8 GB RAM.

Table 1. Operations which have to be computed in each case for the color CCL
procedure. (1) The two grids are similar, (0) The two grids are not similar (-) It is not
necessary to verify.

o

d, a | d, ¢ | Operation
- - Join d to b.

- Join d to a.

Join d to c.

(=N Nl Nl N Nol
oo =

0 Create a new label
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3.1 Test Protocol

In order to evaluate our method, we use the MSRA image dataset images. The
images in this dataset present a variety of situations: there are images for indoor
scenes and outdoor scenes; there are also images including natural and arti-
ficial objects. The salient regions in these images represent humans, animals,
plants, and objects. Achanta et al. provide the ground truth for a subset of 1000
images of the original dataset MSRA [1]. We use same subset of 1000 images
to compare the proposed method to the other methods in the same conditions.
The metrics used to evaluate the results are the well known precision and recall
metrics combined into the F-measure presented in the Eq.6. The precision and
recall metrics are computed using the Eqs.7 and 8. Where B are the salient
pixels detected by the HRSD method method and G are the salient pixels in the
ground truth; x and y are the coordinates of the pixel under analysis. We use
B = 0.3 to weight precision more than recall. That is more convenient in objects
segmentation, and that is used by most of the automatic saliency methods

_(1+8)(P-R)
P="50p) r (©)
_ E(z,y) B(Z‘, y)G(x, y)

3.2 Results

The best results of the Heuristic Rules based Saliency Detection (HRSD) method
were obtained by using the YUV color space for image representation, and a cell
size of 8 x 8 pixels.

In the Fig. 3, we present some qualitative results obtained with the proposed
method. In the Fig. 4 a histogram of the F-measure results for the entire dataset
is presented, we can see that more of 400 images obtain a very high F-measure
value between 0.9 and 1.0.

3.3 Comparisons

At first, we present the results of the F-measure of some methods in the state
of the art. This is in order to establish how well perform our system against
the other methods. The results presented are the reported results in the works
[9,14] with the codes provided by original authors. Finally, we show the com-
parison with [5]. We use the last version of the implementation provided by the
authors. This is in order to compare the executing time with our system. The
both methods were tested in the same machine.

Most of the saliency methods obtain a continuous saliency values. For com-
parison purpose we need a binary image. To binarize the image we need to choose
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Fig. 3. Qualitative examples of the output of the HRSD method compared to the
ground truth. In the first and fourth rows the original images are shown; in the second
and fifth rows the HRSD output is presented; in the third and sixth rows the available
ground truth is shown.

a threshold. For this reason, the results reported in works by Luo et al. [14] and
Kannan et al. [9] may vary from the results reported by the original authors
when a non optimal threshold is used.

In the Fig.5(a), we present the results reported by Luo [14] including the
methods labeled CA [6], KD [13], RC [5], OS [21], using Otsu as the method to
choose the threshold. In the Fig. 5(b), we present the results reported by Kannan
[9] for the methods labeled CA [6], FT [1], RC [5], UL [20], HC [5] using Eq. 9 to
compute the threshold. At the end of both graphs, we have added a column with
our results. In the comparisons presented, they report different results for RC
and CA, this is caused by the use of a different method to define the threshold.

Th =2 Z S (9)
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Fig. 4. Histogram of the F-measure of the 1000 images resulting from the application
of the HRSD method.
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Fig. 5. (a) Results comparison by Luo [14]. (b) Results comparisons by Kannan [9].
We add to both graphics the average results of HRSD method (Color figure online)

In Table2 we present the results obtained by our approach when com-
pared with the RC method, using the code available from https://github.com/
MingMingCheng/CmCode.git. We compare our results with the RC method [5]
because it is, in our best knowledge, the faster method in saliency detection with
relatively good results. The time of most of the other methods which performs
in several seconds. As we can see, the F-measure value is practically the same,

Table 2. Comparison results in F-measure and Time.

Method | F-measure | Time
RC 0.77 41.2 ms
HRSD |0.74 20.8 ms
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but the time needed by the proposed approach to perform the computation is
about the half of the time spent by the RC method.

4 Conclusions and Perspectives

In this paper, we presented a method to find the salient regions in images. This
method considers in addition to the use of color contrast among regions, the use
of spatial information to determine the salient regions.

We process the image by using a grid of regularly spaced cells in both hori-
zontal and vertical directions and we group similar image cells by using a color
connected component labeling algorithm in the YUV space. The regions formed
in such way are then classified into foreground or background regions according
to a heuristic set of rules.

The results obtained by our approach are comparable to the results obtained
by the state of the art method proposed by Cheng. However, the method com-
putes the saliency output in half the time in the average than that method.

Future work will be directed towards implementing a computational intel-
ligence algorithm for the automatic setting of the parameters of the approach.
This could improve the efficiency of heuristic rules for the correct foreground
association of the grouped regions. Another line of research will be to make the
heuristic rules adaptive to take advantage of specific features of each image.
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