
123

Javier Bajo · María José Escalona
Sylvain Giroux · Patrycja Hoffa-Dabrowska
Vicente Julián · Paulo Novais
Nayat Sánchez-Pi · Rainer Unland
Ricardo Azambuja-Silveira (Eds.)

International Workshops of PAAMS 2016
Sevilla, Spain, June 1–3, 2016
Proceedings

Highlights of Practical
Applications of Scalable
Multi-Agent Systems
The PAAMS Collection

Communications in Computer and Information Science 616



Communications
in Computer and Information Science 616

Commenced Publication in 2007
Founding and Former Series Editors:
Alfredo Cuzzocrea, Dominik Ślęzak, and Xiaokang Yang

Editorial Board

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Phoebe Chen
La Trobe University, Melbourne, Australia

Xiaoyong Du
Renmin University of China, Beijing, China

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Orhun Kara
TÜBİTAK BİLGEM and Middle East Technical University, Ankara, Turkey

Igor Kotenko
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

Ting Liu
Harbin Institute of Technology (HIT), Harbin, China

Krishna M. Sivalingam
Indian Institute of Technology Madras, Chennai, India

Takashi Washio
Osaka University, Osaka, Japan



More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Javier Bajo • María José Escalona
Sylvain Giroux • Patrycja Hoffa-Dąbrowska
Vicente Julián • Paulo Novais
Nayat Sánchez-Pi • Rainer Unland
Ricardo Azambuja-Silveira (Eds.)

Highlights of Practical
Applications of Scalable
Multi-Agent Systems
The PAAMS Collection
International Workshops of PAAMS 2016
Sevilla, Spain, June 1–3, 2016
Proceedings

123



Editors
Javier Bajo
Departamento de Inteligencia Artificial
Universidad Politécnica de Madrid
Madrid
Spain

María José Escalona
Universidad de Sevilla
Sevilla
Spain

Sylvain Giroux
Faculté des Sciences
Université de Sherbrooke
Sherbrooke
Canada

Patrycja Hoffa-Dąbrowska
University of Poznan
Poznan
Poland

Vicente Julián
Universidad Politécnica de Valencia
Valencia
Spain

Paulo Novais
Department of Informatics
Universidade do Minho
Braga
Portugal

Nayat Sánchez-Pi
Fluminense Federal University
Rio de Janeiro
Brazil

Rainer Unland
Institute for Computer Science and Business
Information Systems (ICB)

University of Duisburg-Essen
Essen, Nordrhein-Westfalen
Germany

Ricardo Azambuja-Silveira
Departamento de Informática e Estatístic
Universidade Federal de Santa Catarina
Florianópolis S.C.
Brazil

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-319-39386-5 ISBN 978-3-319-39387-2 (eBook)
DOI 10.1007/978-3-319-39387-2

Library of Congress Control Number: 2016939582

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Preface

PAAMS Workshops complement the regular program with new or emerging trends of
particular interest connected to multi-agent systems.

PAAMS, the International Conference on Practical Applications of Agents and
Multi-Agent Systems, evolved from the International Workshop on Practical Appli-
cations of Agents and Multi-Agent Systems. PAAMS is an international yearly tribune
to present, to discuss, and to disseminate the latest developments and the most
important outcomes related to real-world applications. It provides a unique opportunity
to bring multi-disciplinary experts, academics, and practitioners together to exchange
their experience in the development of agents and multi-agent systems.

This volume presents the papers that were accepted in the workshops during the
2016 edition of PAAMS: Workshop on Agents and Multi-agent Systems for AAL and
e-HEALTH; Workshop on Agent-Based Solutions for Manufacturing and Supply
Chain; Workshop on MAS for Complex Networks and Social Computation; Workshop
on Decision Making in Dynamic Information Environments; Workshop on Intelligent
Systems for Context-Based Information Fusion; Workshop on Multi-Agent Based
Applications for Smart Grids and Sustainable Energy Systems; Workshop on Multi-
agent System-Based Learning Environments. Each paper submitted to PAAMS
workshops went through a stringent peer review by three members of the international
committee of each workshop. From the 77 submissions received, 37 were selected for
presentation at the conference.

We would like to thank all the contributing authors, as well as the members of the
Program Committees of the workshops and the Organizing Committee for their hard
and highly valuable work. Their work contributed to the success of the PAAMS 2016
event. Thank you for your help, PAAMS 2016 would not exist without your
contribution.

April 2016 Javier Bajo
María José Escalona
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Abstract. We discuss the motivation, design, implementation, and pilot study
of an agent-based exercise robot for five senior residents and five staff members
in a senior living community. Our goals of the study were to evaluate the perform‐
ance of the resident group and the attitudes, acceptance, and opinions of both
groups. The pilot study was performed on-site where senior participants were
selected a priori by the staff.  We use soft systems methodology as a guide to
refine the requirements and to evolve the exercise protocol and robot behaviors
over multiple exercise sessions. Based on a 30-min session with both groups
combined, followed by focus sessions with each group individually, our findings
suggest that senior residents moderately accept the robot as a group exercise
leader and staff members are cautiously enthusiastic about the idea.

Keywords: Elder care · Quality of life · Robot · Entertainment · Exercise · Agent-
based system

1 Introduction

Socially assistive robots (SARs) show promise for helping seniors cope with loneliness
through conversation, articulating reminders of their tasks, assisting with routine daily
activities which have become hard to perform, and generally taking on roles that are
normally performed by caregivers. However, the predicted decrease in the number of
caregivers in proportion to the increase in the number of seniors is problematic. The
number of seniors is predicted to increase two-fold by 2050. To make matters worse,
young students in psychology, sociology, nursing, and related disciplines are less inter‐
ested in elder care than in areas such as child development and disability management.

For these reasons, a current interest among researchers and entrepreneurs is to
develop ways to integrate robots into senior living without human accompaniment but
yet without diminishing the quality of life, yet better to augment the quality of life. The
idea is worthy of pursuit, but it is a hard problem.

In this paper we are concerned with robot assistance for an important daily task of
seniors – exercise. The work in Reference [1] is perhaps one of the best examples of a
structured, controlled user study to evaluate the efficacy of an anthropomorphic robot
coach for exercise. Although thorough and well-grounded in psychology research, that
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study is performed in a lab outside the immediate personal environment of senior living.
Further, the study involved seniors only, whereas the full integration of robots into senior
living will involve staff members, caregivers, and family members. Next, the study was
conducted with seniors in one-on-one coach-to-senior sessions for 20 min twice a week
for a duration of two weeks, whereas group exercises are more motivating and typically
meet weekly. Finally, the study involved only arm exercises.

The pilot study described here involves a 30-min session with the humanoid robot
NAO serving as an exercise coach on the premises of the Golden Oaks Senior Living
Community in Oklahoma, USA [2]. The participants include five senior residents
selected by the staff of the facility and five staff members, two of whom were adminis‐
trators and three were nurses. The robot’s first routine is to introduce himself and play
a “Tell me to do something” game to warm up the participants, e.g. to sing, dance,
exercise, relax, wave, recite a poem, and tell a joke. Next, the robot initiates exercise
routines involving arms, legs, hands, feet, eyes, and full body via a Tai Chi dance. The
robot explains the exercise and encourages the group to follow along as he performs the
exercises.

The paper is organized as follows: Sect. 2 discusses the importance of context in
studies on the acceptance of robots as social assistants for the elderly. Section 3 describes
our methodology, design principles, and implementation of behaviors into the NAO
robot for the pilot study. Section 4 discusses the results of the study and our agenda for
future work.

2 On the Importance of Contextual Studies in Elderly Care

While there have been several attempts in research literature and technology reviews to
demonstrate the effectiveness of assistive robots towards independent living of the
elderly, one of the major questions is “What are the circumstances in which elderly
people adopt an assistive robot?” Despite advances in technology, the low rate of success
in the use of assistive robots among seniors may be due to the lack of attention to the
challenges that older people face. Some argue that while the concept of adoption is well-
addressed, its use in the context of elderly care faces challenges due to the particular
characteristics of the environment in which the elderly live [3].

To assess the attitudes of seniors towards the usefulness of robots, the first author
conducted a one-and-half hour weekly workshop over five weeks at Rivier Institute for
Senior Education [4]. An additional benefit of the workshop was brainstorming with a
target audience on potential uses of robots. The participants were 55 years or older and
were interested in the role of robotic technologies in assisting them in their everyday
lives. Each senior elected to participate in the workshop. They were cognitively alert
and physically able, e.g. they found their way to class like ordinary college students.
The group picture in Fig. 1 will help contextualize the study for the reader.

Where possible, the instructor implemented prototype behaviors in the robot for
further evaluation and critical analysis. Other activities included watching relevant
videos, watching movies such as “Robot and Frank,” reading articles, and demonstrating
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the capabilities of several off-the-shelf robots: the humanoid robot NAO, a tele-presence
robot Double, and an animaloid robot Paro.

Fig. 1. Group picture of seniors participating in the workshop

The participants were given a questionnaire at the end of the workshop to gauge their
attitudes after five weeks of activity with robots. The results showed that participants
strongly agreed that robots as personal assistants and companions in the future was
possible, strongly agreed that an older person in need of care would accept a robot as a
companion, and strongly agreed that it’s possible to bond with a robot as one might with
another human. As an anecdote, at one point during the workshop the instructor was
discussing the potential of conversational robots for the elderly to help alleviate prob‐
lems of loneliness [5], whereupon one of the participants suggested that all one has to
do is program the robot to raise its hands every five minutes and say “Tell me about the
trip to Ohio!” Although amusing, there is some truth in it.

In a follow-on study, seven of the participants (range 67–86 years; Mean = 72.2;
Male = 4) were interviewed a month after the workshop via a set of discussion questions.
The interviews took an average of 36 min and were audio-recorded. An analysis of the
interviews was performed using Alceste software. The analysis produced the following
result: The elderly think that assistive robots can help them live independently by
providing for their functional and psychological abilities, which in turn would give them
increased capabilities towards independent living [3].

These results suggest a positive attitude towards the potential of robots for elderly
care. However, the results are based on the participants’ inherent interest in robots,
hands-on experience with multiple robots during the workshop, and their further reflec‐
tions after the workshop. To achieve authentic answers regarding the efficacy of robots’
contributions to seniors’ independent living, the next step is to place a functional robot
in the elder’s personal environment.
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3 A Robot Instructor for Group Exercise at a Senior Living
Community

3.1 An Iterative, Contextual Methodology: Soft Systems Methodology

The provision of assistive robots for elderly care is a hard interdisciplinary problem
requiring collaboration among several kinds of person: seniors, caregivers, nurses,
medical doctors, staff, robot designers, robot behavior designers, and robot operators.
For these reasons, we selected soft systems methodology (SSM) as an aid to guide our
study. Experience with SSM suggests that it is useful for problems in human affairs for
which there are multiple stakeholders with different methods, mindsets, and views of
the problem and during which a notional system is discovered and improved upon iter‐
atively [6, 7].

Soft systems are unlike hard systems such as circuit boards and automobiles in which
there is a well-defined specification for the system and it is the job of managers to direct
engineering and manufacturing activities towards its realization. In contrast, SSM is
designed for difficult problems in human affairs in which a vague, notional system is
discovered and then improved upon iteratively in a cycle of inquiry and discovery.
Figure 2. Shows the methodology.

Fig. 2. The inquiring/learning cycle of SSM [6]

The underlying principles of SSM in relation to Fig. 2 are as follows:

• The real world is a complexity of relationships
• Relationships are to be explored via models of purposeful activity based on explicit

world-views
• Inquiry is structured by questioning perceived situation using the models as a source

of questions
• An ‘Action to improve’ is based on finding accommodations, i.e. versions of the

situation which conflicting interests can live with
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• The inquiry is in principle never-ending and is best conducted with a wide range of
interested parties

The methodology is cyclic. In the initiating cycle, based on the authors’ research and
nursing experience in gerontology, our real-world problem situation is stated simply as
“how to motivate and engage seniors in robot-led group exercise without human accom‐
paniment.” The problem led to various activities, including a literature review, an eval‐
uation of socially assistive robots in elderly care and other domains, an evaluation and
selection of a robot platform, design and implementation of robot behaviors for a first
session, and a search for a suitable and willing facility in which to carry out the study.
These activities are viewed as interactive subsystems which may produce emergent
properties of the system as a whole.

After a number of meetings and debate, the authors agreed (i) to use the NAO
commercial robot because it is comparatively easy to program innovative behaviors in
the robot, conducive to achieving our goals, (ii) to carry out the study at Golden Oaks
in Oklahoma, and (iii) to design and implement three routines for the first session of the
study: An “Ask me to do something” routine to warm up the participants, an exercise
routine in which the robot leads group exercises for the participants, and a routine in
which the robot introduces the animaloid robot Paro and encourages the participants to
interact individually with it. The latter routine is not a main concern of this paper.

3.2 Design Principles

As mentioned in the Introduction, we draw upon the work reported in [2] involving one-
on-one coach-to-senior sessions. It is perhaps most similar to our coach-to-group
sessions in a real setting. The authors posit five psychology-driven design principles for
the robot during an episode of exercise coaching:

Motivating. Intrinsic motivation, in contrast to extrinsic motivation which is driven by
external rewards, comes from within an individual and is based on pleasure derived from
engaging in an activity. Specifically, the aim is for the robot to be capable of increasing
the user’s intrinsic motivation to perform the therapeutic task.

Fluid and Highly Interactive. A primary goal of coaching is to provide a fluid interac‐
tion which requires a robot to both perceive the user’s activity and provide active feed‐
back and guidance in real time, all with the aim of maintaining user engagement in the
task. The robot must establish a clear set of goals combined with immediate and appro‐
priate feedback.

Personable. The social interaction between the user and the robot is just as important
as the task interaction for achieving success in healthcare interventions. Social interac‐
tion is the primary means of relationship building, including in therapeutic scenarios.
Many social intricacies contribute to the foundation of a meaningful relationship, both
in human-computer interaction and in human-robot interaction. These factors include
empathy, humor, references to mutual knowledge, continuity behaviors, politeness, and
trust, among others.
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Intelligent. Trust is a key component to the success of any care-provider/user relation‐
ship, and one that is closely linked to the intelligence/helpfulness of the care provider
as perceived by the user. Trust as a construct is determined by three components:
perception of competence, perception of intentions, and capacity for trusting.

Task-Driven. The most important property of coach-to-senior interaction is that it be
consistent in working to achieve the goals of the healthcare task, or in our case, in
motivating exercise performance to achieve desired overall health benefits.

Since our study is iterative and thus requires frequent robot programming, we add a
sixth design principle that is technology-driven rather than psychology-driven:

Relatively Easy to Introduce New Behaviors and Modify Existing Behaviors. The robot
should be portable and programmable to the extent that it is possible to modify the
exercise protocol in light of new requirements in a reasonable amount of time.

3.3 The Environment for the Study

The study was carried out in the facility’s chapel where group activities take place. There
were ten participants – five residents and five staff members. The residents were selected
by the staff members with the goal of having seniors with varying cognitive and physical
deficits, e.g. three of the residents were cognitively alert but physically challenged, one
was both cognitively alert and physically able, and one was challenged both cognitively
and physically. Figure 3 will help contextualize the study.

Fig. 3. Participants in the study interacting with robot

3.4 Design and Implementation of the Robot Behavior

The robot platform is the humanoid NAO robot. The robot is portable and offers multiple
ways of behavior programming: (i) visual programming using pre-defined parameter‐
ized behavior boxes that can be linked together to provide increasingly complex
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behaviors, (ii) Python and C++ programming to implement behaviors not possible with
behavioral boxes, (iii) choreographic programming in which complex movements are
implemented much like a choreographer instructs a ballet dancer, and (iv) a conversa‐
tional programming language QiChat which provides procedures for implementing
intonation and nuance in the robot’s speech-to-text and text-to-speech functions. We
used each of the methods in our work and found that the approach contributes to the
sixth design principle on robot programmability in a reasonable amount of time. Further,
the robot comes off-the-shelf with a selectable Autonomous Life feature that gives the
robot random fluid movements when listening or speaking to users, thus contributing to
the first four design principles: motivating, fluid and highly interactive, personable, and
intelligent.

We designed and implemented the behaviors in the robot using the agent perspective.
We required that the agents be modular, be easily modifiable for future iterations of the
methodology, be able to function independently of other agents, and be robust. For these
reasons the design is based on the subsumption architecture. Agents reside on levels
such that higher levels subsume lower levels. If higher-level agents become dysfunc‐
tional, the lower-level agents can continue to function albeit with less functionality than
the system as a whole [8].

Fig. 4. Structure and implementation of the agents in the exercise routine
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Specifically, we envisioned (i) an introduction agent whereby the robot describes
himself and explains what he plans to do, (ii) a conversational agent to interact with the
participants and to decide what actually to do, (iii) a multiplicity of lower-levels agents
to do what was decided, and (iv) a transition agent to interact with participants at the
end on an exercise and return control to the conversational agent. Communication among
the agents is via message-passing between the output and input nodes of the agents. Both
routines have this same structure. Figure 4 illustrates the design and implementation of
the exercise routine. We have demarcated portions of the figure in red for purposes of
explanation. The program in Fig. 4 is compiled, embedded into the robot, and executed
such that the robot is autonomous.

The introduction agent on level 2 is passive. It speaks to the participants about the
exercise agenda: “OK, let’s do some exercises. We will exercise our head, arms, legs,
hands, eyes, and feet. When you are ready we will try Tai Chi. First, let’s get in the
sitting position like I am now. Ready? OK, what would you like to do first? Head, arms,
legs, hands, eyes, or feet?” After the introduction, control is passed to the conversational
agent.

The conversational agent on level 1 has a reactive component and a deliberative
component. The reactive component listens for audio input from participants and tries
to detect a word it understands. The deliberative component is a simple rule-based
system whereby the detection of a word routes control to a particular exercise. If the
conversational agent doesn’t detect an audio input within 5 s, it selects a random exercise
and passes control to the selected exercise agent on level 0. If that doesn’t work, a robot
operator may start an exercise agent manually by clicking on the first box comprising
the agent.

The eight rows in level 0 comprise the exercise agents, save row 7 row which is a
“stop” agent. As an example, we have demarcated the leg exercise agent in row 3 in
which the robot says “Let’s stand and then squat down, but be careful. Try it only if you
feel comfortable. Here we go. Watch me. Stand. (The robot slowly moves from the
sitting position to the standing position). Squat. (Robot slowly moves to a squatting
position.) Back up. (Robot moves to the standing position, and so on).

The transition agent on level 0 concludes each exercise with a compliment for the
participants by randomly saying some synonym for “good,” e.g. ‘very good’, ‘excellent’,
‘beautiful’, ‘cool’, ‘very cool’, ‘most cool’, ‘splendid’, or ‘wonderful’, then saying
“Let’s sit back and relax (at which point the robot goes into the sitting position), then
saying “What would you like to do next? Head, arms, legs, hands, eyes, feet, or tai chi?”,
and finally passing control back to the conversational agent.

4 Results, a Comparison, and Future Work

4.1 Preliminary Results of the Pilot Study

We designed an engagement checklist by which to evaluate the participants in the initial
30-min session. Below are the checklist items and their mappings into the design prin‐
ciples discussed in Sect. 3.2.
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Attentive: Motivating
Smiling: Motivating
Head-nodding: Motivating
Leaning forward: Motivating
Cooperation: Fluid and Highly Interactive, Intelligent, Task-Driven
Imitation: Fluid and Highly Interactive, Intelligent, Task-Driven
Initiation: Fluid and Highly Interactive, Intelligent, Task-Driven
Intensity: Fluid and Highly Interactive, Intelligent, Motivating

We studied the participants one-by-one as we viewed the video recording, with the
exception of staff S3 whose visibility was obstructed. Each participant was scored on a
scale of 1 to 10 with respect to each item. An additional category “Approval/Enjoyment”
was a subjective overall assessment by the authors. The “Total Engagement” score
reflects the number of engagement points out of 100. Table 1 shows the preliminary
results.

The average total engagement score of residents is 46 and the average score of staff
is 71.4, suggesting that residents are slightly less than perfectly ambivalent in their
approval of the robot, while staffers strongly approve. Visual inspection shows that two
of the residents highly approve, one is rather ambivalent, and two disapprove. We note
that R5 appeared to be quite attentive during the session but was non-responsive overall.
Thus it is difficult to determine R5’s comprehension of the experience in general.

Table 1. Preliminary results

R1 R2 R3 R4 R5 S1 S2 S3 S4 S5
Attentive 7 10 10 8 10 10 10 10 10 10
Smiling 1 9 10 2 3 9 9 10 8 8
Head-nodding 0 0 3 0 0 0 3 10 0 0
Leaning forward 0 0 0 0 0 0 0 7 0 0
Cooperation 2 9 10 6 4 8 8 8 7 7
Imitation 0 10 9 7 0 8 8 8 7 7
Initiation 0 3 2 9 0 8 8 8 0 7
Intensity 0 10 10 7 0 8 8 8 8 8
Participation 3 10 10 7 1 10 10 10 10 10
Approval/enjoyment 1 9 9 5 4 9 10 10 8 9
Total engagement 14 70 73 51 22 70 74 89 58 66

The evidence thus far invites a number of questions and suggests some lessons
learned that will influence the next cycle of our methodology. Inasmuch as the results
show a stronger approval of the robots by staff than by residents, a number of potential
factors causing the difference are possible. The difference may reflect one or more of
the following kinds of differences separating the two groups: prior technological expe‐
rience; experience with art forms such as movies involving robots; and the role differ‐
ences in the Golden Oaks environment. One resident for example, demonstrated a
passion for technology. Further, it is possible that head nodding should not be weighted
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equally with, say, level of participation. Adding relative weights to the scoring criteria
might affect the staff-vs-resident gap in average scores.

The subsequent focus sessions with each group provided a wealth of suggestions to
consider. The staff group was positive, enthusiastic, and creative in discussing the
potential of robots on the premises, e.g. to recognize participants and call them by name,
to take orders in the cafeteria, to escort residents from place to place, to play favorite
songs, recite scripture, and so on. The resident group clearly enjoyed talking about the
robot as well, evidenced by humor and laughter. Suggestions from the residents included
talking to the robot, asking questions, and playing with it as one would play with a toy.
One resident expressed a desire to have a robot to replace his wife.

4.2 Comparison

Developed at the University of Southern California (USC), Fig. 5 shows an exercise
robot interacting with a senior [2]. In addition, there are reports in the popular press of
RoboCoach, developed at Ngee Ann Polytechnic in Singapore and shown in Fig. 6. To
our knowledge, there is no data on the design, operation, or evaluation of the RoboCoach
robot.

Fig. 5. Coach-to-senior robot at USC [2]

Fig. 6. RoboCoach [9]
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The USC robot plays four exercise games: (i) a Workout Game in which the robot
demonstrates arm exercises and asks the senior to imitate, (ii) a Sequence Game in which
the robot demonstrates arm exercises for the senior to repeat a number of times, (iii) an
Imitation Game in which the senior instructs the robot with arm exercises, and (iv) a
Memory Game in which the senior tries to memorize a sequence of arm gesture poses.
Communication is by (i) a two-button remote control held by the senior where one button
transmits a “yes” to the robot and the other a “no” and (ii) a vision-based feedback system
allowing the robot to determine the arm movements of the senior and provide feedback
accordingly.

Seniors interacted with the robot one at a time over four sessions during two weeks.
After the fourth session, participants filled out a questionnaire in order to evaluate the
robot along multiple dimensions: enjoyableness of the interaction; value/usefulness of
the interaction; companionship, helpfulness, intelligence, social attraction, and social
presence of the robot; and potential as an exercise partner. The researchers compared
the opinions of seniors interacting with the physical robot and also interacting with a
virtual avatar-like version of the robot. Thus, the 33 seniors were divided into two study
groups.

The results showed a strong preference for the physical robot over a virtual robot
and showed that the participants engaged with the robot with high performance consis‐
tently throughout the interaction sessions. The participants rated the robot highly on
enjoyableness and usefulness of the interaction, and highly in terms of helpfulness, social
attraction, social presence, and companionship [2]. The seniors showed a more positive
attitude toward the robot than those in our study. Some of differences between the studies
may account for this. From an engineering perspective, the NAO robot (i) is a commer‐
cial, portable, and programmable robot; (ii) has a programmable vision system although
we did not use it in this first pilot study; (iii) communicates verbally; and (iv) is agent-
based. From a study perspective, our study (i) included seniors, caregivers, and admin‐
istrators; (ii) involved group exercise with multiple routines, (iii) is incremental by
design; and perhaps most important, (iv) was performed in the immediate environment
of the seniors.

The innovations of our work are the use of soft systems methodology, the real-world
setting in which the study was carried out, the agent perspective, and the evolutionary
nature of the study in light of feedback from diverse participant groups.

4.3 Future Work

The pilot study at Golden Oaks has clear limitations. There is no control group. Senior
residents were not profiled with respect to their cognitive and physical deficits. The
evaluation was based only on video analysis, whereas a structured questionnaire at the
end of the session could provide useful information for analysis.

However, the results thus far encourage us to continue this line of research.
Following the methodology described in Sect. 3.1, for the next sessions at the facility
we plan (i) to improve the behavior of the robot to make it more personal, (ii) improve
our study evaluation criteria, (iii) program the robot so that it can learn to attach names
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to faces and thus identify participants by name, (iv) obtain more complete profile
information on the participants in order to compare diverse population groups.
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Abstract. This paper presents our approach for addressing “Human-
friendly Knowledge-INtensive Dynamic Systems” (FRIENDLY & KIND
systems) from a methodological point of view, also providing tools and
languages for their design, implementation and testing. FRIENDLY &
KIND systems are an evolution of multiagent systems and represent a
good option for engineering complex and dynamic applications like those
in the e-Health domain. We will demonstrate the suitability of our app-
roach by designing and implementing a Remote Monitoring System for
oncological patients.

Keywords: Multiagent systems ·Multi-context systems · Runtime ver-
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1 Introduction and Motivation

As stated in the guidelines provided by the European Community1, e-Health

1. refers to tools and services using information and communication tech-
nologies (ICTs) that can improve prevention, diagnosis, treatment,
monitoring and management;

2. can benefit the entire community by improving access to care and qual-
ity of care and by making the health sector more efficient;

3. includes information and data sharing between patients and health
service providers, hospitals, health professionals and health informa-
tion networks; electronic health records; telemedicine services; portable
patient-monitoring devices, operating room scheduling software, robot-
ized surgery and blue-sky research on the virtual physiological human.

1 http://ec.europa.eu/health/ehealth/policy/index en.htm.
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The American Telemedicine Association (ATA2) defines telemedicine as

the use of medical information exchanged from one site to another via
electronic communications to improve a patient’s clinical health status.

Telemedicine may exploit two-way video, email, smart phones, wireless tools and
possibly many other sensor devices. Telemedicine services may include primary
care and specialist online consultation (a specialist may interact either with a
patient or the primary care physician in rendering a diagnosis, via data detected
by dedicated devices) and Remote Patient Monitoring3 (RPM),

a technology to enable monitoring of patients outside of conventional clin-
ical settings (e.g. in the home), which may increase access to care and
decrease healthcare delivery costs.

The features of an autonomous software agent, namely its situatedness,
autonomy and flexibility [1], make the agent metaphor extremely suitable to
describe, design, and implement RPM systems made up of Personalized Moni-
toring Agents (PMAs) in charge for the monitored patients. Each PMA should in
fact be able to receive input from the sensors that the patient wears and from any
device in the environment that may provide useful information (situatedness);
it should quickly react to any change in the monitored environment that might
be due to some critical situation (reactivity); it should achieve its long term
goal of ensuring the patient’s well being without distracting precious resources
from the healthcare system: to this aim, it should monitor the patient suggest-
ing suitable actions in non-critical situations and warning the doctor only when
actually needed (proactivity and autonomy). Finally, the PMA should commu-
nicate with both the patient and the doctor, and possibly with other agents in
the environment (social ability).

However, there are other features that must be taken into account for devel-
oping models, methodologies, and software infrastructures for RPM applications,
and which are not considered “core” agent features by the agent-oriented soft-
ware engineering research community:

User friendliness: the PMA should offer a user-friendly interface to the patient
in order to make her feel comfortable with interacting with it.

Knowledge-intensity: a large amount of heterogeneous information and data
must be retrieved, shared and integrated in order to reason on the patient’s
health status.

System dynamics: the high dynamics of the system, due to sensors and devices
which may enter and exit it in any moment and to data sources which can
change their reliability level over time, must be taken into account.

Runtime monitoring ability: the RPM system should continuously verify
that the pattern followed by perceived sensory data is compliant with the
expected medical protocol: in order to do so, it should implement a run-time
verification mechanism.

2 http://www.americantelemed.org/.
3 https://en.wikipedia.org/wiki/Remote patient monitoring.

http://www.americantelemed.org/
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In this paper we propose an extension of MASs named FRIENDLY & KIND
systems (Human-friendly Knowledge-INtensive Dynamic Systems).

FRIENDLY & KIND systems, F&Ks in the sequel, provide flexible access
to dynamic, heterogeneous, and distributed sources of knowledge in a highly
dynamic computational environment consisting of computational entities,
devices, sensors, and services available in the physical environment, in the Inter-
net, and in the cloud.

F&Ks are driven by terminological, bridge, and pattern rules. Terminological
rules ensure interoperability among the F&K components by defining a common
domain vocabulary. Bridge rules connect knowledge sources together and provide
devices for selection, abstraction and conflict resolution among the underlying
knowledge sources. Pattern rules can be verified at run-time to guarantee that
the system actual dynamics conforms to the expected one. The high dynamism
of the F&K computational environment requires models of trust, relevance, and
preferences, and of their dynamics. Finally, an F&K must present a human-
friendly interface.

The paper is organized as follows: Sect. 2 provides the necessary background
to understand our proposal and discusses related works, Sect. 3 describes the pro-
posal objectives and expected results in detail, Sect. 4 concludes and highlights
the next steps we will undertake.

2 Background and Related Work

2.1 Background

From a technological point of view, F&Ks user-friendliness is achieved thanks to
multilingual interfaces supporting natural language processing, knowledge het-
erogeneity is managed via the multi-context approach, and ontologies are used to
allow for semantic interoperability among knowledge sources, users, and compu-
tational entities in the environment. On-the-fly composition of software services
is a key requirement for F&Ks functioning as well as runtime verification tech-
niques to monitor that the system behaves as expected. Models of trust and
their dynamics must also be considered, as data sources can change their relia-
bility over time. In our approach, computational logic is the basis for expressing
terminological, bridge, and pattern rules which drive the F&K engineering and
functioning.

Ontology-driven and multilingual text classification. Text classification is the
task of assigning a document to one or more classes or categories. The most
widespread approaches to text classification are based on machine learning, but
alternative approaches based on domain ontologies, that do not require any
training set, are also emerging. If the ontology is not hard-wired into the text
classifier, it can work on many different domains just by changing the ontology.
Also, if the ontology words can be translated on-the-fly into the text language
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by exploiting suitable resources like BabelNet4, classification can work indepen-
dently of the ontology and text languages. A working tool implementing this
approach is described in [2] and is the basis for the F&Ks user-friendly interface.

Multi-context systems. In the Artificial Intelligence and Knowledge Represen-
tation fields, the Multi-Context Systems (MCS) approach [3–5] has been pro-
posed to model information exchange among heterogeneous sources (contexts),
which interact via bridge rules. The added value of the approach is to drop
the assumption of making such sources homogeneous: rather, MCSs explicitly
deal with different representation languages and semantics. MCSs are successful
also in practical applications [6] as they aim at modeling real situations, where
a number of sources distributed on the web can contribute to the solution of
complex problems. MCSs have been extended to encompass multiagent systems
equipped with ontologies and advanced communication capabilities in [7,8].

Runtime verification and self-adaptivenness of multiagent systems. Runtime
verification of complex and distributed systems has been recently tackled by
exploiting a powerful formalism named “trace expressions” [9] and an interpreter
based on computational logic. This approach easily supports self-adaptivennes
[10] and monitoring of fail-uncontrolled and ambient intelligence systems [11].
Meta-axioms for agents run-time self-checking and self-correction based upon a
special interval temporal logic have also been studied (cf. [12] and the references
therein).

Models of trust. Several models of trust exist in the literature, some based
upon a third party authority, some on the elaboration of direct experiences and
some others on game theory. A model of trust which combines the latter two
approaches where trust level evolves in agents playing a game, with players of
various typologies described by probabilistic strategies, is discussed in [13].

Software engineering for integration systems. The dynamic composition of soft-
ware and services often requires to solve mismatch on service/component inter-
face and their interaction protocols. In the last decade, the research community
has devoted a significant effort to the synthesis of connectors/mediators that
enable automatic software composition by solving such mismatches: a recent
contribution is [14], tailored for environments characterized by a wide variety
of heterogeneous systems that dynamically decide to interoperate to achieve
some goal.

2.2 Related Wok

Our proposal follows the principles outlined in previous existing work, including
[15,16]. In [15] the foundations for the development of agent-based platforms
for the Tele-health domain are analyzed and discussed. Such platforms should

4 http://babelnet.org/.

http://babelnet.org/
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include different types of agents: user, reasoning, and sensor, where the agents
role is to intelligently gather, understand and use relevant context. In [16] the
construction of ontologies to be exploited in such systems is discussed.

A vast body of literature exists, discussing the application of ICT in general
[17], and Artificial Intelligence in particular, to the e-Health field. Consider for
instance:

• http://www.hhnmag.com/articles/6561-ways-artificial-intelligence-will-
transform-health-care published in 2015 and

• http://www.fastcompany.com/3055256/elasticity/paging-dr-robot-the-
coming-ai-health-care-boom published in 2016.

The relevance and the huge impact of this synergy is also claimed by IBM Watson
that will implement the Health Platform, http://www.ibm.com/smarterplanet/
us/en/ibmwatson/health. Differently from the envisioned Watson Health sys-
tem, our FRIENDLY & KIND systems will be open and dynamic since sensors,
devices, and knowledge sources will be able to enter and exit the system at
run-time, hence requiring an on-the-fly interoperability among several sources
of knowledge and services. The developed systems will be released under open
source licenses making all the achieved results public.

We believe that e-Health tools should also provide personalized healthcare.
In a set of seminal papers5 ([18,19] and the references therein) it was argued
that “The development of ubiquitous systems for maintenance and control of
treatment systems to assist individuals in managing their medical treatment plan
would provide an improved system for home healthcare. Automation of knowledge
base development for each individual patient would allow efficient personalization
of each patients treatment plan and allow integration of the doctors individual
diagnosis and treatment plan.” In particular, the authors advocate and present
agent-based techniques so as to “allow efficient development of individually tai-
lored medical treatment knowledge bases”.

A related area is that of correctness of knowledge based systems. Given the
nature of medical opinions, for which such systems are unlikely to be deemed
as “correct”, truth maintenance of knowledge within an individual system is an
important area, particularly when complete knowledge of a domain is unlikely
to be achievable.

3 FRIENDLY & KIND with Your Health

The objectives of our proposal are the analysis, design, implementation and
validation of methods and tools for engineering “human-friendly Knowledge-
INtensive Dynamic systems” (FRIENDLY & KIND systems, F&K). The appli-
cation of F&Ks to the e-Health domain is the major practical expected outcome.
F&Ks (Fig. 1).

5 Interrupted unfortunately in 2009 by the death of the main author.

http://www.hhnmag.com/articles/6561-ways-artificial-intelligence-will-transform-health-care
http://www.hhnmag.com/articles/6561-ways-artificial-intelligence-will-transform-health-care
http://www.fastcompany.com/3055256/elasticity/paging-dr-robot-the-coming-ai-health-care-boom
http://www.fastcompany.com/3055256/elasticity/paging-dr-robot-the-coming-ai-health-care-boom
http://www.ibm.com/smarterplanet/us/en/ibmwatson/health
http://www.ibm.com/smarterplanet/us/en/ibmwatson/health
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Fig. 1. General architecture of an F&K system.

1. access heterogeneous, distributed and dynamic knowledge sources;
2. integrate heterogeneous, distributed and dynamic computational entities;
3. reason on knowledge stored in sources and on information coming from the

computational entities to infer new knowledge;
4. ensure that access to the knowledge sources and interactions among the com-

putational entities follow safe patterns, to guarantee the application security;
5. present a human-friendly interface for accessing the F&K functionalities.

F&Ks operate in complex, open, and dynamic computational environments
which include heterogeneous software components, physical devices and sensors
including wearable health monitoring devices, intelligent software agents, third
part services and data centers available on the Internet. F&Ks are designed and
implemented for supporting Fog computing in the perspective of the Internet of
Everything. To achieve their goals, F&Ks are driven by:

1. terminological rules to define the vocabulary common to knowledge sources
and computational entities;

2. bridge rules to formulate complex queries by bridging the domain knowledge
sources together;

3. pattern rules to state which event patterns are safe in the domain.

All these rules are customizable modules characterizing different F&Ks instances.
In the e-Health domain, terminological rules will specify the meaning of technical
terms related to a specific disease and their semantic relationships, bridge rules
will bridge the databases containing patients’ medical history and records with
legacy knowledge bases and expert systems, and pattern rules will specify correct
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patterns of events related to the patient’s privacy, real-time health conditions,
and treatment according to existing medical protocols.

Another relevant F&K aspect is the system high dynamism:

– knowledge sources evolve in time: new knowledge will be discovered and
bridge rules must evolve consistently;

– as new knowledge becomes available, the domain model may evolve as well;
– pattern rules might evolve to ensure the software system security and the

physical system safety;
– as a consequence, measures of trust, relevance, and preferences can affect the

interaction among computational entities and knowledge sources and may
evolve in time according to the “performances” of the components partici-
pating to the system.

Since the actual instances of F&Ks are used by domain experts and by final
users without specific technological background, a human-friendly user inter-
face is provided for interacting with the application exploiting multimodal and
multilingual modalities. Results concerning affective computing and theory of
emotions in agents are taken into account to make the interface more agreeable
to the user and more effective in collecting information and profiling user pref-
erences. To demonstrate the feasibility of our approach, we will adopt a relevant
real-world application in the field of e-Health, namely a Personalized Monitoring
Agent tailored to oncological patients, as a testbed. The resulting F&K instance,
named “e-Health FRIENDLY and KIND” (eHF&K), is presented in Fig. 2.

Competency on the medical domain is ensured by the domain experts6, who
will provide guidelines for the eHF&K features, provide data and knowledge
bases for system testing, define and apply system evaluation criteria, and exper-
iment eHF&K on real patients, in full respect of their privacy and comfort.

The objectives of our investigation are:

O1: Developing a software engineering methodology to engineer F&Ks.

O2: Developing models and formalisms for representing terminological, bridge
and pattern rules, and for knowledge discovery and preferences/trust manage-
ment.

O3: Developing software tools for managing and reasoning on terminological,
bridge, and pattern rules, taking their dynamic nature into account, and for
coping with knowledge discovery and preferences/trust management.

O4: Developing an integrated environment (F&K-IDE) for developing F&Ks.

O5: Implementing the e-Health FRIENDLY and KIND application (eHF&K) as
a proof-of-concept of the proposed approach in the e-Health domain.

The results we expect from our research activities are in a one-to-one rela-
tionship with its objectives:

R1: The F&K characterization based on its architectural and functional features
and the F&K software engineering methodology covering the life-cycle of an
F&K.
6 One of the authors of this paper is an oncological doctor.
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Fig. 2. The e-Health FRIENDLY and KIND system.

R2: Models and formalisms for representing terminological rules, bridge rules,
and pattern rules, and for knowledge discovery and preferences/trust manage-
ment.

R3: Software tools for terminological rules, bridge rules, and pattern rules,
including verification of system and interaction properties, and for knowledge
discovery and preferences/trust management.

R4: An integrated environment (F&K-IDE) for implementing F&Ks obtained
by integrating results R2 and R3 above and coherent with the methodology
resulting from R1.

R5: eHF&K, an F&K application in the e-Health domain.
Together with R1, R4 is the most relevant, original, and significant expected

result from a scientific viewpoint. In fact results R2 and R3 might turn out to
have a limited originality as models, formalisms, and working tools suitable for
engineering F&Ks might be already available and others could appear: we might
indeed discover that our needs can be satisfied, partly or “in toto”, by bricks
developed elsewhere. Nevertheless, putting such bricks together in an integrated
software system that supports an engineering methodology is far from an easy
task, and the originality of the result will be definitely greater than the sum of
the bricks originality.
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The most relevant practical result is instead R5. Consistently with the H2020
societal challenges, we will apply our approach in the e-Health domain by imple-
menting eHF&K where:

1. Each patient is in charge of a Personal Monitoring Agent (PMA). This agent
supervises the patient’s welfare and health conditions and the correct admin-
istration of therapy according to suitable pattern rules created by the techno-
logical partners in collaboration with the domain experts. The PMA must be
aware of all illnesses of the patient and manage their comorbidity. It manages
the patient’s medical history and records, is aware of the therapies and is able
to supervise drugs administration according to prescription. The PMA inter-
acts with the patient via an avatar able to communicate in natural language,
in the patient’s language: the vocabulary shared between the PMA and its
user is specified by the eHF&K terminological rules. It is able to filter con-
fusing inputs in order to determine the causes of the patient’s distress with
more accuracy. It employs Telemedicine techniques to collect data from med-
ical devices the user is equipped with. In case of anomalous symptoms, the
PMA exploits bridge rules to access knowledge bases for symptom interpre-
tation, diagnosis and management treatment. The PMA interacts with either
the patient or a human specialist or both (e.g., to request specific diagnostic
tests), according with the eHF&K pattern rules.

2. Each doctor is provided with a notification system (e.g., a mobile app on
smartphone) connected to the PMAs of its patients that send warnings in
case the PMA identifies symptoms and side effects which require the doctor
intervention.

3. The system provides a directory service so that PMAs are enabled to locate
the needed components based upon components roles. The directory is
equipped with knowledge discovery capabilities and manages preferences and
trust.

4. The directory refers to a set of heterogeneous knowledge bases, expert systems
or more generally services, either internal to the system and thus fully reliable,
or external, whose reliability is to be evaluated.

5. Via bridge rules, the PMA can obtain pieces of knowledge by querying sev-
eral sources and by integrating the returned results together. Queries can be
positive (to assess that something is the case and/or retrieving/measuring
quantities) or negative (to assess that something is not the case).

6. Sources interconnection must follow specific patterns which ensure safe inter-
action, and correct and complete interaction results. Such patterns rules must
be well-defined and verifiable.

4 Conclusions and Future Work

In this paper we have described our proposal for analyzing, modeling, design-
ing and implementing “FRIENDLY & KIND with your Health” systems. Our
proposal will advance both the ICT research and the research in the e-Health
field.
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Impact on ICT. As virtually every application in the Fog Computing and Inter-
net of Everything contexts can be conceptualized following the F&K metaphor,
the body of knowledge, methods and tools resulting from our research activities
will constitute a substantial advance to the Internet of Everything research field.
A distinguishing characteristic of F&K is that of tackling practical applications
from a neat formal perspective. This allows the interactions within the system to
be clearly specified and verified, which is crucial in many application fields. F&Ks
will be self-evolving, able not only to detect any anomalous behavior that should
occur, but also to correct it at run-time so as to maintain the system parameters
within the desired range. This is of particular importance for Cyber-Physical
systems acting in critical situations. F&Ks can smoothly integrate Augmented
Reality components, to provide advanced situational awareness. Therefore, other
relevant application fields of F&Ks can be prevention, detection, response, and
mitigation of the combination of physical and cyber threats to critical infrastruc-
tures, and smart cyber-physical systems.

Impact on e-Health. EHF&K systems, namely the instances of F&K systems
configured and adapted for the e-Health domain, will provide a uniform, flexible
and verifiable platform for implementing Remote Patient Monitoring applica-
tions with improved quality of the overall assistance, and with a better patient’s
satisfaction. EHF&K will in fact provide personalized patient support to locate,
select, combine and evaluate the necessary services. EHF&K PMAs will be proac-
tive, and thus able to take measures in consequence of the variations in patient’s
physical but also psychological conditions. PMAs will be able to consider objec-
tive reputation and reliability of sources, as well as the patient’s personal pref-
erences and experience. The ability of eHF&K concerning knowledge-sources
dynamic retrieval, evaluation and comparison will represent another relevant
feature of such systems, as the rapid expansion of the corpus of medical knowl-
edge has made it more difficult than ever for the physician to stay up-to-date
with the progress of medicine outside a narrow field. Consultation with a spe-
cialist is however not always possible, as it is often the case that expert opinion
is either unavailable or not available in a timely fashion. EHF&K PMAs will
help physicians to obtain specialist advice either from human consultants, or
from trusted knowledge sources.

With respect to the patient care and efficiency, eHF&K will support new ways
of delivering care by reducing the risk of medication errors. In fact, eHF&K
will decrease the adverse drug events and interaction drugs due to politerapy
prescribed by different specialists. Moreover, such eHF&K will assure a more
intelligent monitoring of the patient since they will use integrated models of dis-
eases implementing a holistic approach. Another advantage of eHF&K systems,
is that they will reduce the inappropriate use of hospital resources since they
will support the screening decisions on the basis of information collected during
monitoring besides the good clinical practice.

Future work. Characterizing, modeling, and implementing a framework for F&K
systems is the objective of a 3 years project proposal submitted to the Italian
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Ministry of Education, University and Research (MIUR) under the “Scientific
Research Programs with Relevant National Interest” 2015 call (“Programmi di
Ricerca Scientifica di Rilevante Interesse Nazionale”, PRIN 2015). The project
consortium involves the University of Genova (with the “Consorzio Interuniver-
sitario Nazionale per l’Informatica”, CINI, as subcontractor) and the University
of L’Aquila

The team involved in the project proposal is already working for addressing
the ICT objectives, as they are scientifically relevant and coherent with the par-
ticipants’ background in the multiagent systems and computational logic fields.
In particular, we started to experiment how trace expressions can be actually
exploited to model medical protocols and how interaction driven by a medical
ontology in multilingual natural language can take place. We are also devising
suitable extensions and generalization of bridge rules so as to make them more
flexibly applicable in real applications, and we are developing an implementation.

The e-Health scenario requires major resources so its implementation is part
of our future plans, as it depends on the PRIN 2015 outcome.
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Abstract. The clinical study of the most basic vital signs of a patient represents
the simplest and most effective way to detect and monitor health problems.
There are many diseases that can be diagnosed and controlled through regular
monitoring of these medical data. The purpose of this study is to develop a
monitoring and tracking system for the various vital signs of a patient. In
particular, this work focuses on the design of a multi-agent architecture com-
posed of virtual organizations with capabilities to integrate different medical
sensors on an open, low-cost hardware platform. This system integrates hard-
ware and software elements needed for the routine measurement of vital signs,
performed by the patient or caregiver without having to go to a medical center.

Keywords: WNS � Home care � Healthcare sensors � PANGEA

1 Introduction

At present, there are over 860 million people with chronic disease [9]. It is estimated that
25 % of these patients could benefit immediately from solutions for monitoring their
health from home [8]; another 50 % would benefit from integration existing medical
resources [11, 13] into their phones and other devices. In Europe, there is a large group
of people who suffer from some type of chronic disease such as diabetes or cardio-
vascular disease. These patients generate 80 % of healthcare spending in different
countries of the European Union [3]. Moreover, they must regularly go to health centers
to have their vital signs checked and determine whether they fall within the normal
parameters or indicate an abnormality. In many cases, this process involves high costs
and inevitable time spent transporting patients from their homes to medical centers,
generating long queues, as the medical staff should check the vital signs manually and
ensure that they fall within a normal range. In addition, it would be beneficial to monitor
certain measurements over a period of time. For example, over a period of one week, an
electrocardiogram can collect information about the behavior of the heart during daily
physical activity of the patient, which would otherwise not be reproduced in a clinical
trial at the medical center [15]. In most cases, the tests are simple and with a little
training from medical staff, patients could perform these tests on their own from their
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homes [7]. This training along with appropriate medical tools could help patients
maintain a continuous monitoring of their vital signs from the comfort of their homes.
This paper presents a virtual architecture with embedded agents that can be assigned to
each of the different medical sensors used, using a light communication protocol and a
modular architecture that can self-adapt to the particular needs of the patient.

The use of sensor networks and the use of multi-agent systems can develop services
that can be interesting and useful to society. Some existing studies, such as [16],
proposed a solution based on Context Awareness, deploying a sensor network archi-
tecture in nursing homes. In the same context [4] proposes a system based on a
multi-agent architecture for managing an intelligent environment nursing home. This
paper proposes a system based on virtual organizations of agents deployed on an open
hardware and low cost system. It is able to integrate up to nine medical sensors for
measuring the vital signs of a user. The PANGEA [17] platform was used for the
development of the system, as it facilitates the creation of virtual organizations of
agents and their integration into different hardware devices. Specifically, the system
integrates different virtual organizations to perform different tasks such as collecting
data from various sensors, checking the maximum and minimum range for each col-
lected value, and managing alerts or shipping information to the remote server that will
be responsible for storing historical data.

The paper is organized as follows: Sect. 2 includes a collection of related work,
Sect. 3 presents the proposed system, and Sect. 4 presents the results and conclusions.

2 Background

The current market contains various devices that monitor vital sign by using sensors
connected through mobile devices with a wireless connection such as Bluetooth or
WiFi. These devices, which include pulse sensors [5], connected glucometers such as
the Wireless Blood Glucometer by iHealth, or blood oxygen sensors, are limited to
showing the data obtained by the sensor to the user via the mobile device itself, and do
not provide any type of information processing. Many studies focus on the develop-
ment of new medical sensors, as in the case of Dr. Chris Rorden of the American
University of South Carolina, who has developed a prototype system ECG (Fig. 1)
based on the open source Arduino controller and a Bluetooth system [18].

Fig. 1. Prototype of South Carolina’s college
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In other works such as [12] the authors have implemented a data analysis system
that collects health data from a user’s home through the use of various sensors (heart
rate, oxygen saturation and body temperature sensor). These sensors send the infor-
mation wirelessly to the user’s mobile phone and use accelerometers placed on the
patient to monitor potential falls. The authors in [14] propose an architecture solution
based on a wireless sensor network (WSN), focusing their use in a domestic envi-
ronment and introducing non-intrusive sensors that can analyze the environmental
conditions present in the user’s daily life. This allows the authors to manage envi-
ronmental information, which is useful when analyzing the health and potential risk
factors in the environment. There are also several works that address the use of sensors
and systems for Home Care in nursing homes [4], also called elderly care. Specifically,
the authors in [2] stress the current need to create adaptive systems that adapt to the
different needs of users.

It is also possible to find works applying multiagent architecture for managing
Home Care environments, as in the case of [10]. In this paper the authors propose a
multi-agent architecture for the home care of patients with heart failure. The system
incorporates multiple processing modules based on statistics, standards and rules that
apply to the medical data of patients, as well as learning ability based on previously
performed medical procedures. The ultimate goal of this system is to monitor the health
status of patients at home and notify medical staff, providing them with the data to
assist them in making medical decisions. In [6] the authors analyze the important
aspects of context-aware computing and determine how users interact with their
environment. The architecture provides a new mechanism that integrates a task plan-
ning model based on the critical path method (CPM) [1] in intelligent agents. The CPM
method connects a series of related activities in the most optimal way to achieve a
specific objective.

3 Proposed Reasoning System

The system proposed in this paper aims to monitor and track the user’s vital signs.
When monitoring this data from the user’s home an open and scalable hardware
platform based on the Raspberry Pi board [20] was used, on which up to nine medical
sensors can be placed. This device is connected to a central server where user data are
processed, and also can provide an immediate response if a risk is detected. In order to
implement efficient mechanisms to manage the different parameters collected by the
medical sensors, and to monitor alerts, sending the data back to a central server, a MAS
(multi-agent system) architecture-based on the PANGEA platform [17] was proposed
for the Home Care scenario described in Fig. 2.

Then virtual organizations are as follows:
First we have the Measuring Device organization formed by the following agents:

alert, monitoring, visualization and sub-organization sensors. This organization is
deployed in the hardware system based on Raspberry Pi. The agent monitoring role will
be responsible for analyzing the data obtained by the sensor array; if anomalous values
are detected, this agent interacts with the agent responsible for managing alerts. The
monitoring agent also provides the data to the visualization agent. The agent with the
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alert role is responsible for sending alerts to the server to manage it efficiently. The
visualization agent role is responsible for presenting the user data obtained through a
monitor connected to the system. The sensor sub-organization includes the coordinator
agent, who is responsible for collecting the data sent by each sensor and nine Agents,
one for each sensor connected to the system. These agents may or may not be active or
depending on whether the sensor is connected to the system.

The Server organization includes the following agents: coordinator, alert, infor-
mation, and emergency. The coordinator agent role is responsible for managing the
information coming from the measuring device. The information agent is responsible
for storing user data in the database, while the alert agent analyzes different alerts
coming from the measuring device. If these alerts require rapid intervention, the alert
agent communicates with the emergency agent, which coordinates the dispatch of the
nearest ambulance to the user’s home. Finally, the Ambulance organization integrates
the following roles: alert, location and information. The agent with the alert role,
receives the alert notification from the server. The information relating to this alert will
be managed by the information agent, along with the corresponding medical data that
initiated the alert, to provide faster response and precise detailing. The information
relating to the location and routes to reach the user’s home is managed by the location
agent.

Fig. 2. Virtual organization of the system
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3.1 Sensor System

The system for measuring the vital signs of the user is capable of integrating up to nine
medical sensors, as previously mentioned. The system is able to adapt to the needs of
the patient and set the sensors required to monitor their medical problems. There are
nine medical sensors that make up the network of biometric sensors; the functionality
of each is described below:

Patient Position Sensor: This sensor oversees five different patient positions (standing
or sitting, supine, prone, left and right). In many cases, it is necessary to control body
positions and movements performed because of a relationship with chronic diseases
(sleep apnea or restless legs syndrome). Analyzing the movements during sleep can
also help determine the quality of sleep and irregular sleep patterns.

Glucose Sensor or Glucometer: A medical device to determine the approximate
concentration of glucose in the blood. A small drop of blood, obtained by pricking the
skin with a lancet, is placed on a disposable test strip which is read by the meter and
used to calculate the blood glucose level. The meter then displays the level in mg/dl or
mmol/l.

Temperature Sensor or Thermometer: This sensor can measure body temperature.
This data is of great medical importance as it can quickly determine if there are any
health problems. In fact, a number of diseases are accompanied by characteristic
changes in body temperature. Likewise, the course of certain diseases can be monitored
by measuring body temperature, and the efficiency of a treatment initiated can be
evaluated by the physician.

Blood Pressure Sensor: Blood pressure is the pressure of the blood in the arteries as it
is pumped around the body by the heart. When the heart is beating, it contracts and
pushes blood through the arteries to the rest of the body. This force creates pressure on
the arteries. Blood pressure is recorded as two numbers—the systolic pressure (as the
heart beats) over the diastolic pressure (as the heart relaxes between beats).

Pulse and Oxygen in Blood: Oxygen saturation is defined as the measurement of the
amount of oxygen dissolved in the blood, based on the detection of Hemoglobin and
Deoxyhemoglobin. Two different light wavelengths are used to measure the actual
difference in the absorption spectra of HbO2 and Hb.

Airflow Sensor: Abnormal respiratory rates and changes in respiratory rate are a broad
indicator of major physiological instabilities, and in many cases, respiratory rate is one
of the earliest indicators of this instability. Therefore, it is critical to monitor respiratory
rate as an indicator of patient status. AirFlow sensor can provide an early warning of
hypoxemia and apnea.

Sensor Skin Conductance: Skin conductance, also known as galvanic skin response
(GSR), is a method of measuring the electrical conductance of the skin, which varies
according to its moisture level. This is significant because sweat glands are controlled
by the sympathetic nervous system, so moments of strong emotion change the electrical
resistance of the skin. Skin conductance is used as an indication of psychological or
physiological arousal.
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Electrocardiogram Sensor (ECG): The electrocardiogram (ECG or EKG) is a diag-
nostic tool that is routinely used to assess the electrical and muscular functions of the
heart. The Electrocardiogram Sensor (ECG) has become one of the most commonly
used medical tests in modern medicine. Its utility in the diagnosis of a myriad of
cardiac pathologies ranging from myocardial ischemia and infarction to syncope and
palpitations has been invaluable to clinicians for decades.

Sensor Electromiógrafo: An electromyogram (EMG) measures the electrical activity
of muscles at rest and during contraction. Electromyography (EMG) is a technique for
evaluating and recording the electrical activity produced by skeletal muscles. It can be
used to identify neuromuscular disorders, and to evaluate lower back pain, motor
system disorders, and kinesiology. An EMG is performed by using an instrument called
an electromyograph to produce a record called an electromyogram. It detects the
electrical potential generated by muscle cells when these cells are electrically or neu-
rologically activated.

Each of the sensors that make up the architecture are low cost (less than 300€ per
set). The chosen sensors are flexible and adaptable to the needs of the patient. The
early-warning system and patient monitoring is described below.

3.2 Monitoring and Alert System

The alarm system is based on the detection of any anomalous values collected by any
of the sensors that make up the platform. The system considers any value to be
anomalous if it is outside normal limits previously defined in the system. These limits
must be defined by a medical professional for each patient because the configuration
can be different. Some of the elements that must be taken into consideration when
defining these values are age, sex or weight. But these are not the only data that must be
taken into account; to begin, it is essential to analyze the patient’s health problems
efficiently in order to set the normal range of data collected from each sensor and
properly determine the alerts. For a healthy adult, without previous health problems,
the range of correct values is described in Table 1.

In the case of the values given by the electrocardiogram and the electromyography,
it is necessary to compare the values collected by these sensors in normal conditions to
then determine the degree of difference from the monitored values to determine
whether to launch an alert.

Table 1. Normal levels of a user

Sensor Minimum value Maximum value

Glucometer 70 mg/dl 100 mg/dl
Thermometer 36.5 °C 37.2 °C
Blood pressure 100/60 mmHg 140/90 mmHg
Pulsometer 60 BPM 100 BPM
Oximeter 96 % O2 in blood 99 % O2 in blood
Nasal airflow 12 breath/min 30 breath/min
Skin conductance 1 µS 10 µS
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3.3 Alert System for Ambulances

The central server is responsible for evaluating the alerts that have been sent by the
measurement system in the user’s home (Fig. 3). An alert occurs if, while measuring the
user’s vital signs, the system records a value that has been marked outside the “normal”
range for that user. This value, which is sent to the central server, is compared with the
patient’s historical data. If the data sent are not compatible with those on record, the
system determines that it is an emergency. When this occurs, the system sends a notifi-
cation to the ambulance nearest to the home user. Ambulances associated with the system
have amobile devicewith the emergencies application installed. This application receives
geolocation information from home user and calculates the shortest route to get there.

4 Results and Conclusions

In order to validate the system, we selected a home in the town of Macotera (Salamanca,
Spain) where a user voluntarily tested the system for 45 days. The user is a man of 25
years with heart problems who takes his vital signs twice daily. Figure 4 shows the user
with various sensors placed on his person while performing a measurement and moni-
toring the results from a display connected to the device. The medical sensors included in
the prototype are shown in Fig. 5, these sensors are manufactured by the company
Cooking-hacks [19].

Fig. 3. Alerta sistem

Fig. 4. Real user testing the system
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If any of the data recorded in the measurement fall outside the normal ranges
established by the user, with the assistance of a medical professional, the system sounds
an alarm and informs the user through screen, as seen in Fig. 6.

While the user is notified of the alert, the notification arrives at the central server
where it is analyzed together with the historical patient data. Having determined an
emergency, the server proceeds to notify the nearest ambulance of the incident. The
ambulance is notified of the alert via the mobile application installed. Figure 7(a)
shows how the emergency notification arrives on the mobile device of an ambulance. In
Fig. 7(b) we can observe how the notification includes the location coordinates of the
patient as well as the shortest route to arrive.

In conclusion, this paper has proposed a multi-agent system based on the PANGEA
platform to manage different medical data system. These data are captured by a
hardware device equipped with nine medical sensors able to monitor a user’s basic vital
signs from home. This system also connects to a central server which manages and

Fig. 5. Medical sensors

Fig. 6. Patient Alerts
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stores historical data, and serves as an emergency center in case of an anomaly in the
data. The main advantages of the proposed system are:

• The low cost of the sensors.
• The analysis of the information for each patient, which can help predict a chronic

illness well in advance.
• Save on travel time and eliminate different human errors that can occur when

reading values.
• Monitor the patient 24 h and know their status at all times.
• Simultaneous monitoring of up to 9 vital signs.
• Ability to access all user tests and results from anywhere.
• Emergency system to detect problems in the data.
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Abstract. One way to reduce the computational load of the agents is the distri‐
bution of their services. To achieve this goal, the functionality of a MAS (multi‐
agent system) should not reside in the agents themselves, but ubiquitously be
distributed so that allows the system to perform tasks in parallel avoiding an
additional computational cost. The distribution of services that offers SCODA
(Distributed and Specialized Agent Communities) allows an intelligent manage‐
ment of these services provided by agents of the system and the parallel execution
of threads that allow to respond to requests asynchronously, which implies an
improvement in the performance of the system at both the computational level as
the level of quality of service in the control of these services. The comparison
carried out in the case of study that is presented in this paper demonstrates the
existing improvement in the distribution of services on systems based on SCODA.

Keywords: Multi-agent systems · Distributed services · Specialized
communities · SOA

1 Introduction

The service-oriented computing (SOC) uses the services that allow the development of
distributed applications quickly, operable, scalable and massive [15]. In this aspect,
services are autonomous, independent of the platform and weakly coupled to the system
that invokes these services. The key to carry out this paradigm are Service Oriented
Architectures (SOA) [15]. SOA provides a set of guidelines, principles and techniques,
through which the information and business processes, can be rearrange and distribute
effectively raising the level of competitiveness [16]. The definition of service is crucial
to the effectiveness of a service-oriented architecture, thus, a service can be defined as
a function is clearly formulated, self-contained and independent of the context in which
it is run [17]. The implementation of SOA is strongly linked to Web Services, these
being a way to develop these architectures, but not the only [24, 32]. The development
of multi-agent Systems (MAS) based on service-oriented computing[21], where the
services rendered by the agents are executed in a distributed manner and on demand,
endows these systems with greater levels of flexibility, scalability and a better distribu‐
tion of computational load, which in centralized systems [5, 26, 31]. SCODA
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(Specialized and Distributed Agent COmmunities) [22] uses distributed services so that
its execution is optimized by the agents that make up this architecture. It also presents
a high tolerance against faults with regard to the monitoring of the services it offers, in
a way that provides a control added on these services, and therefore on the entire system.
From the distribution of services proposed in SCODA is implemented an improvement
in regard to the distribution of the computational load on the agents and services, as well
as on its control. To demonstrate this improvement in the distribution of services is
carried out a case of study in which proposes the prediction on different time series of
demand for food products. The comparison is performed with a MAS (multi-agent
system) in the same conditions of implementation and deployment that the system based
on SCODA. In the MAS, the agents run the required services centrally and individually.
The paper is structured as follow: the next section shows a background of services
distribution in specialized intelligent communities; in Sect. 3 a case of study is detailed
and the conclusions are described in Sect. 4.

2 Background

The idea that a MAS runs their services on a distributed has to take into account an
effective communication between the agents and the services to run. That is why the
philosophy of SOA is completely validated in its application to this type of systems.
SOA proposes a model based on a set of services between which there is effective
communication that can involve from a simple exchange of data, up to the possible
coordination between these services [6]. This philosophy is desirable in the MAS which
has distributed services, so that the coordination between the agents and the services
allow a coordination and control over the same. In this aspect, the capacity that allows
a multi-agent system to carry out a control of their distributed services is an advantage
with regard to the solution of problems in this service, as a malfunction that service
[22, 23].

Another very important aspect to take into account is the amount of replicas of a
service required at run time required for the system to be able to attend to all the requests
in an optimal way. This number of replicas of service can be calculated from the
following formula:

N
R
=

N
S
× T

MAX

P × Th
(1)

Being: NR, the number of replicas necessary; NS, the number of services requested in a
period of time P; TMAX, the maximum execution time of service; P, a period of time; Th,
the number of simultaneous threads on a service.

Depending on the number of existing replicas of a particular service, the system must
have the ability to select the service that hold lower computational load, optimizing its
operation.

All of these capabilities which are desirable in the MAS which runs their functions
in a distributed manner are found in the SCODA components [22, 23], and especially
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in their SIC (Specialized Intelligent Communities), which perform their services in a
distributed way and in the parameters established above.

In the SIC is present the ability to distribute and select your job in the smart way.
They are composed of an controller agent (CommunityController), and a team integrated
by a planner agent and another executor (PlannerAgent and ExecutorAgent), that are
instantiated at run time when it is needed and released at the end of its work. The own
internal architecture of the Community and the philosophy that was being pursued in
regard to the instantiation and release of agents under demand implies that SCODA is
considered as an efficient architecture in regard to the distribution of its services and the
management of internal resources of the platform that runs it. These SIC run as auton‐
omous systems, so that an implementation based on SCODA can be composed of one
or several SIC and make use of the services they provide separately, or use multiple SIC
and their services in a scaled way and coordinated, and thus to have the capacity to solve
big problems in a collaborative way.

The services of the SIC represent the functionalities it offers any system based on
SCODA, being these services to the communities where is the computational processing
offered by the system. These systems are accessed in a distributed and ubiquitous way.
These systems are accessed in a distributed and ubiquitous manner so that the agents of
SCODA are released of computational load, so that, SCODA is considered as a light‐
weight architecture. The services of the Community are permanently assets to receive
requests from its corresponding SIC and are designed for your access remotely via
sockets, due to its ease of deployment and its good result in other jobs as they are [2, 9,
27]. The services are organized by categories in terms of their specialization, i.e. services
relating to a particular functionality are grouped together for their access by the speci‐
alized community services that offers these, in this way the principal aim is to find the
efficiency at the time of selecting the parameters required for a correct execution, as well
as greater speed to find its location.

The services of the Community, as well as another type of distributed services such
as Web Services and Services Oriented Architecture [15] must have mechanisms for
publication and discoveries of services. Also have to possess an updated directory of
the same so that they are accessible when you require [11, 17], this is the reason why
SCODA has a flexible services directory, from where the services can be invoked,
modified, added and deleted dynamically through the SIC that provide them, however,
insertion, modification or elimination of the services of the Community is done manually
for safety reasons [12].

The management of the quality of these services is done by one of the agents that
provides SCODA, as is the QualityAgent. This agent has the ability to monitor at run
time the operation of the services in a way that detects any abnormality in your operation.
In addition this agent has the ability to restart a particular service if, in effect, detects
that is inactive or that the requests that are made to this service are not answered
correctly. From these capabilities offered by the SCODA architecture is carried out an
improvement in the Quality of Service (QoS) at the level of fault tolerance on the services
that they provide.
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Another of the proposed improvements lies in the efficiency of the distribution of
services that perform the SIC. This improvement will be demonstrated in the case of
study that is presented in the following point.

3 Case of Study

There are various techniques used to predict time series, from traditional statistical
models such as ARIMA and the transfer functions to nonlinear models based on artificial
neural networks [30]. The prediction of values belonging to time series of various kinds
is a widely discussed problem in the literature [1, 7, 8, 13, 14].

The use of one or the other technique has to do with the ability that it has to process
the kind of temporary series selected, thus, in our case the time series corresponding to
the demand of food products, is very diverse in terms of the type of product. If for
example we take the time series of the orders daily that are performed a product “Product
1”, we can see that the series has a periodicity in which their yearly maximum is reached
at Christmas and Holy Week, however other products do not present or these maximums
neither this periodicity, so it is necessary to use any technique that has a high capacity
of generalization of non-linear series. In Fig. 1 presents the series of demand for three
different products that are sold in the period between the 01/01/2009 until 30/09/2011.

As we can see in Fig. 1 the series of the demand for these three products is not linear.
In addition, the first two have a character that is not newspaper and the product units
defendant are completely different. It is observed in the three charts that there are a great
variability of the data on the basis of the day of the year as the weekends and holidays,
the demand for products is zero.

In view of these graphs can be deduced that there is a great difference between each
one of the products that the company offers. It is also important to point out the difficulty
that will be the time to predict the demand for the different products due to the nonlinear
character and variability of these series, which implies that the selected technique has
to have a high you capacity of generalization.

Within the non-linear techniques, the Multilayer Perceptron (MLP) has been widely
used in the literature for the prediction of non-linear series, since they have the ability
to approximate any continuous function defined in a compact domain, however, its
specification is essentially based on heuristics criteria and expert judgment of modeler,
so that, this process is based on a set of critical steps which affect the final result of the
model, in terms of their adjustment to the historical data and its capacity of generalization
in order to make predictions. In this way the prediction is realized by Support Vector
Machines (SVM) [3, 4, 25, 28 – 30], due to its high capacity of generalization among
other characteristics.

A comparison is presented at the structural level of SCODA with the MAS developed
for the case. This comparison is made on the basis of a series of features that are related
to the functionality of the architecture regardless of the platform for deployment. The
MAS implemented consists of a CoordinatorAgent that exercises of coordinator, and an
agent ForecastAgent that makes predictions and selects the appropriate model for this.
Both systems are deployed on JADEX [18, 19] and on the same machine where the
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system is deployed with SCODA. Table 1 shows the differences at the structural level
between the selected architectures for the resolution of the problem.

Analyzing the Table 1 the MAS implements an architecture based on centralized
agents and on the contrary in SCODA are distributed. The advantage that offers a
distributed architecture is the ability to allocate resources more efficiently. With regard
to the protocols of communication used, both architectures use HTTP [20] as external
communication and ACL [10] for internal communication between the agents. However,
SCODA uses TCP/IP sockets for communication with external services, which implies
that these services will be performed on different machines. Something to highlight is
that the MAS is constituted of 2 permanent agents and SCODA of 3 + 2. In SCODA
there is an agent that is responsible for carrying out the management of incidents and
errors that occur at run time. SCODA enables complete management of incidents and
has a high fault tolerance so that if one of the agents is not running properly, the system
would not fall, is the agent which has the ability to boot at run time other agents which
solves the error. This feature is absent in the MAS, forcing manually restart the agents
that have undergone any interruption. In addition, SCODA provides a daily operations
through that it is possible to monitor the operation of the system and manage the repli‐
cation capability of services.

Fig. 1. Series of demand for different products
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Table 1. Comparative of SCODA with a MAS system at the structural level

Characteristics MAS SCODA
Type of architecture Based on agents centralized Based on agents distributed
Platform JADEX JADEX
Communication protocols ACL

HTTP
ACL
HTTP
TCP/IP

Number of permanent agents 2 3 + 2
Programming language JAVA JAVA
Robustness There is no incident manage‐

ment
Agent dedicated to incident

management
Statistics of operation

Reuse of resources Functionality built into the
architecture

Reusable services
Reusable architecture

Resource distribution Each agent performs a full-
service

Distribution and replication of
services

The agents perform special‐
ized tasks

Instantiation at runtime
Computational load of the

system
Centralized Distributed

In regard to the reuse and distribution of resources, the MAS developed integrates
all the functionality in its architecture, so that the execution is performed centrally, thus
using resources on the same machine where it is deployed its architecture, and forcing
to reprogram the agents for any other development. On the contrary, SCODA distributes
its resources, that implies that its architecture is standard on any problem, i.e. always
consists of the same agents, and these agents always have the same structure. In addition
to the distribution of services allows them to be reused in other developments individ‐
ually or collaborative.

Finally is made reference to the computational load that exists in the implementation
of both architectures. The architecture of the MAS is centralized, forcing consuming the
resources needed on the machine where the system is running, and therefore, in opera‐
tions that require a high consumption of resources covers a very high percentage of the
same, not allowing the execution of another type of task. On the contrary SCODA
distributes the computational load so that puts this computational load on external serv‐
ices. The existing burden on the machine where it is running SCODA is independent of
whether the required tasks require an excessive use of resources, since the implemen‐
tation of the same is done in a distributed manner and independent.

3.1 Results in the Case of Study

To realize a study of the efficiency of both systems are made a set of requests simulta‐
neously on SCODA requesting the services of prediction provided and then perform the
same operations on the MAS implemented in this case of study. In addition, it discusses
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several points on these requests by performing the following tests: (i) good requests; (ii)
requests with faults in the input parameters; (iii) requests by eliminating one of the
responsible agents; (iv) QoS at the level of control and correction of incidents in the
system.

The Table 2 shows the response times of the MAS implemented against those of
SCODA for requests of services of prediction for products of different typology. As
noted, the time for a petition is around the 5000 ms in both cases, however as you increase
the simultaneous requests SCODA responds more quickly due to the execution of
requests are made through different threads, allowing you to manage more quickly the
results of the requests. Something important is that from 21 simultaneous requests the
MAS generates an error in the JADEX platform, which implies that the accumulation
of such requests saturates the capacity of the agent.

Table 2. Response time (ms) for simultaneous requests in a MAS and in SCODA

No requests Response time
MAS (ms)

Response time
SCODA (ms)

Time by request
MAS (ms)

Time by request
SCODA (ms)

1 5571 4958 5571 4958
5 26542 18125 5308,4 3625

10 50021 37521 5002,1 3752,10
21 ERROR 97327 ERROR 4634,62
36 ERROR 154025 ERROR 4278,47

As specified at the beginning of this point, the next test that is being performed is
the perform of requests on the same terms as the previous test, but introducing various
faults in the required parameters, services which do not exist, etc., randomly, to check
the reaction of both systems. Table 3 shows that the results obtained follow the same
line as in the previous case, which implies that at both systems the existence of errors
does not vary virtually the response times.

Table 3. Response time (ms) for simultaneous requests in a MAS and in SCODA with errors

No requests Response time
MAS (ms)

Response time
SCODA (ms)

Time by request
MAS (ms)

Time by request
SCODA (ms)

1 5471 5058 5471 5058
5 27534 18534 5506,8 3706,8

10 49929 37965 4992,9 3796,50
21 ERROR 97278 ERROR 4632,29
36 ERROR 155025 ERROR 4306,25

The following test that is performed on both systems is to eliminate one of the agents
responsible for servicing the requests and compare the reaction of the systems. As soon
as the MAS, directly removes the agent that implements the functionality of execute the
predictions, implies that the request is not resolved and is returned an error because the
agent cannot resolve the request.
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In SCODA is deleted the CommunityController responsible for predictions and is
the own architecture which has the ability to detect problems in the agents that comprise
it and restart those agents. Therefore, the CommunityController is restarted and the
request of the service runs correctly.

Finally the comparison between the two systems is by the management of the QoS
to incident monitoring level and statistics of successes and failures in the system. In the
second type of tests that were conducted by introducing faults in the input parameters,
response times were similar, however the MAS does not give any information on the
number of requests serviced properly, the type of failure that has occurred, etc., and
however SCODA carries a complete control of the incidents that occurred in the system
through the QualityAgent.

The tests performed and the proposed results above lead to demonstrate the existing
improvement in the distribution of services that offers SCODA. With regard to its
behavior in situations where it is required for an effective response, SCODA has obtained
better results than the system MAS developed.

4 Conclusions

The distribution of services in multi-agent systems (MAS) allows to execute function‐
ality that provide these systems more efficiently due to that the computational load
required to perform this functionality does not reside in the agents as such, but in
different locations in a distributed manner. The SCODA architecture provides its func‐
tionality in a distributed way by the Specialized Intelligent Communities (SIC). These
functionalities are planned internally by the SIC and executed remotely by them. For
each request, from the beginning of the process creates a thread so that these requests can
be answered asynchronously and do not generate an overload to the agents.

On the basis of the comparative carried out between a MAS with ability to predict
time series of food products and a system based on SCODA for the same work has been
carried out a comparison on aspects of computational efficiency, as well as in the QoS
in regard to the control and monitoring of communications and of the services offered
by the both systems. Additionally, the architecture provides a mechanism for dynami‐
cally calculate the number of replicas of service necessary to respond to all the requests
that are carried out in an optimal way.
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Abstract. Supply chain problems cover several aspects at different levels and
areas. There are decision on production allocation, resource allocation, pro-
duction and inventory quantities, distributor selection, choice of transportation
mode etc. There are many constraints in the supply chain problems. They
concern the following areas (production, distribution, transport, etc.) and types
(linear, non-linear, integer, logical, etc.). Therefore it is important effective
modeling and solving constraints.
We consider a multi-level and multi-agent approach to modeling and solving

supply chain problems using constraint and mathematical programming envi-
ronments. Its efficiency results from the multi-level presolving and multi-agent
architecture. An illustrative example presents effectiveness of the proposed
approach. The presented approach will be compared with classical mathematical
programming on the same data sets.

Keywords: Constraint logic programming � Mathematical programming �
Multi-agent � Supply chain � Optimization

1 Introduction

The vast majority of decision and/or optimizationmodels for supply chain problems have
been formulated as the mixed integer programming (MIP) or mixed integer linear pro-
gramming (MILP) problems and solved using the operations research (OR) methods [1].
Their structures are similar and proceed from the principles and requirements of math-
ematical programming (MP) [1].

Unfortunately, high complexity of decision-making models and their integer nature
contribute to the poor efficiency of operation researchmethods. Therefore a new approach
to solving these problems was proposed. This approach relies on the logical and func-
tional division into smaller problems and the application of different modeling and
programming paradigms in different levels of thewhole problem. As the best structure for
the implementation of this approach, multi-agent systems were chosen [2, 22].

The main contribution of this paper is the proposed new multi-level and multi-agent
approach to the universal modeling and solving constrains in supply chain problems. The
proposed approach is also characterized by the repeated application of the presolving
methods.
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The paper is organized as follows. In Sect. 2 the methods related to implementation
multi-level approach have been reviewed. In Sect. 3 the concept of multi-level and
multi-agent approach to modeling and solving supply chain problems, has been pre-
sented. Then, the general description of illustrative example has been discussed (Sect. 4).
In Sect. 5 the implementation aspects of the presented approach were described. Finally
test instances for illustrative example and some computational results were discussed in
Sect. 6. The last section contains conclusions.

2 Methods

To modeling and solving constraints the most effective and most flexible are
Constraint-based environments. They are much more efficient in modeling constraints
than the methods of mathematical programming (MP).

Constraint-based environments are mostly based on CSPs (Constraint Satisfaction
Problems) [3]. An instance of a CSP involves a set of variables X = {X1, X2,…, Xm}, a
domain Domj for each variable and a set of constraints Cst = {Cst1, Cst2,…, Cstq} s.t.
Cstj � Dom1xDom2x…xDomq which define feasible combinations of domain values.
A CSP defined over a constraint network (Fig. 1) consists of finite set of decision
variables, each associated with a domain of values and set of constraints.

CSP is to solve a problem by stating constraints representing all requirements about the
solving problem and then, finding solutions satisfying all the constraints. CSP on finite
domains are typically solved using a form of search (backtracking, constraint propa-
gation, and local search). Constraint propagation process roughly amounts to choosing
a small subset of a constraint set and to making some of its local constraints stronger by
forbidding and eliminating some value assignment that would make the subset over
constrained. The domain solution requires further solving process by backtracking
search process. A backtracking search algorithm builds a partial solution by assigning
values to decision variables one by one, if it finds a dead end in which the partial
solution cannot be consistently extended, it withdraws a choice it made and tries

Fig. 1. Constraint network (CSP)
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another one etc. The backtracking search process is iterated until all possibilities
(potential solutions) are tried or until solution is found. Backtracking search is a
time-consuming procedure and may make CSPs NP-complete. The largest CSPs effi-
ciency is obtained for binary constraints (which involve no more than two variables).
For the constraints that bind a greater number of variables increases the number of
backtrackings and thus it dramatically increases the time search for a solution. CSPs are
frequently used in constraint programming (CP) [4, 7]. Constraint programming is the
use of constraints as a programming language to encode and solve problems. Constraint
logic programming (CLP) is a form of constraint programming, in which logic pro-
gramming is extended to include concepts from constraint satisfaction. A constraint
logic program is a logic program that contains constraints in the body of clauses [5, 6].

Both MP-based and CP-based environments involve decision variables and con-
straints. However, the types of the decision variables and constraints that are used, and
the way the constraints are solved, are different in the two approaches [8]. MP-based
method relies completely on linear equations and inequalities in integer variables, i.e.,
there are only two types of constraints: linear arithmetic (linear equations or inequal-
ities) and integrity (stating that the variables have to take their values in the integer
numbers). In CP-based methods, the constraint language is richer. In addition to linear
equations and inequalities, there are various other constraints: nonlinear, disequalities,
and symbolic (disjunctive, exclude, cumulative, all different, profile etc.) [5]. There is
also a difference in the effectiveness of the two approaches to solve different types of
constraints [9, 10].

Therefore, there have been many approaches of integration of CP and MP [11–13].
The authors also conducted research on the integration and hybridization of both
environments [14, 15]. Our main direction of research in this area was the elimination
mechanism for the distribution of variables and replace it with the MP methods.
However, in previous studies we used single-level approach, modeling and solving the
problem as a whole.

3 A Multi-level and Multi-agent Approach to Universal
Modeling and Solving Constraints

The multi-level architecture results from the occurrence of constraints at various levels
of the supply chain problems and need for universal modeling and effective solving of a
variety of constraints. This approach based on the results of the previous studies on
modeling and solving constraints [16, 17]. The concept of multi-level approach is
shown in Fig. 2. In the first stage, the problem is modeled using CSPs for each
functional sub-problem (e.g., production, distribution, sale, etc.) (Level 1). Then there
are initially solved using the constraint propagation as presolving method (Level 2). In
the next stage, the constraints (financial, environmental, transport etc.) that bind the
sub-problems from first stage and the additional/auxiliary constrains (result from the
user’s specific requirements, the data instances, or ability to increase the effectiveness
of the search for solutions) are modeled as CSPs (Level 3). They are also presolved
(Level 4). But here as the presolving method is used transformation of the problem that
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has been presented, among others, in [14, 17]. It significantly changes the represen-
tation of the problem. Consequently, this allows the reduction and transformation of
decision variables and constraints. The next step involves generating the ultimate MILP
model. At this level, it is also introduced objective function that complements MILP
model. Finally, the MILP model is solved using the mathematical programming
environment (Level 5).

The multi-level approach also uses a hybrid approach concepts. Here, a hybrid
approach involves the use CLP for modeling and presolving while MP to the final
solution. Presolving in the presented approach occurs on many levels. It is an important

Fig. 2. The concept of multi-level approach to universal modeling and solving constraints for
supply chain problems.
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feature that distinguishes the multi-level approach by the previous ones [14, 15]. In
general, multi-level approach are the following presolving methods: constraint prop-
agation, transformation, and both methods simultaneously. Presolving tasks include:
narrowing the decision variable domains, reduction the number of decision variables,
transformation of decision variables and the reduction and simplification of the
constraints.

4 Illustrative Example

The example of practical use of the multi-level approach (Fig. 3) is based on the
problem of supply chain optimization presented in [14, 17] including the production,
distribution, retail/customers layers. All these layers are interconnected by multimodal
transport, as shown in Fig. 3. Each layer has a specific set of constraints (production
capacity, distribution centers capacity, timely execution of orders, transport capacity,
etc.) presented in the form of CSPs, which essentially distinguishes presented model
from the models previous published in [14, 17] where all constraints of the problem
were modeled as a whole. The constraints that bind the layers (the number and capacity
of transport means, environmental constraints, etc.) are also modeled as CSPs. The
model for illustrative example in the form of CSPs for consecutive layers, connecting
constraints, additional constraints is shown in Table 1. Description of decision vari-
ables and constraints that create CSPs for illustrative example is shown in Table 2. In
this example, the objective function (Fc) is the sum of all costs for the entire supply
chain (Table 2).

Fig. 3. The structure of supply chain with multi-modal transport.
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Table 1. The model for illustrative example as a set of CSPs

CSPs Description

CSP0 presolving,
binarity and
integrality

CSP0 ¼ ðC ¼ fC0
1;C

0
2Þg;X ¼ fZxn;Xpm;n;Xsq;n;Tcq;Xbm;q;u;

Ybq;o;u;Xam;q;n;u;Yaq;o;n;u;Xkm;q;n;u;Ykq;o;n;ug
D ¼ fD0

Zx;D
0
Xp;D

0
Xs;D

0
Tc;D

0
Xb;D

0
Yb;D

0
Xa;D

0
Ya;D

0
Xk;D

0
YkgÞ

CSP1 for
production

CSP1 ¼ ðC ¼ fC1
1;C

1
2;C

1
3Þg;X ¼ fXpm;ng;D ¼ fD1

XpgÞ

CSP2 for
distribution
centers

CSP2 ¼ ðC ¼ fC2
1;C

2
2;C

2
3;C

2
4Þg;X ¼ fXsq;n;Tcqg;D ¼ fD2

Xs;D
2
TcgÞ

CSP3 for
multi-modal
transportation

CSP3 ¼ ðC ¼ fC3
1;C

3
2;C

3
3Þg;X ¼ fXbm;q;u;Ybq;o;ug;D ¼ fD3

Xb;D
3
YbgÞ

CSP4 allows to
link CSP3 with
CSP1

CSP4 ¼ ðC ¼ C4
1 ;C

4
2 ;C

4
3 ;C

4
4 ;C

4
5Þ

� �
;

X = Xbm;q;u;Ybq;o;u;Xam;q;n;u;Yaq;o;n;u;Tcq;Xkm;q;n;u;Ykq;o;n;u;
� �

;

D ¼ D4
Xb;D

4
Yb;D

4
Xa;D

4
Ya;D

4
Tc;D

4
Xk;D

4
Xk

� �Þ
CSP5 allows to
link CSP2 with
CSP3

CSP5 ¼ ðC ¼ C5
1;C

5
2;C

5
3;C

5
4Þ

� �
;X ¼ Xkm;q;n;u;Ykq;o;n;u;Xpm;n;Xsq;n

� �
;

D ¼ D5
Xk;D

5
Xk;D

5
Xp;D

5
Xs;

n o
Þ

Table 2. Description of decision variables, constraint and objective function

Decision variables

Xpm,n The production volume of the product n in the factory m
Xsq,n The number of product n that is handled at the distribution center q
Tcq If distribution center q participates in deliveries, then Tcq = 1, otherwise

Tcq = 0
Xbm,q,u The number of courses from factory m to distribution center q using mode

of transportation u
Ybq,o,u The number of courses from distribution center q to customer o using mode

of transportation u
Xkm,q,n,u Delivery quantity of product item n from factory m to distribution center

q using mode of transportation u
Ykq,o,n,u Delivery quantity of product item n from distribution center q to customer

o using mode of transportation u
Xam,q,n,u If delivery product item n is from factory m to distribution center q using

mode of transportation u then Xam,q,n,u = 1, otherwise Xam,q,n,u = 0
Yaq,o,n,u If delivery product item n is from distribution center q to customer o using

mode of transportation u then Yaq,o,n,u = 1, otherwise Yaq,o,n,u = 0
Zxn Cumulative product item p demand (values calculated)
Constraints
CSP0 C0

1 Determining the cumulative demand for particular products n

C0
2 Integrity and binarity

(Continued)
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Table 2. (Continued)

Decision variables

CSP1 C1
1 Constraint ensures that the production capacity of the factory will not be

exceeded

C1
2 Constraint on the joint production capacity in the factory

C1
3 Constraint ensures the execution of all customer orders

CSP2 C2
1 Constraint ensures that the quantity of products n which result from the

customer orders will be handled

C2
2 Constraints ensures that the distribution center q will be handled only those

products n that can it be supported

C2
3 Constraint ensures that the total volume of handled products for each center

is less than the capacity of the center

C2
4 Constraint ensures that the total available capacity distribution centers q is

greater than total volume of handled products n
CSP3 C3

1 Constraint ensures that the deliveries from the manufacturer m to the
distribution center q are made along the used routes and permitted means
of transport

C3
2 Constraint ensures that the deliveries from the distribution center q to the

customer o are made along the used routes and permitted means of
transport

C3
3 Constraint ensures that the transport is not used more means of transport

than is available
CSP4 C4

1 Transportation from the factory m only through working distribution
centers q

C4
2 Transportation to the customer o only from working distribution centers q

C4
3 Constraint ensures a suitable number of transport means u for carrying

products n from factory m to distribution center q

C4
4 Constraint ensures a suitable number of transport means u for carrying

products n from distribution center q to customer o

C4
5 Constraint ensures that the delivery was completed within the required

deadline
CSP5 C5

1
Balance constraint - quantity produced in the factory m equals the amount
delivered to distribution center q

C5
2

Balance constraint - quantity delivered to distribution center q equals the
amount delivered to customer o

C5
3

Balance constraint - quantity delivered to a distribution center q equals the
amount handled in this center

C5
4 Balance constraint - quantity delivered to customer o equals the amount

ordered by this customer
Fc - objective
function

The total cost of production, distribution, transport and environmental costs
for the entire supply chain
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5 Multi-agent Implementation of Multi-level Approach

The best architecture to implement multi-level approach is multi-agent system. This is
due to with parallel execution of CSPs and the need for communication between levels
and specific CSPs. Each agent consists of a set of predicates in the CLP language. CLP
predicate is a collection of clauses. The idea of clause is to define that something is true.
Implementation of individual agents were made using ECLiPSe. This is a high-level
modelling, control and declarative programming language, interfaces to third-party
solvers and interfaces [18, 19]. The ECLiPSe language is largely backward-compatible
with Prolog and supports different dialects, including ISO Prolog. Thanks to its
declarative nature, it can be used both as a modelling language for the description of
problems and as a general purpose programming language.

There were several types of CLP agents. The first group includes the agents that
implement the various CSPs (Table 1), and contain, among others, CLP predicates for
specific constraints of those CSPs. The second group includes the agents used to
presolving problem. Another group is a collection of agents to generation model in the
form of MILP with the selected objective function. The last type of agent allows you to
call external MP solver. In this implementation, as an external MP solver the LINGO
system was used [18, 20]. The proposed implementation in the form of multi-agent
system (Fig. 4) is characterized by: (a) high flexibility, (b) versatility (the problem can
be modeled by adding or subtracting agents of the first group), (c) high efficiency
(multiple use of agents to presolving problem).

Fig. 4. Diagram of connections and sequence actions of agents for the implementation of
multi-level approach.
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6 Computational Experiments

In order to verify and evaluate the proposed approach and implementation, many
computational experiments were performed for the illustrative example. All the
experiments relate to the supply chain with ten factories (m = 1..10), four distributor
centers (q = 1..4), ten customers (o = 1..10), four modes of transportation (u = 1..4),
fifteen product items (n = 1..15), and ten sets of orders (S1(10), S2(20), S3(30), S4(50),
S5(60), S6(80), S7(100), S8(150), S9(175), S10(200)-(N)-the number of orders in set Ori).

The main purpose of the computational experiments was to study the efficiency of the
proposed approach to mathematical programming and hybrid approach. The idea was to
find answers for the two questions. Firstly, whether the modified method of modeling the
problem and the introduction of multiple presolving method reduces the time to find a
solution. Secondly, whether this approach allows solving problems of larger sizes. The
obtained results (Table 3 and Fig. 5) give the most positive answers to these questions.

Table 3. Results

Si(N) Mathematical programming Hybrid approach
Fc T V(Vint) C Fc T V(Vint) C

10 9000 45 113270(109846) 67010 9000 6 3183(760) 2032
20 9180 123 113270(109846) 73410 9180 9 3287(862) 2025
30 9460 234 113270(109846) 79810 9460 34 3397(970) 2027
50 10995* 900** 113270(109846) 92610 10995 256 3596(1165) 2040
60 14700* 900** 113270(109846) 99010 14700 267 3637(1204) 2033
80 18340* 900** 113270(109846) 111810 17385 345 3680(1244) 2031
100 25430* 900** 113270(109846) 124610 20005 404 3703(1264) 2030
150 25030* 900** 113270(109846) 156610 24645* 900** 3828(1384) 2035
175 28100* 900** 113270(109846) 173510 27347* 900** 3891(1456) 2037
200 28700* 900** 113270(109846) 188610 28300* 900** 3988(1529) 2040
Si(N) Multi-level approach

Fc T V(Vint) C
10 9000 1 666 (415) 4491 Si(N) - set of N orders
20 9180 1 901(650) 4967 Fc - objective function
30 9460 2 1136(885) 5430 T - time calculations in seconds
50 10995 3 1604(1352) 6343 V(Vint) - the number of decision

variables (integer decision
variables)

60 14700 3 1746(1495) 6828
80 17385 9 2022(1771) 7775 C – the number of constraints
100 20005 29 2283(2032) 8741 ** - the calculation was stopped

after 900 s
150 24130 41 3992(2991) 11070
175 25056 37 4532(3546) 12365 * - the feasible value of the

objective function after time T
200 25660 26 4942(4391) 13380
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7 Conclusions

The concept of multi-level and multi-agent approach is flexible in terms of modeling
and highly effective computationally (Sect. 6). The presented solution is a development
of the hybrid method [14, 15], both in the area of modeling (modeling problem as
separate CSPs for different areas, linked CSPs, additional CSPs etc.) and solving (the
presolving methods).

Our approach allows you to find the optimal solution for the same instance of data
by two orders of magnitude faster than the other approaches. Moreover, for larger data
instances within an acceptable time (T = 900 s) other approaches provide only feasible
solutions.

Hence, the use of multi-level and multi-agent approach for illustrative example
allowed the optimal solutions to the problems aremuch larger (more than 200 orderswhile
a hybrid approach for 100 orders and mathematical programming only for the 30 orders).

Therefore, the multi-level and multi-agent approach is recommended for real
optimization problems occurring in supply chains such as optimization of the total cost,
choice of transport fleet, the location of distribution centers, optimizing the storage size
and so on. Further work will run in three directions.

Firstly, we introduce the paradigm of fuzzy logic [21] to the Multi-level approach.
Secondly, due to the applied multi-agent architecture, implementation will be done in
the cloud [24]. Thirdly, we would like to propose a multi-level approach applied to
eco-innovative economy (manufacturing, logistics, product, etc.) [23].
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Abstract. Modern logistics platform paradigm positively effects development
of enterprises. Over time several types of logistics platforms have developed. One
of them is supply chain logistics platform, which is essential to reduce the overall
cost of logistic activities between supply chain partners, to improve the overall
efficiency of logistics and to integrate social resources. Superficially said, it is a
general information exchange platform, which applies computer, internet and
communication system, and other modern information technology [1]. With the
purpose of integrating social resources, it reduces the threshold of the logistics
informatization and provides all kinds of accurate, timely, shared information for
each participant in logistics activities [2]. Logistics platforms represent a modern
approach aimed towards fostering and facilitating logistics activities and business
exchange with associated flows in a specific geographic area. We examined
whether stakeholders of logistics system in various types of organizations in
Slovenia and Poland understand information communication system and joint
interactive portal as parts of supply chain’s logistics platform. With a case study,
we demonstrated that implementation of common information solution is a step
on a way to contemporary and comprehensive logistics platform. Additionally,
common information solution should not be simply equated with the concept of
supply chain’s logistics platform. Given the important role of IT solutions in the
field of supply chains, this paper proposes a novel operation procedure for coor‐
dination of supply chain actions for validation and further research.

Keywords: Coordination · Communication · Information technology · Logistics
platform · Supply chain

1 Introduction

Literature on supply chain management emphasises the importance of co-ordination
mechanisms to manage logistics processes successfully across supply networks [3].
Coordination between agencies during multi-agency emergency responses, although a
key issue, remains a neglected research area [4]. Coordination between the different
agencies (enterprises) involved is a major challenge. We can recognize three alternative
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perspectives: (1) single-person perspective, (2) team perspective, and (3) nexus-of-
contract perspective of organization. According to the single-person perspective of
organization, a system is managed by a single decision maker who has access to all
information. The team perspective of organization complements the single-person
perspective by highlighting the cooperative coordination among multiple parties. The
team perspective underscores the existence of multiple parties who take different roles
in the operation. Each party has limited information and action sets, so they need to
communicate and coordinate their activities to achieve the global objective. The coor‐
dination takes place in full cooperation among the team members. By contrast, the nexus-
of contract perspective of organization follows the tradition of agency theory [5] in
which an organization is a nexus of contracts among self-interested “agents”, each
maximizing his or her personal objective [6].

This article provides a discussion of selected coordination mechanism of supply
chain systems. We focus on coordination mechanism that can align the objectives of
individual supply chain members.

The article consists of several parts. The first part discusses the most important issues
regarding coordination theory. The second part discusses activity coordination problem
in complex systems, multi-agent systems. In the third part, we present selected activity
coordination mechanism and the Reference Model: the Electronic Bulletin Board (EBB)
or the logistics platform (LP). In the next part we present concept of logistics platform.
The fifth part is dedicated support the supply chain through logistics platform and Elec‐
tronic Bulletin Board. The article is concluded with a summary.

2 Coordination Problems in the Supply Chain

Supply chains (SCs) are a system with “multiple actors”. The supply chain is commonly
seen as a collection of various types of companies (raw materials, production, trade,
logistics, transport, etc.) working together to improve the flow of products, information
and finance. As the words in the term indicate, the supply chain is a combination of its
individual links in the process of supplying products (material/products and services) to
the market [7]. SCs are complex systems, dynamic, dispersed and open. Those elements
together with other factors (e.g. multiple subjects, independence of cooperating enter‐
prises) determine difficulties in the field of management, or more broadly, of coordina‐
tion of commonly take up and independently realized actions. The discussed systems
are affected, as a whole, by a lack of internal rationality, unverified information and
insufficient knowledge. The problem is also posed by uncertainty and a lack of precision
[8, 9], indispensable in the realized projects and complex undertakings. Supply chain
management (SCM) is defined as “the systemic, strategic coordination of the traditional
business functions and the tactics across these business functions within a particular
company and across businesses within the supply chain, for the purposes of improving
the long term performance of the individual companies and the supply chain as a
whole” [10].

Coordination defined as the process of managing dependencies among activities.
Starting with the individual activity it is easily recognized that the industrial reality
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contains a multitude of various activities. When focusing solely on individual activities,
these might seem to have a generic value, for example considering a production or
exchange activity [11, 12]. Cooke [13], for example, defines SCM as ‘‘successful coor‐
dination and integration of all those activities associated with moving goods from the
raw materials stage through to the end user, for sustainable competitive advantage. This
includes activities like systems management, sourcing and procurement, production
scheduling, order processing, inventory management, transportation, warehousing, and
customer service’’ [13]. But the higher level of specialisation, standardisation and
formalisation reduces the flexibility of the organizational structure [14, 15].

Multi-agent systems is a typical collective behavior in networked systems with a
group of autonomous mobile agents [16–18]. Multi-agent systems heavily rely on the
communication and cooperation between the involved agents. The socio-technical
nature of supply chain problems, however, motivates an alternative modelling paradigm:
agent-based models. The actions of each actor – represented as an agent – and the inter‐
actions between them are explicitly represented in such models, and in consequence the
behaviour of the entire system emerges [19].

Agents to have certain properties and attributes, as follows [20]:

• Autonomy. An agent is autonomous and self-directed. An agent can function inde‐
pendently in its environment and in its interactions with other agents. When we refer
to an agent’s behavior, we refer to a general process that links the information the
agent senses from its environment and interactions to its decisions and actions.

• Modularity. Agents are modular or self-contained. An agent is an identifiable,
discrete entity with a set of characteristics or attributes, behaviors, and decision-
making capability.

• Sociality. An agent is social, interacting with other agents.
• Conditionality. An agent has a state that varies over time. Just as a system has a state

consisting of the collection of its state variables, an agent also has a state that repre‐
sents its condition, defined by the essential variables associated with its current situa‐
tion. An agent’s state consists of a set or subset of its attributes and its behaviors. The
state of an agent-based model is the collective states of all the agents along with the
state of the environment. An agent’s behaviors are conditioned on its state. As such,
the richer the set of an agent’s possible states, the richer the set of behaviors that an
agent can have. Agents often have additional properties, which may or may not be
considered as requisite properties for agency. An agent may have explicit goals that
drive its behavior, not necessarily objectives to maximize as much as criteria against
which to assess the effectiveness of its decision and actions. An agent may have the
ability to learn and adapt its behaviors based on its experiences.

The division of the responsibilities between particular parties engaged in assuring
safety [21].
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3 Supply Chain Logistics Platform

The LP concept is one of the contemporary concepts in business strategies, which has
attracted broader attention in the last decade. The Abrahamsson et al. [22] were probably
the first scientists who proposed the definition of LPs. They used several terms in their
definition which made it very broad and, as such, covers almost everything and touches
on several areas of business [23]. Aldin and Stahre [24] revealed that an LP is a homo‐
genous part of the logistics system, centrally controlled and designed by focal organi‐
zations, and is a resource-base for new marketing channel positions. Cambra and Ruiz
[25] presented LP as a source of competitive advantage, but Gajšek and Rosi [23] stated
that they do not reveal the stakeholders involved, the exact constituents and how to
accomplish the implementation of the concept. Leal and Salas [26] defined an LP as a
specialized area with the infrastructure and services required for co-modal transporta‐
tion, with the added value of the products making use of the infrastructure. According
to Váncza et al. [27] the main idea behind the concept is to provide ways to integrate
information flows between partners in line with relevant system design architecture. The
LP’s definition focuses on the information visibility that is essential to streamlining SC
operations. Almotairi [28] defined a model of integrated LP in connection with an area
of research that has recently been the focus of studies – port logistics. He observed that
the provision of distribution and value-added logistics activities within the gateway
position of major seaports had become a source of competitive advantage and an impor‐
tant business model, and that an integrated LP is one of the strategies that aim to integrate
sea/land interfaces with the inland logistics equation.

Generally, we can divide LPs into business (micro level) and regional (meso and
macro level). Business LPs divide on company and supply chain’s logistics platforms
(SCLPs) [29]. Our focus will be on SCLPs, because they might form a solid frame for
implementation of EBB.

We reviewed 23 peer reviewed scientific articles on all kind of LPs incurred between
1995 and 2015. Causally we have extracted the particularities of each LP type and the
general characteristics of all [23]. Below we expose only the findings regarding SCLPs.

SCLP is developed and built for realization of clearly defined material flow between
several companies forming SC but more often than not only one manages and controls
events. This particular central SC player firstly defines SC logistics system, than
develops the conceptual framework of LP and runs management and coordination
mechanism. Defined logistics system comprises all or only a defined number of compa‐
nies forming SC, organization and logistics processes that run between them. Because
operation of management and coordination mechanism a set of private owned resources
is developed and gathered. In doing so, some of sources can be more important or leading
and will be developed before all other. As such, they will influence on development and
design of the rest. In case of SC, we assume that IT resources can be the one of major
impact. We will try to prove that bellow with case study.

One part of scientists emphasizes the importance of technical and infrastructural
resources [25, 26, 30–34] in evolving set of resources and other part of researchers
emphasizes the importance of informational resources [27, 28, 34] in evolving set of
resources. Gajsek and Rosi [23] combine mentioned two research streams within the LP
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general definition, which includes all the resources necessary for the implementation of
logistics activities in given logistics system. They proposed a general definition of LPs,
which covers all definitions given above. They considered that each LP consists of the
management and coordination mechanism for directing the development and operation
of previously defined logistics system and consequently custom assembled or developed
set of constituents that appears because of the previously mentioned management and
coordination mechanism.

4 Case Study on Supply Chain Logistics Platform

To learn more about SCLPs’ set of resources we considered a case from practice. We
wanted to know what constitutes SCLP and if there is regarding to our assumption a
specific resource of major impact on all other. More specifically, whether the information
solutions are part of SCLP.

SC is built around successful European company that develops innovative engines
und units. With around 4,000 employees they are one of the world’s leading independent
manufacturers of diesel engines. As a company with an international orientation, they
are looking for qualified, high-performance suppliers all over the world.

Central player in SC has decided to deploy LP in order to optimise coordination
between suppliers, logistics service providers and all of their dislocated units. Estab‐
lished service supports all parties participating in the supply chain with their work and
expands their possibilities for controlling the logistics processes.

About the benefits of using LP senior vice president for logistics stated: “In our
company we trust in LP as the tool for management of our 260 global suppliers and
intermediaries, of which about 200 are working on LP. Currently runs more than 80
percent of all orders via LP in the cloud. Involving partners through the LP has led to
greater oversight of the SC and optimizing processes. All freight units now arrive
uniformly marked. We have less empty runs. Faxes and e-mails for operational work
are rear. We managed to reduce logistics costs for 20,000 dollars per year. Furthermore,
we approached to process mapping and standardization of processes, which will ulti‐
mately reduce waiting and unloading times. We also saved 1.5 million Euros, because
we did not need to invest in new warehouses.”

LP implementation was the solution that ultimately led the SC’s central player to the
realization of its strategy: communication with all suppliers in the same way from one
single database, regardless of where their production capacity are located. The observed
SC equates centrally managed LP with information system supporting SC logistics
activities and connecting partners in order to supply production plants on cost-effective
manner. At the same time, however, it tends to standardization and continuous improve‐
ment processes. The system also enables immediate detection of undesirable deviations
in processes and requires immediate solving. Naming of the information system for
cooperation between partners in SC with phrase LP has grown into a concept, which
indicates much broader context than just IT solution. B2B business activities between
SC partners base on modern IT solution, which the manufacturer names logistics plat‐
form. IT solution implementation interconnects SC companies and causally requires
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standardization of processes and use of by attributes comparable and compatible tech‐
nical, technological and human resources, all of which together form the SCLP. IT
solutions is like a first domino that overturns rest in a series.

Furthermore, SC partners tend with the implementation of SCLP (a kind of IT
solution) to:

• Transparent monitoring of processes,
• Automated detection of incidents, delays, interruptions, cancellations, etc.,
• Capture the data required for analysis and reporting,
• Fair and transparent evaluation of suppliers and other companies in the SC,
• Detect bottlenecks in the process,
• Continuous improvement,
• Use data necessary for the simulation and prediction of events,
• Reduce administrative tasks, especially the number of double entries,
• Quick adding/removal of SC partners.

In the analyzed company, they also recognize some negative effects of transition to
SCLP. They need to inform all new suppliers with IT solution. Later they have to monitor
supplier’s compliance with the safety requirements and provide 8/24/365 support to
them. However, benefits of using the SCLP prevail over negative effects. Companies
still do not trust completely to cloud solution. They feel dependent on IT solutions
provider and are afraid of intrusions into information systems and fraud. The central
company must find a way to quick introduction of new SC partner in SC operating and
features of IT solution. Newcomer must be fully familiar with the system functionality
to gain optimal operational costs.

5 ICT Support as Important Part of Supply
Chain Logistics Platform

In this part, we will answer the question whether stakeholders of logistics system under‐
stand information communication system (ICT logistics support) and join interactive
portal as parts of SCLP. If following quantitative study will give a positive answer, not
only the case study above, this would mean that the development of new IT solutions
has a great sense. In previous chapter we have showed that SCs can benefit a lot from a
kind of IT support that contribute to the unification of working methods, shortening
processing times and cuts costs. SCLP we described through theory review and case
study as a mean for contemporary operation of logistics and transportation activities that
require strong IT support.

The survey concerned itself with four types of stakeholder in Slovenia and Poland,
these being [35]: logistics companies, production companies, branch associations/states
agencies/chambers, and educational institutions. Slovenia represents an excellent
research context for a survey on a practical understanding of the concept of LP. Whilst
Poland is investing heavily in development, Slovenia is better at talking about it. When
comparing both states’ transport indicators in the UNECE region in 2010, a total of 14
times more t/km was carried out by road and by rail in Poland.
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The questionnaire, excluding the demographics section, consists of several ques‐
tions, with sub-questions. The answers were provided in the form of a five-point scale.
The survey was web-based. The data were collected stepwise in Slovenia in November
2011 and Poland in April 2012, each over a three-week period, yielding a total of 184
completed surveys: 89 in Slovenia and 95 in Poland. The second question is concerned
with the 12 basic constituents of LPs proposed in the general LP model [29] and their
centrality to the concept in the eyes of stakeholders. 12 basic LP constituents are
geographical position, business environment, traffic infrastructure, logistics infrastruc‐
ture, logistics technological equipment, logistics technology, ICT logistics support,
logistics specialists, logistics organisations, regulation, joint interactive portal and
organized group of stakeholders. This question is composed of thirteen sub-questions,
twelve being ‘closed’ and one ‘open’. The latter allowed the entry of a constituent, which
we might have overlooked. For this article, only two constituents are interesting, namely
ICT logistics support and common interactive portal for shared marketing and infor‐
mation services. The key finding is that all proposed constituents are included in written
and oral sources from which respondents informed themselves about SCLP.
Respondents added no additional constituent.
Slovenian organizations had on average (Mean value 3.14) less strongly connected the
basic constituent elements with LP in comparison with their Polish colleagues (Mean
value 3.77). This can be associated with a lower level of familiarity with the concept
and the resulting uncertainty in decision-making. Neither ICT logistics support nor joint
interactive portal were not foremost and prevalent logistics platform constituents.

Table 1. Correlations between constituents and SCLP

Constituents/A set of resources SCLP
Geographical position 0,157
Business environment 0,063
Traffic infrastructure 0,20
Logistics infrastructure .276*
Logistical technological equipment –0,013
Logistics technology 0,033
ICT logistics support .346*
Logistics specialists ,247*
Logistics organisations 0,101
Regulation 0,079
Joint interactive portal –0,1
An organized group of stakeholders –0,118

SCLP – supply chain logistics platform
* - significant at 0.05 (2-tailed)
** - significant at 0.01 (2-tailed)

Bivariate correlation was used, namely the Spearman correlation coefficient, to
verify correlations concluded from the literature review and case study between 12
proposed LP’s constituents and areas in which LPs are implemented (company, supply
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chain, region, country, European Union). In the paper, we only report on the correlations
between the 12 constituents and the scope of supply chain, Table 1.

Slovenian and Polish organizations perceive a weak link between SCLP and ICT
logistics support (rs = 0.346, p < 0.05). Respondents do not observe a statistically
significant correlation between SCLP and joint interactive portal for shared marketing
and information services. Consequently, we can only partially confirm our guesses based
on review of scientific articles and case study. We can once more conclude that ICT
support to logistics activities is the important part of SCLP but not the only one. In our
opinion, it is not reasonable to equate SCLP with any kind of IT solution or model.
However, ICT support to logistics activities is an essential part of SCLP, according to
which the rest of constituents is selected and profiled.

In addition, Slovenian and Polish organizations perceive a weak link between SCLP
and logistics infrastructure (rs = 0.276, p < 0.05). Logistics infrastructure comprises all
kind of real estate used for logistics purposes. Respondents also observed a weak link
between SCLP and logistics specialists (rs = 0.247, p < 0.05). Human resources with
logistics competences are indispensable for the establishment of the management and
coordination mechanism for directing the development and operation of previously
defined logistics system. They will be able to design and implement needed IT solutions
and to assemble or develop a set of custom LP constituents.

Respondents did not observe any other statistically significant correlation between
SCLP area and the constituents proposed.

6 Support Mechanisms for Coordination – Reference Model:
The Electronic Bulletin Board, Logistics Platform

We suggest that the use of the Electronic Bulletin Board is maintaining the coordination
and supervision of all of the works in two variant. Large organisations, particularly
transnational ones build their own models, which are used as benchmark tools [36, 37]
and complementarity of processes [38, 39]. In analyzing first variant, one can indicate
the so-called distance – the distance between one cell and the remaining ones. In the
presented example, Fig. 1(A) presents 5 enterprises (cells) and 4 channels (connections).
Cells A and E are in the worst situation. They communicate directly with the sole closest
cell. In the second coordination variant (Concentrated nature), cell D, who is the main
ordering party, has the most advantageous position, having the full coordination of the
activities and control over the completion of the order (Fig. 1(B)).

(A) (B)

Fig. 1. (A) Orderly nature, (B) Concentrated nature [40]
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The presentation of processes in the form of a map inherently reflects the steady-
state (e.g., static behavior) of a process [42]. Execution of the model provides measures
of system performance under varying conditions that provide the basis for analysis that
ultimately supports decisions and actions. Of course, the quality of the results depends
on the quality of the input – the definition and specification for the model [43]. The
applied mechanism of coordination of actions (Concentrated nature), called “Approving
with application of an Electronic Bulletin Board (EBB)”, encompasses serial presence
of two roles - the commissioner (receiver) and the contractor (supplier). It is a task role,
assumed consciously, regarding the performed actions, and resulting from the ascribed
task. The same enterprise may (regarding the business processes that take place), play
a role of both a supplier and a receiver. This results from the complexities of the actions
realized within the SC. The commissioner (of the first degree), decomposes the primary
requests into sub-requests. They also allocate those sub-requests to the verified
contracting parties that they cooperate with. What is more, they use their own (most
often closed) database of subcontractors and a so called EBB [41]. The role of the
contractor is complementary towards the role of the commissioner. They perform sub-
requests directly or commission the task to another entity. They change their role into
the commissioner of a lower rank (second degree).

7 Conclusions and Future Works

SCs are systems with multiple completely different actors who need to communicate
with each other. They are complex systems, dynamic, dispersed and open. Those
elements together with other factors, like multiple subjects, independence of cooperating
enterprises, determine difficulties in the field of management, or more broadly, of coor‐
dination of commonly take up and independently realized actions. Modern communi‐
cation is electronic, supported by computers and software by minimizing the need to
integrate human.

The LP concept is one of the contemporary concepts in business strategies that often
appears in scientific literature as a magic bullet that can solve majority of inter-organi‐
zational problems. Although the scientific literature generally equates SCLP to IT solu‐
tions and models this is not a case. With the survey, we could confirm that ICT support
to logistics activities is the important part of SCLP but unfortunately, it is not the only
one. Slovenian and Polish organizations perceive also a weak links between SCLP and
firstly the logistics infrastructure and secondly the logistics specialists. In our opinion,
it is not reasonable to equate SCLP with any kind of IT solution or model. However,
ICT support to logistics activities is an essential part of SCLP, according to which the
rest of constituents is selected and profiled.

With a case study, we demonstrated that information solution is a first part of each
contemporary comprehensive logistics platform, and that it should not be simply equated
with the concept of supply chain’s logistics platform. Given the important role of IT
solutions in the field of SC, this paper proposes a novel operation procedure for coor‐
dination of SC actions for validation and further research.
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The research results regarding the assessment and the modelling of factors
impacting the diverse cooperation and integration of the companies cooperating
within the multi-agent systems, indicate that sharing information and coordination are
the most important. A good logistics information platform can not only integrate the
material flow and the information flow together, but also play key role in the aspects
of optimizing resources allocation and integrating logistics resources [44]. With the
development of logistics information platform, the intelligent business and financial
services are needed to expand new functions to meet the needs for a certain custom
[45]. Moreover, building a competitive edge over market competitors entails creating
propitious internal conditions [46].
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Abstract. This paper presents the use of a multi-agent framework for evaluating
parameters of new products and estimating cost of product design. Companies
often develop many new product projects simultaneously. A limited budget of
research and development imposes selection of the most promising projects. The
evaluation of new product projects requires cost estimation and involves many
agents that analyse the customer requirements and information acquired from an
enterprise system, including the fields of sales and marketing, research and devel‐
opment, and manufacturing. The model of estimating product design cost is
formulated in terms of a constraint satisfaction problem. The illustrative example
presents the use of a fuzzy neural network to identify the relationships and esti‐
mate cost of product design.

Keywords: Multi-agent system · Fuzzy neural network · Constraint
programming · New product development · Decision support system

1 Introduction

Decreasing product life cycles, increasing variety of products, and quick adjustment to
market trends require the successful new product development (NPD) that is one of the
most important factors in maintaining company’s competitiveness. New product success
depends on customer satisfaction that is related to utility, quality and price of a product
[1–3]. Incorporating customer requirements in a new product incur expenditures during
the NPD phases such as product design, prototype manufacturing and testing. The
expenditure budget in research and development (R&D) is often limited, and company
has to select the most promising NPD projects according to the criteria such as the
expected profitability and R&D cost of a new product. Consequently, cost estimation
for the NPD projects is needed.

The product design phase includes design reusability and engineering design, and it
precedes phases such as product manufacturing and commercialisation. The poor
product design raises many categories of cost relates to special equipment or modifica‐
tions, inefficient assembly, excessive part proliferation, difficulties with part fabrication
and product reliability, and finally, customer dissatisfaction [4, 5].
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Today’s enterprise information systems support the user in managing different
phases of the NPD process, and also register and store the performance of the previous
NPD projects (e.g. customer requirements, design parameters, product manufacturing).
More and more companies are using solutions such as customer relationship manage‐
ment (CRM), computer-aided design (CAD), computer-aided engineering (CAE),
computer-aided manufacturing (CAM), and enterprise resource planning (ERP) system.
The data stored in an enterprise system can be used to identify the key factors influencing
cost of a particular phase of the NPD process, and finally, improve the performance of
the current NDP projects and the product success.

Product design involves many individuals and groups, including customers, analysts,
project managers, R&D employees, chief marketing, production officers, etc. The
product design process can be supported through an integrated business information
system that combines the different agents and enables their communication. A multi-
agent approach can replace the conventional centralized systems (for manufacturing,
product design etc.) with a network of agents that are endowed with a local view of its
environment and the ability to respond locally to that environment. As a result, the
overall system performance is not globally planned, but emerges through the dynamic
interactions between agents in real time [6].

Despite increasing popularity and applications of agent-based technology in the
business domain, there is still a lack of unifying framework that would used the multi-
agent paradigm to cost estimation of product design. This study aims to develop an
agent-based framework for estimating cost of product design providing a foundation for
conceptual analysis. The proposed multi-agent system includes client agent, marketing
agent, research and development agent and data mining agent that identify variables
suspected of significant impact on the cost of past products. Relationships between the
cost of past products and variables influencing the cost are sought with the use of a fuzzy
neural network that is able to discovered complex nonlinear relations and is suitable tool
for estimating the cost.

The cost estimation model is formulated in term of a constraint satisfaction problem
(CSP) as a set of variables, their domains, and constraints linking and limiting the vari‐
ables. CSP can be treated as a knowledge base that includes the identified patterns and
expert knowledge, and enables formulating routine questions such as what is the cost of
product design, what is the most promising NPD project portfolio, or what values should
have the parameters of a NPD project to fulfil the cost expectations. Knowledge base
formulated as CSP can be effectively implemented in constraint programming environ‐
ment that is an emergent software technology for a declarative CSP description and can
serve as a pertinent framework to develop a decision support system [7, 8].

The remaining sections of this paper are organised as follows: Sect. 2 presents the
use of multi-agent approaches in new product development. Section 3 presents a model
of cost estimation of product design in terms of constraint satisfaction problem. The
proposed multi-agent framework for evaluating parameters of new products and esti‐
mating the cost of product design is shown in Sect. 3. An illustrative example of the
proposed approach is presented in Sect. 4. Finally, some concluding remarks are
contained in Sect. 5.
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2 Multi-agent Systems in New Product Development

Multi-agent systems (MAS) are systems with multiple agents and are suitable for
complex problems that have alternative problem solving techniques, involve reasoning
with multiple models at different levels of abstraction and representations, and usually
involve distributed knowledge sources [9]. MAS are intelligent distributed approach
suited for applications that are modular, complex, and changeable, for example, in
product design. These systems have capabilities such as autonomy, integration, reac‐
tivity and flexibility, and they are an emerging sub-field of artificial intelligence that is
concerned with a society of agents interacting in order to solve a common problem [10].
The paradigm of MAS provides a very suitable architecture for a design and imple‐
mentation of integrative business information systems. The complex information
systems development can be supported with the use of agent-based technology in the
context of natural decomposition, abstraction and flexibility of management for organ‐
isational structure changes [11].

Agent technology is a result of convergence of many technologies within computer
science such as object-oriented programming, distributed computing and computational
intelligence [12]. Recently, an increasing number of approaches related to computational
intelligence, including neural networks and fuzzy logic has been used to multi-agent
applications. For instance, the artificial neural networks have been used to the output
regulation problem of the nonlinear multi-agent systems [13], create a machine agent
who determines the appropriate machine in order to fulfil clients’ requirements [14],
form a classifier agent team [15], MAS that incorporates a case-based reasoning system
and automates the business control process [16], or create a multi-agent identifier in
order to identify the dynamics of the plant [17].

The use of fuzzy logic-based approaches in the context of MAS includes the fields
such as modelling the controller that regulates the number of agents in MAS [18],
designing fuzzy model for supply chain modelling based on agents [19], developing the
agent-based negotiation process for e-commerce [20], or making decision rules [21].
There are also hybrid approaches based on fuzzy neural network structures that can be
used to intelligent task planning and action selection in MAS [22] or modelling the
controller in multi-agents [23].

Design is a complex knowledge discovery process in which information and knowl‐
edge derives from various sources. Complex design combines automated software
components with human decision makers. Software agents provide the necessary
support for keeping humans in the loop, and multi-agent framework combines various
sources of information and reasoning [24]. The use of the MAS paradigm in the context
of knowledge management includes tasks such as [25]: knowledge search, acquisition,
analysis and classification from diverse data sources; information given to human and
computing networks once usable knowledge is ready to be consulted; negotiation on
knowledge integration or exclusion into the system; explanation of the quality and reli‐
ability which are related to the system integrated knowledge; and learning progressively
all along the knowledge management process.

Product design strongly impact on assembly planning enabling reduction of manufac‐
turing cost and enhancing production efficiency and product quality. Zha [26] presented
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advantages of a multi-agent framework for developing the integrated design and assembly
planning system. Chu et al. [27] considered the effectiveness of multi-agent technologies to
implement a collaborative three-dimensional design system. A multi-agent system has also
been used to identify the variables influencing the product success and select portfolio of new
product development project [28].

Knowledge acquisition in the field of new product development is of significant impor‐
tance for a contemporary organisation taking into account potential increment of tech‐
nology and infrastructure. As in the knowledge discovery process is not possible to elimi‐
nate a human dimension, a multi-agents approach seems to be a suitable framework to
model the problem of identifying a set of variables influencing the cost of product design
and evaluating the parameters of a new product. This type of information and knowledge
is needed to estimate the cost of product design, and support the project managers in
selecting the most promising NPD project portfolio and conducting what-if analysis.

3 Model of Estimating Product Design Cost

Specifications of the past NPD projects, including design parameters, product portfolios,
and customer requirements are registered and stored in an enterprise information system
that includes e.g. CAD, CRM and ERP system. If new product development is related
to slight modification of previous products, then enterprise database may be used to
identify the factors influencing the cost of designing previous products, and estimating
the cost of a new design. The presented model is formulated in terms of CSP and consists
of a set of decision variables, their domains, and the constraints that refer to the compa‐
ny’s resources and performance indicators. The model description encompasses the
limitations of a company, parameters of new products and a set of routine queries
formulated in the framework of CSP. The structure of the constraint satisfaction problem
may be described in the following form [29]:

CSP = ((V , D), C)

where:

– V is a finite set of variables,
– D is a finite set of discrete domains of variables,
– C is a finite set of constraints.

The presented model of estimating product design cost contains the following variables:

• Number of interviewed clients to survey client’s requirements
• Number of client’s requirements for a new product
• Number of client’s requirements translated into product specification
• Number of ideas for a new product
• Number of components in a new product
• Number of modified components in a new product
• Number of project team members
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The constraints include the total number of team members directly involved in a
NPD project C1,t and financial means C2,t in the t-th time unit (t = 0, 1,…, T). The decision
criterion for product portfolio selection is minimisation of the cost of product design by
the given constraints.

The constraint satisfaction problem can be considered in the context of a knowledge
base that is a platform for query formulation and obtaining answers [7, 30]. The model
formulation in terms of CSP integrates technical parameters, available resources, iden‐
tified patterns (rules) and user requirements in the form of knowledge base, and facili‐
tates the development of a decision support system. The problem solution is related to
seeking the answer to the following questions:

• What is the product design cost and what products should be selected to the product
portfolio to obtain the minimal cost of NPD projects by a fixed amount of resources?

• What values should have the parameters of NPD projects to fulfil the cost
expectations?

Constraints satisfaction problems can be solved with the use of constraint program‐
ming that seems to suit very well for modelling decision problems [31]. Constraint
programming techniques have embedded ways to solve CSP with greatly reduction of
the amount of search needed [32]. This reduces the processing time of calculations,
what is especially important for extensive search space, and it is sufficient to solve many
practical problems such as supply chain problem [33–35] or scheduling problem [36, 37].

A multi-agent approach can be successfully used to solve constraint satisfaction
problems, for example, n-queen problems and coloring problems. In solving a CSP with
this approach, each agent can represent a variable and its position corresponds to a value
assignment for the variable. The environment for the whole multi-agent system contains
all the possible domain values for the problem. The conducted research shows that the
performance of a multi-agent approach in solving CSPs for approximate solution is
time-efficient [38].

4 The Proposed Multi-agent System for Estimating
Product Design Cost

The design parameters of past products are routinely registered and stored in an enter‐
prise information system. The big amount of data and easiness of data retrieval from an
enterprise system increases an opportunity to acquire valuable information, and finally,
improve cost estimation of product design. To automate the process of analyzing huge
amount of data and discovering nontrivial and potentially useful patterns, data mining
techniques are used. One of data mining techniques is a fuzzy neural network that can
identify complex nonlinear relationships and is a suitable tool for modelling, simulating,
and estimating [3].

In the case of product customization, cost estimation of product design can be based on
information obtained from customers and the parameters of past products. The product
design process can be divided into a few sub-processes, such as identification of the
customer requirements, seeking the relationships between different variables suspected of
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the impact on the cost of NPD projects, evaluation of NPD projects, and selection of the
most promising NPD portfolio. To successful performance, these sub-processes require
cooperation and communication between the agents involved. Figure 1 illustrates a multi-
agent system for estimating cost of product design.

Marketing 
agent 

Data 
mining 
agent 

Knowledge 
base

Project 
manager 

Client 
agent 

R&D 
agent 

Fig. 1. Multi-agent system for estimating product design cost

In the phase of identification of the customer requirements, a marketing agent
communicates with customers to investigate their needs for a new product. In the next
phase, a marketing agent communicates with an R&D agent to specify the customer
requirements for a new product. An R&D agent determines the expected time of new
product development and the range of the customer requirements translated into product
specification, and sends these parameters to a marketing agent who in turn investigates
customer acceptance of a new product. A data mining (DM) agent identifies variables
suspected of significant impact on the cost of past products and sends the requests of the
expected values of these variables for a new product to a marketing agent and an R&D
agent. Finally, an R&D agent and DM agent store the identified rules in knowledge base
that is used to estimate the cost of new products, conduct what-if analysis on the basis
of the parameters specified by the project manager, and select the most promising NPD
portfolio. Apart from rules, knowledge base stores the facts related to the constraints
such as the NPD project budget, a number of project team members, the expected time-
to-market for a new product.

The agents have the various objectives and constraints that concern the specific area
of the product design process. Consequently, the cooperation between the agents is
needed to adjust their local tasks and improve the estimating quality of product design
cost. Table 1 presents an example of information that is specified in the messages
between the agents.

The negotiation algorithm between a marketing agent and R&D agent is executed
until the specification of a new product meets the customer requirements in the agreed
range. The customer requirements are verified in the context of available technology
and the cost that the company can incur to obtain the required materials, components
and technology.
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Table 1. An example of message description

Item Description
Sender Marketing agent
Receiver R&D agent
Message type Product design specification
Message task Specifying customer requirements
Deadline Time by which the R&D agent has to respond
Content The description of the customer needs and require‐

ments for a new product

Relationships between the cost of previous products and variables influencing the
cost are sought with the use of a fuzzy neural network that includes advantages of both
neural networks (e.g. learning abilities, optimization abilities and connectionist struc‐
tures) and fuzzy systems (e.g. if-then reasoning, simplicity of incorporating expert
knowledge). A fuzzy neural network identifies if-then rules that are further used to cost
estimation of product design. In this study, the adaptive neuro-fuzzy inference system
(ANFIS) has been used. The parameters of a new product (values of input variables) are
specified by a marketing agent and R&D agent and led to the ANFIS that estimates the
cost of product design. As the NPD cost is criterion of product portfolio selection, the
most promising set of the NPD projects can be determined.

In this study, the knowledge base is formulated as a constraint satisfaction problem
that can be effectively implemented in constraint programming (CP). CP is an emergent
software technology for a declarative CSP description and can serve as a pertinent
framework to develop a decision support system [7, 8]. The next section illustrates the
use of a fuzzy neural network to identify relationships among data, develop knowledge
base and estimate the cost, and the use of CP to seek the admissible solutions according
to a user request.

5 Example

An illustrative example consists of two parts. The first part concerns the use of the ANFIS
to identify relationships and estimate the NPD cost. In turn, the second part illustrates
the use of constraint programming to seek the possible solutions (if there are any) for
the constraints specified by the user.

5.1 Cost Estimation with the Use of ANFIS

Cost of product design (CD) has been estimated on the basis of the following variables:
number of interviewed clients (CS), number of client’s requirements for a new product
(CR), number of client’s requirements translated into product specification (CRT),
number of ideas for a new product (INP), number of components in a new product (CNP),
number of changed components in a new product (CCP), and number of project team
members (PTM). The ANFIS uses data of previous projects and identifies the relation‐
ships (in the form of if-then rules) between input variables and the cost of past product.
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In studies, the ANFIS has been learnt according to subtractive clustering method
implemented in the Matlab® software, with the following parameters: range of influence
– 0.3, squash factor – 1.25, accept ratio – 0.5, reject ratio – 0.15. The membership
functions are specified for each input variables and the identified if-then rules that are
further used to estimate the cost of product design. Figure 2 illustrates the membership
functions of 10 rules identified by the ANFIS.

Fig. 2. The use of ANFIS to cost estimation of product design

The forecast of product design cost is calculated after inputting the expected param‐
eters of a new product to the learnt ANFIS. The values of two input variables (number
of interviewed clients and number of client’s requirements for a new product) are speci‐
fied by the marketing agent. In turn, the values of five input variables (number of client’s
requirements translated into product specification, number of ideas for a new product,
number of components in a new product, number of changed components in a new
product, and number of project team members) are specified by the R&D agent. In the
presented example, the forecast of product design cost (CD) equals 159 monetary units
(m.u.) for the following input variables: CS – 150, CR – 20, CRT – 16, INP – 41, CNP
– 58, CCP – 12, and PTM – 4. The identified rules are stored in knowledge base and can
be further used to feasibility study of the NPD projects and selecting the most promising
projects for development.

5.2 Fulfilling Cost Expectations with the Use of CP

If the NPD cost exceeds the project budget, the project manager can need information
about the conditions to fulfil cost expectations. In this case, such values of input variables
are sought that fulfil the project budget. Let us assume that the budget of product devel‐
opment is limited to 100 m.u., and the range of the selected variables is as follows: CNP
from 45 to 75, CCP from 8 to 18, and PTM from 3 to 6. A large number of admissible
solutions imposes the use of techniques that enable the reduction of the amount of search
needed, such as constraint programming. The considered problem has been implemented
in the Oz Mozart programming environment that includes constraint programming
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paradigms. The number of admissible solutions equals 10 instances by the minimal cost
of product design reaches 93 m.u. Figure 3 presents the explored search tree for the
considered case.

Fig. 3. The use of CP to seek admissible solutions

The search tree illustrates choice nodes as purple circles and solution nodes as green
diamonds. The fully explored subtrees, which do not contain solution nodes, are
presented as a single red triangle.

6 Conclusion

The new product development process involves many agents in the field of customers,
marketing, research and development, manufacturing, etc. As in new product develop‐
ment is required knowledge acquisition from the different local areas and communica‐
tion between these areas, the use of a multi-agent framework seems to be a pertinent
framework to evaluate the parameters of product design, and finally, estimate its cost.
The proposed approach takes a global perspective concerning product design and
presents a mechanism of interaction between agents. As an enterprise information
system stores the data related to the various areas of business, including customer
requirements for a new product and specification of the past NPD projects, enterprise
database can be used to seek the relationships between the cost and variables suspected
of influencing cost. In this study, a fuzzy neural network has been used to identify
potential relationships that can also be used to feasibility study and selecting the most
promising NPD project portfolio.

The characteristics of the presented approach includes the use of expert domain knowl‐
edge to select variables used in the knowledge discovery process, fuzzy neural network to seek
the relationships and their description in the form of if-then rules, and framework of constraint
satisfaction problem to specify a knowledge base. This knowledge base includes the facts
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(e.g. R&D budget), rules identified by fuzzy neural network or/and an data mining agent, and
it allows the project managers to obtain an answer to the routine questions such as what is the
cost of product design, what is the most promising set of NPD projects or what values should
have the parameters of NPD projects to fulfil the cost expectations. The use of constraint
programming environment solves CSP in an effective way and enables creating an interactive
task-oriented decision support tool.

Advantages of the presented approach can be considered in the context of placing
product design in a global perspective that involves the external (customers) and internal
(employees) actors of the NPD process, the low effort of data retrieval to analysis
because the data are stored in an enterprise system, the possibility of sensitivity and
what-if analysis, as well as the selection of the most promising product portfolio
according to the project manager’s preferences. Drawbacks of using the proposed
approach are connected with constructing the stop criterion in the negotiation algorithm
between client and marketing agent, collecting enough amounts of data of the past
similar NPD projects, and specifying several parameters to build and learn a fuzzy neural
network.
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How to Simulate Transportation Disturbances
in the Logistic Process?
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Abstract. The paper presents a description of modelling the supply chain
including disturbances by using simulation software. In order to make the best
representation of reality, the route, the lorry’s speed and various types of dis-
turbances are taken into account. The purpose of this article is to demonstrate
how disturbances can be modeled and to present benefits of using the simulation
programs to plan a route and time of transport.

Keywords: Disturbances � Creation of special objects in simulation � Supply
chain

1 Introduction

The paper presents author’s work about how can be modeled a supply chain including
different disturbances occurring in transport processes. Because of wide range aspects
involved in a supply chain, author concentrates on transport area. Networks in supply
chain can be modeled in different ways, like by using Petri net, or algorithm Dijkstra
and Floyd-Warshall algorithms or by using simulation. In this article author wants to
show the use of simulation to modeling the supply chain. Moreover, method of
modeling one disturbance (bed weather) is described. In presented case study, the
lorry’s route is defined at the beginning. This route includes different variables, as: a
vehicle speed and some disturbances like severe weather conditions and breaks in
driver works. This model was created by using a modern software FlexSim, that allows
build models of various degrees of complexity [24]. Author integrated Discrete Event
Simulation (DES) with an Agent Based Simulation approach (ABS) to model distur-
bances. Disturbance is represented by own created object.

The main aim of this article is to present a way of modeling transport route
including some disturbances. Author tries to improve prediction of delivery time
performance using simulation. The route is being modeled with some assumptions like
vehicle’s speed and some disturbances. In this case author considers two disruptions –
bad weather conditions and breaks in driver working time. Author describes in detail
how one of these disturbances is created in simulation model, not only in theoretical
way. Moreover, by doing different experiments, user can see what will change in
process, and how it will affect to whole process.

An article consists of 5 parts. Section 2 contains a literature background about a
supply chain - complexity of this issue, methods of route modeling, and the aspect of
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occurrence the disturbances in transport. In Sect. 3 author presents mathematical
description of the supply system model and general information about created simu-
lation model. In Sect. 4 author presents model of selected route for realization transport
task. Here, detailed description of created disturbance is included. Besides, in this part
were described carried out experiments and results of them. The final conclusions are
stated in Sect. 5.

2 The Supply Chain Issue and Aspect of Occurrence
Disturbances in Supply Chain

2.1 The Complexity of the Supply Chain Issue

When people hear “supply chain”, they think about transport goods from point A to
point B. But the issue is more complexity. Analyzing the transportation process, it is
important to see a broader range of this activity, not only the moving of goods. Of
course, the main role of the supply chain is a transportation of products from one point
to the other, but many other aspects should be considered, such as: ensuring adequate
quality services at the lowest cost, finding the best mode of transport, the management
of different entities involved in whole process,… In order to confirm the complexity of
aspects in supply chain, few definition about them are presented. Recalling Umeda:
“A supply chain system is a chain of processes from the initial raw materials to the
ultimate consumption of the finished product spanning across multiple supplier-
customer links. It provides functions within and outside a company that enable the
value chain to make products and provide services to the customers” [20]. According to
the dictionary of logistics terminology, a supply chain is “the organizational structure
of the group of companies, implementing joint actions necessary to meet the demand
for certain products” [9].

At present, supply chains are dispersed systems [17, 21]. What makes, that the next
problem is how to manage links and the structure of the whole chain in order to achieve
the best results (in strategical and financial dimension). Therefore, people pay more and
more attention to issue of modeling the supply chains and management of them by using
various computer programs. The network can be described and modeled in few ways –
the most known are: modeling transport routes by using different type of network, for
example Petri net [18]; by using algorithm like Dijkstra and Floyd-Warshall algorithms
[8]; in mathematical description [22]; and by using simulation software [26].

In this article, for the purposes of modeling the processes in the supply chain two
methods are used: Discrete-Event Simulations (DES) and Agent-Based Simulation
(ABS). First method is a good option when we deal with well-known processes, for
which the situations of uncertainty are defined using statistical distributions. DES
models are characterized by the process approach – they focus on modeling the system
in detail, not on the independent units [3]. Second method focuses on individual
elements and their behaviors [13]. Referring to the supply chain – the individual chain
participants (companies, manufacturers, wholesalers and retailers) can be treated as
agents who have their own goals and skills, and their common goal is to produce and
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deliver a product to a specific customer [23]. Agent-Based Simulation is discussed in
more detail in [2, 7, 13]. There are also numerous articles dedicated to agent modeling
and multi-agent modeling in the transport and supply chains [4, 5, 14, 16].

2.2 The Aspect of Occurrence the Disturbances in Supply Chain

Analyzing transportation process, it is important to see a broader range of this activity,
not only the moving of goods. As in any other process, the presence of various types of
interference in the realization of activities should be taken into account.

Many articles about transporting hazardous materials and risk associated with this
transport can be found in the literature [6, 10, 19]. Other popular aspect are car
accidents [1, 15].

Author focuses on the transport area in supply chain, and on the aspect of real-
ization transport task on time. Author distinguished various disturbances in this area,
and now is trying to determine how they affect to realization of whole process and time
of it [12]. Such disturbances in transport operations have been distinguished [11]:

(1) related with means of transport, like the failure of vehicle,
(2) related with the route, like: the traffic congestion, the road accident, weather

conditions, the fee payment in Toll Collection Point,
(3) resulting from the fault of the sender and receiver, like: no enough free ramps for

loading/unloading,
(4) related with the driver, like: the driver working time,
(5) and other.

3 Problem Definition

During the analysis of the literature about various disturbances in transport, author
noticed that exists a little number of articles about way of modeling of these distur-
bances. Therefore, author decided to concentrate on the modeling the disturbances with
the determination of the influence of these disturbances on the transport process, on
time of transport.

On the first step, author presents mathematical description of the supply system
model. Next, shows simulation model of the supply chain.

3.1 The Supply System Model – Mathematical Description

Author presents general description of the supply system model (Fig. 1). This is a
theoretical description of the supply system, it is an introduction to research problem,
connected with the occurrence of disturbances and their influence on the time of the
transport process.
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A supply system model (Fig. 1) is defined as:

SD ¼ ðP;D; TÞ ð1Þ

Where:
P - a transport route, defined as a sequence of:

P ¼ Pp;0;Pp;1; . . .;Pp;i; . . .;Pp; m�1ð Þ;Pp;m
� � ð2Þ

Pp;i - i�th intermediate point, where disturbances are considered,
m - a number of intermediate points,
Pp;0 - a starting point (load point),
Pp;m - an unload point.
Intermediate points – these are locations where interference may occur in the

delivery. Disturbances have affect to the delivery time.
D - a sequence of distances between intermediate points:

D ¼ d0;1; d1;2; . . .; dði�1Þ;i; . . .; d m�1ð Þ;m
� � ð3Þ

dði�1Þ;i - a distance between the point Pp;ði�1Þ and point Pp;i,
T - a sequence of transit times between intermediate points:

T ¼ t0;1; t1;2; . . .; tði�1Þ;i; . . .; t m�1ð Þ;m
� � ð4Þ

tði�1Þ;i - a travel time from the point Pp;ði�1Þ to Pp;i counted in contractual units of
time [c.u.t.], tði�1Þ;i 2 R. The travel time is defined as a random continuous variable, for
which it probability density function g i�1ð Þ;iðtÞ is known. The probability density
function is different for every type of disturbance.

For the supply system modeled by the SD (1), the total time of delivery is defined
as Tproc.

Tproc ¼
XLpal

i¼1
TZi þ

Xm

i¼1
ti; iþ 1ð Þ ð5Þ

Fig. 1. The supply system model.
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where:
TZi - a time of loading of i-th pallets [c.u.t.],
Lpal - a number of pallets.
The total time of realization the delivery Tproc determines a date of unloading Rao:

Rao ¼ Z0 þ Tproc ð6Þ

where:
Z0 - a date of loading [c.u.t], Z0 2 R,
Rao - an expected date of unloading, Rao 2 R.
For presented system, the research problem can be defined as: there is a supply

system (SD), for which it is known latest and earliest delivery time (interval Ra
0
;Ra

� �
).

Author looks for answer for this question: Is there a time of starting the loading Z0,
which ensures, with the specified probability (Pd), that the delivery will end at defined
interval Rao 2 Ra

0
;Ra

� �
?

ðZ ¼ ?Þ ) P Rao 2 Ra
0
;Ra

� �� �
�Pd

h i
dla SD; Ra

0
;Ra

� �
ð7Þ

3.2 The Simulation Model of Supply Chain – General Information

In order to show how can be used simulation to model different processes in the supply
chain, an example of transport route was created. This simulation model was built using
FlexSim software. Using FlexSim is very simple by build-in tool and objects [24].

This route includes travel from Komorniki city to Żary city, both of them are
located in Poland. The distance is equal 167 km. The planned route includes journey
using national road No. 32 and 27. Figure 2 presents this route.

During build the simulation model, in order to present reality in the best way, some
assumptions were made. One of them is vehicle’s speed at national routes, which is
equal 70 km/h (+ − Acceleration/Deceleration). This speed is intentionally not a

Fig. 2. Komorniki-Żary route. Source [27].
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random value, because author wants to clearly show the influence of various distur-
bances to the modeled route - on the time of realization the transport order.

The purpose of presented simulation model is to show the possibility of modeling
the transport route, which will includes some disturbances. By made few experiments
on this model, it will be possible to define the time, which is needed to travel this route.
This will be shown at next part in this article.

4 Case Study

This section provides an example of modeling the transport route, which includes some
disturbances. Author took into account only two disruptions, because wants to show,
influence of them on the whole process. Moreover, wants to present in detail how
disturbances can be modeled. Analyzing the transport order, it is important to focus on
the transportation time from the start to the final point.

Building a simulation model, containing certain assumptions (for example speed)
and including disturbances, will simplify the observation and analysis of the individual
activity in the whole process. By addition of the randomness of emergence of distur-
bances, and then running a series of experiments, it is possible to get an answer about
the travel time from point A to B (containing defined assumptions). When we will add
the real data into the model, we will get a good tool, which can improve the trans-
portation planning in the company.

In this model, author included two disturbances:

(1) Weather conditions – author treats severe weather conditions like downpour,
blizzards, high winds, as disturbances. The occurrence of these phenomena is
associated with reduction of a travel speed. And, of course, it has an impact of the
time of realization the transport order. A detailed description of the method of
modeling of this disturbance is included in further part of this article.

(2) Driver’s working time - in conjunction with the applicable provisions [25] author
decided to consider time of driver’s working. This disruption is certain - we exactly
know when the driver should have a break and how long. Of course it makes that
travel time will be longer. Author considered one option of driver working time -
4.5 h of driving/work, then 45 min of break, then 4.5 h of driving/work and then a
11 h of break. Author does not take into account other cases of breaks in work,
because on the market exist many programs to manage of time of driver working.
In created model, this disturbance has function as a reminder that the driver must
have breaks! In the present model, the time of driver’s working starts at time, when
vehicle received the message about new transport order. So, loading and unloading
operations are included in time working.

4.1 Breaks in the Weather – Description and Method of Modeling

Severe weather conditions (downpour, blizzards, high winds) make, that travel by car is
harder, sometimes impossible. Because of this disturbance, the running speed will be
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reduced, what have an impact of the extension of the travel time. Of course, collection
the data about weather condition is difficult problem, but not impossible. Based on the
historical data and information obtained from the weather maps, it is possible to
determine the likelihood of severe weather conditions in the analyzed area. Besides,
based on a data on current weather conditions at certain points (which are available on
the Internet -for example [28]), new data to the model can be introduced, in order to
take into account them in the experiments. Moreover, based on these data, it is possible
to create a base of weather conditions - for example it can be defined places where rain
is rare phenomenon or place where is often windy.

This disturbance can be modeled in two ways. Both of them, in theoretical way are
described in [11]. In presented case study, this disturbance is modelled according to
method 1 described in the above mentioned article. Difficult weather is represented by
an agent with two specified ranges of action (Fig. 3).

First area (smaller) – is a center of change, the second – is a ring, which forms the
area surrounding the center. The agent representing disturbance, checks (in specified
units time), whether in his area there is another agent representing a means of transport.
If there is one, agent sends information to the vehicle about an occurring disturbance
(message about reducing speed to defined value). The vehicle, after receiving this
message, changes the traveling speed according to the given information.

Author created his own object with special label. Each bad weather condition has
been mapped on a single object named Bad_Weather. Author created this object with
using TaskExecuters Object in FlexSim. Author used this type because it has additional
function – definition of collision and possibility to check if other objects are in collision
area. Range of this disturbance is expressed by two circles. Radius of bigger circle is
defined by modeler, by using normal statistical distribution (with a mean, a deviation,

Fig. 3. A break in the weather represented by an agent – way 1. Source [11].
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and with a minimum and a maximum value). The radius of smaller circle (center of
weather change) has been set as 0.3 radius of a bigger circle. The same situation is
about a truck’s speed – speed in the surrounding area is defined by modeler (in labels),
while speed in center is converted as 0.7 speed value.

Created Bad_Weather object has 14 labels (Fig. 4):

• Labels 1–4 - contain information about a mean, a deviation, a minimum and a
maximum value of a speed in a bigger area of the disturbance (in the ring, which
forms the area surrounding the center). These information have to be defined by the
modeler.

• Labels 5–8 - include information about a radius of a bigger area. These information
have to be defined by the modeler.

• Label 9 - contains information about a speed outside (in ring), which is defined
based on labels 1–4.

• Label 10 - includes information about a speed in a center of the disruption, is equal
as 0,7*speed_outside.

• Label 11 - contains information about an outside radius (the whole radius of the
disruption), which is defined based on labels 5–8.

• Label 12 - includes information about a center radius, is equal as
0,3*radius_outside.

• Label 13 - presents a number of stream, it is changeable in this model.
• Label 14 - includes a table of information about a type of active collision (in center

or in a surrounding area) and the name of truck, which is in this area. Based on this
information, it is possible to manage of objects which are in range of disturbance,
and change their speed.

Fig. 4. Created Bed_Weather object.
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For presenting bed weather disturbance 3D simulation program was used. This is a
reason, why a surrounding area of this disturbance in Fig. 4 is in 3D, while in reality
two dimensions are sufficient (in accordance to the present description).

When the bad weather condition will occur, an area of effect is defined by a normal
distribution with parameters stored in object labels. The value of speed decrease is
defined in the same way. Described object checks, in certain time interval, if there is
another object in range. When an object (truck) is detected, its travel speed is decreased
to specific value, firstly speed is adequate to speed at surrounding area (case 2 at
Fig. 5), then to speed for center area (case 3 at Fig. 5) and then again at speed for
surrounding area (case 4 at Fig. 5). When this object leaves area, its speed is set back to
original value (case 5 at Fig. 5). Time interval is relative small (currently 0.01 time
unit). It provides, that moment when the vehicle has left the disturbance is quickly
noticed. Figure 5 shows described situations.

Fig. 5. Bed_Weather object – mode of action.
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4.2 Description of Simulation Experiments

For presented simulation model in point 3.2, four experiments (4 scenarios) were made.
Each experiment was made 10 times (10 replications) to show the influence of a
random value setting in the disturbance. Experiments were made by using built-in
experimenter tool in FlexSim. Author intentionally presents only 4 simple experiments
to show clearly the influence of the disturbances on analyzed process.

In every experiments, main variables for a weather disturbance were changed, to
show how this disruption affects to the time of realization the transport process. In
present case author does not take into account a possibility of a detour – the alternative
route. The issue of seeking a new route, because of occurrence of disturbances, is not
the aim of this study. The main goal is to show various times needed to realize the
transport task. This time depends on random values in disturbances (like radius of this
disruption or truck’s speed in an area of this disruption). To show relations between the
process time versus disturbances, author made some simplifications. Firstly: only two
disruptions are considered in this model. Secondly: acceleration and deceleration
aspects are not taken into account in this model. Information about experiments are
summarized in Table 1. An important information is the fact, that the travel time from
point A to point B without any disturbance is equal an 2.38 h.

4.3 Result of Experiments

The main purpose of these experiments was to present the transportation time, which
depends on random values in disturbances, as speed and radius. Table 2 presents
results of these experiments. As we can see, the minimal transportation time is at an
experiment 1, because values in a weather disturbance have only a small influence on
process. The smallest speed, and the largest radius of this disruptions was defined at
scenario 4, which is reflected in the obtained results.

By using built-in experimenter tool in FlexSim, we can get information about
interval of values of the analyzed time for 90, 95 or 99 % confidence.

Table 1. Definition of simulation experiment.

Exp. no Take into
account the
driver’s working
time

Definition of speed Definition of range
Mean
value
of
speed

Dev
of
speed

Min
value
of
speed

Max
value
of
speed

Mean
value
of
radius

Dev
of
radius

Min
value
of
radius

Max
value
of
radius

1 Yes 55 5 40 65 5 1 2 10
2 Yes 60 10 40 65 10 2 2 15
3 Yes 55 10 40 67 10 3 2 15
4 Yes 40 15 30 55 10 5 2 15
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Figure 6 presents results for 90 % confidence interval. Referring to description of
model of supply system and specified there question about an existence of the time Z0,
we can say- that it exists and it can be defined by using Experimenter tool in FlexSim
software.

5 Conclusion and Further Investigations

The presented approach to modeling a supply chain enables a precision analysis of
processes and impact of each of them at the transport process. Thanks to using the
simulation, an observation and analysis of process is possible. In addition, including
aspect of disturbances, a useful tool to determine the time required for transport is
created. Author in a detailed description presents a way of modeling the processes in
supply chain and disturbances. In order to show the use of the described aspects, the
simulation model for the sample transport routes have been created. By performing a
number of experiments, a relationship between “the disturbance’s strength” and times
of transport realization was shown. Obviously, there is an opportunity for a further
development of the proposed work: modelling next disturbances in described way
(with combining ABS and DES approach) and checking relation between them and
time of realization the transport task. By creating library with disturbances, fast
building of simulation model will be possible. Next step is “play” with the simulation
model and definition of time of analyzed process, with using build-in experimenter
tool.

Table 2. Results of simulation experiments. Source: results obtained from FlexSim model.

Transportation time [h]
Rep 1 Rep 2 Rep 3 Rep 4 Rep 5 Rep 6 Rep 7 Rep 8 Rep 9 Rep 10

Scenario 1 2,48 2,46 2,46 2,44 2,45 2,51 2,46 2,44 2,44 2,48
Scenario 2 2,61 2,52 2,65 2,50 2,57 2,60 2,47 2,48 2,52 2,46
Scenario 3 2,59 2,46 2,47 2,51 2,51 2,53 2,47 2,53 2,49 2,61
Scenario 4 2,72 2,56 2,75 2,72 2,91 2,91 2,55 2,47 2,45 2,75

Fig. 6. Confidence interval for analyzed time. Source: results obtained from FlexSim model.
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Abstract. This paper introduces an initial approach to represent human-driven,
industrial-truck material handlers as agents in discrete-event simulation models
of manufacturing systems. The approach is network based and involves material
handlers creating work tasks for themselves based on the current states of the
system, such as inventory in a production area and material availability in a supply
area. The material handler integrates other work tasks with supporting the produc‐
tion lines. The approach leverages constructs currently available in simulation
software and is implemented in FlexSim. An illustrative example is provided and
the agent-based results are compared to traditional means for modeling material
handling.

Keywords: Material handling · Agents · Simulation · Manufacturing systems

1 Introduction

Material handling is a key activity in any manufacturing/production system. In many
industries it contributes a significant portion of total manufacturing cost. As such, the
design and operation of material handling processes have a significant effect on overall
system performance.

Since material handling is a key part of production systems, it is commonly a major
part of discrete-event simulation (DES) modeling and analysis. In fact, it is oftentimes
the focus of simulation projects, such as those that analyze and assess alternative material
handling methods in order to identify the best option in terms of cost and service. Many
simulation models involve the transport of material between locations by automated and
non-automated means. The focus of this research is on non-automated means; in partic‐
ular, the movement of materials over large distances within a facility by human-operated
industrial-trucks, such lift trucks, pallet jacks, platform trucks, etc.

Modeling and analyzing manufacturing systems using agent technologies have a
long history as noted in Monostori et al. [8] and Shen et al. [12], to name a few. However,
the major focus is on manufacturing control systems. In contrast, other general sources
on agents do not mention manufacturing as an application area. For example, neither
Allan [1] nor Macal and North [7] mention manufacturing and logistics as an application
of agent-based modeling. Macal and North [7] note “agent-based modeling is being
applied to many areas, spanning human social, behavioral, cultural, physical, and
biological systems.”
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One reason that agent-based modeling is not as widely applied in manufacturing
systems may be due to the many well-defined processes that exist in manufacturing
systems. While manufacturing systems are highly complex – they are dynamic,
stochastic systems that contain a large number of elements and processes with significant
dependencies – many aspects are well defined and procedural. In fact, in order to develop
DES models, processes, flows, routings, etc. must be explicit and well defined. Various
simulation model development tools, e.g., those proposed by Greenwood and Pawlewski
[3] and Pawlewski [9], are designed to define operational processes in very structured
ways in order to enable the system to be represented in simulation software. However,
some aspects of manufacturing systems, such as the case of material handlers defined
in this paper, lend themselves to other modeling paradigms besides a process represen‐
tation, such as agent-based modeling.

Macal and North [6] define agent-based systems as “a computational framework for
simulating dynamic processes that involve autonomous agents. An autonomous agent
acts on its own without external direction in response to situations the agent encounters
during the simulation.” Macal and North [7] define agent-based modeling in terms of
following three basic elements.

(1) Agents, which contain the following properties and attributes:
a. Autonomy, acting independently, being self directed.
b. Modularity, being self contained.
c. Sociality, interacting with other agents, e.g. contention for space, collision

avoidance, communication and information exchange.
d. Conditionality, having a state that varies over time with behaviors conditional

upon its state.
(2) Agent Relationships, methods of interaction; networks are a common topology for

interaction among agents.
(3) Agents’ Environment, functioning and interacting with their surroundings.

The approach proposed in this paper for representing material handlers as agents in
DES of manufacturing systems meet all of the conditions above.

The objective of this paper is to provide an approach for more realistically repre‐
senting material handling activities in DES models in order to improve their effect on
the analysis of alternative production rates, stocking rates, material-handling resource
type, availability, policies, etc. To this end, the paper provides an initial approach for
representing material handlers as agents in DES models. As agents they interact with
other objects in the model, but are not directly driven by them; they are driven by the
resulting behavior of the other objects. Another objective is to develop the modeling
approach by leveraging capabilities that are currently available in DES modeling and
analysis software. As Chan et al. [2] posit, DES has already developed a rich set of
theories and practices; in contrast, agent-based simulation is still in its infancy stage of
developing modeling techniques. Similarly, Siebers et al. [11] find that there is consid‐
erable interest in agent-based simulation in academia and industry, but most people do
not know how to apply it and there is no established frameworks or methodologies to
guide researchers and analysts through the agent-based modeling and simulation
process.
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This paper is organized as follows. Section 2 defines the material handling function
in manufacturing systems. Section 3 describes the proposed approach for modeling
material handlers as agents. Through an illustrative example, Sect. 4 discusses imple‐
mentation of the approach in simulation software (FlexSim) and compares the agent-
based approach to a traditional modeling approach for material handling. Section 5
provides conclusions and plans for further research.

2 Material Handling in Manufacturing Systems

The Material Handling Institute provides the following taxonomy of material handling
equipment [13] for the movement and storage of material within a facility.

(1) Transport Equipment moves material from one location to another. Major subca‐
tegories are: conveyors, cranes, and industrial trucks, but material can be trans‐
ported manually with no equipment.

(2) Positional Equipment handles material at a single location so that it is correctly
positioned for subsequent activities.

(3) Unit Load Formation Equipment restricts material to maintain integrity when
handled as a single load.

(4) Storage Equipment holds or buffers material over time.
(5) Identification and Control Equipment collects and communicates information to

coordinate the flow of materials.

This research focuses on the first category, the use of transport equipment to move
material from one location to another. The transport activity is defined such that it
includes the following tasks: traveling from a current location to the source location of
a material, loading material at the source, travelling from the source to the destination
location, and unloading at the destination. In our case, the transport is made by a soci‐
otechnical system, an industrial truck (e.g. lift truck) driven by a human. The truck
handles the physical aspects of the transport and the human provides the cognitive
aspects, e.g. deciding what activity to perform and when to perform it based on a set of
guidelines and current conditions. The combination of the truck and person is referred
to as the material handler.

As indicated above, material handling involves more than just physically moving
material between locations A and B. It involves deciding what to move and when; e.g.,
checking production lines to identify which one(s) need material, deciding when to
check, and deciding what to do if a needed material is not available at its storage location.
These activities are typically performed by the human component of the material
handler.

Simulation software conducts material handling activities in different ways;
however, there are two typical approaches:

(1) Material at a storage location is “pushed” to a production line as it becomes avail‐
able and there is capacity for it at the production line.

(2) Material is “pulled” from a storage location by a production line’s needs.
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In both cases, the material handler is called to move the material when both the
storage and production areas are ready for it to move. The calls involve a sequence of
tasks that need to be performed by the material handler and are queued by the material
handler, or at a central controlling object, and performed in a specified order, e.g.
priority, distance, FIFO. The material handler makes no decisions; it just mechanistically
reacts to instructions from the production system.

Now, consider a common material handling situation where a material is supplied
from storage, say at location A, to production, e.g., at location B, when the inventory
level at production falls below a threshold (referred to as a reorder point). Once the
threshold is reached, a request for material is made from production (B) to storage (A);
i.e., it is pulled. However, a request for transport is not made until sufficient quantity is
available at A, then it is pushed to B. It is not until all of these conditions are met that
the material handler is called to transport it.

In many operations there are no direct communications between locations A and B.
Instead, a material handler checks (oftentimes a visual scan) the inventory levels in the
production area and notes those location(s) needing materials. If material is needed, the
material handler travels to the storage area to obtain the materials and bring them to the
production area; if no material is needed, the material handler does other work. Since
the other work is performed in other areas of the facility, the checks of the production
area are done according to guidelines, e.g. about every 30 min, and not at precise intervals
or on a schedule. In addition, the material handler typically notes several production
locations that need resupply in case the desired material is not available, thus avoiding
wasted travel time. Breaks are guidelines as well, e.g., about 20 min every two hours -
the material handler does not just stop every two hours, especially if in the middle of a
task. Thus, the material handler gathers the needed information and decides what to
transport, and when, based on guidelines. Therefore, the material handler acts as an
agent.

3 Agent-Based Representation of Material Handling in DES

There are obviously many possible approaches to modeling material handling as an
agent-based system. One main demarcation is to consider the material hander as a single
agent, with all or most of the behaviors contained and managed in one object, or as a
distributed system of agents. One example of an encapsulated approach is described by
Pawlewski [10] for the order-picking process in a warehouse. The approach developed
in this paper uses a distributed approach where material handling behavior is partitioned,
packaged, and distributed based on function, such as move, check, decide, control, etc.
and where the functions occur in the system. Thus, material handling is considered as a
multi-agent system.

It is possible in future research that the current approach may be encapsulated similar
to [10]. However, distributing agent functionality is not uncommon. For example,
Kasaie and Kelton [4] note that in general, “the distinguishing characteristic of agent-
based systems is based on decentralization of a system into its constituent components,
and representing it through a collection of agents and their environment.”
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The reason for taking the distributed multi-agent approach is two-fold. Since this is
an initial approach, defining and separating the various behaviors makes the approach
easier to develop and understand. The second reason is to leverage and re-use, or use
differently, existing capabilities in simulation software, thus reducing development and
testing time. As noted earlier, FlexSim provides the basic capabilities to develop an
agent-based approach in DES models.

The functions are distributed through a static network and mobile transporters. Macal
and North [7] note that networks are a common topology for interaction among agents.
A network contains a set of nodes that are connected in pairwise fashion with other nodes
by edges. The nodes that form the travel paths are referred to as basic travel nodes and
are not considered as agents.

By adding functionality to these basic travel nodes, they are transformed into special
nodes that act as agents. One special node is referred to as a decision node agent since
most of a material handler’s other activities, besides transport, involves decision making –
what to move, when to move, etc. Another type of special node is an interface node that
provides links to other objects in the model, primarily for information. The interface node
has more capability than a basic network node, but is not considered an agent.

Figure 1 provides a conceptual representation of the proposed constructs for intro‐
ducing material handling agents into DES models using a function-based distributed
approach. The approach leverages existing capabilities found in DES software, such as
path networks, basic task execution, transporters, network nodes, etc.

DES 
Object

Transporter agents

DES 
Object

Path network

Decision agents

• Travel
• Load/unload
• Collision avoidance 
• Downtime
• …

Decide:
• what is needed
• when to check
• where to go
• what to do
• …

Fig. 1. Conceptual representation of the distributed agent approach.

The basic agent constructs defined in Fig. 1 are used in a DES model to represent
the physical topology of a facility. An example is provided in Fig. 2. The agents and
network nodes are arranged in a manner similar the physical system. Storage locations
and production lines are shown as “black box” submodels.
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Sub-models of production and 
storage locations

Transporter agent

Fig. 2. Objects used to represent material handlers as agents.

The basic functions of a material handler that are distributed to agents (mobile trans‐
porters and static decision nodes) as well as basic network nodes and interface nodes
are defined in Table 1.

3.1 Transporter Agent

The transporter agent, sometimes referred to in general as a task executer, is a mobile,
dynamic resource that moves from location to location performing tasks as a simulation
model executes. The tasks are often bundled; e.g., a resupply bundle might include the
set of tasks: travel to source (storage), load material, travel to destination (production),
unload. Tasks are queued and processed in a defined order, such as FIFO, priority,
distance. Basic attributes of a transporter include speed and acceleration, carrying
capacity, and size. Transporters typically move on a path network that defines the loca‐
tions of the other objects that it must interact with and records distance traveled. They
also maintain information on the tasks performed, time since last inventory check,
current production line it is serving, if any, and are always spatially aware of their loca‐
tion in the environment.

This work leverages the basic task executer construct, but enables the transporter to
create and manage its own tasks based on information obtained from the environment
and/or in collaboration with decision-node agents. The decision-making functionality
is distributed throughout the network to areas where it physically occurs.
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Transporters can become unavailable due to planned and unplanned downtimes, such
as operator breaks, battery recharging, malfunction requiring repair.

Table 1. Material handling functions mapped to agents and nodes.

Functions Transporter
agent

Decision node
agent

Interface
network node

Basic network
node

1 Move between
locations

  a with material ✔ ✔

  b without mate‐
rial, empty

✔ ✔

2 Check inventory
level

  a at Production
to determine
which lines
needs material

✔

  b at Storage to
determine if
needed mate‐
rial is avail‐
able

✔

3 Decide what to
move

  a at Production,
the one or two
lines with the
highest need

✔

  b at Storage, the
one or two
lines with the
highest need

✔

4 Decide where to
move

✔ ✔

5 Transfer material
  a at Production,

from material
handler to line

✔ ✔

  b at Storage,
from location
to material
handler

✔ ✔

6 Avoid collisions ✔ ✔

7 Downtime ✔
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3.2 Decision-Node Agent

Decision-node agents are basic travel nodes that include logic to gather information and
make decisions in the proximity to where they would be made in a real system, such as
near a production or storage area. Distribution of the decision function is intended to
reduce agent complexity. As shown in the example in Fig. 2, the decision-node agents
form gateways to the Storage and Production Areas; and, are used at the Home and Other
Work Areas. They link one or more basic travel nodes to each interface node for an area,
e.g., a production line or storage location.

Decision-Node Agent at the Production Area. If a transporter enters a decision node
in the Production Area carrying material, it just passes through since it is destined for a
delivery to a production line.

If a transporter enters a decision node empty, the decision node and transporter
collaborate to check the inventory level of all production lines and notes the time the
check is made. If any material is needed, the location(s) of the needs are noted and the
transporter travels to the Storage Area. If no material is needed, the transporter travels
to the Other Work Area.

Decision-Node Agent at the Storage Area. The logic is similar to that used in the
Production Area. If a transporter enters a decision node in the Storage Area carrying
material, it just passes through since, it is destined for a delivery to a production line.

If a transporter enters a decision node empty, the decision node and transporter
collaborate to check the inventory level of all Storage Locations where material is
needed. If any one is available, the transporter proceeds to the specific Storage Location.
If no material is available, the transporter travels to the Other Work Area.

Decision-Node Agent at the Other-Work Area. There may be multiple other-work
locations, all connected to the Other Work Area decision node. This is similar to the
structure in the production and storage areas.

On each pass through the decision node, the node and transporter collaborate to see
if the inventories in the Production Area need to be checked – the time since the last
check is compared to a guideline threshold, e.g. the Production Area should be checked
at least every 30 min. If the time is below the threshold, the other work time is deter‐
mined; the transporter travels to the work area; and, then returns to the Other Work Area
decision node when finished. If the time is above the threshold, the transporter travels
to the Production Area decision node to check inventories.

Decision Node Agent at the Home Area. The decision node is similar to the one in
the Other Work area. There may be multiple locations where the operator takes breaks,
the truck battery is recharged, etc., but they are all connected to the Home Area decision
node in the network.

For operator breaks, e.g., 20 min every two hours, the material handler travels to the
home area as soon as its current task is finished. Break times start when the transporter
reaches home. At the end of the break, the material handler travels to the Production
Area to check inventory levels; however, if it is awaiting material for a production line,
it travels to the Storage Area to check the material availability.
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3.3 Supporting Network Nodes

To complete the functionality of the network, two other types of nodes are used. One is
a basic travel node; the other is a travel node but provides links to other objects.

Basic Travel Network Node. The combination of nodes and edges form a network.
All nodes have the basic capability of managing edges that connect a node to other nodes.
Transporters move from object to object over the paths defined by the network. Each
node knows the distance to each node connected to it. Edges between nodes may be uni-
or bi-directional, but are assumed to be bi-directional – transporters can travel in either
direction between nodes. Edges between nodes can permit transporters to pass or not;
no passing is assumed for safety reasons.

Interface Network Node. Interface network nodes are basic travel nodes but include
logic that link the transporter to other objects in the simulation model. Production lines
and the means in which storage locations are filled are often complex processes that
require significant modeling. The interface node separates that complexity from the
transporter by treating these areas as “black boxes” and provides only the information
needed by the material handler to make its decisions, such as whether the material
inventory at the production line is low enough to need supply or whether the needed
material is available in its storage location. Another use of the interface node is to move
material between a transporter agent and a storage location or a production line.

4 Illustrative Example - Implementation and Comparison

Using an example, this section describes implementation of the proposed approach in
the simulation software FlexSim and compares the operational performance of the agent-
based approach to modeling material handling with a traditional approach.

4.1 Description of the Example

The overall structure of the example system is similar to Fig. 2 – each of two production
lines require a single, but different, material. A single material handler transports both
materials. The material handler’s speed is 200 m/min and is always available except
during breaks that occur for 20 min every two hours. When no material needs to be
transported, the material handler does other work, which is always available. The time
to perform each other-work task is triangularly distributed (in minutes: minimum 8,
maximum 12, and most likely 10).

The system is balanced; i.e., the process time for each unit in production is expo‐
nentially distributed with a mean of 10 min and material in the storage area is made
available according to the same distribution. The reorder point for each material is three
units; and, at startup, each line has an initial inventory of eight units. The transfer quantity
between the storage and production areas is eight units.

Each scenario is simulated for 40 h and replicated 20 times. Common random
numbers are used for variance reduction.
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4.2 Implementation in FlexSim

FlexSim provides a powerful, open, object-oriented simulation environment that
contains all of the basic constructs needed to represent material handling as an agent-
based system in a discrete-event simulation model.

One major change from the basic application of FlexSim is that the transporter acts
as an agent and creates its own tasks based on the status of the system (agent’s envi‐
ronment). Typically, other objects send tasks and a queue of tasks are maintained and
processed in a specified sequence, e.g., priority, distance, FIFO. The agent transporter
interfaces with other modeling objects (agent’s environment) and a decision-node agent
to decide what to do next. This includes getting the current amount of material in inven‐
tory at each production line, determining whether the needed material is available in the
storage location, etc. The agent transporter still maintains a queue of tasks to perform
but it is short and self-derived. It is still possible for other objects in the model to push
tasks to the agent transporter, but in the current implementation the agent transporter
creates all tasks.

The material handler is represented as collaborating agents distributed on a network
and satisfies Macal and North’s [7] definition. It is autonomous (self directed), modular
(self contained), conditional (state depends on other agents and the environment), and
social (interacts with other agents). Sociality is achieved by interaction between the
transporter and decision-node agents and between transporters. The inter-transporter
collaboration occurs with the no-passing condition on the network (faster transporters
cannot pass slower ones traveling in the same direction on the same network edge) and
with collision avoidance. FlexSim provides collision avoidance for its task executers so
the material handlers contend for space on the network.

The initial implementation of the material handler as agents in FlexSim is shown in
the simple model in Fig. 3; the topology is the same as that shown in Fig. 2. The snapshot
of the simulation shows a transporter moving material from Storage Location 2 to
Production Line 2.

Fig. 3. Example implementation of an agent-based approach to material handling in FlexSim.
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The production and storage areas are shown as “black boxes”; i.e., the include logic
for a simple production line and fill process in the storage area. These can be any
production or storage system since they link to the material handler through the Interface
network node.

4.3 Comparison with Traditional Modeling Approach

For the traditional case, when the reorder point is reached at production, material is
immediately requested from storage. Once the requested quantity is available at storage,
the material handler is requested to transport it to production. Requests for transport are
queued on a first-in, first-out basis. Also, operator breaks occur as soon as they are
scheduled – no completing the current task and no travel to a break area.

For the agent case, the material handler checks the inventory level in the production
at least every 30 min (60 min is considered as an alternative). The operator goes on break
after a task is finished and the break time begins when the operator reaches the break
area.

Table 2 summarizes the comparison in terms of total distance traveled and the
percentage of time the production area is idle due to lack of material. While the agent-
based approach indicates poorer operational performance, it is considered more realistic;
thus, the traditional approach would overstate performance and could be misleading.
Also, the table indicates the importance of how often the material handler checks the
inventory levels in the production area – longer times between checks result in less
distance traveled, but more downtime in production.

Table 2. Operational performance comparison – traditional versus agent-based modeling

Traditional Agent-based
Time between inventory checks N/A 30 60
Avg. distance traveled, meters per

hour
(95 % confidence interval)

1250.5
(1226.7–1274.4)

1936.5
(1878.6–1989.3)

1504.2
(1472.3–1536.1)

Avg. percent idle-production lines
(95 % confidence interval)

6.8
(5.8–8.1)

11.0
(9.5–12.5)

15.0
(13.5–16.5)

5 Conclusion and Future Research

This paper presents a method for representing material handlers as agents in DES
models and demonstrates its implementation in the simulation software FlexSim. It
leverages the existing modeling capability in FlexSim and thus does not require
special agent-focused software to be linked with, or integrated into, the DES soft‐
ware, nor does it require links to sophisticated algorithms written in other
languages, such as C++,. A distributed network approach is used to allocate agent
functionality to different objects and provides means for those agents to collaborate
as needed.
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Since this paper provides initial results, future work will further develop and expand
the functionalities of the agents. Also, the basic distributed network premise will be
tested. As such, one area for future research is to attempt to integrate the capabilities
that are currently distributed into a single agent. If the integration is successful, it will
provide the basis for comparison between the distributed and fully self-contained para‐
digms in terms of ease of use, maintainability, type of models that can utilize the two
agent approaches, etc.
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Abstract. This paper presents the results of the project, which goal is to analyze
the production process capability after reengineering the assembly process due
to expansion of a bus production plant. The verification of the designed work
organization for the new configuration of workstations on new production hall is
necessary. The simulation model is the best tool for visualization and verification
of the work organization based on individual workteams which are supporting
particular workstations. Owing to the simulation it is possible to define the imper‐
fections of this conception and elaborate improvements which will minimize the
idleness of workers and downtime occurring in the assembly process. The objec‐
tive of performed activities is to provide assurance that the new organization of
assembly process will lead to maximum utilization of production capacity in the
company. To solve described problems authors propose a method based on
mixing DES (Discrete Event Simulation) and ABS (Agent Based Simulation)
approach. DES was used to model the main process – material flow (buses), ABS
was used to model assembling operations of teams of workers.

Keywords: Agent based modeling · Simulation · Assembling · Production plant

1 Introduction

The authors of the article conducted research in a bus production plant. Due to the
increasing number of orders and the diversity of bus types, the assembly organization
which has been applied so far does no longer meet the new requirements. Therefore, the
reorganization of the assembly process is necessary. The factory employees have a
radical idea for changing the organization of the assembly process. Their idea is to
transition from one assembly line to three parallel assembly lines. As a result, such a
change can be considered as the reengineering of the assembly process [6].

The main goals, which the enterprise wants to achieve, are the elimination of “bottle
necks” and the increase in the production process efficiency. In the reengineering project
the company staff designed the arrangement of workstations in the new production hall
and the work organization of workteams, which perform various operations for many
different types of buses. Then the simulation model was made to verify the described
concept. The scope of the project includes:
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– building a simulation model, which presents the new assembly line in the factory,
taking into account the arrangement of workstations and workteams in the new
production hall as well as the transport between workstations,

– presenting work organization of workteams and division of individual workers’
labour (who belongs to a particular workteam and performs operations on buses in a
particular workstation) in order to determine the best allocation of tasks and the
optimum size of individual workteams,

– determining the effect of assembly interferences on the work of particular workteams
and the efficiency of the whole production system,

– defining the efficiency of the designed assembly lines and proposing changes aimed
at the quality improvement of the created conception.

Another problem, which we needed to analyse simultaneously, was the question of
verifying the efficiency of the designed workstations system, especially when the factory
produces such types of buses which are the most labour-intensive for employees.

In the course of research and creation of the simulation model there were a lot of
difficulties. They were mostly related with the need to understand the specific vision of
the company’s employees, as well as with the visualization and verification of the new
work organization and the appropriate use of data about operations in the simulation
model. After the selection of data, separate lists of operations for each workteam were
created. These lists determined, among other things, sequences and execution times of
operations for different types of buses. The lists of operations were organized in a such
way that operations were carried out in accordance with the technological route (used
in the factory) and the actual state of affairs in the production plant. A big challenge was
to present the work organization of various workteams in individual workstations.

The model was created with use of LogABS technology [10] and FlexSim Simulation
Software.

The main goal of the paper is to present a method based on mixing DES (Discrete
Event Simulation) and ABS (Agent Based Simulation) approach where DES was used
to model the main process – material flow (buses) and ABS was used to model assem‐
bling operations of teams of workers.

The article consists of 6 sections. The first section provides an introduction. Litera‐
ture review is the subject of the second section. The third section defines the problem.
The fourth section discusses the DES and ABS approaches. Implementation of Agent
Base Simulation, structure of agents and possible analysis are described in section five.
Conclusions and plans for further work are the subject of the sixth section.

2 The Literature Review

The problem described in the previous section refers to balancing the production line.
It is a technique applied in factories which use production lines or group technologies
by elaborate objective systems [4]. It depends on assigning work to workstations, which
are connected in a series, while we should focus on minimizing the number of work‐
stations and reduce the total idle time for all workstations (e.g. changeovers, unplanned
maintenance activities [7]) for a given level of production [5]. In theory, when all
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workstations have the same amount of work which must be done, the production line is
perfectly balanced. In reality, however, most of production lines are unbalanced, because
the actual amount of work done by individual workstations is different. The problem of
proper balance of production lines is one of the most common issues raised by engineers
– production organizers. It is a multi-step decision-making process, which is related to
allocation of a specific permissible group of operations to workstations on an assembly
line, at particular discrete points in time called the assembly cycles. Due to the criterion
of optimization, the problem concerns two types of tasks: minimizing the quantity of
assembly positions with a constant cycle, or minimizing the duration of the production
cycle with a constant quantity of workstations. According to the classical method of
balancing the production line for a set cycle time, tasks should be assigned to worksta‐
tions in such a way so that the time losses (idle time of machines) are as short as possible
[2]. The balance problem is related to a much wider group of production lines. However,
taking the constraints into account, the solution in each case is supposed to minimize
the idleness of workstations. The applied methods can be classified into two groups [11]:

– exact methods, discrete linear programming, dynamic programming, division and
restrictions,

– heuristic methods, serialization and division algorithms, approximation methods
(one and many heuristics, relapse, limited time to obtain an optimal solution).

The examples of heuristic methods are as follows [13]:

– RPW- Ranked Positional Weight,
– RRPW- Reversed Ranked Positional Weight,
– Kilbridge’s and Wester’s,
– Hoffman’s Sequence Array Method,
– IUFF – Immediate Update First Fit.

In the industrial environment, the most commonly used solutions are the very simple
ones. Employees create graphs on boards, in the form of magnetic panels or sheets (the
size of a sheet is proportional to the time it takes to perform an individual activity), which
show Gantt charts. In this case, Excel Spreadsheets are the most commonly used IT
support. Usually, such solutions are sufficient to organize work in one workstation for
several workteams.

However, simple solutions like, for example, magnetic boards with Gantt charts
cannot solve complex problems and take into account uncertain execution times of
operations which are extremely important in this case (usually execution times are
changeable, they oscillates around particular values). It is also necessary to take into
account the distance travelled by workers during the passing between several worksta‐
tions - it is important factor in case of the assembly of large objects such buses. Consid‐
ering issues listed above we decided to use simulation technology for modeling work
organization of workteams. The available simulation software allows building complex
models [3] in a relatively easy way. Moreover many simulation programs offers tools,
which supports the preparation of schedules.

The most commonly used software is DES (Discrete Event System). DES has been the
main way for the process simulation of manufacturing and logistics for about four decades.
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This is adequate for problems that consist of queuing simulations and a variability is repre‐
sented through stochastic distributions [12]. This approach is applicable in simulating the
manufacturing and supply chain processes. DES models are characterized by a process
oriented approach (the focus is on modeling the system in detail, not the entities) [8]. They
are based on a top-down modeling approach and have one thread of control (centralized).
They contain passive entities (i.e. something is done to the entities while they move through
the system) and intelligence (e.g. decision making) is modeled as part of the system. In
DES, queues are the crucial element; a flow of entities through a system is defined; macro
behavior is modeled and input distributions are often based on collected/measured (objec‐
tive) data.

In case of assembling operations we think that the process approach is insufficient.
Workers are task executers. It means that they have the list of tasks to do. The worker
decides what he will do next based on this list. So we think about worker as an agent.
To do it we use approach based on ABS (Agent Based Systems). ABS modeling seems
to be useful for modeling operators and forklifts, which have their own “intelligence”,
where the intelligence means the ability to complete changeable task lists (in our case
– the picking list). In this case, an operator must have the ability to receive and send
messages to the adoption of a task list, and to send a message about the execution or
termination of the implementation of the task list. In the literature this approach is also
referred to as Task Driven [3]. In some papers can find different opinion about using
agent based simulation for manufacturing:

– Not recommended for example in [1],
– Recommended in [1].

Authors based on their research propose to mix DES and ABS approaches.

3 Problem Definition

The topic of the project is reengineering of the assembly process and the analysis of
assembly process efficiency in an expanded production hall, in one of the biggest bus
production plants in Poland. Due to the rapid development of the company there is a
need for investment. In recent years the number of contracts won by the company has
been steadily growing and their products have been conquering the European market.
The assembly line must be more efficient, because imperfections of the current work
organization are becoming a problem for the company employees and directly affects
financial results of the company. The current work organization does not allow to take
full advantage of labour force and it is impossible to realize the necessary number of
procurements.

Currently, work is performed spontaneously. Data about the time and sequence of
performing operations are not standardized. Employees are often not able to perform all
operations in one cycle of work. Workers perform them in the next workstation or
continue operations when other workteams have already finished working on a bus. The
potential of many workers is not used in the right way, while others are overworked.
That is why, the company management have decided to expand the production plant by
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building a new production hall and changing the work organization. The purpose of
these actions is to reduce the time and distance travelled by workers during the assembly
process and, therefore, help the company save both time and money.

The defined task is to visualize and verify the work organization so that we can design
precise arrangement of workstations and workteams. The aim of the analysis performed
with the simulation model is to confirm or reject the designed organization of the
production process and identify imperfections of the created conception. These activities
will help the company to improve the project before it is put into practice and also avoid
time-consuming and expensive verification or solving problems which may appear.

The main change is to transition from a single assembly line to three parallel
assembly lines, which work with a delay, but their work is synchronized. This is a
complex problem because it is necessary to describe each phase of the process, which
involves completion of more than 2700 operations for many types of buses by over 200
workers, who work in 20 workstations.

The model presents groups of workstations called: ST0, ST1, ST2, ST3, ST4, ST5,
ST6. These workstations support three parallel production lines (Fig. 1).

ST7 ST6 ST5 ST4 ST3 ST2 ST1ST8

ST7 ST6 ST5 ST4 ST3 ST2 ST1ST8

ST7 ST6 ST5 ST4 ST3 ST2 ST1ST8

Fig. 1. Material flow by three parallel production lines

The workstations are supported by many workteams, which have different names,
different sizes and various lists of operations which must be performed in consecutive
cycles of work. Information about individual workteams is presented in Table 1. The
work organization in workstations St1–St6 differs significantly from the work organi‐
zation in St0 workstation. St0 workstation is supported only by B1 workteam, which
performs operations on a bus continuously over the period of 300 min. Other worksta‐
tions are supported by at least three workteams. Every workteam works in a workstation
for 150 min and then passes to the next production line within a given workstation. The
way of changing workstations by B2, B3 and B4 workteams in time is shown in the Fig. 2.

Table 1. Summary of the information about the workteams.

Workteams
name.

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 B13 B14 B15 B16

The number 
of members. 15 12 12 11 11 11 11 13 12 10 11 12 12 14 10 13

Supported 
workstations

ST0 ST1 ST1 ST1 ST2 ST2 ST3 ST3
ST2, 
ST3, 
ST4

ST4, 
ST5

ST2, 
ST3, 
ST4

ST4 ST5
ST6, 
ST7, 
ST8

ST6
ST5, 
ST6
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Fig. 2. Work organization of a workteam.

Buses pass through several workstations within the same assembly line. In the
consecutive workstations buses are operated by other workteams. Employees from
several workteams perform operations on buses in a sequence and time defined by global
tables. Therefore, it is possible to carry out activities in accordance with the technolog‐
ical route and the work reality in the factory.

The data obtained from the company:

– information about the number of staff in each workteam, with their assigned work‐
stations, supported by a several workteams,

– the list of all operations carried out during the production process,
– the duration of each operation, depending on the bus type,
– the project of the new production hall,
– the locations and names of workstations,
– the layout of operator workplaces in a workstation.

The assumptions of the project:

– The speed of workers is 37 m/min.

Each workteam consists of a specified number of employees. Each workteam is
assigned a list of operations and workstations, which is necessary for the work. B1
workteam works in accordance with a specific algorithm, which is different than work
organization of the other workteams. B9, B10, B11 and B16 workteams work in many
workstations at the same time. Takt time of the production line for St0 workstation is
300 min, while for St1, St2, St3, St4, St5 and St6 workstations it is 450 min. After
300 min (which each bus spends at the St0 workstation) or 450 min (in case of others
workstations) a bus is moved to the next workstation within a given production line.

Six major zones are designated in each workstation, depending on the stage of
production. These zones are the destinations for workers, who have to execute their
assembling operations. The division of the workplace into zones is shown in Fig. 3.
Zones are marked with the numbers 1 to 6, which means respectively: 1- front, 2- interior,
3- back, 4- side, 5- roof, 6- chassis of the bus. The employees also carry out the subas‐
sembling operations in the dedicated zone of the production hall.
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Fig. 3. The division of a workplace into various zones.

4 DES/ABS Concept to Model Work of Workteams

As mentioned earlier – Sect. 2, authors propose to mix DES and ABS approach to model
work of workteams. Typically simulation tools use a process driven approach where the
flow of the parts between processes cause the demands on resources, i.e. a part moves
to a machine and demands a resource to complete the operation. Whilst this methodology
is fine for some applications it does not allow for situations where the resources have
tasks to complete which are not flow related – in. In these situations a task driven
approach ensures that jobs can be undertaken in a realistic manner, e.g. an operator
(mobile resource) has the job of performing a set of inspections of idle equipment when
not otherwise engaged in process work. The task based approach allows for the creation
of activities for an operator (mobile resource) which are totally independent of any
processing activities and allows him to become engaged in a set of tasks which may
require him to travel, acquire tools and remain “busy” for a period of time. Furthermore,
using a task driven approach, resources can incorporate their own ‘intelligence’ to decide
what jobs to do and when.

Many discrete events simulation programs available on market offer these possibil‐
ities. For the performed projected we choose FlexSim due to the following features [3]:

– ease of use in a real size with drag and drop technology,
– loading an .dwg file from the layout directly to a model,
– objects ASRS vehicle, Crane, Robot, Elevator,
– extended possibilities to model conveyors,
– fitting the shape of trucks and their parameters – in real values,
– integrating built-in experimenter tool with OptQuest,
– including task sequence technology.

Flexsim Simulation Software is a powerful analytical tool, which allows building
three-dimensional computer models of systems as well as studying and analyzing their
performance at a significantly lower cost than in case of real-time simulations. Moreover
constructed model must be easy to use and understandable for its future users, because
it takes into account all their requirements for the verification of the designed process
and also helps them to understand it.

The bus assembling process is characterized by this feature that the bus is moving
from station to station every cycle time (450 min) and on the station some workteams
of operators work. Their work depend on task lists not on flow. So natural way is to
model flow of buses using standard process approach (offered by DES program – in this
case by FlexSim) and to model work of operators grouped in workteams using task

116 P. Pawlewski and K. Kluska



driven approach. FlexSim offers one of more developed task driven approach on the
market, but it is still not enough for complex model of human works. We need more
general concept/idea, more “smarter” object which break the restrictions of FlexSim’s
tasksequence concept. Approach based on ABS offers it.

5 Implementation

This section presents the main idea to implement ABS in discrete event simulation
program. We prepared the solution in environment of FlexSim. This program offers the
tasksequence mechanism to model mobile resources. The modeler has possibilities to
prepare the list of tasks for execution using special functions. The set of tasks includes
following activities: travel, load, unload, break, utilize. FlexSim offers the special object
called dispatcher to manage the set of operators. We extended this concept. We define
agents based on taskexecuters from FlexSim – we add intelligence it means that our
agent (extended FlexSim taskexecuter object) can make decision and he prepares based
on order for him, his own list of tasks to do with possibilities to change this list. The
defined agent has following characteristics according to [9]:

– is identifiable, a discrete individual with set of characteristics and rules governing its
behaviors and decision-making capabilities,

– is autonomous and self-directed,
– is situated, living in environment with it interacts with other agents – has protocols

for interaction with other agents,
– is goal directed – having goals to achieve,
– is flexible – having the ability to learn and adapt its behaviors based on experiences.

To solve problem of modeling and simulation work of many workteams for assem‐
bling, we defined two special agents:

– base agent – contractor,
– team agent.

Contractor is agent build based on taskexecuters from FlexSim, but his set of skills
is extended in comparison with original taskexecuter from FlexSim – Table 2.

Team agent is the agent which has following rules:

– to prepare the goals for agents from team based on order (main task list),
– to control – it means to select, prepare and activate agents in team,
– to control time.

The protocols for communications between agents and team agents are defined –
Fig. 4.
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Fig. 4. Information flow between agents

Orders (list of activities to perform) are built based on an excel file obtained from
bus company. The structure of this file is as follow:

– a row in a table – one activity from the location indicated by columns,
– columns contain the name of the activity, number of station (Fig. 1), number of zone

(Fig. 3), time of activity depend on type of bus – if time is 0 it means that this activity
is not valid for this type of bus.

The Team Agent prepares the list of tasks based on the set of rows from Order table
(M2 arrow from Fig. 4) and sends this list to Contractors (M1 arrows from Fig. 4). The
Team Agent works as an answer to a request from the assembling line Fig. 5 – big arrows
with “Requests” starting from ST1. When the bus enter to station the requests are sent
to Team Agents which are assigned to this station. Team Agent has to perform the list
of all activities in cycle time (150 min) using all Contractors assigned to team.

Table 2. Summary of the information about the workteams.

Feature FlexSim taskexecuter Agent contractor
Making decision No Yes
Possibility to check and eval‐

uate the situation
No Yes

Base skills Travel, load, unload, utilize Travel, load, unload, park,
ready, check, check and
load, call (other agent), free,
reorganize, work

Where is represented intelli‐
gence?

Outside taskexecuter Inside - Intelligence is repre‐
sented within each indi‐
vidual entity
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Fig. 5. Requests for work from assembling line to team agents

Described mechanism was implemented in FlexSim (Fig. 6). The model includes 20
stations – 2 special stations in the beginning of process and 18 stations in three parallel
lines (Fig. 1). The work of 23 workteams was modeled. It is possible to change the
number of members of workteams and to define new type of bus. The model enables to
perform experiments with following reports:

– workteam conflicts – situation when the workteam finish his work after end of the
cycle time,

– list of operations which cannot be performed because the time to the end of cycle is
shorter than time of operation,

– list of idle time by workteam at the end of cycle – to evaluate the team work.

Fig. 6. View of bus assembling line in FlexSim
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6 Conclusions

The paper presents the research results performed for bus company. The research focus
on building the simulation model of workteams work in finish assembling line. To build
the model we use mixt DES/ABS approach. As base the DES simulation program
FlexSim was used and in this environment we developed our own agent base simulation
tool. To do it we extended standard FlexSim taskexecuters and tasksequence mecha‐
nism. The model and prepared tools were implemented in bus company to analyse new
assembling process. Thanks it company can short the time to make decision about
workteam work organization. This tool can be used in two levels:

– design level – when new layout and new organization of works are designed,
– operational level – where finding the best solution is needed because of absence of

workers or sudden disturbances in assembling process.

The paper presents first build model. Model was accepted by bus company so we
define the possibilities to extended it by:

– skills matrix of workers – Team agent assign workers to activity based on skills of
workers which are saved in this matrix,

– introducing special Contractor Agent – Jumpers – workers which can be shared by
many workteams,

– introducing tools which will enable to define optimization task to find the best
assigning.

Acknowledgement. Presented research works are carried out under the project – status activities
of Faculty o Engineering Management DS 2016 Poznan University of Technology.
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Abstract. General-Purpose Computing on Graphics Units (GPGPU) is
today recognized as a practical and efficient way of accelerating software
procedures that require a lot of computing resources. However, using
this technology in the context of Multi-Agent Based Simulation (MABS)
appears to be difficult because GPGPU relies on a very specific program-
ming approach for which MABS models are not naturally adapted. This
paper discusses practical results from several works we have done on
adapting and developing different MABS models using GPU program-
ming. Especially, studying how GPGPU could be used in the scope of
MABS, our main motivation is not only to speed up MABS but also
to provide the MABS community with a general approach to GPU pro-
gramming, which could be used on a wide variety of agent-based models.
So, this paper first summarizes all the use cases that we have considered
so far and then focuses on identifying which parts of the development
process could be generalized.

Keywords: MABS · GPGPU · GPU delegation

1 Introduction

Multi-Agent Based Simulation (MABS) rely on directly modeling and simulating
the interactions of micro-level entities, namely agents [15]. In this scope, when a
large number of agents have to be modeled, the simulation process may require
a lot of computing resources, which often represents a major issue with respect
to the experimentation [17].

Considering this issue, General-Purpose Computing on Graphics Units
(GPGPU) is a High Performance Computing (HPC) solution which is inter-
esting because it allows to use the massively parallel architecture of the graphics
cards of usual computers for accelerating general-purpose computations in a
very efficient way1 [5,6]. However, GPGPU is strongly related with the highly
specialized architecture of Graphics Processing Units (GPU) and thus implies
a specific programming approach to be used efficiently. In particular, a MABS

1 e.g. https://developer.nvidia.com/about-cuda.
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model cannot take advantage of the GPU power without being adapted to the
GPU programming paradigm.

Still, it turns out that adapting a MABS model to GPU programming is a
difficult task which is generally done only for the sake of efficiency, in an adhoc
way, and especially without considering the accessibility nor the reusability of
the produced software [20]. Indeed, to be GPU compliant, the problem must
be represented by distributed and independent data structures and usual object
oriented features, which are common in MABS, are no longer available using
GPGPU [16]. Therefore, most of the works that use GPGPU for developing
MABS are hardly accessible and thus not reusable outside of the context for
which they have been designed. So, a lot of development efforts are lost and
the use of GPGPU still represents a marginal approach in the scope of MABS
despite its increasing success as an HPC solution.

Among the research works that tackle the use of GPGPU for MABS from
a software engineering perspective, most of them propose solutions that hide
GPU programming, thus making its use completely transparent (e.g. [12,25]).
However, because of the heterogeneity of multi-agent models, such solutions only
focus on some particular type of MAS models and cannot be easily generalized.

Instead of tackling accessibility and reusability by means of transparency, [14]
proposes a design guideline which promotes and eases the direct use of GPU pro-
gramming when adapting and developing MABS models in a GPGPU context,
namely the GPU environmental delegation principle. More specifically, this app-
roach relies on identifying which parts of the MAS model could be implemented
using GPU programming. So far, we have used this approach on six different
use cases [9,10,14] and obtained interesting results both from a performance
point of view and from a software engineering perspective. This paper first sum-
marizes these different works and their results before discussing the practical
lessons learned from these experiments. Especially, based on the idea that there
is a need for a methodology for adapting MABS to GPU programming, we show
that we have been able to identify a recurrent development pattern which could
be generalized.

The paper is organized as follows. Section 2 presents GPGPU basics and the
evolution of the use of GPGPU in MABS. Section 3 describes and summarizes
all the experiments done with the GPU delegation principle. Section 4 presents
a first generalization of the approach toward the creation of a methodology
dedicated to GPGPU for MABS. Section 5 concludes the paper and outlines
some related perspectives.

2 Related Works and Motivations

2.1 GPGPU-Based MABS

Initially designed for graphics rendering, GPU are now composed of hundreds
of ALU (Arithmetic Logic Units) forming a highly parallel structure able to
perform general-purpose computations. The programming paradigm associated
consists in executing simultaneously a series of operations on a dataset. When
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the data structure is suitable (and only if), the massively parallel architecture
of the GPU provides very high performance gains (thousands of times faster).

In the context of MABS, empirical results from various experiments show that
high simulation speeds can be achieved with very large agents populations (e.g.
[7]). Nonetheless, this excellent speedup comes at the expense of modularity,
ease of programmability and reusability [20]. This was especially true at the
beginning of GPGPU because there was no specialized programming interface
and one had to hack the GPU graphical functions to achieve GPGPU-based
simulations [23].

Still, despite the evolution of GPGPU, and especially the release of spe-
cialized programming frameworks such as CUDA2 and OpenCL3, the current
GPGPU-based MABS solutions remain difficult to use and it is worth noting
that the majority of the new works start from scratch and still put all the
focus on acquiring the best computational gains without considering accessibil-
ity, reusability nor modularity (e.g. for the study of flocking [8], crowd [24], traffic
simulations [27] or autonomous navigation and path planning algorithms [4]).

Before 2011, most of those works were based on an approach that consists
in executing completely the model on the GPU (called all-in-GPU here). This
approach is useful when the main objective is only to accelerate the simulation’s
execution but, from a software engineering point of view, this approach is not
satisfying because all the development efforts are lost due to the specificities of
GPU programming: The optimization which is required eventually produces code
that cannot be easily understood nor reused outside of the scope of a particular
experiment.

That is the reason why hybrid approaches, that is sharing the execution of
the MABS between the CPU and the GPU, begin to appear in 2011. Even if
they are by design less efficient than all-in-GPU implementations, they exhibit
two main advantages [9]: (1) They allow to implement more complex MABS
because they do not longer need to be entirely compliant with GPGPU (see
e.g. [13]) and (2) they naturally promote modularity and thus ease the develop-
ment process thanks to a more concrete separation of concerns, for instance by
enforcing the distinction between the agent model and the environment model
(see e.g. [14,18]).

2.2 The Need for a Methodology for Porting MABS on GPU

Not surprisingly, research works that address software engineering issues in the
scope of GPGPU-based MABS are now all based on an hybrid approach. How-
ever, it is worth noting that most of them rely on hiding the use of GPGPU
through predefined programming languages or interfaces which are based on
specific agent and environment models (e.g. [22]). Even though they represent
concrete solutions for easing the use of GPGPU for MABS, such approaches can-
not take into account the wide variety of MABS which can be conceived because
they rely on predefined software structures and conceptual models.
2 Compute Unified Device Architecture, https://developer.nvidia.com/what-cuda.
3 Open Computing Language, http://www.khronos.org/opencl.

https://developer.nvidia.com/what-cuda
http://www.khronos.org/opencl
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Consequently, instead of hiding GPGPU, we here argue on the idea that it
would be interesting to provide the MABS community with a methodology that
would concretely help to adapt and implement a MABS model using directly
GPU programming. This would allow to take into account a largest number of
models because such an approach would not rely on a predefined agent model
and implementation. Therefore defining such a methodology is one of our main
long-term goals.

3 Experimenting GPU Environmental Delegation

In this section, the GPU environmental delegation principle (GPU delegation
for short) is introduced. Then, all the works we have done using this approach
are described and their outcomes presented from both a performance and a
practical perspective. Then, we show that the design guideline promoted by
GPU delegation can be a starting point for the definition of a methodology
dedicated to the modeling and the developing of MABS models in a GPGPU
context.

3.1 The GPU Environmental Delegation Principle

Proposed in [14], the GPU environmental delegation principle is based on the
fact that it is very difficult to deport the entire MABS model on graphics cards.

Inspired by an Agent-Oriented Software Engineering (AOSE) trend which
consists in using the environment as a first class abstraction in MAS [1,28],
GPU delegation has to be related to other research works that reify parts of the
agents’ computations in external structures. Examples of this trend are EASS
(Environment As Active Support for Simulation) [2], IODA (Interaction Ori-
ented Design of Agent simulations) [11], the environment-centered approach for
MABS proposed in [19] and artifact approach [21].

GPU delegation thus relies on an hybrid approach which divides the execu-
tion of the MAS model between the CPU and the GPU. Especially, this principle
consists in making a clear separation between the agent behaviors, managed by
the CPU, and environmental dynamics, handled by the GPU. To this end, one
major idea underlying this principle is to identify agent computations which can
be transformed into environmental dynamics and thus implemented into GPU
modules (called kernel, these modules contain the computations executed on the
GPU). Originally, the GPU Environmental Delegation Principle was first stated
as follows [14]: Any agent perception computation not involving the agent’s state
could be translated to an endogenous dynamic of the environment, and thus con-
sidered as a potential GPU environment module.

So, the two main design guidelines underlying this principle are: (1) Com-
pliant environmental dynamics must be transformed into GPU modules and
(2) agent computations which are compliant with the previously stated criterion
should be translated in environmental dynamics and thus implemented as GPU
modules.
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3.2 GPU Delegation Case Studies

Multi-Level Emergence. [14] GPU delegation was first used for developing a
model of Multi-Level Emergence (MLE) of complex structures inspired by [3].
This very simple model relies on a unique behavior which allows to generate
complex structures which repeat in a fractal way4. The corresponding agent
behavior is extremely simple and based on the reaction of agents to pheromones.
So, in this work, two GPU modules dedicated to the perception and the spread
of pheromones were proposed.

From a performance point of view, this experimentation shows that the use of
GPU modules have decreased the overall execution time for each time step of the
simulation. So, an acceleration gain up to x5 have been achieved, according to
the hardware configuration. Figure 1 summarizes the coefficient gains obtained
for three size of environment5: 500, 1000 and 1600.

From a practical perspective, this work had two objectives which were suc-
cessfully fulfilled [14]: (1) Keeping the programming accessibility of the agent
model in a GPU context (the original agent model was not modified) and
(2) being able to scale up both the number of agents and the size of the envi-
ronment. Moreover, this experiment showed that GPU delegation suggests a
fine grained and modular approach for designing and integrating GPU modules
which eases the development and maintenance tasks. Especially, this experiment
shows that GPU delegation allows to tackle the genericness issue by promoting
the reusability of the created GPU modules because, as they represent endoge-
nous environmental dynamics, they deal with computations which are entirely
independent from agent behavioral models. So, they could be easily reused in
other contexts.
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Fig. 1. Performance gains between CPU and CPU+GPU versions

Reynolds’s Boids [9]. To further trial GPU delegation, a second experimen-
tation was proposed in [9] and described how the principle has been used and
eventually modified to implement a classic MABS, namely Reynolds’s Boids6.
4 See http://www.lirmm.fr/∼fmichel/mle for some videos of this experiment.
5 In all these experiments, the environment is as a 2D square grid discretized in cells.
6 See www.lirmm.fr/∼hermellin/Website/Reynolds Boids With TurtleKit.html.

http://www.lirmm.fr/~fmichel/mle
www.lirmm.fr/~hermellin/Website/Reynolds_Boids_With_TurtleKit.html
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In this model, each agent moves by taking into account the orientation and the
speed of the others. So, applying GPU delegation, a GPU module dedicated to
the computation of average orientations in each part of the environment was
proposed, thus freeing the agents from doing the computation related to this
perception.

To achieve this, it is worth noting that the original GPU delegation criterion
had to be modified and extended so that it can be applied on this use case.
Indeed, there was no agent computation fulfilling the original criterion but this
experiment showed that it was in fact possible to apply GPU delegation after a
slight modification of the underlying criterion. So, this latter evolved and is now
stated as follows: Any agent perception computation not modifying the agent’s
state could be translated into an environmental dynamics computed by the GPU.

From a performance point of view, the experiment confirmed that, using
GPU delegation, it is possible to increase both the size of the environment and
the number of agents while obtaining an interesting speedup (up to 25 % accord-
ing to the chosen parameters: Size of the environment and population density).
Figure 2 summarizes the coefficient gains obtained for two size of environment:
256 and 512.

Apart from the extension of the GPU delegation criterion, from a practical
perspective, this experiment also shows that the resulting agent implementation
was easier to understand, thanks to the delegation of computations which are
not part of the agents’ deliberation.
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Fig. 2. Performance gains between CPU and CPU+GPU versions

Game of Life, Schelling’s segregation, Fire and DLA [10]. To gain more
experience on the benefits and limits of GPU delegation, it has been used to
develop four different MABS simultaneously. So, [10] describes the adaption and
implementation of four models: Conway’s Game of Life, Schelling’s segregation,
Fire and DLA (diffusion-limited aggregation), the last two being taken from the
NetLogo library [26]7.

7 Detailed descriptions and computation kernels are available online: http://www.
lirmm.fr/∼hermellin/Website/GPGPU MABS Methodology.html.

http://www.lirmm.fr/~hermellin/Website/GPGPU_MABS_Methodology.html
http://www.lirmm.fr/~hermellin/Website/GPGPU_MABS_Methodology.html
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In this work, three GPU modules have been created. The first one, for the
Game of Life model, consists in computing for each cell of the environment its
state for the next step of the simulation, according to the Game of Life rules. The
second one, for Schelling’s segregation, computes the happiness of each agent at
each time step. The third one, for the Fire model, computes the heat diffusion in
the environment. Finally, the DLA model reuses the GPU module from Game
of Life (only the data structure sent to the GPU have been adapted to fit with
this module) to search for the nearest neighbors in the vicinity of each agent.

From a performance point of view, Fig. 3 shows that performance gains vary
significantly depending on the simulated model and the size of the environment:
The gain can reach x14 but is more likely between x2 and x5.

From a practical perspective, this experiment highlighted again that GPU
delegation promotes reusability by producing generic GPU modules which could
be used across different MABS. Moreover, thanks to its modularity, the simplicity
of the defined GPU modules shows that this approach offers a good accessibility
to GPGPU because GPU delegation eventually produces simple kernels (a few
lines of code are required in most cases).

Overall, beyond performance gains, this last experiment has confirmed the
advantages of the approach considering software engineering aspects such as
accessibility, reusability and genericity. Still, it also highlights some open ques-
tions such as the difficulty of implementation for a new GPGPU user or the
types of models on which GPU delegation could be applied.
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4 Highlighting a Recurrent Development Pattern

From a software engineering perspective, the main objective of GPU delegation
is to offer a generic approach which can be applied on a wide variety of MABS
models and eases the use of GPGPU. Especially, as previously mentioned, our
goal is to capitalize on our experiments to eventually produce a methodology
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which could be used on any kind of MABS. So, in this section, we present
the different parts of the development process which we have been found as
recurrent during our experiments. This enumeration is thus a first step toward
a comprehensive methodology relying on GPU delegation.

With respect to the workflow that we have applied for adapting and devel-
oping the previous MABS, applying GPU delegation on a model can be divided
into four main phases. The first step consists in identifying in the model all the
computations which are required by the agents’ behaviors or the environmen-
tal dynamics. Once these computations are referenced, the second step consists
in selecting which ones could be modeled and implemented as an environmen-
tal dynamics according to the GPU delegation criterion. The third step relies
on analyzing the selected computations for choosing which ones could bring
interesting performance gains once translated into GPU modules. Finally, the
fourth step consists in applying GPU delegation on the identified computations
for developing the related GPU modules. Figure 4 summarizes this development
pattern.

Fig. 4. Recurrent steps for the implementation of the GPU delegation

Step 1: Identifying. This phase of identification consists in decomposing the
agents’ behaviors to individualize as much as possible all the computations that
they require. For instance, each perception process should be linked with a rei-
fied computation. The same approach holds for the environmental dynamics
which are present in the model. The more the model is decomposed in simple
computations, the more GPU delegation could be then successfully applied.

Step 2: Selecting the Compatible Computations. The selection of compu-
tations is an essential step because it relies on deciding which ones could benefit
from GPGPU. If no part of the model is compliant with the principle, it is there-
fore useless to go further because, in such a case, the gains brought by GPGPU
could be insignificant or even negative [13].

So, for now, in our experiments the selection of computations has been made
according to the following workflow and specific criteria:
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1. Considering the environment:
– If no computations or environmental dynamics have been identified in

step 1, proceed to the agents’ behaviors.
– If the environment is discretized into a 2D grid and contains computations

or environmental dynamics which are applied on a large part of the cells,
the delegation of these computations to GPU modules could be possible
and highly relevant. Indeed, in those cases, the computations are inde-
pendent from the agent’s states and thus agree to the GPU delegation
principle (see Sect. 3.1).

2. Considering the agents’ behaviors:
– If computations made within the behavior of the agent do not involve nor

modify the agent’s states, they could be translated into environmental
dynamics.

Step 3: Analyzing the Selected Computations. Before applying GPU dele-
gation on the selected computations, one must consider the performance benefits
that these computations can bring. So, it is necessary to verify that (1) compu-
tations are performed by a large number of agents or applied on a lot of cells (for
the environment). Because of the very high data transfer costs, if computations
are rarely used, triggering a GPU computation could be not efficient even if
their are compatible with the principle. Moreover, (2) the data structures used
by these computations must be independent and adapted to the GPU architec-
ture. If this is not the case, one has to check that the data can be adapted.
Indeed, if the data do not match the highly specialized GPU architecture, this
will impact the overall performance of the model (see [5] for more information
on this aspect).

Step 4: Applying GPU Delegation. Implementing GPU delegation can be
divided into three parts for each selected computation:

1. Creating the GPU kernel;
2. Adapting the data structures;
3. Linking the agent API with the GPU module.

(1) Applying GPU delegation starts with the creation of the GPU kernel, that
is the GPU programming version of the selected computation. Thanks to the
decomposition which have been done in the identifying step, little GPGPU
knowledge is required and the produced kernels are easy to implement through a
few lines of code (see e.g. [10]). (2) Then, the data structures need to be adapted
to the new GPU module. This adaptation is based on the nature of both the
computations and the environment model (arrays fitting the discretization of the
environment are mostly used). Finally, these new elements must be integrated
and linked with the CPU part of the model. So, new functions must be created
to allow the agents and the environment to collect and use the data computed
by the GPU module.
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5 Summary and Future Works

Using GPGPU in the context of MABS remains difficult and the spreading
of this technology in the MABS community is still limited, mainly because of
accessibility and reusability issues.

In this context, this paper has proposed an overview of several case studies
on using the GPU delegation principle for adapting MABS models to GPU
programming and discussed related practical results. Especially, our experiments
showed that this approach is an original and relevant solution toward the direct
use of GPU programming for developing MABS. Notably, GPU delegation not
only allows to obtain performance gains but also embeds a software engineering
perspective that promotes GPGPU accessibility together with the resusability
and genericity of the produced software modules.

This paper has then presented how the workflow which has been used in our
experiments could be generalized. To this end, we described all the steps that we
followed for modeling and adapting the models used in our experiments so that
they can benefit from GPU programming. The underlying idea of this work is
to eventually define a comprehensive methodology relying on GPU delegation.
From a higher perspective, we argue on the idea that such a contribution would
be crucial because it would allow to handle a wider range of models and thus
contribute to the spreading of the GPGPU technology in the MABS community.

To this end, our next objective is thus to formalize the different steps and
criteria which have been identified and presented in this paper to define a first
version of such a methodology.
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Abstract. We propose a holonic multiagent simulator that can simulate
any complex urban environment. We focus on traffic simulation within
any geographic area on earth, subject to any weather conditions. We
adopt an agent-based approach for the different beahviors of the vehi-
cles, drivers, and pedestrians. The proposed driving behavioral models
can realistically emulate driving behaviors of humans. The resulting sim-
ulator can handle all the complexities of such environments in accordance
with the laws of physics.

Keywords: Multiagent simulation · Holonic system · Traffic simula-
tion · Geographic information system · Mobility generation · Weather
simulation

1 Introduction

Multiagent systems have inspired an increasing number of researchers from differ-
ent domains. The need for adequate tools for the simulation of complex systems
has motivated much of the agent-related research. The main goal of a multi-
agent system is to model the real world in terms of autonomous agents that
can purposely interact with their external environment [18]. An agent can basi-
cally gather information from the environment using sensors, while attempting
to execute its objectives using effectors [16].

In the context of complex adaptive systems simulation, it is possible to use
a multiagent system to reduce the complexity of the simulation by breaking it
into several subtasks. For instance, simulating a complex system could be divided
into parallel simulations that can handle different subdomains.

Traffic in an open environment is an example of complex adaptive system. It
is therefore practical to adopt a multiagent approach for such simulation. Multi-
agent traffic simulation has been extensively studied since traffic and transporta-
tion management require autonomic, collaborative, and reactive agents [1]. It is
therefore possible to implement automated traffic control management systems
thanks to the fact that agents can operate without centralized control. Further-
more, multiagent systems can connect to distributed subsystems, and can be
extended to large-scale multiagent simulation.
c© Springer International Publishing Switzerland 2016
J. Bajo et al. (Eds.): PAAMS 2016 Workshops, CCIS 616, pp. 137–147, 2016.
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138 R. Hadfi and T. Ito

In this paper, we propose a multiagent simulator that is suitable for com-
plex adaptive systems. In particular, we focus on simulating traffic as well as
the weather conditions that affect its environment. An inherent feature of com-
plex systems is their hierarchical structure and the nested levels of detail that
compose them. Therefore, adopting a multiagent agent approach for complex sys-
tems modeling will have to acknowledge this organization. Holonic multiagent
systems [6] are a practical way for a recursive modeling of autonomous agents,
by allowing a dynamic reorganisation of the whole system. Our main motivation
is to build a scalable holonic simulator that can emulate traffic as well as any
environmental factor that effects traffic flow, routing, and even CO2 emission.
Being able to simulate weather is a novel way to approach traffic simulation since
it allows the reproduction of real-world scenarios like traffic in natural disaster
situations. Such simulator can become a testbed for general-purpose computa-
tional intelligence and can be used for the benchmarking of routing algorithms.
Additionally, our multiagent approach to behavioral modeling ensures the repro-
duction of realistic driving behaviors. To this end, we will model our simulator
in terms of multiple independent layers. Each layer processes a particular aspect
of the simulation through the interactions of its internal elements, or simply,
agents. A layer will therefore be represented by a complex network of inter-
acting agents that can communicate within that layer and possibly with other
layers. The idea behind our simulation architecture is to adopt a holonic multia-
gent architecture coupled to a behavioral-based agent simulation. This is in fact
a way to refine both the microscopic and the macroscopic aspects found in many
traffic simulators. In fact, the availability of data collected via sensors and mobile
devices allows us to better model human behaviors. For instance, this allows for
the analysis of driver behaviors and the underlying decision-making mechanisms
[3,13–15]. As a result, we can build large-scale simulations by embedding the
social interactions and by elaborating fine-grained human behaviors [10]. The
resulting multiagent social simulation [2] is well suited to any social context due
to its ability to simulate pro-active behaviors, parallel computations [12], and
dynamic micro scenarios [7,9]. It is within this perspective that we propose our
holonic multiagent simulator.

The paper is structured as following. In Sect. 2, we provide the architecture
of the simulator. In Sect. 3, we cover the behavioral models used by the different
agents. In Sect. 4, we provide the results. In Sect. 5, we conclude and highlight
the future work.

2 Simulator Architecture

2.1 Description

Our idea is to represent the whole complex system as a superposition of layers, as
shown in Fig. 1. Each layer operates autonomously with all its internal threads,
agents, graphical objects, etc. The holonic aspect resides in the fact that the
content of each layer is a hierarchy in itself and that all the components of the
layers can interact according to the dynamics of the simulation. For instance, the
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Fig. 1. Multilayered representation of a complex system

vehicles (Vehicles layer) are driven by drivers (Drivers layer) according to traffic
lights (Synch layer), while interacting with routes, map, sensors and possibly
pedestrians (Walkers). The whole is affected by the weather layer that embodies
the physical conditions (precipitations) that affect the whole system.

We note that the layers should be as independent as possible so that the
complexity of the simulation does not affect the communication between the
different layers. Additionally, there should be a separation between the vehicles
and the map in the sense that the way the vehicles navigate their space?should
not be?specific to one particular Geographic Information System (GIS). In the
following we adopt OpenStreetMap [8] as referential.

2.2 Architecture

The architecture of the simulator is illustrated in Fig. 2. As mentioned in the
previous section, we should lower the coupling between the layers of the simu-
lator. Specifically, there should be independence between the actual simulation
(Behavioral Models and Physical Engine) and the corresponding Open-
StreetMap rendering. This is important when the renderer is complex, that is,
when we are not only rendering vehicles, but rendering pedestrians, weather data,
snow, etc. This separation obeys the Dependency Inversion Principle in the sense
that physical simulation acts as a high-level, abstract, objective, mathematical
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Fig. 2. Architecture

representation of the phenomena we want to simulate, while the OpenStreetMap
rendering is one possible way of rendering the simulation. The renderer could
easily be exchanged by another one. In the following, we provide a brief descrip-
tion of the components of the architecture.

Physics Engine and Behavioral Models. The Physics Engine component
provides an approximate simulation of the physics that underly traffic, motion
and the interactions between the agents. This component performs the simula-
tion in real-time before rendering the result. The Behavioral Models describe the
scenarios that govern the motion of the vehicles and the pedestrians.

Traffic Tier is composed of the following agent components:

1. Walker. Pedestrians are implemented as artificial agents that perform ran-
dom walks. In particular, an agent performs mobility generation within a
closed polygon, or as a random itinerary on the map. Additionally, such agents
can predict collisions with other agents.

2. Driver. A vehicle is driven by an agent that can also perform collision detec-
tion, traffic lights and lanes assessment.

3. Vehicle. A vehicle is in fact an agent that modulates the forces acting on
a graphical vehicle object. Such forces include the acceleration, direction,
location, friction, velocity, and breaking.

4. Synchronization. We distinguish a set of agents that update the states of
the traffic lights according to the intervals Δr, Δo, and Δg.

5. Sensors. A sensor network is built on top of the map and allows the detections
of the vehicles motion.
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Weather Manager. The weather simulation is in fact the generation of precip-
itation as if it is detected by a weather surveillance radar (WSR). Additionally,
it is possible to download this data in real-time and render it directly onto the
map. The weather radars are capable of detecting the motion of rain droplets in
addition to the intensity of the precipitation. Both types of data can be analyzed
to determine the structure of storms and their potential to cause severe weather.

The simulation of the weather is a mapping between a precipitation vector
field onto the geographic tiles, represented as weather clusters. This mapping is
computed dynamically since the tiles are loaded as a function of the simulation
location.

OpenStreetMap Rendering. The rendering of the geographic map relies
on downloading and updating a hierarchy of OpenStreetMap tiles. Such tiles
correspond to a specific area of the map and are loaded dynamically, depend-
ing on where the simulation is being run. Herein, we use two different maps.
The first map (core map) is assigned to the physics engine and is used to run
the simulation in real-time so that the result is later rendered onto the second
map. The second map represents a real-world referential (OpenStreetMap in
our case). The mapping from the core map to the OpenStreetMap map converts
absolute references into latitude/longitude references. This conversion is required
since it is difficult to manipulate latitudes and longitudes within a small area
due to floating-point inaccuracies (E.g. manipulating vectors with latitudes in
{136.892649, 136.909015, 136.909011}). To this end, we use the conversion func-
tion (1), where x and y are the coordinates in the core map, x′ and y′ are
the latitude and longitude, w and h are the dimensions of the core map, and
x− (resp. y−) and x+ (resp. y+) are the minimal and maximal latitudes (resp.
longitude).

x′ ← x − x−
x+ − x−

× (h − 1) (1a)

y′ ← y − y−
y+ − y−

× (w − 1) (1b)

3 Behavioral Modeling

The behavioral models govern the agents mobility as well as the range of actions
allowed within the simulator. We distinguish three types of behavioral models
for drivers, pedestrians, and vehicles.

3.1 Driving Behavioral Model

The main feature that reflects the driving behavior of a human is the veloc-
ity. However, we also need to look at how this velocity changes as function
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of the turns. In fact, turns are important indicators of the driver’s mastery and
control of the steering wheel (with angle λ) and its physical effect on the vehicle.
We can look at the turning angle θ comprised between the velocity and the direc-
tion of the current itinerary. For instance, driving in a straight line corresponds
to θ = 0 while a right turn corresponds to θ = π/2.

Let us assume that the minimal and maximal velocities of the vehicle are
respectively v− and v+, and that v fluctuates in [v−, v+]. This interval refers
to the driver’s spectrum of physically allowed velocities. A behavioral model is
therefore a specific way of mapping the turning angle θ to a specific velocity v ,
illustrated in function (2).

vθ : [0, π] → [v−, v+] (2)

Figure 3 shows three behavioral models. Model v1 corresponds to what is
perceived as a reckless driver since he barely decelerates when performing right
turns. Model v2 shows a conservative driver since he decelerates drastically when
reaching right turns. Finally, v3 shows a standard driver. We assume that a
behavior is invariant beyond π (U-turn), and thus, choose to limit the angular
interval to [0, π].

Fig. 3. Behavioral models v1, v2, and v3

3.2 Pedestrian Behavioral Model

A pedestrian (walker) is modeled as an agent that moves within a closed polyg-
onal space. The polygonal space is in fact a block on the map.

3.3 Vehicle Behavioral Model

For a vehicle, the act of moving from point A to point B is reduced to the
execution of set of operations that could be summarized as following.
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1. Updating the forces that act upon the vehicle.
2. Updating the acceleration a .
3. Updating the velocity v .
4. Updating the direction d .
5. Updating the location x of the vehicle.

These actions are described as following:

Updating direction d according to (3). Here, λ is the steering wheel angle,
L is the vehicle wheelbase, tr is the turning radius, um is the number of units
per meter, p is the simulation step, αd is the angle of direction d , and αs is the
angular speed.

tr ← L/sin(λ × π

3
) (3a)

αs ← (‖v‖ × um)/tr (3b)

d ← αd + αs × p × 180
π

(3c)

Updating velocity v according to (4), with a being the acceleration.

v ← d × ‖v‖ + a × p (4)

In case |αv − αd | > π
2 , v is nullified. αv being the angular velocity.

Setting direction as function of θ as in (5).

θ′ ← θ × π

180
(5a)

d ← (
cos(θ′), sin(θ′)

)
(5b)

Updating acceleration based on Newton’s second law (
∑

f = ma) as in (6).
The motive force of the vehicle is Fm, the friction force is F f , and m is the
vehicle’s mass.

a ← Fm + F f

m
(6)

Updating all the forces, which requires updating the friction force whenever
the driver breaks. This is done according to (7). amax is the maximal accelera-
tion.

F f ← d × −amax (7)

Updating the location x according to (8).

x ← x + v × um × p (8)
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4 Results

The interface of the simulator is shown in Fig. 4. The default view is the Open-
StreetMap view. However, it is possible to show different perspectives that illus-
trate the superposed weather and traffic simulations as shown in Fig. 5. The
user can macroscopically switch between the views (Aerial view, OpenStreetMap
view, Grid view) of the simulation by altering the opacity of the layer.

Fig. 4. Simulator main interface

The separation between the layers allows the simulations to be scalable in the
number of vehicles and pedestrians, despite the complexity of their behaviors.
Furthermore, running the physical simulations within one monolithic compo-
nents allows us to render all the results faster than if each layer had to perform
complex physical computations separately. The simulator can additionally gen-
erate rich datasets relative to the vehicles, the pedestrians, the drivers’ actions,
and the weather effect of the simulation map.

5 Related Work

In the context of traffic simulation, the multiagent approach is well suited to
build traffic simulators and reproduce the dynamic and complex phenomena
that are hard to express using purely mathematical models. In the mathematical
approach, we tend to reproduce the vehicles streams from car-following dynamics
obtained empirically from data collected at different operating road sections [11].
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(a) Weather Simulation: Aerial View (b) Weather Simulation: OpenStreetMap
View

(c) Macroscopic Traffic View (d) Microscopic Traffic View

Fig. 5. Weather and traffic views

However, such mathematical approaches are only suited for simple traffic analysis
since they are not realistic and do not offer accurate traffic flow for high density
traffic.

As opposed to this mathematical approach, we find the behavioral approach,
which is more coherent with the multiagent paradigm. Such approach relies on
the interaction between various agents, such as vehicles, drivers, pedestrians,
traffic lights, sensors, and so forth. The simulation is therefore an emergent
phenomena of all these interactions. An example of such multiagent behavioral
simulator is Archsim [5]. Such simulator allows a realistic coupling between the
driving simulation and the traffic simulation. Another similar approach attempts
to realistically model road junctions [4]. This approach is based on opportunistic
individual behaviors that can detect critical circumstances.

Another family of simulators rely on Stochastic Cell Transmission Model
(SCTM) [17], and has been proposed as a macro traffic simulation model of high
accuracy. SCTM can represent the uncertainty of the traffic states as well as
the changing travel demand and supply conditions. So far, SCTM has only been
applied to freeways and simple networks that are one-to-one origin-destination
networks.
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6 Conclusion

We proposed a holonic multiagent simulator that can reproduce traffic as well as
the weather conditions of the underlying geographic area. The proposed architec-
ture ensures a low coupling of the different hierarchies of the multiagent system,
which allows a realistic reproduction of traffic as well as the behaviors of the
drivers and pedestrians.

As future directions, we think of distributing the multiagent system so that
the different simulations are assigned to different clusters. This would allow us to
add more computational intelligence by improving the behavioral models of the
pedestrians and adding argumentation between the vehicles. Another direction is
to adopt a 3D renderer instead of the 2-dimensional OpenStreetMap rendering.
Most importantly, we think of deploying different routing algorithms on the
simulator and evaluating the evolution of traffic congestion.

Acknowledgement. This work has been partially supported by the project “Multi-
agent Future Traffic Prediction to Relieve Traffic Congestion” in the issue “Research
and Development on Applications of Social Big Data”.
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Abstract. There has been an increasing interest in information diffusion
within social networks and the usage of multiagent systems for knowl-
edge discovery. In this paper, we build a multiagent system that can
track the social correlations within a group of people based on video data.
Our information diffusion system targets small groups of people, possibly
composed of office workers, meeting attendees, etc. Adopting a multia-
gent architecture to study the influential correlations in a social network
is an adequate choice since it maintains the scalability and robustness
of the system. The correlation amongst the nodes of the social network
is built on the basis of facial emotions. We evaluated the method in a
social network with scripted discussions. Our results show that the emo-
tion propagation was effectively reflected in the predicted social influence
correlation.

Keywords: Multiagent system · Facial feature extraction · Knowledge
discovery · Emotion diffusion · Social network · Social correlation

1 Introduction

Detecting and tracking multiple people in real-world environments is a challeng-
ing task. Moreover, any social gathering possesses a number of social influences
between the individuals. We propose a multiagent system that can analyse a
social network, node-by-node, to track the emotions diffusion in the network.
This allows the discovery of influential correlations amongst the nodes by study-
ing the change in facial expressions (emotions). In any workgroup, people have
the tendency to come together and form virtual groups and then, the actions of
the influential person are propagated to others in this virtual group. The analysis
of the ways in which these group members induce their actions (emotion, speech,
etc.) to other members is the goal behind our work.

In order to study the social behaviours propagation in a social network, many
works integrated social theories with computational methods. For instance, [4]
proposed a system to analyse the social interactions in real working environ-
ments by tracking the human location and head pose. Similarly, [25] analyses
the behaviours of the participants in a meeting by tracking their speaking and
c© Springer International Publishing Switzerland 2016
J. Bajo et al. (Eds.): PAAMS 2016 Workshops, CCIS 616, pp. 148–160, 2016.
DOI: 10.1007/978-3-319-39387-2 13
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writing patterns. Moreover, the propagation of influence in huge social networks,
like Twitter or Facebook, are extensively studied by tracking online activities
[1,23].

In the existing works, the analysis of social correlation focuses only on pose
detection, such as head pose, shoulder pose, hand pose, etc. However, very less
attempt was given to the analysis of social correlation on the basis of the facial
emotions. In this paper, we are more interested in tracking the facial emotions
in small groups of people, such as colleagues, business meeting attendees, etc. In
such gatherings, the chances of groupings are done on the basis of concepts like
homophilia, cofounding or influence. Homophilia and cofounding concepts are
based on the background information of people, such as profession, knowledge of
the topic of discussion, age, etc. However, the analysis of influence is purely based
on tracking the actions and the corresponding reaction among the participants
in the network. The action can be a pose, speech, emotion, etc. In our work, we
focus on tracking the emotion and speech of all the participants to analyse the
influence among them. A facial emotion is considered as one of the important
actions for human communication as well as for the understanding the social
relationship between humans. Hence, our work is more inclined towards human
emotions to understand their correlation.

Multiagent architectures are largely adopted for knowledge discovery in social
networks as it maintains scalability and robustness [21]. Although our considered
networks are not huge, the length and width may vary. Therefore, our system
has two main functionalities, that is, emotion detection and social influence
detection, which is also embedded in a multiagent architecture. Herein, emo-
tion detection was based on the deformable model, Active Appearance Model
(AAM) [5]; for features extraction and these features were classified to emotion
labels, by training the binary class scalar vector machine (SVM) [20]. Later,
social influence detection was done, based on the proposed algorithms which is
discussed in the later sections. Briefly, we propose a scalable multiagent system,
integrated with machine learning algorithms to discover the knowledge of the
influential correlation among all the participants in the network. These knowl-
edge find many applications such as, negotiation, viral marketing, surveys, etc.

In this paper, we have made two main contributions. Firstly, an emotion
diffusion parameter was introduced, which defines the strength of the emotion
induction between two nodes at each instance of time. Another contribution was
the calculation of influence in terms of weights of weighted graph, which is also
associated with the sign ‘−’ or ‘+’; which represents the direction of the induced
emotion. Apart from this, the frontal video dataset of a scripted discussion,
which was used in this paper as testing dataset can also be adopted to build a
similar baseline system.

The rest of the paper is organised as following. Section 2 provides the agent
architecture along with data pre-processing and the facial emotion detection.
Section 3 explains the influence analysis module in detail and its different steps
are discussed. Section 4 presents the experimental results that validate our pro-
posed algorithm. Finally, we conclude and provide the future work in Sect. 5.
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2 Agent Architecture

The overall architecture of the system is depicted in Fig. 1, which consist of
two main modules: the facial emotion detection and the influence detection.
A homogenous and autonomous agent is associated with every participant in
the considered network. These agents interact with modules independently and
gather informations to finally build the social correlation amongst all the agents.
Our multiagent system was implemented in JADE [3] framework. In Fig. 1, we
depict the interactions of two agents (participants), A1 and A2 interacting with
the two modules and finally a weighted graph representing the influence amongst
the agents is built. In the later sections we discuss the whole methodology divided
into three steps namely, Data processing, Facial emotion detection and Social
Influence detection.

Fig. 1. Architecture

2.1 Data Pre-processing

In the proposed work, the system requires a frontal video data1 of the partic-
ipants. Wherein, change in one’s emotion being induced on other’s emotions
can be observed. This video data is firstly need to be pre-processed. The pre-
processing includes framing of the video and later locating and cropping the
frontal image in all the frames, by using Viola-Jones algorithm [12]. These,
processed frontal frames for all the participants along with the actions of all
the participants in each frame is recorded; where the actions include, emotion,
speech or both based on the metadata. Later, each instantiated agents for all
the participants is activated by its stream of frames and actions carried by the
frame. The further stages of an activated agent is discussed in the next sections.

2.2 Facial Emotion Module

In this section, we will discuss the steps required to detect the emotions of each
agent in the frame. All the agents will go through these steps for all the stream
1 Cameras focused on the faces.
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of frames they carry. The whole process in divided into two steps, feature extrac-
tion in the frames and classify these frames into emotion labels, based on the
extracted features. Firstly, we will discuss the facial features extraction from
a frame. In order to extract the facial features from each frontal frames, first
step is to locate the positions of the facial features points, such as nose, eyes,
mouth, etc. Then, around these detected facial points, we extract the shape and
appearance feature vectors. The shape feature vector denotes the co-ordinates
of all the facial features, whereas appearance features can be Gabor descrip-
tor, Local Binary Pattern (LBP) descriptor, etc. as discussed in [9]. However,
most of the past works like, [2,5,15], are based on the deformable model named
Active appearance model (AAM). AAM is a computer vision algorithm to track
the facial feature points on human face. Additionally, AAM provides a com-
pact statistical representation of the shape and the appearance variation of the
human face. Therefore, we choose a trained AAM to align the face, and later
to extract the shape and the appearance features. The appearance features are
scale-invariant feature transform (SIFT) [14] descriptors. AAM implementation
was based on the Menpo [17] python libraries, and AAM was trained using the
two publicly available database, FERA database [24] and LFPW database [19].
Further, this trained AAM is used to track the face, and to extract the three
types of holistic2 features are extracted around the 68 tracked landmark points.
These three holistic features are, similarity normalised shapes (s-pts), similarity
normalised appearance (s-app) and canonical appearance (c-app) [2].

In our final AAM implementation, the landmarks of the current frame is
initialised with the landmarks of the previous frame, which reduces the fitting
iteration. These extracted features are used for the detection of emotions in the
facial frames by training the classifier. Basically, emotion is recognised by the
presence of one or more specific Facial Action Units (FACS) [6]; whereas the
combination of these FACS defines one of the 8 basic emotions namely, happy,
sad, disgust, anger, contempt, surprise and fear. In order to detect the presence of
FACS in the frames, we train the binary class SVM with the extracted feature
vectors and FACS labels. Therefore, the emotion detection module comprises
of a trained AAM model and a trained SVM classifier. We summarise all the
frames, and consider emotion labels for each second in order to build the social
correlation amongst the agents.

3 Influence Analysis Module

In this section, we would discuss the steps to build the social graph, where each
agent represents the nodes in the graph. Later, on the basis of the emotion
labels carried per second by each agents and proposed algorithms, we analyse
the influential correlation among them in terms of weights of the graph. The
overall analysis of social influence correlation amongst the agent is based on
the detected emotion per seconds (E), the tracked action per second (A) and
the knowledge database (D). Whereas, D includes the information about the
2 Herein, holistic means that the whole face is considered.



152 P. Mishra et al.

agents/participants in the network. These information can be age, gender, pro-
fession, seniority, etc. Based on information in D, we calculate the node centrality
(γ) (importance of an agent) in the network. Although, there are many different
methods to calculate the value of γ in a network, as discussed in [22]. However,
in the considered domain, mentioned methods do not suffice our purpose to rank
the agents. Therefore, we decide it on the basis of these information in D. The
intuition behind the value of γ is, if one of the agent has the superior knowledge
in the topic of discussion, or is the senior member, then this agent’s opinion will
be most likely choice of the others. However, mere γ value does not contribute
to the influential characteristics of a person. Because, an influential character
depends on many factors such as speech, expression, way of conveying, back-
ground knowledge, etc. So we use γ value just to locate the path to influential
node, but do not consider it as an influential node. Therefore, it can be said
that, higher the γ value, higher is the chances of the agent to be influential.
The whole process of social influence detection is divided in two basic steps (i)
Emotion diffusion tracking and (ii) Social influence calculation, as discussed in
the next subsections.

3.1 Emotion Diffusion Tracking

In any given social graph, emotion propagates among the nodes of the graph.
This knowledge of emotion propagation helps to find the influential correlation
amongst all the nodes. This is done by analysis of, change in one’s emotion
or action causing change in the emotions of others. Further, in our work, we
consider emotions induction in two ways, firstly action induces emotion (a → e)
and the other, emotion induces emotion (e → e). The a → e correlation is said to
have occurred, if the action of an agent has influenced the emotion of the other
agents. Whereas, e → e correlation is said have occurred when the emotion of
an agent influences the emotions of the other agents. The diffusion of emotions
in the scenarios can be represented by an emotion diffusion parameter (ΔE),
calculated using the Eq. 1,

ΔE =
τe × ωe

T
(1)

where τe is the time interval of emotion e, and ωe is an agent’s emotion
coefficient of e. T is the total frame considered for emotion diffusion calculation
ΔE. The value of ωe is calculated using Eq. 2, which is pre-calculated for all the
agents for every emotion. te is the total time instance for which agent has an
emotion e and Ne is the total number of time instance when all the agents has
emotion e.

ωe =
γ × te

Ne
(2)

Other than this, we define the direction of the emotion diffusion by δ, which
can have be 1 or −1 given the orientation of the carried emotion. The δ values
for all the considered emotion is listed in the Table 2, which is based on the
discussion in [8]. The emotion diffusion in both the scenarios is calculated using
the Algorithms 1 and 2. Let us first discuss the Algorithm 1 for a → e scenario,
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which accepts the list of passive (agent with action: emotion or no emotion)
agents for every active (agent with action: speech or both) agents, and gives
ΔE1 and δ1 for all combinations of passive and active agents as output. In the
equation on line 8, we calculate the ΔE1e values for each emotion e carried by
the agent p for time τe, during the interval Ta, for which the agent a was active.
Then, the final ΔE1 value is the maximum value in set ΔE1e . Thus finding that
emotion e was induced by an agent a on agent p. Later final δ1 is calculated
by multiplying the δ value of a and e, which gives the direction of the emotion
induction. Similarly, in Algorithm2, emotion diffusion ΔE2 and δ2 are calculated
for all the pairs of nodes, irrespective of the active agent, where T = 1. At the
end of this step, we get four values, ΔE1 and ΔE2 denote the emotion diffusion
parameters and δ1 and δ2 denote the direction of emotion diffusion values for all
the pairs of agents. Later, we build the influential correlation among the agents,
as discussed in the next subsection.

Algorithm 1. Emotion Propagation (a → e)
1: procedure Emotion Gradient
2: Input: a Active agent
3: P List of passive agent
4: Output: ΔE1 and δ1 for all passive agent
5: // where δ is −1 or 1
6: for all p enumerate(P) do
7: for all e Emotion E do
8: {ΔE1e

ap} ← τe
ap×ωe

p

Ta

9: // Maximum of ΔE1e is final ΔE1

10: // δe is emotion having maximum for ΔE1e

11: ΔE1
ap ← max({ΔE1e

ap})
12: δ1ap ← δa × δe

p

13: End

3.2 Social Influence Calculation

From the Algorithms 1 and 2, we get the emotion diffusions ΔE1,ΔE2, δ1and δ2

for both the scenarios. Finally, we calculate the influence of each agent on the
other agents, based on the Algorithm3. The objective is to find the social influ-
ence amongst all the agents in the network, in terms of weight of the weighted
graph. The input to this algorithm is list of ΔE1, ΔE2, δ1 and δ2 for all the
pairs of agents. Based on these values, the weight Wij between agent i and j is
calculated using the equation on line 7. Where, summation of ΔE1 and ΔE2 for
i and j is divided by summation of ΔE1 for all the neighbouring nodes of j and j.
Finally the orientation of the influence is associated with the Wij , by multiply-
ing δij . Thus, as a output we get a weighted graph, where weight represents the
influence and sign ‘−’ and ‘+’ represents the orientation of the influence being
induced.
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Algorithm 2. Emotion Propagation (e → e)
1: procedure Emotion Gradient
2: Input: A List of all agent
3: B List of all agent
4: Output: ΔE2 and δ2 for all pair of nodes
5: // where δ is −1 or 1
6: for all a enumerate(A) do
7: for all b enumerate(B) do
8: for all e Emotion E do
9: {ΔE2e

ab} ← τe
ab×ωe

b
T

// where T is 1
10: // Maximum of ΔE2e is final ΔE2

11: // δe is emotion having maximum for ΔE2e

12: ΔE2
ab ← max({ΔE2e

ab})
13: δ2ab ← δa × δe

b

14: End

Algorithm 3. Influence Calculation
1: procedure Influence
2: Input: ΔE1 and ΔE2 for each pair of nodes
3: δ1 and δ2 for each pair of nodes
4: Output: W weight for each pair of nodes
5: for each pair of node i and j do
6: δij ← δ1ij × δ2ij

7: Wij ← ΔE1
ij+ΔE2

ij
∑k

N(j) ΔE1
kj

× δij

8: // N(j) neighbours of node j
9: End

4 Experimental Results and Discussion

In this section, we describe the evaluation of the baseline system to analyse the
social influences in the network on the basis of change in the extracted facial
expressions. In order to test our proposed algorithm, we need the frontal video
data of small networks to detect the emotions. However, similar datasets were not
available, therefore we recorded a scripted discussion of three of our colleagues,
namely, agent A, B and C. Moreover, the γ values of all the three agents were
decided on the basis of two parameters, seniority and the knowledge about the
topic. Assuming agent A being the senior among the three, and agent B having
higher knowledge on topic of discussion. On the basis of these assumptions, γ
values for the agents were defined as 4, 5, and 2 for agent A, B and C respec-
tively. Similarly, the calculation of γ values for larger network can be done by
comparing the basic information of all the agents. Additionally, the video data
should be able to showcase the influence caused by emotion and action (speak-
ing). Therefore, we structured the script where each participants does the action
(speaks) for approximately 120 s in a sequence, yielding a total of 360 s video.
Once an agent corresponding to each person is instantiated, these agents interact
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Table 1. Detected Emotion per
seconds

Person Neutral Happy Surprise Angry Sad

A 100 20 100 45 95

B 22 190 75 33 40

C 27 140 80 53 60

Table 2. Emotion Orientation (δ)
and FACS

Label Emotion δ FACS

1 Neutral +1 null

2 Happy +1 6+12

3 Surprise +1 1+2+4+25

4 Sad −1 1+4+15

5 Angry −1 4+7+23+25

with the different modules to extract the facial expression and analysis of social
influence in the network, as shown in Fig. 1.

4.1 Results

The input video of length 360 s is first converted into frames and other pre-
processing steps are done. This results into frontal frames, which are then aligned
with the trained AAM, in order to extract three different feature vectors, namely,
s-pts, s-aap and c-aap. Next these feature vectors are used to detect the set of
FACS present in the frames and later detect the emotion on the basis of combina-
tion of these detected FACS. In our experiment, we considered only 5 emotions,
namely neutral, happy, surprise, sad and angry. Therefore, we end up consider-
ing 10 FACS; combination of which represents these emotions. The chosen FACS
are 1, 2, 4, 6, 7, 12, 15, 23 and 25 as shown in the Table 2. The classification
of these FACS in the frames were done using the binary class linear SVM for
each FACS, therefore we trained 10 SVM classifiers. Training was done using the
CK+ dataset [15], considering s-pts and c-app feature vectors only, because it
gives the best results as discussed in [15]. Moreover, the trained classifiers were
cross validated and accuracy of all the classifiers range between 75 % to 95 %.
Finally, we consider emotion per seconds, and Table 1 represents the emotions
detected per second for all the agents. Further, the social influential correlation
was done on the basis of these change in emotion labels for every second, consid-
ering both the scenarios. The calculated values of ΔE1 and ΔE2 are listed in the
Tables 3 and 4. In the end, we calculate the influence in network, based on the
Algorithm 3. Finally, we represent the results in a weighted graph, as shown in
Fig. 2. The discussion about the results and validation of our work is discussed
in the next subsection.

4.2 Discussion

We have proposed an algorithm to analyse the diffusion of emotion and find-
ing the influential correlation in a small social network. Further, in order to
demonstrate the validity and accuracy of our proposed methods, we compared
the diffusion of emotion in the script with the final experimental results.
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Table 3. Emotion Diffusion ΔE1

Agent A B C

A 0 1.8 0.9

B 2.5 0 2.2

C 0.8 1.5 0

Table 4. Emotion Diffusion ΔE2

Agent A B C

A 0 2.5 1.2

B 2.8 0 2.5

C 1.2 0.8 0

Fig. 2. Social influence graph

Firstly, the emotion diffusion amongst the 3 participants in the fed video
was plotted for better analysis. Figures 3 and 4 represents the emotion diffusion
in scenarios a → e and e → e respectively. Wherein, y-axis depicts emotions
normalised along the axis for better representation and x-axis represents the
time in seconds. Beginning with the emotion diffusion in scenario a → e, in
Fig. 3, it can be briefly concluded that, agent B induces agent C in a positive
sense more often. Whereas, agent B induces agent A in negative sense; that is
agent A would be happy when agent B gets upset. However, considering these
short interval emotion induction during which only one agent is active, may
lead to false judgement of an influential node. Therefore, we also considered the
overall emotion induction during the whole 360 seconds. That is by considering
the scenario, e → e, and its emotion diffusion is depicted in the Fig. 4. From
this graph, it can be briefly said that agent B induces emotion on agent C and
agent A. Additionally, induction of emotion in reverse sense is not reciprocated
from both the scenarios. Therefore, from the script, it can be said that agent
B induces C in positive sense and agent A in negative sense more often. Now
considering the final experimental result, which is a weighted graph in Fig. 2.
From the Fig. 2, B induces emotion on C with 5.2 weight and induces emotion on
A with −6.62 weight. The sign ‘−’ denotes the emotion induced in the opposite
direction. Furthermore, A has the least influence on C, and C has less influence
on B compared to the influence of B on C. We think that the weighted graph in
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(a) Active Agent: A (b) Active Agent: B

(c) Active Agent: C

Fig. 3. Emotion propagation with 3 active agents

Fig. 4. Overall emotion propagation

Fig. 2 follows the emotion diffusion in the scripted discussion. Therefore it can
be said that our proposed algorithm can effectively measure the influence in the
considered network.
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5 Conclusion

We introduced a multiagent system that can track the emotions diffusion in
a social network, which can help in extracting the social influence correlation
among the nodes of the network. Intuitively, the measure of social correlation
gives an idea of how the change of emotions of one person affects the emotions
of another person. If any particular node in the network brings a high degree of
emotional change in the network, it can be said that this node is an influential
node in the network. Facial emotions were classified by training an SVM on the
basis of the facial features extracted using a trained deformed model AAM. After
detecting the emotions of all the nodes in the network, the influence of change in
emotions was measured using the proposed algorithms. We also introduced the
term emotion diffusion parameter, which defines the degree of emotions being
induced by one node on the others. Finally, we represent the influence in the
network in the form of weighted graph, where weight denotes the influence and
the associated sign denotes the orientation of the induced emotion. The pro-
posed method was tested against the scripted discussion video in our laboratory.
The final experimental results were validated by comparing the final correlation
results with the emotion diffusion in the scripted discussion. It was found that
the calculated correlations follows the actual emotion diffusion in the discussion.

As future work, we think of extending our method to larger real-life networks
and incorporating emotions from voice data along with facial emotions. The
resultant emotions can depict human correlation in a more accurate fashion. We
also plan on investigating how social associations can be build based on any
anonymous network using social network mining techniques.
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Abstract. This paper presents a dramatic model for self-regulation of
social exchange processes in multiagent systems, based on the concepts of
Drama Theory. The model has five phases of dramatic resolution, which
involve feelings, emotions, trust and reputation. Agents with different
social exchange strategies interact each other in order to maximize their
strategy-based fitness functions. The objective is to obtain a more nat-
ural model than the ones existing in the literature, which are based on
(partially observable) Markov decision processes or in game theory, so
that it can be applied in real-world applications. We aim at promoting
more balanced and fair multiagent interactions, increasing the number of
successful social exchanges and, thus, promoting the continuity of social
exchanges.

Keywords: Drama theory · Social exchange processes · Regulation of
interactions

1 Introduction

The Piaget’s Social Exchanges Theory [1] has been used as the basis for the
analysis of interactions in Multiagent Systems (MAS). Such interactions are
called services exchanges, which are evaluated by the agents when interacting,
creating the concept of social exchange values, that are qualitative and subjective
values [2–5]. A fundamental problem that has been discussed in the literature
is the regulation of social exchanges [6–12], in order to allow, for example, the
emergence of balanced exchanges along time, leading to social equilibrium and
stability [1] and/or fairness behaviour [13,14]. In particular, this is a difficult
problem when the agents, adopting different social exchange strategies, have
incomplete information on the other agents’ exchange strategies. This is a crucial
problem in open agent societies (see [8,9]).

In previous works (e.g., [6,8,9]), Dimuro et al. and Pereira et al. have intro-
duced different models (e.g., centralized/decentralized control, internal/external
control, closed/open societies) for the social exchange regulation problem, devel-
oping different hybrid agent models. In particular, Macedo et al. [15] introduced
the first step towards the self-regulation of the social exchanges processes. The
c© Springer International Publishing Switzerland 2016
J. Bajo et al. (Eds.): PAAMS 2016 Workshops, CCIS 616, pp. 161–172, 2016.
DOI: 10.1007/978-3-319-39387-2 14
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problem was tackled in a game theory context, given a new interpretation, in
terms of material1 exchanges, to the special kind of interaction described by the
evolutionary spatial ultimatum game discussed by Xianyu [14]. Considering an
agent society organized in a complex network, the paper analyzed the evolution
of the agents’ exchange strategies along the time considering the influence of
their social preferences on the emergence of the equilibrium/fairness behavior.
However, long-term aspects of the interaction and other concerns that exchange
processes may involve were not considered in this simplified model.

In [11], Dimuro et al. introduced the Game of Self-Regulation of Social
Exchange Processes (GSREP), where the agents, possessing different social
exchange strategies, considering both the short and long-term aspects of the
interactions, evolve their exchange strategies along the time by themselves, in
order to promote more equilibrated and fair interactions, guaranteing the con-
tinuation of the exchanges. In [12], Von Laer et al. analysed the problem of
the self-regulation of social exchange processes in the context of a BDI-based2

MAS, adapting the GSREP game to Jason [17] agents and introducing a cul-
tural aspect, where the society culture, aggregating the agents’ reputation as
group beliefs, influences directly the evolution of the agents’ exchange strate-
gies, increasing the number of successful interactions and improving the agents’
outcomes in interactions.

In Game Theory [18–20], usually, a game is defined by fixing the preferences
and opportunities of the players. In 1991, Nigel Howard created the Drama
Theory [21,22], a game theory extension, where the preferences and choices of
the characters (players) may change under the pressure of the pre-game nego-
tiations. Game theory tries to predict the outcome of a game with “rational”
players. However, the theory of drama shows how aspiring players, communicat-
ing each other before a game, build not only the game that they will play, but
also the result that they expect of it, without the need to predict an outcome.
Furthermore, the drama theory challenges the theoretical concept of “rational”
game. After analysing the pre-game communication, it is discarded the hypoth-
esis that the players know what they want, what others want, and what they
and others can do about it, and that all these things are fixed [22].

This objective of the present paper is to propose a dramatic model for the
self-regulation of social exchange processes, applying the concepts of the drama
theory to GSREP game, adding feelings and expressions of emotions based on
the OCC model [23], in order to obtain a natural model that approximates the
reality and sp that it can be applied on real world applications.

The paper is organized as follows. Section 2 summarizes the theoretical basis
of this work: the main concepts of social exchanges and of drama theory. Section 3
presents the definition of dramatic model and Sect. 4 is the Conclusion.

1 Material exchanges are concerned just with the short-term aspects of the interaction,
involving only exchange values generated immediately after the interaction. [2].

2 BDI stands for “Beliefs, Desires, Intentions”, a particular cognitive agent model
introduced in [16].
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2 Theoretical Basis

2.1 Social Exchange

According to Piaget [1], a social exchange is any sequence of actions among
two agents, such that one of them, to realize his/her actions, provides a service
to another, with the immediate individual qualitative evaluation of the services
provided. That is, the agent assigns a value to its investment in the realization
of a service to another agent and the latter assigns a value of satisfaction for
having received such a service. Such values are called material exchange values. In
a social exchange process, debt and credit values are also generated, which allow
the realization of future exchanges. Debt and credit are called virtual values.

A social exchange among agents involves at least two agents, X and Y , in
two exchanges steps/stages, as shown in Fig. 1. In Step I the agent X performs
a service to the agent Y and, in Step II, the agent X requests to the agent Y a
payment for the service previously performed for it. In each step, the following
exchange values are generated:

Fig. 1. Steps of a social exchange process among two agents [24].

– Step I:
1. rx: Investment value of agent X.
2. sy: Satisfaction value of agent Y .
3. ty: Debit value of agent Y .
4. vx: Credit value of agent X.

In this way, the agent X performs a service with some investment value (rx) to
the agent Y . The agent Y generates for the services received a satisfaction value



164 R.G. Wotter et al.

(sy) and an acknowledgement value (ty) or debt for the satisfaction to received
service of X. At the end of this step, the agent X finished with a virtual value
(vx), that is, a credit related to the action performed to the agent Y .

– Step II:
1. vx: Credit value of agent X.
2. ty: Debit value of agent Y .
3. ry: Investment value of agent Y .
4. sx: Satisfaction value of agent X.

Similar to Step I, there is a possible charge debt from the agent X to agent
Y , where the agent X collect of agent Y a service relative to its credit virtual
value (vx), acquired in Step I. The agent Y has on its conscience a debit value
(ty), and it will perform an offer with investment value (ry) to the agent X,
which will generate a satisfaction value (sx) to Y offer.

So, in both steps (Step I and Step II), ragent and sagent are material values
generated while performing/receiving a service, and tagent and vagent are virtual
values that can be traded in the near future and will enable the choice of future
agents’ decisions. Importantly, there is no order in the occurrence of the steps I
and II in repeated processes of social exchanges [6].

The social equilibrium is obtained when the balance of the values for each
agent are around an acceptable value for the agent society, in general, around
zero.

2.2 Drama Theory

Differently from Game Theory, which considers that a game is defined by
previously fixed preferences and opportunities for the players, Drama Theory
[21,22,25,26] is a theory of how the game itself may change: how a game G
can be transformed into other game G′, which, in its turn, may be transformed
to a game G′′, and so on. These transformations result from the fact that the
players may put pressure on others during the pre-game negotiations, since they
exchange threats, promises, emotional persuasion and rational arguments.

Drama theory helps to identify transformations caused by internal dynamics
of pre-game negotiations. Such transformations describe rational and irrational
processes of human development and self-realization, rather than just the ratio-
nal choice of a given end.

While game theory exposes the rational behaviour, based on goals, drama
theory shows how, in the course of an interaction, people change and evolve.
Rationality is still important, but no longer dominates.

3 The Dramatic Model of Self-regulation Social Exchange
Processes

The dramatic model of self-regulation of social exchange processes proposed
is based in the five phases of dramatic resolution of Drama Theory, that are
represented in Fig. 2.
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Fig. 2. Phases of dramatic resolution.

3.1 Phase 1: Scene-Setting

At this phase, the environment is defined with the actors (agents), agents’ social
exchange strategies, results and consequences.

The agents’ social exchange strategies that are considered in this paper are
altruism, weak altruism, selfishness, weak selfishness and rationality. For exam-
ple, an agent with selfishness strategy is more likely to devalue the received
service and overvalue an offered service, which impacts on debt and credit val-
ues; the rational agent plays just for the Nash Equilibrium3. The social exchange
strategies are determined by various factors, as we explain in the following, but,
in particular, by the maximal investment value rmax that the agents are willing
to have for a service performed for another agent, and the minimal satisfaction
value smin they are willing to accept, with r, s ∈ [0, 1].

The consequence is represented by a function Q : X → X , where X is
the set of the individual results of the characters or agents, i.e., their strategies.
Individual results are a pair composed of aspiration (a particular future we would
like to achieve) and a position (a future that it proposes to others).

In the dramatic model, the result of an agent is represented by the investment
proposed (rprop), i.e., the future it proposes to other agents; and the satisfaction
expected (sesp), i.e., the desire, a particular future that it would like to achieve.

3 See [11] for a discussion on the Nash Equilibrium of the Game of Social Exchange
Processes.
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3.2 Phase 2: Build up

At this phase, a determinate frame F = (Q,P ) is selected, where, Q is the result
set of each agent and P = (Pi|i ∈ C) is a family of preference relations, one for
each character or agent i at casting C, defined along of results set X. In this
game, (x, y) ∈ Pi means that “the agent i prefers the strategy x to strategy y”.

After selecting the frame, the steps I and II of the social exchange are exe-
cuted, as shown in Sect. 2.1. A social exchange strategy of an agent λ = ij, is
defined by the tuple:

(rprop
λ , sesp

λ , kρt
λ , kρv

λ ), (1)

where rprop
λ ∈ [0, 1] and sesp

λ ∈ [0, 1] represent the proposed investment value
that the agent λ will have for a service offered to another agent, and the satisfac-
tion value that agent λ expects for received services, respectively; kρt

λ , kρv
λ ∈ [0, 1]

are, respectively, the factors of depreciation (ρ = d) or overvaluation (ρ = o) of
debit and credit values that define each exchange strategy.

In this phase, they are calculated the Payoff Supposed (payoffSup) and the
Payoff Effective (payoffEfet) of social exchange between the agents i e j, with
the respective exchange strategies:

(rmax
i , rprop

ij , refet
ij , smin

i , sesp
i , kρt

i , kρv
i ) e (rmax

j , rprop
ji , refet

ji , smin
j , sesp

j , kρt
j , kρv

j )

The payoffSup obtained by an agent i in this interaction is evaluated by
function psup

ij : [0, 1]4 → [0, 1], defined by.

p
sup
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⎧
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(2)

The payoffEfet obtained by an agent i in this interaction is evaluated by
function pefet

ij : [0, 1]4 → [0, 1], defined by:

p
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(3)

The payoffSup and the payoffEfet of j agent are defined analogously.
Considering an environment composed of the cast C = 1, ...,m of m agents,

each agent i ∈ C interacts with the others m − 1 neighbours agents j ∈ C,
such that j �= i. In every interaction cycle, each agent i evaluates its material
results of local social exchange with each neighbour agent j, using the local
payoffSup and payoffEfet functions, given in the Eqs. (2) and (3). Then, the full
payoffSup and payoffEfet received by each agent are calculated after each agent
has performed the two-step exchange with all its neighbours. For psup

ij and pefet
ij
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calculated by Eqs. (4) and (5), the allocation of total payoffSup and payoffEfet
of a neighbourhood of m agents, is given by :

Xsup = xsup
1 , ..., xsup

m ,where xsup
i =

∑

j∈C,j �=i

psup
ij (4)

Xefet = xefet
1 , ..., xefet

m ,where xefet
i =

∑

j∈C,j �=i

pefet
ij (5)

After calculating the payoff effective of exchanges, the balance of these
exchanges is analysed. Ideally, a balanced exchange is when the difference
between the payoffs of all exchanges is zero. However, in practice, this diver-
gence occurs around zero. This divergence between the payoffs are calculated
according to Eq. 6:

Di =
1

(m − 1)

j=[1..m]∑

i�=j

|xi − xj | ≤ α (6)

where, m is the total number of agents and α is the divergence factor.
Therefore, it is considered balanced exchanges when Di ≤ α for all exchanges.

3.3 Phase 3: Climax

If, in phase 2, all the exchanges occur in a balanced way, the phase 3 is ignored
and the game moves on to the phase 4, where the emotions will have null weight
in the calculus of the fitness value, denoted by Fi(Xefet) of an agent i.

If a of exchanges is not balanced, all agents migrate to the phase 3. We
considered four types of emotions of the OCC model [23], namely, gratifica-
tion, gratitude, regret and anger, represented by aλ, bλ, cλ and dλ, respectively.
Observe that in the OCC model there are three aspects that change the world
reactions: events, agents and objects. The events are interesting because we may
analyse its consequences, the agents because we may analyse their actions, and
objects because the aspects and properties of those objects are analysed. The
chosen emotions are part of a group that focuses on the action of an agent and
the consequences of the events [27].

A spatial social exchange strategy of an agent λ, λ = 1, ...,m is defined by the
tuple:

(rprop
λ , refet

λ , sesp
λ , aλ, bλ, cλ, dλ, kρt

λ , kρv
λ ), (7)

where aλ, bλ, cλ, dλ reflect the influence of the emotions in the fitness value
Fi(Xefet) of an agent i, in the following way:

– Gratification (ai)

Fi(Xefet) = xefet
i +

ai

(m − 1)

∑

i�=j

max(xefet
j − xsup

j , o)

where Xefet is the total payoff effective allocation of agent i.
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Gratification is a positive feeling generated in the agent itself who proposed
the exchange when the payoff effective (payoffEfet) of the agent that received
the service (xefet

j ), obtained by effective investment, is greater than the payoff
supposed (paypffSup) it was supposed to receive (xsup

j ). This means that prac-
tising a value greater than the promised value, the agent feels more confident
and also generates a reciprocal feeling of gratitude on the other agent.

– Gratitude (bi)

Fi(Xefet) = xefet
i + bi + max(xefet

i − xsup
i , 0)

where Xefet is the total payoff effective allocation of agent i.
Gratitude is a positive feeling generated in the agent that received the ser-
vice when the payoff effective (payoffEfet) of the agent that has practised
the exchange (xefet

i ) is greater than the payoff supposed (payoffSup) it was
supposed to receive the group (xsup

i ). When receiving a greater value than
the one promised, the agent is grateful to the agent who performed the ser-
vice, generating a good reputation of this agent, since it comply with what it
promised.

– Regret (ci)

Fi(Xefet) = xefet
i − ci

(m − 1)

∑

i�=j

max(xsup
j − xefet

j , o)

where Xefet is the total payoff effective allocation of agent i.
Regret is a negative feeling generated in the agent itself who proposed the
exchange when the payoff effective (payoffEfet) of the agent that received
the service (xefet

j ) is less than the payoff supposed (payoffSup) that it was
supposed to receive (xsup

j ). This feeling generated a reciprocal feeling of anger
at another agent, and consequently it will get a bad reputation of this other
agent, since it did not comply with what it promised.

– Anger (di)

Fi(Xefet) = xefet
i − di + max(xsup

i − xefet
i , o)

where Xefet is the total payoff effective allocation of agent i.
Anger is a negative feeling generated in the agent who received the service
when the payoff effective (payoffEfet) of the agent who practised the exchange
(xefet

i ) is less than the payoff supposed (pauoffSup) it was supposed to receive
(xsup

i ).

Therefore, it is clear that an equilibrated balance is achieved when the antag-
onistic emotions are annulled.

3.4 Phase 4: Resolution

After execution of the steps I and II of the social exchange process in the build
up phase, if there is an equilibrated balance, the game progresses to phase 4. At
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this phase, considering the payoff obtained in phase 2, the agent i calculates its
adaptation degree through its fitness function Fi : [0, 1]m → [0, 1], defined by:

Fi(Xefet) = xefet
i

where Xefet is the total payoff effective allocation of agent i.
If the phase 3 has been executed, the emotions generated are added to the

fitness function, representing the influence of these emotions on the results of
the total agents’ payoff effective.

Let X be the allocation of total payoffEfet of a neighbourhood of m agents.
The general definition of the fitness function, based on exchange strategy of an
agent i, is given by:

Fi(Xefet) = (8)

xi +
ai

(m − 1)

∑

i�=j

max(xefet
j − xsup

j , o) + bi + max(xefet
i − xsup

i , 0)

− ci

(m − 1)

∑

i�=j

max(xsup
j − xefet

j , o) − di + max(xsup
i − xefet

i , o)

3.5 Phase 5: Denouement

After obtaining the value of fitness function, the phase 5 is executed. At this
phase, the reputation of agents is calculated. For the social sciences, reputations
are defined as a collective of beliefs and opinions that influence the actions of
individuals in relation to their peers. The reputation can still be seen as a social
tool in order to reduce uncertainty to interact with individuals of unknown
attributes. To [28], reputation is generally defined as the amount of confidence
inspired by a particular person in an environment or specific area of interest.

In computer science, reputation and trust it has gained growing evidence in
last years, especially in the Distributed Artificial Intelligence (DAI) area, where
Multiagent Systems are included. Trust and Reputation are used as a way of
search for partners. The reputation has the power to propagate trust and can
prevent unnecessarily agents interact. See [29–32]

Rodrigues and colleagues [33] developed a reputation model based on mod-
els such as REGRET [34] and Hübner [35]. The analysis of Reputation is
divided into three dimensions: Social Dimension, Single Dimension and Onto-
logical Dimension, as proposed in REGRET model. On the Social Dimension is
analysed the effectiveness of the agent to its social group. In the Single Dimension
is analysed the direct exchanges among agents. Finally, there is the Ontologi-
cal Dimension, where social and individual dimensions are combined for a final
analysis.

To our dramatic model, we used the reputation model proposed by [33], con-
sidering only the single dimension at the moment. At this phase 5, the payoffs
obtained in phase 3 through social exchanges will be stored in a list of size v.
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The calculation of the reputation is given by:

Rep =

∑
j∈C,j �=i pij

size(v)
(9)

With the obtained information in the denouement phase, the game return to
phase 1, where it will redefine the environment from new strategies, i.e., from
the calculated reputation, the agents will choose new partners to execute the
social exchange, and start the second round of the game.

4 Conclusion

This introduced the model of a dramatic game of self-regulation of social
exchange processes.

In the real world, the social exchanges not happen exclusively in a rational
way, frequently involving feelings and emotions. In this way, the possibility of
applying the drama theory to the game of self-regulation of social exchange
processes has emerged.

Applying the concepts of drama theory and improving the trust and the
reputation model to the developed dramatic model, we aim at the application in
a simulation game of social exchanges in an environment that approximates the
real world, that is, a world where the exchanges relations are based on emotions,
feelings, trust and reputation.

The model will be implemented in NetLogo, an simulations with different
compositions of the agent society and scenarios will be conducted to study the
development of the strategies and social exchange processes through time.
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Abstract. Over the last few years educators have increasingly incorpo-
rated game simulations into higher education computer science curricula.
Experiences have proved that students respond enthusiastically to these
courses. According to this, this paper presents an evolved version of the
JGOMAS simulator, which is a simulation game where students design
and implement different types of agents and strategies in order to win
the game. This new version allows students to practice different technolo-
gies related to the multi-agent paradigm as coordination, cooperation or
decision-making.

Keywords: Multi-Agent Systems · Simulation games · Education

1 Introduction

The use of game design elements for teaching and learning computer science
subjects has provided a number of advantages in recent years [1]. Develop-
ing computer games involves many aspects of computing, including computer
graphics, artificial intelligence (AI), human-computer interaction, security, dis-
tributed programming, simulation... In this sense, there is a growing evidence of
the effective use of games and game elements across Higher Education contexts
and concretely in Computer Science degrees.

During different academic years, the toolkit JGOMAS 1.0 [2] has been used as
a part of the learning process of students in a subject named Intelligent Systems
of the Bachelor’s Degree of Computer Science Engineering in the Universitat
Politècnica de València. JGOMAS 1.0 is a simulation game where students can
design and implement different types of agents and test different coordination
strategies in order to win the game. Moreover, the toolkit allows the students
to organize competitions between the developed teams. During the last years,
the use of this toolkit notably improved the motivation of the students due
to their interest in new areas such as behavior design, artificial intelligence, or
the creation of multiplayer games. All these areas are covered by the JGOMAS
toolkit.

Nevertheless, the first version of JGOMAS has different aspects that may
be improved: (i) the user may observe the evolution of the game from different
c© Springer International Publishing Switzerland 2016
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points of view (several render engines may be attached to the same game),
but cannot interact with the game to dynamically change its evolution. The
experience can be dramatically improved including some kind of immersion of
the students during the simulation; (ii) JGOMAS 1.0 is based on the JADE
platform [3] and all their agents are implemented as JADE agents. This is not a
problem by itself, but the use of any AI approach or sophisticated coordination
techniques must be implemented from scratch. This problem can be solved by
integrating existing, more complex, agent architectures into the toolkit; and
(iii) current supported renders do not allow an optimal user experience since
they do not support complex graphics.

Taking into account all these aspects, this paper presents an evolution of the
JGOMAS toolkit. This new version allows students to work with heterogeneous
teams of agents, being able to deal not only with JADE agents but also with
JASON [4] agents. This new agent architecture allows students to create agents
with a more sophisticated decision-making engine. Moreover, the toolkit has
introduced the human in the execution cycle, so a student may interact with his
team in a transparent way for the agents, which see him as other agent. Finally,
a new render based on UNITY1 has been also implemented.

The rest of the paper is structured as follows: Sect. 2 presents the background
of the proposal; Sect. 3 introduces the new version of the JGOMAS toolkit;
finally, some conclusions are commented in Sect. 4.

2 Background

This section describes the two works that are the background for the proposal of
this paper. First, the Jason agent programming language is described. Second,
JGOMAS, the framework for teaching agent programming, is described.

2.1 Jason

Jason [4] is an agent programming language based on AgentSpeak [5]. This lan-
guage is based on the BDI (Beliefs-Desires-Intentions) architecture for defining
cognitive software agents. In this approach, an agent is an entity composed of a
set of beliefs, representing the current state of an agent and knowledge about the
environment in which it is situated, a set of goals, which corresponds to tasks
the agent has to perform/achieve, and a set of plans which are courses of actions,
either internal or external, triggered by events, and that agents can dynamically
compose, instantiate and execute to achieve goals. Jason extends AgentSpeak
with different features, being the most important one the addition of speech-act
based inter-agent communications. Other new features include: strong negation;
handling of plan failures; support for developing Environments; support for MAS
organizations and agents that reason about them; a library of essential “internal
actions”; or an IDE in the form of a jEdit or Eclipse plugin.

1 http://unity3d.com/.

http://unity3d.com/


JGOMAS 2.0: A Capture-the-Flag Game Using Jason Agents 175

2.2 JGOMAS

JGOMAS (Game Oriented Multi-Agent System based on JADE) [2] is a Multi-
Agent System (MAS) for social simulation based on JADE [6] that has been
developed to meet different purposes. Its main purpose is to serve as a starting
point for studying the feasibility of the integration between Multi-Agent Systems
(MAS) and Computer Graphics, including applications such as Virtual Reality.

Thus, JGOMAS adds a 3D rendering engine that depicts in real-time the exe-
cution of the MAS running in the background. This can be used to qualitatively
evaluate and validate the implementation of the MAS.

As a test for the developed MAS, a capture-the-flag (CTF) game has been
developed. In this kind of games, two teams compete against each other. Each
team has a base, with a flag located inside it. The objective of the teams is to
capture the flag from the base of the opponent and to bring it to its own base to
score a point or to win the game. This type of game was firstly introduced in 1984
by the game Bannercatch, and is now a standard multiplayer mode for the first-
and third-person shooters since it was made popular when it was first introduced
as a modification to the Quake videogame. It is intuitive to implement a CTF
game using a MAS because a player (i.e. a member of the team) can be modeled
as an agent. Moreover, it is also interesting for studying agent cooperation, since
each player has to collaborate with his teammates to achieve the objective of
the game.

However, the JGOMAS version of CTF is slightly different. The two repre-
sented teams are the Allies and the Axis, each one having a base, but only the
Axis have a flag. The objective of the Allies is to reach the Axis base, capture
the flag and get it to their own base. If they reach the base within the established
game limit, the Allied team wins. The objective of the Axis is to defend their
base from the Allies. If the time expires and the Allies did not captured the flag,
the Axis wins the game.

A domain like CTF enables a simple and entertaining way to establish a
testbed either for algorithms and optimizations individually on each agent and
for competitive and cooperative strategies, within and between teams.

After working with this first version of JGOMAS in both research and educa-
tion domains, some aspects have been detected to be improved. These improve-
ments will enhance the user experience and the possibilities offered by the second
version of JGOMAS. The following section describes JGOMAS 2.0.

3 JGOMAS 2.0

3.1 Agents Description

As has been stated in the previous section, JGOMAS is primarily composed
of two subsystems. On the one hand, there is a multi-agent system with
two different kinds of agents. One of these types of agents handles the game
logic, while the others belong to one of the two teams, and play the game.



176 L. Hernandez et al.

Actually, this subsystem is a layer that runs on top of a multi-agent plat-
form (specifically, JADE) and can take advantage of all the services provided
by JADE.

JGOMAS 2.0, which is the current version of the JGOMAS platform allows
the use of Jason agents to form teams of agents.

On the other hand, a new ad-hoc Render Engine to display a 3D virtual envi-
ronment has been developed. According to the specific requirements of graphic
applications (e.g., high computational cost for short periods), this engine has
been designed as an external module (not as an agent). It has been written in
UNITY 3D (Fig. 1 shows an example of a JGOMAS game displayed with this
new render engine).

Fig. 1. JGOMAS render engine view

Figure 2 shows a JGOMAS architecture where all components and their rela-
tionships can be seen: the JADE platform as support for JGOMAS Multi-Agent
System, which is comprised of agents, one of them acting as a controller for other
agents, and as an interface for the Render Engine.

The Multi-Agent System JGOMAS can be viewed as a kernel (basic package),
which provides an interface for the Render Engine to connect to the current
game.

Agent Taxonomy. The following taxonomy of agents within JGOMAS accord-
ing to their functionality may be established:
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Fig. 2. JGOMAS 2.0 architecture

– Internal agents: are those which form themselves the JGOMAS management
platform. Their behaviors are predefined, and the user cannot change them.
These agents are JADE agents, and there exist the following types:
• Manager: This is a special agent. Its main objective is to coordinate the

current game. In addition, it answers requests from other agents. Another
task that it is responsible for is to connect the game with the Render
Engine.

• Pack: There are three different types of packs, the medic packs (used to
give health to agents), ammo packs (used to give ammunition to agents)
and the objective pack, i.e. the flag to capture. All these agents are dynam-
ically created and destroyed with the exception of the flag (there exists
only one flag throughout the game and cannot be destroyed).

– External agents: They are the players. They have a predefined set of basic
behaviors that the user can modify or even add new ones. These agents are
developed in JADE or Jason. An agent can play a unique role in the cur-
rent game. There are three roles defined, but the user can define new, each
providing a unique service. Thus, these agents (also known as troop agents),
specialize in the following three roles:
• Soldier: provides a backup service (the agent goes to help its teammates).
• Medic: provides a medic service (the agent goes to give medic packs).
• FieldOps: provides an ammo service (the agent goes to give ammo packs).

External agents are integrated into the virtual environment, allowing the
interaction between them (through the perception of nearby peers and enemies)
which can lead to cooperation and coordination with teammates. Also, since
agents are located in this virtual environment, they must take into account the
features of the terrain where they are located (mainly walls). All the commu-
nication that takes place between the agents in the platform is performed by
passing messages according to protocols established by the FIPA ACL [7].
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Maps. JGOMAS uses different maps to define the virtual environment. These
maps, by default, are of size 256× 256, so that the position of the agents is given
by its coordinates (x, y, z), where x, z take values between 0 and 255, whilst,
in the maps supplied, y is always equal to 0 (these maps do not have height).
Each agent has partial access to the map where the game is played, since despite
having access to static information about it, can only perceive objects that are
at a certain distance (within the “cone of vision”).

Tasks. A task is something that an agent has to perform in a particular position
of the virtual environment. There are various types of tasks, according to the
different actions that an agent can perform in the virtual environment, being
the main ones:

– TASK GIVE MEDICPAKS: A medic must generate packets of medicine in a
particular place (the position of the agent which requested it and which has
agreed to go to give them).

– TASK GIVE AMMOPAKS: A fieldops must generate packets of ammo in a
particular place (the position of the agent which requested it and which has
agreed to go to give them).

– TASK GIVE BACKUP: A soldier should go to help a teammate to a partic-
ular place (the position of the agent which requested it and which has agreed
to give it go).

– TASK GET OBJECTIVE: The agent, from the ALLIED team, must go to
the starting position of the flag for it. If it manages to grab the flag, this task
becomes going back to their home base.

– TASK GOTO POSITION: The agent must go to a specific location.

A task is associated to its type, the agent that causes the task (the agent itself
or the agent which requested it), the position where it should be performed,
priority and any possible additional contents. Always the task with the highest
priority is launched. Users can redefine the priority of each type of task. Only
the agent can add tasks to the list of active tasks, not the user. In Jason, a plan
is used to add a task: add task

!add task(task(TaskPriority, TaskType, Agent, Position, Content)),
or

!add task(task(TaskType, Agent, Position, Content))

Such objectives trigger the plan creating the task. The second one assigns
the priority defined by the agent.

Execution Loop. Each JGOMAS external agent executes a Finite-State
Machine (FSM) as the one in Fig. 3:

– STANDING: The agent does not have any triggered task.
– GO TO TARGET: The agent has triggered a task and it is moving to the

position where it has to do it.
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Fig. 3. FSM defining JGOMAS external agents behavior

– TARGET REACHED: The agent has reached the position where it has to
perform the triggered task, and it is performing the actions related to it.

Interface (API). The interface (API) for working with JGOMAS is composed
of .asl files written in Jason that contain the different agents (each one with
its own beliefs, goals, and behaviors). Inside these files, jgomas.asl includes the
non-modifiable behaviors of the agent. To modify the behavior of the agent the
files with a name following the pattern jasonAgent TEAM TYPE.asl have to be
modified, where TEAM refers to the side of the agent (ALLIED, AXIS), and
TYPE is the type of the agent (SOLDIER, MEDIC, FIELDOPS).

Regarding agent beliefs, the main ones are:

– tasks(task list): Contains the list of active tasks of the agent.
– fovObjects(object list): Contains the list of objects currently seen by the

agent.
– state(current state): This belief is used to indicate the state of the

agent in its state machine: standing, selecting which task to do or waiting;
go to target, going to its next target; target reached, it has reached the target;
quit, has to finish.

– my health(X): Stores the health of the agent. The initial, and maximum,
value is 100. When this value reaches 0, the agent dies.

– my ammo(X): Stores the amount of bullets of the agent. The initial value is
100.

– my position(X,Y,Z): Stores the last position known by the agent.

The different plans of the agents that can be modified by the users are:

– !perform look action: This objective is invoked when the agent looks
around and updates the list of surrounding objects fovObjects(L). It would
be necessary to implement the plan associated to the creation of this event
to be able to look what is around.
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– !perform aim action: This objective is triggered if there is an enemy to
aim, which can be used to take a decision about what to do with the aimed
agent. A simple implementation of the plan is available.

– !get agent to aim: This objective is invoked after !perform look action, and
it would be used to decide if there is any enemy to aim. A simple implemen-
tation that can be extended or modified of the associated plan is available.

– !perform no ammo action: This objective is triggered when the agent shoots
and has no ammo. It is necessary to implement the associated plan to take a
decision. For example, to run away.

– !perform injury action This objective is triggered when the agent is shot.
It is necessary to implement the plan associated to the creation of this event
to take a decision. For example, run away if the agent has a low life value.

– !performThresholdAction: This objective is triggered when the agent has
less life or bullets than the thresholds
my ammo threshold(X) and my health threshold(X).
A simple implementation of the associated plan is available, which asks for
help to medics or fieldops of its team.

– !setup priorities: This objective is triggered during agent initialization to
fix agent task priorities. Each agent has its own priorities. A simple implemen-
tation is available. It is interesting to modify it to add new tasks or modify
the priorities to have agents that behave in a different way.

– !update targets: This objective can be used to update the tasks and its
priorities. It is invoked when the agent changes to the standing state and has
to choose a new task among the available ones. It is necessary to implement
the plan associated to the creation of this event.

Communication. In JGOMAS 2.0, communication is used by agents for regis-
tering services and for promoting coordination between them. It is necessary to
highlight that an agent plays only one role during the whole game. For example,
if an agent A1 is created as a soldier of the type Soldier and belong to the AXIS
team, it will be for the rest of the game.

Each role has different features and offers specific basic services that can be
improved. Indicating the role and the basic services offered by an agent is carried
out at the initialization, using a process known as Registration. Nevertheless, an
agent can add new services during the development of the game.

Registration. A role has to register a service to allow other roles to request it.
Registration is carried out using the internal action: .register(‘‘JGOMAS’’,
‘‘type’’)

Once an agent has registered a service, it is possible for an agent of its same
team to check which agents of its team offer a specific service.

Coordination. JGOMAS is provided with mechanisms that allow agent coordi-
nation. It can be of one of these two types:

– No communication (implicit): It is achieved by sensing the environment.
When an agent looks around itself the objective !perform look action is
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triggered. By rewriting the associated plan it can be decided what to do
according to the perception.

– With communication (explicit): In this case it is used the message passing
using the following internal action:

.send msg with conversation id (Rec, Perf, Cont, ConvId)
where:
• Rec: receiver of the message (could be a list)
• Perf: performative (tell, untell, achieve...)
• Cont: content
• ConvId: Conversation Id (used in JADE)

3.2 Immersing the Human in JGOMAS

One of the new features of JGOMAS is the interaction with the user. Now, a
user can take the control of an agent and give orders directly. The motivations
for this interaction are:

– Improve the ability to test the behavior of JGOMAS agents, test strategies,
etc. The direct control of an agent allows the user to perform specific actions
(like shooting a particular agent or follow a certain path) and see the reaction
of the other agents (both enemies and friends) to these decisions. In previous
versions, it was necessary that the game reaches this situation by its own
evolution to assess its performance.

– From an educational point of view, involvement of the students in the develop-
ment of agents increases. The students can now validate their designs easier.

This user-JGOMAS interaction is achieved by means of the UNITY engine
used in this release. UNITY has allowed not only the improvement in the ren-
dering as discussed above but also to develop the user-JGOMAS interface. Aside
from allowing rendering the game, the UNITY render engine gives support to
program all aspects of the game including game management, artificial intelli-
gence, etc. In our case, these aspects are developed by JGOMAS code in Java in
the JADE architecture or in Jason to implement the agents. However, UNITY
can be used for the interface between user and JGOMAS. This way, the user will
interact with UNITY which will contact with JGOMAS to communicate user
decisions. This communication is done through the JGOMAS messaging system
as UNITY is seen as another agent for JGOMAS.

As stated above, the user gives commands via the interface to the agent, but
the agent retains its properties. The agent can be any Jason-based agent of the
system, and the user does not control it. It sends orders to the agent that are
translated to FIPA-ACL messages. These messages are received by the agent
and translated into the highest priority intentions, so it may seem that the user
controls it, but if the user stops to send orders to the agent, it will still work.

The game may have multiple users each one controlling an agent. One conse-
quence of this is an increasing immersion of the user. The user does not know if
the agents he is fighting against (or collaborating with) are under the control of
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Fig. 4. Human immersed in one JGOMAS soldier

another user or not. Also it can be considered double immersion because it also
acts on the system side: the agents do not know which agents are under com-
puter control or under the control of external users. The agents act according to
their beliefs and perceptions and the subsequent reasoning based on them, not
considering the nature of the other agents. To make this interaction, the user
selects an agent by means of the mouse. The user can take the control of this
agent by pressing the key B. From that moment the user can control the agent
through a series of keyboard commands and the view is centered in this agent’s
viewpoint (see Fig. 4). Table 1 summarizes user commands. The choice of the
keys did not follow naming criteria but the keyboard layout.

One of the most interesting options with respect to validation is the action
associated to the P key. This key sends a message from the user-controlled agent
to another agent. The user only has to implement the Jason code as the receiving
agent wants to respond to that message. Another option to note is the activation
of the first-person camera that further enhances the user’s immersion in the
game.
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Table 1. User commands

Key Action

B Control agent selected

I Move agent in the current direction

J Turn the agent to the left

L Turn the agent to the right

K Turn the agent 180 degrees

V Shot

C Call for medical

X Call for ammo

Z Call for backup

T Select the upper camera

M Toggle to the first person camera

N Toggle to the third person camera

G Show controlled agent info

P Send a message to another agent

4 Conclusions and Future Work

This paper has presented JGOMAS 2.0, which is a simulation game where stu-
dents design and implement a group of agents and test different coordination
strategies in order to win the game. This new version improves different aspects
regarding the first version. Concretely includes the possibility to develop Jason
agents allowing students to integrate BDI-oriented strategies in the decision-
making of the agents. Moreover, the new version has introduced the human in
the execution process allowing the student to interact with his/her developed
team. This interaction includes sending messages or participating as another
member of the team. As future work, emotional states will be included in the
agent’s model. These emotional states will change according to changes in the
environment and the agent’s personality. Emotional values may be used by the
students in order to improve the decision making of the agent’s team during the
game.
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Abstract. Public Transportation Systems (PTSs) are always subjected to distur‐
bances and need a real time monitoring and control to maintain its performance
at acceptable levels. In PTS, several types of disturbances can affect buses such
as accidents, delays and traffic jams that can also affect schedules so dramatically
that these schedules could become useless. Consequently, it becomes a necessity
to develop a Decision Support System (DSS) able to help human regulator in
managing PTS efficiently, and to provide users with high quality services, in terms
of punctuality, frequency and productivity. In this paper, a reactive and decen‐
tralized DSS is developed for the control of PTS based on the biological immune
theory. This DSS is an artificial immune system, which presents many interesting
capabilities, including identification, learning, memory and distributed parallel
processing. Through experimental validation, we show that this exploratory
approach seems to be promising.

Keywords: Multi-agent system · Biological immune system · Artificial immune
system · Negative selection theory · Immune memory · Public transport control

1 Introduction

Public Transportation Systems (PTSs) are always subjected to disturbances and need
real time monitoring and control to maintain the system performance at acceptable
levels. Several types of disturbances can affect buses such as bad weather, absence of
personnel, traffic congestion and accidents that can also affect schedules so dramatically
that these schedules can become useless. These disturbances cause pre-established time‐
tables to be delayed or to become obsolete, which affects service quality and reliability.
For these reasons, the development of a Decision Support System able to help trans‐
portation agencies to monitor the good execution of the timetables becomes a necessity.
Such systems are referred to in this paper as Public Transportation Control System
(PTCS). PTCS should monitor the PTS and propose corrective decisions as early as
possible to prevent passenger dissatisfaction and performance degradation.

Many PTCS were developed using different approaches based on from artificial intel‐
ligence paradigms. The agents’ paradigm is widely used in the control of PTS. A complete
review on the use of Multi-Agent System (MAS) in transportation can be found in [1].
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Authors pointed out that 64 % of the research conducted in the field of transportation
focused on the use of the agent paradigm to design DSS. Although the ability of MAS to
distribute control, 30 % of research papers used MAS to develop centralized PTCS.

Authors in [2] developed a PTCS combining Case Based Reasoning (CBR) and
agents to deal with disturbances. In this system, some agents are associated with vehicles
and other associated with stops. They communicate and cooperate to identify the conse‐
quences of a detected disturbance. Two other types of agents are created to manage a
detected disturbance, namely incident and zoneint agents. Authors in [3] presented a
PTCS combining Petri nets and MAS for an agent oriented PTCS considering the inter‐
action with the human regulator to monitor the PTS. [4] presented an agent-based PTCS
named SATIR that monitors the network activity in real-time and thus assists the bus
network regulator under normal and disrupted conditions. Using a “Disturbance Model”,
the system measures qualitatively the seriousness of a delay and considers its context
and its consequences on the activity of the PTS. Authors in [5] also designed a MAS
based PTCS named SMAST that aims at regulating a multimodal PTS. The system is
able to manage and diagnose some types of disturbances. Although the number of
developed approaches for reactive decision making in PTCS, there is still a lack of
generic approaches, able to deal, simultaneously, with a variety of disturbance types and
causes, while at the same time not requiring great customization each time a new
disturbance type or cause is considered.

This paper focuses on the development of a reactive and decentralized control of
PTS. Only the bus network is considered in this paper. Furthermore, this paper is not
interested in the elaboration of bus time tables from scratch. It suggests a control system,
which is more focused on the adaptation of bus schedules based on corrective decisions
applied to pre-established time tables. The main contribution of the paper is the devel‐
opment of a set of immune knowledge models and mechanisms for disturbance manage‐
ment in public transportation systems for the decentralized and reactive decision making.

In this paper, we consider the properties of the biological immune system to develop
new techniques and mechanisms for distributed control. In fact, this paper establishes
and shows the effectiveness of using an analogy between the biological immune system
and the bus network. It has been demonstrated in [6] that the immune system has the
capability to recognize new patterns, learn, classify, memorize and process information.
In addition, the immunity, which is the feature of recovering and maintaining a status
of good health, can be preserved even in the face of a dynamically changing environ‐
ment. The biological immune system can recognize different patterns and generate
selective immune responses. A previous investigation work was already conducted in
[7] and suggested a first analogy with the public transportation systems. Authors have
suggested a decision support system using the immune clonal selection theory. In this
paper, we investigate other immune mechanisms combining Negative Selection and the
immune memory. These mechanisms are integrated in a MAS based PTCS. Section 2
presents the biological immunity key concepts and mechanisms and the suggested
analogy with PTS. Section 3 presents developed models and techniques inspired from
immunity. Section 4 presents the architecture of the suggested PTCS. Finally, Sect. 5
illustrates an implementation of the system.
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2 Biological Immunity for the Control of PTS

2.1 Biological Immune Systems

The Biological Immune System – BIS – is a robust complex system. The BIS reacts to
adverse environmental changes, internal and/or external stimuli to the organism by
discovering and eliminating foreign pathogens, called “antigens” or non-self, such as
viruses, bacteria, and other parasites. These antigens are recognized by the body as
foreign which stimulates an immune response. The biological immune system develops
a strategy aimed at neutralizing the detected antigen. Indeed, when an antigen enters
into the body, it stimulates a subset of immune cells, called “lymphocytes”, to produce
special molecules, called “antibodies” or self. Antibodies bind to antigens, block them
and thereby lead to their elimination [8]. In BIS, an antibody can identify antigens using
its receptors, called “paratopes” that cover its surface in order to recognize and neutralize
them. Furthermore, an antibody is not activated unless its receptors bind to the antigen
with an affinity that exceeds an affinity threshold. Thus, the body is based on the self-
nonself discrimination principle to distinguish between antigens (non-self) and anti‐
bodies (self). Such a principle is called the negative selection mechanism.

As soon as a non-self-cell such as an antigen is detected, the body activates the
immune response. Then, lymphocytes are generated and are divided into two main types
of cells: effector cells and memory cells [9, 10]. Effector cells have a short lifetime and
are created for the immediate defense of the organism. Memory cells are long-lived cells
that circulate through the host organism. This concept is called the immunological
memory. When confronted with the presence of an antigen that was previously recog‐
nized, memory cells are able to launch a rapid and effective response. Usually, Artificial
Immune Systems – AISs – often use the idea of memory cells to retain good solutions
to the problem under consideration. In our case, we rely on immune memory, and on
the mechanism of affinity to control traffic at intersections.

Many concepts and mechanisms have been abstracted from the biological immune
system and applied to create effective computational solutions to complex problems in a
wide range of domain areas [11]. However, to the best of authors’ knowledge, few research
works have been conducted to investigate BIS in the field of the public transportation.

2.2 Analogy Between PTS and BIS

Let us remember that the primary focus of this paper is to investigate how the human
BIS can be an inspiration for the development of a PTCS to help human operators to
react in a timely way to disturbances affecting transportation schedules. A PTCS should
protect the PTS from disturbances affecting pre-established schedules, just as the biolog‐
ical immune system protects the body from disease causing elements threatening its
normal functioning. In this paper, an antigen represents a disturbance that affects the
transportation network, such as a bus delay, a technical problem or successive buses.
An antibody represents an elementary corrective decision that could be recommended
to regulate the system, such as “hold stations” or “skip stations”. The immune response
must determine the best set of actions (B-cells) that will regulate the network using an
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Immune memory based algorithm, as a response strategy, and the affinity between the
action and the disturbance (Table 1).

Table 1. Analogy between biological and public transportation network.

Biological immune system Public transportation system
Body Public transportation network
Self-cells Buses with normal behavior
Infected cells Disturbed buses
Antigens (non-self-cells) Disturbances affecting a bus
Antigenic determinant (or epitope) An attribute that characterizes a special feature of a

disturbance
Antibodies Unitary control decisions
Paratope A feature triggering a decision control
B-cells Control decisions
T helper cells (or Th-cell) Control strategy
Memory cells Data base
Negative Selection Bus network monitoring and disturbance detection
Response strategy Immune memory based algorithm

3 Immune Concepts for Disturbance Management

The suggested PTCS have to deal with different types of knowledge, capturing, using,
and storing them. In order to be effective, such knowledge needs to be structured using
knowledge models. In the following subsections, we introduce a set of models for struc‐
turing and representing knowledge related to disturbances and decisions based on the
proposed analogy (see Sect. 2.2).

3.1 A Self-cell Representation

According to our analogy, cells represent the normal situation of the buses of the
network. In this paper, we suggest a model to represent and structure knowledge related
to normal situations. The model includes four attributes as presented in (1):

SC =

⟨
Bi, Li,

{(
Sti, StEi

)}
, TrE,

{(
Stj, StDj

)
, TrD

}⟩
(1)

Where: Bi is the disturbed bus; Li is the bus line, Li {(Sti, StEi)} is a set that details
the amount of earliness StEi at each stop station Sti subject to earliness; TrE is the cumu‐
lated earliness of a trip; {(Stj, StDj)} is a set that details the amount of delay StDj at each
stop station Stj subject to a delay; TrD is the cumulated delay of a trip.
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3.2 Antigen Representation

In this work, a disturbance is any kind of event that affects a single bus. Therefore, if
there are several disturbed buses, an antigen will be created for each one. In this paper,
we characterize a disturbance as a vector with 10 antigenic determinants, also called
epitopes, each one characterizing a specific feature of a disturbance. The antigen includes
all important knowledge describing the affected bus (kind of the disturbance, charge of
the bus, etc.) and the disturbance itself:

Ag = ⟨AD1 = Bi, AD2 = Li, AD3 = C, AD4 = D, AD5 = P,
AD6 = Ndb, AD7 = Nfb, AD8 = R, AD9 = WP, AD10 = S

⟩ (2)

Where C is the cause of the disturbance (1 for accident or technical problem, 2 for
traffic congestion, 3 for absence of driver, and 4 for the cause bad weather), D is its
duration (0 is for short and 1 for long period), P is the period of the duration (1 for rush
hour and 0 for a off-peak hour), Ndb is the number of passengers in the disturbed bus
while Nfb is the number of passengers in the following bus, R is the availability of a bus,
WP is the number of waiting passengers in the next station while S describes the state
of the bus (0 is for behind the schedule and 1 for delay).

3.3 Antibody Representation

Antibodies represent different types of actions or decisions. An antibody is an elemen‐
tary action which can be combined with others in order to neutralize a disturbance. In
this paper, we consider five different kinds of actions which are listed below:

• Half-turn online (HTOL): it consists in eliminating a part of the trip. The vehicle will
continue in the opposite direction.

• Skip stations (SS): speeding up buses by skipping stations (one or several)
• Hold at a station (HS): delaying the bus, at a given station, if it is are ahead of its

planned timetable
• Injection of a bus (IB): it consists in injecting a new bus in the network to strengthen

the number of buses in the network.
• Exchange of a bus (EB): it consists in replacing an existing bus that is not able to

continue its trip.

3.4 B-cell Representation

According to the suggested analogy, B-cells represent control decisions applied to a
disturbed bus. Hence, the system must create a B-cell for each detected antigen. Equa‐
tion 3 illustrates our definition of B-cells. Indeed, the Paratopes part of B-cells, which
represent the receptor of the cells, is a precondition that has the same structure as the
antigen as described above (see Eq. 2).

Bcell = ⟨Paratopes, Antibodies⟩ (3)
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In the suggested model, an action can take 0 or 1 as a value. If an antibody is activated,
it is assigned the value 1; otherwise it is assigned the value 0. Th-cell representation. In
case of the occurrence of many disturbances affecting many buses, the PTCS should
build a control decision for each bus. The set of control decisions, represented by
B-cells, are called a control strategy. Indeed, a control strategy is an aggregation of one
or several control decisions (antibodies) aimed at reacting to the occurrence of a disturb‐
ance. Based on our analogy, we introduce a Th-cell to define a control strategy that is
able to recognize and neutralize the detected antigens. Thus, the control strategy is
presented by Eq. 4.

Thcell =
⟨

Bcell1, Bcell2,… , Bcellj

⟩
j = 1…m (4)

Where m is the number of disturbed buses. It is worth noting that some coordination
is required to fix a control strategy for each disturbed vehicle and to insure coherence
and efficiency of the overall reaction to a disturbance.

3.5 A Negative Selection Algorithm (NSA) for PTS Monitoring

The detection of disturbances is the first step in the process of disturbance management.
In this paper, an adaptation of the negative selection algorithm is presented to monitor
and detect disturbances. Initial concepts of the negative selection theory are presented
in [12]. The algorithm aims to recognize self-cells and identify non-self-cells. In this
paper, we define self-cells as normal situations of the network which need to be
protected. We define the set S including the self-cells (see Subsect. 3.1 and Eq. 1) repre‐
senting the acceptable level of performance of the network. This set should be specified
by experts or human regulators. We also define another set R, named set of patterns,
including a set of non-self-cells representing abnormal situations or disturbances.
Initially, the set R is empty and it should be completed by cells using a simulation based
learning mechanism as it will be detailed in the Sect. 3.6. The objective of this algorithm
is to build the set R using a learning mechanism based on simulation and the self-non-
self-discrimination concept (see Sect. 2), inspired from the negative selection theory.
The algorithm is constituted by the following steps: Learning and Monitoring.

The objective of the first step, the learning, is to produce a set of non-self-cells by
periodically comparing the state of the network and normal situations (self-cells). We
define the matching rate to measure the distance between a given situation (using
collected data), denoted by SC, and elements of the set S, denoted Si, in order to check
their similarities. The matching rate is calculated by Eq. (5).

Mat
(
Si, SC

)
=

100
8

×

8∑

i=1

𝛿i (5)

Where Mat(Si, SC) is the rate of the matching (in %); Si is one of the normal situations
of the set S; SC is a situation. Values of attributes are collected from a simulation soft‐
ware (see Sect. 4); δi is defined as in (6):

192 S. Mnif et al.



𝛿i =

{
1 if SCj

= S
j

i

0 otherwise (6)

Where SCj is the jth attribute of a situation SC and Sj

i
 is the jth attribute of the ith

situation from the set S. If the matching rate is less than a fixed threshold th1, then the
situation is considered to be abnormal and then added to the set of patterns R. The set R
is then used in the next step to detect disturbances.

In the second step, the monitoring, the developed PTCS will continuously read values
from the PTS and compares them with abnormal situations of the set R. The Eq. 5 is
used to determine the matching rate between a situation and all abnormal stations from
the set R. If there is a situation from R which is very similar to the current situation (i.e.
the matching rate is greater than a fixed threshold th2), then, a disturbance is detected
and an antigen is created. The PTCS will then activate the reaction response which is
presented in the next section.

3.6 B-cell/Antigen Affinity

The affinity refers to the similarity degree between the disturbance and a control decision.
This measure function is similar to the biological affinity between the epitopes part of
a B-cell and the antigenic determinant (epitope). In this paper, the Manhattan distance
measure is adopted. This measure is an important element in measuring the affinity
between an antibody and an antigen in biological immunity. According to [13, 14], the
Manhattan distance is more efficient than Euclidean distance in parallel and distributed
systems. Moreover, Manhattan distance has demonstrated a better performance in pres‐
ence of noisy data which is always the case in public transportation systems [13]. Authors
in [15] noted also that a single error in the value of one of the antigenic determinants or
of a paratope of an antibody can be considerably amplified by the Euclidean distance.
Hence, the Manhattan distance is more suitable for our PTCS. The affinity is then deter‐
mined using Eq. (7):

Affinity(Bcell, Ag) =

Length(Ag)∑

i=1
𝛿i

Length(Ag)

(7)

Where
{

𝛿i = 1 if Bcell.Paratope.ADi = Ag.ADi

𝛿i = 0 otherwise (8)

3.7 Immune Memory Algorithm (IMA)

In this paper, we introduce also an Immune Memory Algorithm (IMA) to build a reaction
strategy for detected disturbances. Similarly to biological immune systems, the
suggested PTCS memories a set of control decisions for some disturbances that the
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system is able to recognize. Indeed, the BIS is able to memorize encountered antigens
and the used B-cells to neutralize them. Such cells are named memory B-cell and have
the same structure as B-cells. Such response, named the primary immune response,
allows the immune system to respond more rapidly and effectively to antigens that have
been encountered and recognized previously. In this work, we introduce an Immune
Memory DataBase (IMDB) including a set of memory B-cells. The suggested IMA
works according to the following steps:

• Step 1 – Read and collect data: the algorithm performs measurement data acquisition
from the network. In this paper, measurement data is related to the number of passen‐
gers in the disturbed bus, the number of passengers in the following bus, the availa‐
bility of a bus and difference between the scheduled timetable and exact position of
the bus.

• Step 2 – Data analysis: the algorithm analyzes collected data in order to detect
possible disturbances based on the negative selection algorithm presented in the
previous section.

• Step 3 – Selection of the appropriate control decision: the algorithm selects from the
database (the immune memory) the control strategy (B-cell) that can deal with the
disturbance (antigen). To that end, the algorithm calculates the affinity measure between
the detected disturbance and memory B-cells stored in the IMDB to determines appro‐
priate control decision for detected disturbance using the affinity measure (see Sect. 3.6).
Thus, the algorithm selects the control decision with the highest value of affinity. The
considered affinity measure in this paper is the Manhattan presented in the Sect. 3.6.

• Step 4 – the control decision (B-cell) with the highest affinity degree will be considered
as a preliminary decision to the disturbed bus. As outlined in Sect. 3.5, a coordination
is required to insure coherence and efficiency of the overall reaction to a disturbance.

• Go to step 1 for data acquisition.

Steps 1 to 4 are repeated each T (sampling period) seconds. It is worth noting that
data acquisition is performed at the beginning of a sampling period, while the determined
control decision is applied at the beginning of next sampling period.

To create the initial Immune Memory DataBase (IMDB), we adopted a Simulation
Optimization (SO) technique. Indeed, a first run of a simulation is required to create the
set of patterns R (see Sect. 3.6) including most representative antigens. Then, we use
SO to determine the optimal combination of antibodies that can minimize total delay of
buses for each antigen of the set R. Finally, both obtained antigens of the set R and
antibodies constitutes the memory B-cells of the IMDB.

4 The Immune Multi-agent PTCS

4.1 An Overview of the Architecture

The use of multi-agent systems for the development of PTCS seems to be an interesting
approach for many reasons. Indeed, agents have capabilities to perform reasoning on a
specific problem more effectively than a decentralized decision support system [16]. In
addition, the PTS has a distributed nature which encourage using MAS. PTCS is also
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characterized by dynamic interaction between vehicles, stop-stations, DSS or decisions
makers which fit with MAS paradigm.

Accordingly, we design the architecture of a MAS based PTCS to control PTS based
on immune concepts and mechanisms presented in Sect. 3. Then, we developed a proto‐
type artificial immune decision support system able to monitor PTS and build decision
in a distributed way. The system includes two types of agents: Bus Agent (BA) and Bus
Line Agent (BLA). One BA is associated with each bus and one BLA is associated with
each bus line. The objective of BA is to monitor the execution of the predefined timetable
of one bus, detect disturbances and develop a control decision. BLA aims at insuring a
coherent, integrated and consistent control strategy that is able to neutralize several
disturbances. In the suggested system, we adopted a hierarchical MAS organizations
which includes different levels with some agents in a given level. Agents of the lower
level, the BAs, should send their decisions to agents of upper level, the BLAs, in order
to coordinate and synchronize the communication between agents. Consequently, BA
depend on BLA and BLA may even be in partial or full control of agent of BA. The
most important advantage of such hierarchical structure is the significant reduction in
the amount of communication between agents.

4.2 Bus Agents (BA) Behavior Model

The goal of the Bus Agents (BA) is to monitor the performance of buses, analyze
collected data, detect disturbances and make appropriate decisions to tackle them.
According to the theory of MAS, this agent should has a representation of its environ‐
ment. In this paper, we used models presented in Sects. 3.1–3.4 to represent and structure
knowledge related to the agent’s environment.

As presented in the state-transition diagram of Fig. 1, the BA has different states.
For example, the agent has to explore its surrounding environment using sensors imple‐
mented in buses. Then, the BA agents have to monitor the performance of buses and
detect abnormal situations using the immune Negative Selection Algorithm (NSA)

Fig. 1. State-transition diagram
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presented in Sect. 3.6. As soon as a disturbance is detected, the agent creates a signal to
activate the first immune response corresponding to the Immune Memory Algorithm
(IMA) and which is detailed in Sect. 3.7. Consequently, the IMA generates the control
decision B-cell that can tackle the detected disturbance. The BA creates and sends
another signal, referred to checking request signal, to the Bus Line Agent (BLA) in order
to check if the selected B-cell is coherent and consistent with decisions (B-cells) taken
by other BA for different buses. The BA should wait for approval or disapproval signal
from the BLA (see Sect. 4.3).

4.3 Bus Line Agents (BLA) Behavior Model

The main function of this agent is to insure a consistent and coherent control strategy
especially in case of the occurrence of many disturbances affecting different buses in
the same line. Indeed, BA can generate sometimes non-feasible control decisions, due
for example to the selection of contradictory B-cells, or to the selection of decisions that
are not coherent with the disturbance.

For illustration purpose, let us take the example of a first bus which is subjected to an
accident at station number 5 and the associated BA has selected the Half-turn online
(HTOL) as control decision of the B-cell, by setting the value 1 to the corresponding anti‐
body. This means that the bus will stop serving other stations and will continue its route in
the opposite side. Let us also consider a second bus that the same line is also disturbed at
station number 10 and the associated BA has also selected the Half-turn online (HTOL) as
a control decision of the B-cell, by setting the antibody corresponding at the value 1. This
means that the second bus will also stop serving other stations and will continue its route
in the opposite side. In this case, the control strategy Th-cell constituted by these two
B-cells means that the two buses will continue in the opposite side and, as consequence,
passengers from station no. 5 until the end of the line will have a long waiting time which
can affect the quality of service of the system. Such Th-cell is considered to be inconsis‐
tent. To avoid such a control strategy, BAs will send checking request signal to BLA to
check the inconsistency of the control strategy. The BLA uses a set of IF…THEN
rules to detect incoherence within the th-cell. In case of a problem, the BLA will send a
change B-cell request to one of the Bas, to change its B-cell. The choice of the B-cell to
change is based on data included in the paratope part of B-cells. Moreover, these rules allow
the detection of antagonistic decision actions such as HTOL with another HTOL or HTOL
with SS. Such rules can be specified by experts.

5 Implementation and Test

In this section, we present the implementation of the PTCS and discuss preliminary results.
The proposed PTCS is implemented with Python programming language. We used also the
SPADE, a multi-agent platform developed with Python, to implement agents. To evaluate
the system, a bus network is simulated using PTV VISSIM 7, a traffic simulation soft‐
ware. We simulated a line with 10 stations and 9 buses. Initially, the time interval between
buses is 20 min and the time spent by buses to reach next station in normal conditions is
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10 min. The first bus is injected in the network at 7am. To build the set S, we used 10 self-
cells to represent normal situations in which we accepted delays less than 2 min. We have
also used 15 rules for BLA. We have simulated a scenario in which we simulated a traffic
congestion starting from station no. 3 to station no. 4 after 42 min from lunching the simu‐
lation. This disturbance has affected the timetable of two successive buses (no. 1 and no.
2). Bus no. 1 is affected near station no. 3 and bus no. 2 is affected near station no. 4. Bus
no. 3 is not affected by the disturbance as it leaved the first station after 40 min. The theo‐
retical timetable of this bus in presented in Fig. 2.

Fig. 2. Prescheduled timetable of buses no. 1, no. 2 and no. 3.

As soon as BAs associated with buses no. 1 and no 2. detected disturbances using
the NSA, the IMA is activated. The same control decision is activated by BAs as they
implement the same IMDB including similar B-cells. The initial considered control
decision is to skip 3 stations. The first bus has to skip stations 3 to 5 and the second bus
has to skip stations 4 to 6. A control strategy (Th-cell) is then created with these two
decisions and is sent to BLA for evaluation. The BLA evaluates the Th-cell using the
15 created rules and considers it as inconsistent since passengers waiting from station
3 to 6 have to wait until the arrival of bus no. 3. BLA sends a disapproval for the BA
associated with bus no. 1 asking him to ignore this disturbances. By the end, bus no. 2
will continue to serve stations from station no. 7 without delays and the system will
accept the delay for bus no 1 to avoid the long waiting time of passengers.

6 Conclusion

In this paper, a set of concepts, inspired from biological immunity, are introduced for
knowledge representation. We also introduced mechanisms also inspired from biolog‐
ical immunity for PTS monitoring and decentralized decision making. These concepts
and mechanisms are integrated in a multi-agent systems. The combination of Negative
Selection, Immune Memory mechanisms and multi-agent systems offers to the system
the ability to recognize disturbances and select appropriate decisions in a decentralized
way. To the best of authors’ knowledge, no such integrated decision support system was
developed in the scientific literature.

In order to enhance the system described in this paper, first, an in-depth performance
analysis of the suggested concepts and mechanisms should be conducted to assess the
developed PTCS. Other concepts inspired by the biological immune system such as
danger theory can be investigated to consider the influence of a disturbed bus on the
whole network. Furthermore, the system will be compared to other public transportation
regulation systems. Finally, the proposed PTCS will be extended to consider multimodal
public transport network including subways and streetcar.
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Argumentation-Based Reasoning
with Preferences
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Abstract. One of the main objectives of AI is modelling human rea-
soning. Since preference information is an indispensable component of
common-sense reasoning, the two should be studied in tandem. Argu-
mentation is an established branch of AI dedicated to this task. In this
paper, we study how argumentation with preferences models human intu-
ition behind a particular decision making scenario concerning reasoning
with rules and preferences. To this end, we present an example of a
common-sense reasoning problem complemented with a survey of deci-
sions made by human respondents. The survey reveals an answer that
contrasts with solutions offered by various argumentation formalisms. We
argue that our results call for advancements of approaches to argumenta-
tion with preferences as well as for examination of the type of problems
of reasoning with preferences put forward in this paper. Our work con-
tributes to the line of research on preference handling in argumentation,
and it also enriches the discussions on the increasingly important topic
of preference treatment in AI at large.

Keywords: Argumentation · Preferences · Reasoning

1 Introduction

Preferences are quotidian phenomena. They appear in everyday reasoning prob-
lems, within utterances such as “I prefer Brownie over Almond cake”. Since AI
is inherently concerned with human type-of reasoning, preferences are of natural
interest to the AI community. Lately, dealing with preference information has
increasingly become of great interest in areas of AI that involve reasoning under
uncertainty (see e.g. [13,18,26,34] for discussions).

Argumentation (as overviewed in [34]) is by now an acknowledged branch of
AI that is particularly concerned with reasoning with incomplete, uncertain and
conflicting information. It is widely used in areas such as multi-agent systems,
common-sense reasoning, decision making (see e.g. [2,15,26,29,34]). Preferences
in argumentation, as well as in AI on the whole, are used to, for example, qualify
the uncertainty of, or discriminate over, information. A principal issue, however,
is the lack of consensus on how preferences should be accounted for (see e.g. [26]
for a relatively recent overview). Hence the variety of formalisms of argumenta-
tion with preferences: e.g. [1,3,5,6,9,12,21,22,24,27,30,32,33,36,37].
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In this paper we propose a simple common-sense reasoning scenario concern-
ing decision making in the presence of preference information. The scenario is
accompanied by a social experiment, i.e. a survey, that indicates the intuitive
decision that people make when faced with the problem in question. By inves-
tigating how current approaches to argumentation with preferences handle the
scenario, we find they yield different outcomes than human intuition dictates.

The scenario is described as follows.

Example 1 (Cakes). There are three pieces of cakes on a table: a piece of Almond
cake, a Brownie, and a piece of Cheesecake. You want to get as many cakes as
possible, and the following are the rules of the game.

(a) You can take cakes from the table in two ‘rounds’:
1. In the first round you can take at most two cakes;
2. In the second round you can take at most one cake.

(b) If you take Almond cake and Cheesecake in the first round, Brownie will not
be available in the second round. (Nothing is known about other possible
combinations.)

Finally, very importantly, suppose that you prefer Brownie over Almond
cake. (No other preferences.)

Which pair(s) of cakes would you choose in the first round?

This example falls into the family of reasoning (or, decision making) problems
that involve reasoning with rules and preferences. In this case, there is essentially
a single rule, namely that taking Almond cake and Cheesecake removes Brownie.1

There is also only one preference, namely that Brownie is preferred over Almond
cake. Given this information, what could be the reasoning outcome?

Obviously, {Almond cake, Cheesecake} is not a good option, because it pre-
vents one from getting the Brownie. Meanwhile, among pairs {Almond cake,
Brownie} and {Brownie, Cheesecake}, both result into the desired outcome. In
addition, neither of the two is in conflict with the preference information: on
the one hand, since there are no preferences involving Cheesecake, {Almond
cake, Brownie} does not violate the preference of Brownie over Almond cake;
on the other hand, {Brownie, Cheesecake} satisfies the preference too, as along
Cheesecake, the more preferred item is chosen instead of the less preferred one.

So both choices {Almond cake, Brownie} and {Brownie, Cheesecake} seem to
be equally good, or ‘rational’, in the sense that both lead to the desired outcome
of obtaining all the cakes and both satisfy the preference relation. As a decision,
one could thus randomly choose between the two pairs.

However, upon the inception of the problem, it felt as if the {Brownie,
Cheesecake} choice is somehow more intuitive, or preferred. We have there-
fore posed the question, as formulated in Example 1, to our colleagues and
friends, and, perhaps somewhat surprisingly though not unexpectedly, the
answer “Brownie and Cheesecake” dominated. With the hypothesis in mind
1 Since all three cakes are wanted, condition (a) simply indicates that the first round

decision is pivotal and involves basically only one rule expressed in condition (b).
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that {Brownie, Cheesecake} is more often the preferred choice, we have then
conducted an anonymous survey with precisely the formulation as in Example 1.
There were four possible answers:

• {Almond cake, Brownie}
• {Brownie, Cheesecake}
• Indifferent between {Almond cake, Brownie}, and {Brownie, Cheesecake}.

(I.e. randomly choose one of the two pairs.)
• Other

The three concrete answer choices were randomized for each respondent, while
the ‘Other’ choice, which allowed for a specification, was always the last one.

In the survey, out of total 84 participants, 41 (i.e. 48.81 %) chose “Brownie
and Cheesecake”, and only 12 (11.90 %) chose “Almond cake and Brownie”, while
among the rest, 32 (38.10 %) participants said they were indifferent between the
two pairs, and 1 (1.19 %) person suggested taking Almond cake and Cheese-
cake.2 So, not only that {Brownie, Cheesecake} dominated more than four times
{Almond cake, Brownie}; it also got 10 % more responses than the option of being
indifferent between the two pairs. This suggests that Brownie and Cheesecake is
the more ‘intuitive’ choice in this problem.

There may presumably be multiple explanations for the mismatch between
the results of the survey and the ‘rational’ solution delineated above. We are,
however, not going to speculate on this issue. Rather, we will attempt to present
formalizations of the problem in question in various approaches to argumentation
with preferences. The analysis will reveal that current formalisms opt mostly for
the normative ‘rational’ solution (i.e. either of the two pairs), rather than the
observed ‘intuitive’ one (Brownie and Cheesecake).

2 Cakes Example in Argumentation

In argumentation information is represented via arguments and attacks among
them. For instance, abstract argumentation (AA) [20] frameworks are tuples
(Args,�) with a set Args of arguments and a binary attack relation � on Args:
for A,B ∈ Args, we say that A attacks B iff A � B. Whereas in AA the internal
structure of arguments is unknown, structured argumentation (see e.g. [7] for a
recent overview) allows for more granularity in defining arguments and attacks.
Usually, a formal language for representing knowledge is assumed, and argu-
ments are constructed as deductions from premises to conclusions, with attacks
constructively defined.

For both abstract and structured argumentation, semantics is an essen-
tial procedure for designating sets E ⊆ Args of arguments, called extensions,
2 The survey results can be found at https://www.surveymonkey.com/results/

SM-GLNNBZ8Q/. We have surveyed PhD students at the Department of Com-
puting, Imperial College London. Invitations to take the survey were distributed by
email via the Department’s PhD students’ mailing list. 79 responses were obtained
in a single day. We do not claim any statistically significant findings.

https://www.surveymonkey.com/results/SM-GLNNBZ8Q/
https://www.surveymonkey.com/results/SM-GLNNBZ8Q/
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which can be deemed collectively acceptable. For example, stable semantics [20]
requires that for no arguments A,B ∈ E it holds that A � B, and that for each
A �∈ E there is B ∈ E with B � A; e.g. if Args = {A,B} and B � A is the
only attack, then {B} is a unique stable extension. Many different argumenta-
tion semantics have been investigated (see e.g. [4,34] for overviews). Broadly
speaking, they represent different modes of reasoning with respect to certainty
of information, i.e. more sceptical, or more credulous. For the purposes of this
paper, we will focus on stable semantics, as other semantics do not yield signif-
icantly different outcomes with respect to our Cakes example.

A commonality of majority of argumentation formalisms that deal with pref-
erence information is to use preferences to modify the attack relation: attacks
from less preferred arguments are discarded, i.e. if B is less preferred than A (in
symbols, B � A), then B � A fails; see e.g. [1,6,9,12,21,22,24,27,33]. Some for-
malisms (e.g. [36,37]) employ preferences to select among extensions the most
‘preferred’ ones, or even combine the two uses (e.g. [3]). In what follows we
select several representatives of the broad family of approaches, and show that
in modelling the Cakes problem, they do not yield the ‘intuitive’ answer to choose
Brownie and Cheesecake. This, we believe, illustrates that the task of capturing
human reasoning in argumentation calls for novel approaches to preference han-
dling. Complete specifications of different formalisms are omitted due to space
constraints, but simplified expositions sufficient for our purposes are given.

2.1 Deductive Argumentation

We begin with a well known formalism called Deductive Argumentation [8,9] in
which classical logic is commonly used as a basis. Deductive Argumentation can
be seen as a representative of those formalisms that employ forms of proposi-
tional, first-order, conditional or temporal logics, e.g. [1,8,9,22,25].

Assume classical propositional logic (PL) with atoms a, b, c, . . ., connectives
¬,∧,→ (including falsum ⊥) and the classical consequence relation �. A knowl-
edge base is a set Δ of (PL) formulas. Given Δ, for A ⊆ Δ and a formula α,
〈A,α〉 is an argument if A � α, A �� ⊥, and there is no A′ � A with A′ � α. We
say 〈A,α〉 attacks 〈B, β〉, written 〈A,α〉 � 〈B, β〉, if α � ¬b for some b ∈ B.
Given a preference relation (strict partial order) � over arguments, we say 〈A,α〉
defeats 〈B, β〉, written 〈A,α〉 ↪→ 〈B, β〉, if 〈A,α〉 � 〈B, β〉 and 〈A,α〉 �� 〈B, β〉.

Deductive Argumentation is completely modular with respect to preference
relations � over arguments and is not concerned how they are obtained. Thus,
given a preference relation < over, say, atoms, one has to lift it up to the
argument level. This is known as preference aggregation. For instance, we can
employ versions of the well known Elitist and Democratic ordering principles
(see e.g. [32]), respectively called Disjoint Elitist and Disjoint Democratic orders,
denoted by �DE and �DD, and defined as follows:

〈S, σ〉 �DE 〈S′, σ′〉 iff ∃s ∈ S \ S′ such that ∀s′ ∈ S′ \ S we have s < s′;
〈S, σ〉 �DD 〈S′, σ′〉 iff ∀s ∈ S \ S′ it holds that ∃s′ ∈ S′ \ S with s < s′.
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Let us see how Deductive Argumentation equipped with these preference rela-
tions copes with our Cakes example.

Example 2 (Cakes in Deductive Argumentation). Suppose that atoms a, b, c
stand for the different pieces of cake, namely Almond cake, Brownie, Cheesecake,
respectively. The rule that taking Almond cake and Cheesecake in the first round
kicks out Brownie in the second one, can be represented as a ∧ c → ¬b. Finally,
the preference of Brownie over Almond cake is specified as a < b. We thus have
the knowledge base Δ = {a, b, c, a∧c → ¬b} with preference a < b. The following
arguments can then be constructed:3 A = 〈{a}, a〉, B = 〈{b}, b〉, C = 〈{c}, c〉,
A1 = 〈{a, b}, a ∧ b〉, A2 = 〈{a, c}, a ∧ c〉, A3 = 〈{b, c}, b ∧ c〉, X = 〈{a, c},¬b〉.
Comparing relevant arguments, we have: A2 �DE A3; X �DE A3; A2 �DD

A3; X �DD A3. Consequently, regarding both defeat relations ↪→DE and ↪→DD

(with respect to the orderings �DE and �DD), the same argument framework
(Args, ↪→) (where ↪→ = ↪→DE = ↪→DD) results. It can be represented graphically
as follows (in this and further illustrations of argument frameworks, nodes hold
arguments and directed edges indicate defeats).

The sets E = {B,C,A3} and E′ = {A,B,A1} are the only stable extensions
of (Args, ↪→), representing that one can choose either Brownie and Cheesecake
(E), or Almond cake and Brownie (E′). This is the ‘rational’ solution.

2.2 ASPIC+

We turn to a well established structured argumentation formalism ASPIC+ [14,
32,33]. It is a widely used expressive approach representative of the use of defea-
sible rules4 and preference aggregation in argumentation (see e.g. [21,31–33]).

Lengthy details on ASPIC+ frameworks must be omitted, but the follow-
ing suffices for our purposes (see [32] for details). Assume a logical language
L closed under negation ¬. Specify a set Rs of (strict) rules and a set Kp

of premises. To satisfy certain rationality criteria [14], impose contraposition
(also called transposition) on rules: whenever ϕ1, . . . , ϕn → ψ ∈ Rs, we have
ϕ1, . . . , ϕi−1,−ψ,ϕi+1, . . . , ϕn → −ϕi ∈ Rs too, for all i.5

3 By definition, there are infinitely many arguments, but it suffices to consider only a
finite number of them, as they represent the essential information; see [9] for details.

4 Two types of rules are commonly used in argumentation: strict rules, whose conse-
quent necessarily follows from the antecedent; and defeasible rules, whose consequent
normally (e.g. unless there are exceptions to the rule) follows from the antecedent.

5 For ϕ ∈ L, its complement −ϕ is: ¬ψ if ϕ = ψ; and ψ if ϕ = ¬ψ.
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Arguments are then constructed as deductions from premises using rules;
attacks (�) are obtained by deducing complements of premises; an attack A � B
succeeds as a defeat only if A �� B. ASPIC+ offers two particular argument
ordering principles, namely Elitist and Democratic, denoted by �E and �D

respectively. For our purposes, given a preference relation < over premises, they
can be defined as follows: for S, S′ ⊆ Kp,

S �E S′ iff ∃s ∈ S such that ∀s′ ∈ S′ it holds that s < s′;
S �D S′ iff ∀s ∈ S it holds that ∃s′ ∈ S′ such that s < s′.

We next formalize the Cakes example in ASPIC+.

Example 3 (Cakes in ASPIC+). Assuming language L = {a, b, c,¬a,¬b,¬c},
we have the (strict) rules Rs = {a, c → ¬b, a, b → ¬c, b, c → ¬a} and
premises Kp = {a, b, c} (which stand for cakes), together with preference a < b.
We can construct arguments A = [a], B = [b], C = [c], A1 = [A,B → ¬c],
A2 = [A,C → ¬b], and A3 = [B,C → ¬a], and obtain the following attacks:
A1 � C,A2,A3; A2 � B,A1,A3; A3 � A,A1,A2. Comparing argument
premises yields (among other relationships) A2 �E B, but A2 ��D B. Hence,
A2 �↪→E B, but A2 ↪→D B, while other attacks succeed as defeats. Therefore,
under the Elitist comparison, {B,C,A3}, {A,B,A1} and {A,B,C,A2} are stable
extensions (representing the ‘rational’ choice, and the impossible choice of all
three cakes). whereas under the Democratic comparison, {B,C,A3}, {A,B,A1}
and {A,C,A2} are stable extensions (‘rational’ choice, and an additional
arguably unintuitive choice). The two argument frameworks are drawn below.

2.3 p ABA

We next investigate Assumption-Based Argumentation Equipped with Prefer-
ences (p ABA) [37], which is an extension of the well studied structured argu-
mentation formalism Assumption-Based Argumentation (ABA) [10,35]. While
ABA itself does not possess a mechanism to deal with explicit preferences, to the
best of our knowledge p ABA is the only structured argumentation formalism
to use preferences on the extension level to discriminate among extensions.

ABA frameworks are tuples (L,R,A,̄ ¯̄) with L a language, R a set of rules,
A ⊆ L a distinguished set of assumptions, and a total mapping ¯̄̄ : A → L giving
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contraries of assumptions. Similarly to ASPIC+, arguments are constructed as
deductions from sets of assumptions using rules, and the attacks are directed at
assumptions by deducing their contraries (consult e.g. [35]).

p ABA frameworks (L,R,A,̄ ¯̄ , <) generalize ABA frameworks by adding a
preference ordering < over L. This ordering then induces an ordering over argu-
ments, which in turn induces an ordering  over extensions of the underlying
ABA framework. For two extensions E and E′ of (L,R,A,̄ ¯̄), E  E′ essen-
tially requires that there is a consequence ϕ of E′ but not E, for which among
consequences of E but not E′ there is ψ but not ψ′ with ψ < ϕ < ψ′.6 p ABA
then selects those extensions E that are not strictly less preferred than any other
extension E′ (i.e. E �� E′ for any E′), subsequently called P-extensions.

Our Cakes example can be cast in p ABA as follows.

Example 4 (Cakes in p ABA). We have a p ABA framework (L,R,A,̄ ¯̄ , <)
with language L = {a, b, c, a, b, c}, rules R = {b ← a, c}, assumptions A =
{a, b, c} (standing for cakes) and preference a < b. We construct arguments
A : {a} � a, B : {b} � b, C : {c} � c, and X : {a, c} � b. The only attack is
X � B, so the underlying ABA framework (L,R,A,̄ ¯̄), as depicted below, has
a unique stable extension {A,C,X} (choice of Almond cake and Cheesecake).

Since the ABA extension is unique, in p ABA preferences do not play a role
and {A,C,X} is a unique stable P-extension of (L,R,A,̄ ¯̄ , <).

2.4 Abstract Argumentation

We finally consider AA with preferences. While originally [20] it did not incorpo-
rate preference handling mechanism, there are many proposals on how to extend
AA with preference information, e.g. [1,3,5,6,12,22,27,30]. Those approaches
follow essentially the same guideline that an attack succeeds only if the attacker
is not less preferred than the attackee. We therefore employ, following e.g. [27],
a generic representative approach where given an AA framework (Args,�) and
a preference relation � over arguments, the defeat relation ↪→ is obtained from
the condition A ↪→ B iff A � B and A �� B.

Consider our attempt to render the Cakes problem in AA with preferences.

6 For simplicity, we omit the precise definitions of the consequence operator as well as
the relation �; see [35,37] for details.
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Example 5 (Cakes in AA). Let a, b and c stand for taking a piece of Almond
cake, the Brownie and a piece of Cheesecake, respectively. Every combination
of a, b and c thus represents a choice of cakes, e.g. {b, c} typifies the choice of
Brownie and Cheesecake. For simplicity, since taking all three pieces of cakes at
once is not permitted, we can disregard the choice {a, b, c}; similarly, not taking
anything, i.e. ∅, can be discarded.7 So let Args = ℘({a, b, c}) \ {∅, {a, b, c}} =
{{a}, {b}, {c}, {a, b}, {a, c}, {b, c}} be the set of arguments.

We can then stipulate the attack relation as follows: for S, S′ ∈ Args, let
S � S′ stand for ‘if you want the cakes from S, do not choose S′’. For example,
if Brownie and Cheesecake is wanted, then do not take Almond cake and Cheese-
cake, and vice versa, i.e. {b, c} � {a, c} and {a, c} � {b, c}. Similarly, if you want
Brownie and Cheesecake, then do not choose Almond cake, i.e. {b, c} � {a}; yet
if Almond cake is desired, then it is not a problem to take Brownie and Cheese-
cake, i.e. {a} �� {b, c}. This way, due to the rule that taking Almond cake
and Cheesecake prevents getting Brownie, we have (among others) an attack
{b} � {a, c}.

Preference information tells us that a < b. To account for this we can
employ the Elitist and Democratic ordering principles, as well as their Dis-
joint counterparts, defined in previous sections. Then S ↪→ S′ iff S � S′

and S �� S′, where �∈ {�E ,�D,�DE ,�DD}. Relevant to the attacks,
we find: {a, c} �E {b}; {a, c} �DE {b, c}; {a, c} �DD {b, c}. So we
obtain that {a, c} �↪→E {b}, {a, c} �↪→DE {b, c} and {a, c} �↪→DD {b, c}.
The following graphically depicts the argument frameworks in question.

7 With the attack relation specified next, this simplification is meant purely to make
the argument framework easier to read.
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In (Args, ↪→E), (Args, ↪→DE) and (Args, ↪→DD), the sets E = {{b}, {c}, {b, c}}
and E′ = {{a}, {b}, {a, b}} are the only stable extensions (corresponding to
the ‘rational’ choice), whereas (Args, ↪→D), in addition to E and E′, admits
E′′ = {{a}, {c}, {a, c}} as a stable extension.

We note that in Preference-based Argumentation Frameworks (PAFs) [3],
the preference relation � over arguments is used to reverse, rather than discard
attacks. However, in Example 5 such attack reversal would result into already
existing attacks, so the outcome would be the same.

3 Related Work and Discussion

We briefly discuss a few distinguished formalisms, namely Extended Argumen-
tation Frameworks (EAFs) [30,31], Argumentation Frameworks with Recursive
Attacks (AFRA) [5] and Defeasible Logic Programming (DeLP) [23,24]. Both
EAFs and AFRA are generalizations of AA that allow for attacks to be directed
at attacks, as well as at arguments. The intuition is that an attack on an attack
A � B expresses a preference for B over A. However, if a preference relation
among arguments is not explicitly given, as in the Cakes example, then it is not
trivial to figure out what additional attacks on attacks should be introduced.

DeLP, on the other hand, is another structured argumentation formalism that
relies on defeasible rules (see Sect. 2.2), and in addition involves the concept of
negation as failure [16] from Logic Programming. To represent any non-factual
information DeLP employs defeasible rules, and if negation as failure is used,
then attacks succeed irrespective of the preferences, like in ABA.

In terms of modelling the Cakes problem from Example 1 in the formalisms
considered, we concede that different representations are possible. We chose a
natural way to represent a single (strict) rule and a single preference involv-
ing two alternatives, and believe that other representations would come at the
expense of perspicuity and generality.

We have seen that among the selected formalisms of argumentation (both
abstract and structured) with preferences none opt exclusively for the ‘intu-
itive’ answer “Brownie and Cheesecake” when modelling the Cakes problem. In
Deductive Argumentation (Sect. 2.1) the normative ‘rational’ solution of choos-
ing indifferently between {Almond cake, Brownie} and {Brownie, Cheesecake}
was obtained. ASPIC+ (Sect. 2.2) yielded other choices (such as {Almond cake,
Cheesecake}) in addition to the ‘rational’ one. Preference information in p ABA
(Sect. 2.3) did not really play a role, and just like ABA, the formalism gener-
ated a unique choice {Almond cake, Cheesecake}. Finally, AA with preferences
(Sect. 2.4) produced either the ‘rational choice’, or additionally the one afforded
by p ABA too.

The fact that current approaches do not opt exclusively for the ‘intuitive’
solution in the Cakes example does not mean those argumentation formalisms
are ill-suited to handle preferences. Each formalism has been shown to satisfy
some desirable properties and adhere to certain intuitions. Some approaches may
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also aim for being more normative systems, in the sense of complying with certain
rationality standards, rather than mimicking human intuition at the expense of
rationality. Indeed, common-sense reasoning and human decision making are
not necessarily rational endeavours (see e.g. [28]). However, as argumentation
is a technique to model common-sense reasoning, it is natural to demand of
formalisms that aspire to this goal to be able to accordingly model common-
sense reasoning scenarios such as the one considered in this paper.

4 Conclusion and Future Work

In this paper we investigated whether and how existing approaches to argumen-
tation with preferences model human intuition behind common-sense reasoning
scenarios involving rules and preference information. To this end, we proposed
an example of a decision making problem that assumes essentially a single strict
rule and a single preference. The example was supplemented with both an infor-
mal solution to the problem, referred to as the ‘rational’ choice, and a survey,
results of which indicated a solution, referred to as the ‘intuitive’ choice, that
human respondents have opted for most often. We rendered the problem in sev-
eral representative formalisms of argumentation with preferences, and saw that
they produce either the ‘rational’ or some other choices, but not exclusively the
‘intuitive’ one. As argumentation is used in areas such as common-sense reason-
ing and decision making among others, the results, we argue, call for a deeper
analysis of how to adequately represent in argumentation the type of problems
as the one considered here. Still further, our investigation opens up space for
discussions on how to deal with such reasoning problems involving preferences
in argumentation-based approaches to, for instance, multi-agent systems, as well
as in AI more generally.

Recently, we have proposed a novel formalism, ABA+ [17], to account for
preferences in argumentation. ABA+ extends the established structured argu-
mentation formalism Assumption-Based Argumentation [10,35] with an explicit
preference relation over assumptions and integrates an attack reversal mecha-
nism (as proposed for abstract argumentation in Preference-based Argumenta-
tion Frameworks [3]) based on preference information. In particular, preferences
in ABA+ are incorporated into the attack relation, dispensing with preference
aggregation techniques on either argument or extension level. Preliminary analy-
sis indicates that such a method yields the ‘intuitive’ solution to the Cakes prob-
lem discussed in this paper, and we will investigate further.

Additionally, we plan to study scenarios as in the Cakes Example themselves
and their treatment in AI. In particular, it would be interesting to see what
existing reasoning techniques (e.g. constraint logic programming, Event Calcu-
lus) would capture human intuitions in such scenarios. This research direction
also includes enquiry into the meaning of preferences and their relation to, for
example, rules. In addition, it involves exploring what formal properties regard-
ing preferences can be conceived, as in e.g. [11]. It furthermore means designing
and running more surveys to get a better grasp behind human intuitions. Such
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research is essential to understanding preferences and approaching common-
sense reasoning problems from the argumentation perspective in particular, and
from the point of view of AI in general.

In AI at large there is much debate on how to manage preferences (see
e.g. [19,26]). Our work contributes to this line of research by presenting a sim-
ple example of reasoning with preferences, opening up space for discussions on
how to cope with such common-sense reasoning scenarios in argumentation, and
challenging the existing and potential argumentation formalisms to model the
human intuition behind them.
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7. Besnard, P., Garćıa, A., Hunter, A., Modgil, S., Prakken, H., Simari, G., Toni, F.:
Introduction to structured argumentation. Argument Computat. 5(1), 1–4 (2014)

8. Besnard, P., Hunter, A.: A logic-based theory of deductive arguments. Artif. Intell.
128(1–2), 203–235 (2001)

9. Besnard, P., Hunter, A.: Constructing argument graphs with deductive arguments:
a tutorial. Argument Computat. 5(1), 5–30 (2014)

10. Bondarenko, A., Dung, P.M., Kowalski, R., Toni, F.: An abstract, argumentation-
theoretic approach to default reasoning. Artif. Intell. 93(97), 63–101 (1997)

11. Brewka, G., Eiter, T.: Preferred answer sets for extended logic programs. Artif.
Intell. 109(1–2), 297–356 (1999)

12. Brewka, G., Ellmauthaler, S., Strass, H., Wallner, J., Woltran, S.: Abstract dialec-
tical frameworks revisited. In: Rossi, F. (ed.) Proceedings of the 23rd International
Joint Conference on Artificial Intelligence (IJCAI), pp. 803–809. IJCAI/AAAI,
Beijing (2013)
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1 Introduction

A bargaining problem is a cooperative game in which players are permitted
to negotiate before the game is played. Bargaining theory can be used to eco-
nomic interactions such as union negotiations, international trade agreements,
and duopolies. A general theory of bargaining games thus has a wide application
to many areas of economics and political science. There are several specifica-
tions of bargaining games and their solutions, the most prominent of which is
the Nash Bargaining problem. These bargaining theories identify unique points
in the bargaining space that satisfy some axiomatic or constraint-based notion
of “fairness” and “efficiency”. In this paper, we introduce a score-based method
for identifying bargaining solutions, that not only identifies the unique point
satisfying a notion of fairness, but assigns a numerical “score” to each possible
option in the bargaining space. This measure can then be used to numerically
evaluate how much better or worse one potential solution is than another, and
imposes a total preference ordering over the bargaining space.

In this section we present some background on bargaining theory and the
standard Nash bargaining solution. In the Sect. 2, we introduce multi-attribute
utility theory and conjoint measurement functions, and demonstrate how they
can be modified to handle bargaining problems. In Sect. 3 we demonstrate how
our method can be applied to two canonical bargaining solutions, the Nash and
Shapley solutions. In the final section, we discuss some applications of this theory
and outline future work.

1.1 Bargaining Problems

For this paper we will borrow our notation from R. Duncan Luce and Howard
Raiffa’s Games and Decisions-Introduction and Critical Survey. Formally, we
assume that players may send messages to each other without distortion, all
negotiated agreements are binding, and a player’s evaluation of outcomes are
not affected by these negotiations. Additionally, we must assume a reliable and
consistent measure of each player’s utility over the available payouts.
c© Springer International Publishing Switzerland 2016
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In a general bargaining game with two players, we assume each player has
a discrete set of choices-the options or “moves” a player may make-and to each
pair of choices the two players can make, we associate a pair of payouts. We will
refer to this set of moves and payout pairs as the “menu” or “pure strategies”.
Additionally, a player may choose a “mixed strategy”, whereby the player ran-
domizes between two pure strategies available to her. Thus if a player has two
pure strategies A and B, the player may generate a mixed strategy C by playing
A with some probability p and B with some probability 1 − p. Suppose we treat
each pair of strategies (x, y) as a point in a two-dimensional plane, where each
player’s payout utility is represented by an axis. We refer to the region contain-
ing payout pairs for all possible strategy pairs, including these mixed strategies,
as R. By allowing for cooperation, however, we can expand the region of pos-
sible payout pairs to include payouts attainable only through correlated mixed
strategies. To illustrate this, consider the following simple game:

β1 β2

α1 (2, 1) (−1,−1)

α2 (−1,−1) (1, 2)

Suppose player A must choose strategy α1 or α2 and player B must choose
strategy β1 or β2. Player A may play a mixed strategy by randomizing between
α1 and α2 with probability 1/2, and player B may do the same with strategies
β1 and β2. This gives a 1/4 probability of any of the four possible pairs of
payouts being realized, leading to an expected payout of (1, 1). If, however, the
two players are permitted to negotiate before choosing their strategies, they can
achieve an expected payout of (3/2, 3/2) by correlating their mixed strategies:
with probability 1/2 the two players choose (α1, β1), and with probability 1/2
they choose (α2, β2). Thus, by introducing cooperation, we add an expected
payout of (3/2, 3/2) to the payout region R, which was not possible without
allowing prior agreements between the players. Thus we see that allowing for
cooperation will in general expand the payout region of a game, as cooperation
enables players to jointly randomize between pairs of strategies, rather than each
player individually randomizing between individual strategies.

1.2 The Nash Bargaining Problem

With this established, the role of bargaining theory is to determine a “fair” out-
come for a cooperative game. The question is, then, how does one mathemat-
ically formalize the notion of “fairness?” There are a number of mathematical
formulations that have been proposed, but the most common and perhaps canon-
ical bargaining problem is due to Nash. The standard Nash bargaining problem
specifies a particular payout pair as the status quo, or “walkaway” point. This
is taken to be the payout the players will receive in the event that no agreement
is reached.



Almost Fair: Conjoint Measurement Theory 213

A Nash bargaining game is fully specified by the region R of possible payout
pairs and the status quo point (u∗, v∗) ∈ R. A bargaining solution, then, is a
function F that selects, for each game [R, (u∗, v∗)], a particular payout pair from
R as the “best”, or “fairest” solution.

Intuitively, the Nash solution for a bargaining game [R, (u∗, v∗)] is obtained
by maximizing the product of each player’s surplus utility over their status quo
utility. This function can be computed by first rescaling each player’s utility func-
tion so that the status quo point (u∗, v∗) is transformed into (0, 0), and applying
the same transformation to the region R, obtaining the transformed region R′.
We then find the unique point (u′

0, v
′
0) ∈ R′ that maximizes the product u′

0v
′
0.

Note that because R′ is scaled so as to transform (u∗, v∗) into (0, 0), maximizing
the product u′

0v
′
0 over all (u′

0, v
′
0) ∈ R′ is equivalent to maximizing the product

(u0 − u∗)(v0 − v∗) over all (u0, v0) ∈ R, which is precisely the product of each
players’ surplus over their status quo payouts.

Formally, Nash derives this solution by proposing four constraints to char-
acterize a “fair” bargaining solution, and demonstrating that the function
described above uniquely satisfies the four constraints. The constraints Nash
establishes are as follows:

1. Invariance to Equivalent Utility Representations: The bargaining solution
should be independent of the scale and origin used for each player’s utility
measure. That is, suppose bargaining problems [R1, (u∗

1, v
∗
1)] and [R2, (u∗

2, v
∗
2)]

differ only in the units and origins of the utility functions. Then the solutions
to the two games should differ only by the same transformation in units and
origins.

2. Symmetry: Suppose a bargaining problem [R, (u∗, v∗)] is symmetric, in the
sense that u∗ = v∗ and (u, v) ∈ R if and only if (v, u) ∈ R. Then the bargain-
ing solution u0, v0 must satisfy u0 = v0. Intuitively, this asserts that if each
player has the same set of possible payouts and the same status quo payout,
then both players should receive equal payout.

3. Independence of Irrelevant Alternatives: Suppose [R1, (u∗, v∗)] and
[R2, (u∗, v∗)] are bargaining games with the same status quo point such that
R1 ⊂ R2. If (u0, v0) is the solution to R2 and (u0, v0) ∈ R1, then R1 must also
have solution (u0, v0). Intuitively, this asserts that if an option is not used in
constructing the solution, then a smaller sub-game not containing that option
must have the same solution.

4. Pareto Efficiency: A solution (u0, v0) to bargaining game [R, (u∗, v∗)] must
satisfy u0 ≥ u∗, v0 ≥ v∗. Furthermore, If there exists a point (u, v) ∈ R such
that u ≥ u0 and v ≥ v0, then (u, v) = (u0, v0).

With the above axioms established, we can formally characterize the Nash
solution to the general bargaining game [R, (u∗, v∗)] as

f [R, (u∗, v∗)] = argmax
(u,v)∈R

[(u − u∗)(v − v∗)] (1.1)

This is the unique function satisfying all of the above constraints.
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1.3 Constraint-Based Versus Score-Based Bargaining Solutions

The Nash bargaining solution constructs a unique point in the outcome space
which satisfies the notion of fairness and efficiency, as defined by the axioms. For
this reason, we refer to these solutions as “constraint-based”. However, there is
much more information that can be extracted from a bargaining problem than
a single solution point. In this paper, we establish a method for defining a total
ordering over the full outcome space. While our solution will still identify a
single point as optimal (the same point identified in each bargaining solution),
our method also allows us to judge between any two potential points in the
outcome space. In full, we want to be able to say of any two points which is the
“better” solution, by how much, and how far off it is from the optimal solution.
In order to achieve this, we use conjoint measurement theory (explained in more
detail below) to construct a function that assigns a real-valued score to any point
in the outcome space, with which we can gauge their relative desirability. For
this reason, we refer to our methods as “score-based” solutions.

Like Nash, we limit our treatment to two player bargaining problems. To
achieve our total ordering over bargaining outcomes, we introduce a third hypo-
thetical “player”, the impartial arbitrator, whose only concern is that the bar-
gaining outcome be fair and efficient. Our total ordering over bargaining solutions
will be derived from our arbitrator’s utility function over the outcomes, which is
a multi-attribute utility function in which each of the first two players’ utilities
is a distinct attribute.

2 Multi-Attribute Measurement Systems

2.1 Multi-Attribute Utility Theory

Multi-attribute utility theory is a refinement of standard univariate theories
(e.g. von Neumann and Morgenstern’s Expected Utility theory) which permits
decision makers to make fine-grained distinctions between possible “rewards” in
the outcome space. We do this by breaking each reward into n distinct attributes,
then comparing each reward on n dimensions. For example, if deciding which
of two apartments to rent, your attributes might be floor space, windows, and
distance from the nearest bus stop. The utility a decision maker would derive
from any given apartment then becomes a function of floor space (measured
in square meters), total window surface-area (measured in square meters), and
distance from the nearest bus stop (measured in meters).

Suppose our decision-maker, Brock’s, “apartment utility” is increasing in
floor space and window area, and decreasing in bus stop distance. The simplest
comparisons between two apartments are those where one apartment dominates
another in all attributes (i.e. bigger, more windows, and closer to bus stop).
Multi-attribute functions are interesting in cases where some attributes are bet-
ter while the others are worse. In such cases, it becomes necessary to define trade-
offs between attributes. Suppose, for example, that Brock is viewing his second
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apartment for the day. He knows all the details for apartment 1, and everything
about apartment 2 except for the distance to the nearest bus stop, as illustrated
in the following table:

Floor space Window area Bus stop distance

Apartment 1 75 10 300

Apartment 2 75 8 ?

A multi-attribute utility function allows us to fill in the distance which would
make Brock indifferent between the two apartments. Since Brock’s utility is
increasing in window area and decreasing in bus stop distance, we can infer that
apartment 2 would need to be closer to a bus stop to make up for the loss in
window area, though the magnitude will be dependent on Brock’s utility func-
tion. The implications should be clear. We are introducing a fourth score, utility,
with which we are able to define tradeoff values between any pair of attributes.
Let us say that Brock would be indifferent between the two apartments if the
apartment is 260 meters from a bus stop. From this, we can say that from the
reference point of apartment 1, cutting his walk to the bus stop by 40 meters is
worth 2 square-meters of window space to Brock in terms of his utility.

2.2 Conjoint Measurement Functions and Bargaining Problems

Notice that we have just qualified a tradeoff between two seemingly incommen-
surable things: windows and walking distance. This is the strategy we employ,
by imposing a scoring system over our outcome space in 2-person games which
allows us to directly compare utilities. As such, we can make claims to the effect
of: “from the reference point of bargaining outcome (x, y), a gain of 40 utils
to player 1 is worth a gain of 100 utils to player 2 in terms of an impartial
arbitrator’s utility”.

The general functional form that we will be using for each of our bargaining
solutions is a conjoint measurement function. Formally, suppose a measurement
involves n attributes, so that each object can be represented as a point in some
n-dimensional attribute space A = A1 × . . . × An. Suppose furthermore we
have a weak ordering � defined over A. A conjoint measure consists of a set of
one-place functions φ1 : A1 → R, . . . , φn : An → R, and an n-place function
F : Rn → R, such that for all a = (a1, . . . , an), b = (b1, . . . , bn) ∈ A, a � b if
and only if F (φ1(a1), . . . , φn(an)) ≥ F (φ1(b1), . . . , φn(bn)). Intuitively, each φi

is a measurement function over a single attribute, mapping that attribute value
to a measurement in R. The F function combines the measurements from each
attribute into a single measurement over the whole space.
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An example of a conjoint measurement function is density. Measuring the
density of an object involves two attributes, mass and volume. Suppose you are
calculating the density of a block of wood. Let a1 represent mass and a2 volume.
Then φ1(a1) and φ2(a2) map mass and volume to appropriate units, and density
is defined by the conjoint measurement function F (φ1(a1), φ2(a2)) = φ1(a1)

φ2(a2)
.

We have two attributes, then, with separate effects on the total score (density)
which contribute non-additively. This means that while increasing mass and
decreasing volume both increase density, the effect on density of increasing mass
depends entirely on the volume of the block of wood. For example, adding two
kilograms to a block of wood that is 10 cm3 (by, say, drilling a hole and pressing
in a piece of iron) will increase the density of that block of wood much more
than if you add 2 kg to a block of wood measuring 1m3 in volume.

Generally, we wish to allow the distinct attributes to have separate influ-
ences on the final output of the conjoint measurement function. For the purpose
of this paper, “separate” means decomposable. Decomposable functions can have
interdependencies among attributes, but the kinds of interactions are restricted.
Intuitively, a decomposable function preserves the qualitative ordering over the
attribute space (in our case preferences over outcomes). Formally, decomposabil-
ity is defined as follows:

Definition 2.1 (Decomposability). Suppose that � is a binary relation on
A = A1 × . . . × An. For a1, a2 ∈ A, let a1 ∼ a2 denote indifference between a1

and a2 (i.e. a1 � a2 and a2 � a1). Then the structure 〈A1 × . . . × An,�〉 is
decomposable if and only if the following conditions hold:

1. � is a weak ordering over A. That is, � is a transitive and reflexive relation
such that for all a1, a2 ∈ A, either a1 � a2 or a2 � a1.

2. A\ ∼ has a countable order-dense subset. This axiom serves as to force F to
be a real-valued function.

3. ∼ satisfies the following condition: for all 1 ≤ i ≤ n, all ai, a
′
i ∈ Ai, and all

b = (b1, . . . , bn), c = (c1, . . . , cn) ∈ A,

(b1, . . . , bi−1, ai, bi+1, . . . , bn) ∼ (b1, . . . , bi−1, a
′
i, bi+1, . . . , bn)

if and only if

(c1, . . . , ci−1, ai, ci+1, . . . , cn) ∼ (c1, . . . , ci−1, a
′
i, ci+1, . . . , cn)

The last condition is called substitutability. To illustrate the substitutability
axiom, suppose we consider our preferences over cars, treating cars as bundles
of attributes (i.e. engine size, number of doors, etc.). Substitutability requires
that, if I am indifferent between two cars that are identical except that one has
a turbocharged V6 engine and the other has a naturally aspirated V8, then I
should also be indifferent between any two cars that are identical except that
one has a turbocharged V6 engine and the other a V8.
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With these three axioms established, we can state the following representa-
tion theorem:

Theorem 2.2 Suppose � is a binary relation on A = A1 × . . . × An. The
structure 〈A1 × . . .×An,�〉 is decomposable if and only if there exist real valued
functions φ1 : A1 → R, . . . , φn : An → R, F : φ1(A1) × . . . × φn(An) → R such
for all a, b ∈ A,

a � b if and only if F (φ1(a1), . . . , φn(an)) ≥ F (φ1(b1), . . . , φn(bn))

In the context of this paper, the attribute space will have two dimensions,
each attribute corresponding to the utility of one player (though this can be
extended to handle n-player games). The goal will be, for a given bargaining
problem and bargaining scheme (e.g. Nash, Shapley) to construct a conjoint
measurement function F (φ1(x1), φ2(x2)) such that the optimal value (x∗

1, x
∗
2)

of F is achieved when (x∗
1, x

∗
2) is the bargaining solution for that particular

scheme. Once the conjoint measurement function is constructed, we can derive
the preference ordering over bargaining outcomes from this function.

2.3 Decomposability in Bargaining Problems

Any measurement function must be “anchored” to some empirical observations.
Returning to our density example, an object must have both some mass and
some volume in order for it to be capable of having density. Assuming that “no
mass” is represented by a value of 0, and “no volume” has a measurement of 0,
we refer to (0, 0) as the anchor point for density. With density, this anchor point
is universal. Universal in this context means that no set of empirical conditions
will return this same anchor point once unit and scale are established, and the
empirical ordering will be preserved among all objects.

For example, suppose that we have two solid blocks of iron, one twice the
volume of the other. Supposing that the increased volume means there is twice
as much iron, the mass increases proportionally. It is easy to see that objects
with different masses and different volumes will have the same density. In a
multi-attribute problem, we would say that these two blocks of iron lie on the
same indifference curve. Two blocks of pine, for example, would lie on a lower
indifference curve (indicating lower density), while two blocks of lead would lie
on a higher indifference curve. Given unit, scale, and our universal anchor point
of “no mass, no volume”, these indifference curves will not change.

For our score-based bargaining solution, on the other hand, we have no such
universal anchor point. Even with a fixed origin and scale for the two agents’
utility functions, two identical bargaining outcomes can vary greatly in terms of
fairness and efficiency. This is because our anchor point may move depending
on the menu. If our anchor point were universal, then we could express some
universal utility score for our arbitrator for any given outcome, as long as we hold
the scale and origin for each player’s utility fixed. This consequence is absurd,
however. Consider, for example, a bargaining problem in which Rob and Kasey,
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college roommates, are deciding how to divide the $200 cost of a ping pong
table for their apartment. Suppose each has $180 available (meaning that if Rob
and Kasey do not agree on a division, they do not get the table), and the least
preferred option for both of them is that no table is purchased. Splitting the
costs 50/50 seems reasonable in this case, and it is likely that the impartial
arbitrator’s utility function would be maximized near a 50/50 split.

Now suppose that several months after the ping pong table purchase, Kasey
asks Rob if he would like to get a video game console for their living room. Again,
the cost is $200 and they each have $180. Suppose Kasey argues for purchasing
the console on the basis that it can both play games and DVDs, both of which
appeal to both roommates. Suppose, however, that Rob already has a DVD
player in his room, though he would additionally like to be able to play games.

In this case, the “walkaway point” is much better for Rob than for Kasey,
since with or without Kasey’s cooperation, Rob can watch movies in their apart-
ment, but Kasey is left with neither. For Rob, the least preferred option is paying
$180 and getting the console is, meaning that Rob prefers not getting the console
at all to paying the full $180. In this case, it does not seem fair for Kasey to
demand a 50/50 split since Kasey wants to reach an agreement more than Rob
does, and Rob would likely reject such a demand out of hand. Our impartial
arbitrator’s utility function would, in this case, be maximal with Rob paying
less. With the same agents, the same costs, and even if we allow for identical
payouts in utility between the two bargaining problems, we will reach a much
different bargaining solution.

To explain this context-dependent multi-attribute utility function, we intro-
duce the concept of game-specific anchor points in order to be able to apply
a modified conjoint measurement function. Our anchor points uniquely deter-
mine the arbitrator’s utility function (and therefore indifference curves) up to
scale and origin of the players’ utility functions, which commits us to the fact

Fig. 1. Two sub-games with different status quo points depicted in the same bargaining
space
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that our function, unqualified, will violate substitutability. We claim that our
modification of certain bargaining models (e.g. Nash, Shapley) are conditionally
decomposable, meaning that if we take features of the bargaining problem as our
empirical anchoring point, the resulting function is decomposable. All bargain-
ing problems with identical scale and origin for the bargaining agents’ utility
functions and an identical game-specific anchor point, can treat the impartial
arbitrator’s utility function as a decomposable structure Fig. 1.

In the following diagram, we demonstrate the necessity of these additional
qualifications. Specifically, the issue with treating the whole space of bargaining
outcomes as tied to some universal anchoring point will violate substitutability,
and therefore decomposability:

The above figure depicts a single bargaining space and two sub-games, each
with a distinct status quo point. The utility functions for players 1 and 2 are
presumed to be fixed in scale and origin. Given that each sub-game has different
anchoring points, we can see that points (u1, v1) and (u1, v2) are on indifference
curves which share the same score from the arbitrator’s point of view. By sub-
stitutability, it must be the case that for any other u, (u, v1) ∼ (u, v2), meaning
that F (u, v1) = F (u, v2). Clearly, this will not be the case. Notice that as the
u value decreases while holding value v1 constant, the arbitrator’s utility drops
more quickly in the lower sub-game than in the upper one. However, it is the case
that if we take as given a game-specific anchor point (or walk-away point) simi-
larly to the (0, 0) used in the density example, then our functions will satisfy all
three axioms of decomposability, and we can treat it as a conjoint measurement
function. Each bargaining problem makes use of a single anchor point, which is
derived from features of the menu of strategies available to each player.

3 Solving Bargaining Problems with Conjoint
Measurement Functions

3.1 The Nash Solution

Recall that for a bargaining problem with outcome region R and walk-away
point (u∗, v∗) ∈ R, the Nash solution is defined to be

(u0, v0) = argmax
(u,v)∈R

(u − u∗)(v − v∗) (3.1)

Using the above expression, we construct the multi-attribute utility function
for our impartial arbitrator. We define this function with respect to a specific
class of bargaining problems. In this case, the class is determined by the utility
scale for each player and the walk-away point. So, suppose U , V are the sets of
possible payouts to players 1 and 2, respectively. We first define φ1 : U → R and
φ2 : V → R as φ1(u) = u − u∗, φ2(v) = v − v∗. These functions rescale each
player’s utility measure so that the status quo payoff is assigned a utility of 0.
We then define the conjoint measurement function F : R2 → R as F (a, b) = ab.
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Composing these two components gives us a function for computing the “score”,
or the arbitrator’s utility, of any payout pair (u, v), as

F (φ1(u), φ2(v)) = φ1(u)φ2(v) = (u − u∗)(v − v∗) (3.2)

This leaves us with the expression from (3.1) with the argmax term removed,
so optimizing F (φ1(u), φ2(v)) over all (u, v) ∈ R will produce the Nash solution
to this bargaining problem. Furthermore, we can now define an ordering of all
potential outcomes in R by asserting, for all (u1, v1), (u2, v2) ∈ R: (u1, v1) �
(u2, v2) if and only if F (φ1(u1), φ2(v1)) ≥ F (φ1(u2), φ2(v2)). It is important to
note that any point which is not the maximal value of this function fails to
be efficient and/or fails to be fair by Nash’s criteria, since his four bargaining
axioms, as defined in the previous section, are not satisfied. Our bargaining
scheme uses a score-based method for tracking degrees efficiency and fairness.

To illustrate this, consider a simple two-player bargaining game in which
the agents must divide a dollar. Each player’s utility is linear over the available
monetary payouts, and the arbitrator’s utility is a function of the two players’
payouts in terms of their utilities. Figure 2 depicts this bargaining game with a
budget line drawn (i.e. the total amount of goods to be divided), and contours
representing the arbitrator’s indifference curves. Each such curve can be derived
by choosing a fixed value z0 for the arbitrator’s utility, and drawing all points
(x, y) such that the arbitrator’s utility of outcome (x, y) equals z0. The efficiency
constraint requires the Nash Solution, labeled in Fig. 3, to lie on the budget
line. Points labelled A and B represent two other outcome pairs in the payout
region. Note that point B also lies on the budget line, which means that B is
an efficient solution (though not necessarily a fair one). Moving from point A
to point B therefore increases the efficiency of the solution, while moving down
the budget line from B to the Nash solution increases “fairness”, but has no
effect on Pareto efficiency. Furthermore, for any point in the payout region, the
arbitrator’s score function will increase most steeply in the direction from that
point to the Nash solution.

Fig. 2. Budget line is shown, contours represent arbitrator’s indifference curves over
payouts
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3.2 The Shapley Value

The Shapley method offers an arbitration scheme for a non-strictly competitive
game. For two player games, the Shapley method is quite similar to the Nash
bargaining solution, but there is an extra step involved: a general non-strictly
competitive game does not have a specially identified status quo point. Instead,
the Shapley value is obtained by calculating each player’s security value (payout
from his or her maximin strategy), and using this pair of security payouts as a
status quo point for the purpose of solving a Nash bargaining problem.

Formally, the game is specified exactly as a Nash bargaining game, but with-
out the status quo point. Given the menu of pure strategy options, each player
can find his or her maximin strategy as a randomization of the available pure
strategies. Let the pair of maximin strategies be (a′, b′), and suppose the cor-
responding utility pair in R is (u′, v′). We can now consider this as a Nash
bargaining game with status quo point equal to (u∗, v∗). Let (s0, t0) denote the
Shapley solution of the R. This is exactly the Nash bargaining solution of the
game [R, (u′, v′)], namely

(s0, t0) = argmax
(u,v)∈R

[(u − u′)(v − v′)]

Since this is identical to the Nash solution for a game with payout space R
and status quo point (u′, v′), constructing a joint measurement function that
recovers the same solution is equally immediate. Simply define φ1(u) = u − u′,
φ2(v) = v−v′, and F (x, y) = xy. Then the point ranked highest by measurement
function F is

argmax
(u,v)∈R

[F (φ1(u), φ2(v))] = argmax
(u,v)∈R

[φ1(u)φ2(v)] = argmax
(u,v)∈R

[(u − u′)(v − v′)]

which is precisely the Shapley value for the two-person game R.

4 Applications and Future Work

The applications of a score-based bargaining scheme are wide-ranging. We out-
line two such applications here:

4.1 Streamlined Bargaining

One application is to streamline a two-player bargaining game, as we can now
formalize utility tradeoffs between individuals in a meaningful way where we
previously could not. Furthermore, we can provide a real number to gauge how
much better one solution is than the other.

The tradeoffs between individual utilities can be derived from the arbitra-
tor’s score function. Suppose for a particular bargaining problem the score func-
tion we derive is some F (φ1(u), φ2(v)). The impartial arbitrator will prefer out-
come (u1, v1) over (u2, v2) if and only if F (φ1(u1), φ2(v1)) ≥ F (φ1(u2), φ2(v2)).
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This implies that the arbitrator will be indifferent between any two outcomes
such that F (φ1(u1), φ2(v1)) = F (φ1(u2), φ2(v2)).Thus, for a fixed value C, the
equation C = F (φ1(u), φ2(v)) defines a relation between the outcome utilities
of player 1 and player 2. In the case of Nash, for example, the score function is
(u−u∗)(v −v∗), where (u∗, v∗) is the walk-away point. Thus for any fixed C, we
can derive the relation (u − u∗) = C

v−v∗ , which gives a rule for trading off utility
from player 1 to utility from player 2, while maintaining the same score. In this
way, our framework allows us to draw meaningful comparisons between agents’
utilities where previously no such relation was permitted.

By giving both agents a formal shared scale with which they can measure
the efficiency and fairness of any bargaining outcome, we can efficiently identify
a smaller subset of R that is “sufficiently close”, however we choose to define
“close”, to the ideal bargaining solution. This formal scale removes much of
the ambiguity surrounding the notion of fairness, and reduces the influence of
bargaining skill by letting unskilled negotiators know how badly they are getting
fleeced. Additionally, this shared scale can be used to evaluate the performance
of the arbitrator on an objective scale.

4.2 Bargaining over Multiple Attributes

Suppose two agents are engaged in a Nash bargaining problem over several differ-
ent bundles of goods. For instance, consider two brothers dividing an inheritance,
consisting of a guitar collection and a plot of land. The brothers could use this
scheme to identify how to trade “fairly” between land and guitars. This game
would have multiple rounds, allowing for each player to make concessions and
demands in a way that is formally supported by our framework. This game would
proceed as follows: first, each brother computes his utility scales for both land
and guitars. Once the utilities have been computed, the brothers can construct
a Nash bargaining problem for only the first attribute (guitars), and reach an
agreement for the guitar-game. The brothers then construct the Nash bargain-
ing problem for only the second attribute (land). Now, given the agreement the
brothers reached in the guitar game, they can compute the “score” of the out-
come they arrived at, and the “score” of the ideal Nash solution. If the agreed
upon outcome for the guitar game is not the ideal Nash solution, the brother
who’s payout is sub-optimal is entitled to compensation in the land game. The
amount of compensation he is owed can be computed by identifying the difference
between the actual outcome score and the ideal outcome score. This difference,
converted into land, is the amount over the optimal outcome for land to which
the brother is entitled.

4.3 Conclusions and Future Work

In this paper, we introduce a score-based method for solving bargaining problems
that offers more information and tools than traditional score-based bargaining
solutions. We demonstrate how this method can be used for two of the more
prominent bargaining theories, those due to Nash and Shapley. It remains to be



Almost Fair: Conjoint Measurement Theory 223

determined which other bargaining theories may be adapted to our framework.
Other bargaining solutions, such as that due to Kalai-Smordinsky, which maxi-
mizes the ratio of maximal gains, or Braithwaite, which relies on security values
and threat potential, differ significantly from the standard Nash theory. While
we have no a priori reason to believe that these bargaining solutions cannot be
adapted to our framework, it remains to be seen how these solutions may be
expressed in the language of conjoint measurement theory. More generally, we
wish to exhaustively characterize which classes of bargaining solutions can be
adapted to this framework, and how those adaptations might work mathemati-
cally. We intend to pursue these questions in future work.
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Abstract. In this research work we propose a new approach to estimate the
number of passengers in a public transportation or determinate the users’ route
path based on probe requests of users mobile device through collected data in
wireless access point. This data is manipulated to extract the information about
the numbers of users with mobile devices and track their route path and time.
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1 Introduction

With the proliferation of mobile devices among the population, wireless sensor networks
have recently received a lot of attention due to a diversity of applications such as objects
or persons tracking. Access Points (AP) allows passive tracking and this collected big
data can be mined to extract useful knowledge about persons tracking movements.
Location-Based Services (LBS) is increasing the number of publication and available
related services [1] and the use of Wi-Fi network of mobile devices is increasing rapidly.
More and more public places are offering (free) Wi-Fi, which enables people to use their
location sensitive smartphones and several business opportunities raises with this reality
[2]. One of these success applications is the track of shoppers in a shopping centre, which
shops they visited, through their phones. They only need the Wi-Fi turned on, which are
instantly picked by the system, which logs the unique ID of the phone. These unique
IDs to phones are similar to fingerprints. It is common policy at commercial areas for
users to use free Wi-Fi, they are asked to hand over information. To sign in, they are
encouraged to use social media services such as Facebook, and agree to give Wi-Fi
access to elements of their Facebook account, including their email address and likes.
This information can then be used to target bespoke emails. This allows users identifi‐
cation and other business opportunities like advertisement at users Facebook posts about
shopping. On this research work we propose to apply this concept to public transporta‐
tion because it is important to get users mobility patterns to optimize public transpor‐
tation offers. In 2015 the number of mobile phone users is around 4.5 billion [3], the
majority of apps in the store have access to the list of routers around you (scanned every
20 s) and the Android smartphone by default scans for Wi-Fi routers even if you disable
Wi-Fi. Also based on Wi-Fi it is possible to count people [4] and pattern tracking [5].
The collected data is very important to several entities from city planners, public trans‐
portation operator, business owners and police, interested in crowd control to civilians
both as a form of intelligence-gathering or everyday problem relief. This mobility

© Springer International Publishing Switzerland 2016
J. Bajo et al. (Eds.): PAAMS 2016 Workshops, CCIS 616, pp. 224–235, 2016.
DOI: 10.1007/978-3-319-39387-2_19



patterns are collected passively without user intervention based on the probe request of
mobile devices. These probes request are send periodically broadcasting packets, which
contain the unique MAC address of the client and (sometimes) the name of a network
to which it has previously connected. This can be used to determine the owner of mobile
device in a range of an AP. We propose a passive Wi-Fi tracking system based on AP
in each public transportation mean (e.g. bus in our study) and a central tracking cloud
server. The focus of this research is on the collection and processing of Wi-Fi probe
request detections, like the identified in Fig. 1, used to identify the number of persons
with mobile devices and find their route path and timing in a public transportation. This
approach is integrated in a bus fleet program management Xtran of a Portuguese
Company Tecmic [6], so this data can be combined with other like the information of
bus door (open/close), location (GPS) and day/time. Unfortunately, passive Wi-Fi
detection is an unreliable and highly noisy source of location information by modern
localization standards. Phones are unmodified, and thus transmit at their discretion. Wi-
Fi transmissions from a mobile device may range up to 300 m, or may be too faint to
detect at 20 m range depending on transmit power, path loss and fading effects.
Figure 2 gives a general overview of the passive Wi-Fi tracking system for public trans‐
portation integrated with XtraN.

Fig. 1. Debug probe request on AP in monitor mode

Another work contribution is the field application, because this approach is one of the
first applications in public transportation and the output (number of passengers in a bus
and user’s route path and time) are important information for public transportation
operator to enable them to tune their offer to users’ needs. Number of passengers in a
bus can be used for bus drivers’ fuel consumption ranking in an Eco-Driving program,
because the number of passengers is related with weight and time in idle at bus stops,
details of this can be found in [7]. Mobility user patterns have been widely studied [8–
10]. The majority of the work in this area relies on GPS information available from
users’ mobile devices. Wi-Fi monitoring detects the signal that Wi-Fi-enabled devices
send out all the time in their search for a Wi-Fi access point (AP). The user is not actively
involved in this a kind of passive localization. The information that can be derived from
these signals can be useful for crowd control, marketing purposes or real time monitoring
of public space use. Most of these approaches are based on a series of Wi-Fi monitors
deployed in the region of interest and users mobile devices sends their Wi-Fi probe
request. The server processes data from the monitors to reproduce the device most likely
trajectory, which is exported in the form of a second by second location trace. Alterna‐
tives to this approach are Bluetooth based on mobile device signal receive from beacon,
working in a low energy mode (BLE). Basically this BLE have the advantage of no
installation need, working in a simple configuration, but Wi-Fi have the advantage of
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providing more user interaction. Example of this BLE is the work [11] in partnership
with the public transportation operator of Funchal in Madeira Island, who explored the
Bluetooth technology for passenger counting.

Fig. 2. Proposed system, (1) Data acquisition, (2) Data process at cloud server, (3) User interface
for information access

2 Developed System

As illustrated in Fig. 2, our approach is split in three steps: (1) data collection, (2) data
processing, and (3) user interface to show the results and available reports.

2.1 Data Collection

For the WiFi sensor we installed an AP Cisco series 1250, but no AP with monitor
capability could be used. Due to commercial reason (because the project is connected
to a company) we have used Cisco, but with other brands the process is less complex
because Cisco blocks without payment or without additional equipment some AP’s
features. This is the case for obtaining the Received Signal Strength Indicator (RSSI)
from every client’s Probe Requests, which requires a Wireless LAN Controller (WLC).

The AP1250 series can be controlled from the WLC versions from 5 to 8. We used
the 7.3.101.0 version, graciously borrowed from Cisco during 90 days, which matched
the AP version 15.2(2).

For the sake of cost reduction, the intention is to use only one Access Point, so the
project was developed to find the best results with only the counting from Probe
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Requests. Later we added the received signal information from the WLC as one option
to improve the results.

From XtraN, we use GPS data, sensor information door open/close, date and time.
The information from each sensor device is sent to XTraN controller module via

Syslog. This module wraps all the log files that are produced by each trip with some
identifiers like bus_id, route_id, route_way, trip_nbr, etc., so they can be tracked after
being sent to the cloud server database. All events from the XTraN sensor devices are
also referenced by a timestamp value.

2.2 Pre-processing

Wi-Fi data is aggregated and filtered to reduce the amount of information to be sent to
the database server. The Wi-Fi log file has several entries per second for each client for
a single scanning event due to the private SSID list saved on each terminal – it sends a
probe request message for each saved SSID. All this entries can be aggregated to a single
one, reducing information volume. If information about RSSI is present, an average
value can be saved. Data from XTraN sensors are also filtered to pass only relevant
fields. Table 1 shows GPS data with information or door open/close.

Table 1. Excerpt of a pre-processed GPS log file

Bus_Id Trip Bus# Door Date-time Lat Long
536 8 702 Open 06-08-2015 12:09:36 38,73068 9,17321
536 8 702 Close 06-08-2015 12:01:31 38,73238 9,17183
536 8 702 Open 06-08-2015 12:02:27 38,73465 9,17021
536 8 702 Open 06-08-2015 12:03:52 38,73316 9,16900

There is no direct link between the MAC address and the user, that identifies, but it
is possible to extract information regarding the individual’s habits and potential social
connections. Crossing this information obtained temporally with other information
(basically from logins through mobile devices in social network), it is possible to identify
the user through his terminal’s MAC. To avoid this we perform a hash function on each
MAC before we store the information, see Table 2.

Table 2. Colected user MAC address transformed by a Hash function for privacy issues

Timestamp Hash_mac
07-09-2015 19:01:40 e29eb50b762d4b7bcdf2cd1c4635f641
07-09-2015 19:01:41 b7bcb467ef889408315b9c7cd4183a5c

2.3 Data Processing at Cloud Server

AP data from client probe request and XtraN data are sent to a SQL database in a cloud
environment. All that data will be processed and related to produce a single table with
summarized data. This process of data correlation consists on the following steps:
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XTraN data from GPS and Door sensors are correlated in the time domain so that a GPS
position can be added for each door open/close event.

With the identified position, more information is added relating it with the static
XTraN data about the BUS routes and its stops, so we can identify the name and number
of that bus-stop (Fig. 3).

Fig. 3. Data correlation based on time and position

The WiFi data was previously filtered and has now one event per probe request and per
terminal, consisting basically from a hash code and a timestamp. This data will be
sampled in a timely manner and related with GPS and Door sensor events.

The advantage of this method is that practically we have a way of tracking individual
passenger’s routes and count them stop by stop. The chosen method for the counting is
by sampling WiFi data segment by segment. One segment is the distance in time or
space between consecutive stops. This distance gives the longest time sampling duration,
which is necessary to increase terminal detection chances, because of the unpredictable
probe request nature of the terminal WiFi scanning method. The drawback is when the
bus reaches the bus-stop where many passengers may be waiting for the bus and can be
counted as inside the bus (false positives). To solve this problem, several sampling and
filtering functions were implemented as described below.

Figure 4 resumes several use cases of passengers in and out of the bus among with
the two main sampling functions:

• by segment (from stop to stop, triggered by open door event), represented with blue
ellipses

• by location (bus stop area, centered on its GPS position), represented with orange
ellipses

Those functions were merged into one (intersection of the two) in order to avoid the bus
stop region. Two new variants functions were implemented in order to compare the
results, namely:

• Function A: sampling by segment minus a time-delta.
• time-delta is a user definable function parameter, in seconds, which will subtract

the time of door open event, avoiding the stop region in some cases. This method
is easy to implement and works even if no access to GPS information.

• Function B: sampling by segment until reaching the stop zone.
• stop zone is a user definable function parameter, radius in meters, from the stop

position center. The time of a matching bus GPS position is used as the sampling
end time, avoiding the stop region in all cases. This method works for all cases
but needs precise GPS information.
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Fig. 4. Sampling terminals use cases (Color figure online)

The Fig. 4 represents a subset of theoretical use cases we found initially to be prob‐
lematic to this project. The figure is split into three parts: bus state, WiFi terminals in
and out of the bus. For the WiFi terminals, we can have true or false detections and/or
true or false exclusions depending on when the terminal was detected regarding the bus
state and its position. For the outside of bus terminals, we are admitting that some can
be moving along with the bus – G and H use cases.

WiFi terminals are represented with “V” for the ones that in fact are in the bus and
with “X” for the ones that are out of the bus. The double dash “--” means that the terminal
did not sent any probe request for that sampling period. This exercise explores tow
sampling methods: by segment, between each door open activity (blue ellipses) and by
position, when the bus arrives and leaves the bus stop zone (orange ellipses). We are
representing with color letter green/red when a probe request is counted. Considering
that the main rule for a detection is having two consecutive counts, we represent a true/
false detection in green and a true/false exclusion in red. The presented use cases (which
do not address all possibilities) tries to explore the limits for a true and false detection/
exclusion which was very useful for the design of the sampling and filtering functions.
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3 Case Study

We performed tests during a week period in a series of buses. We chose buses with few
passengers to facilitate the manual counting and the manual identification of each route
path performed by each passenger. These requirements were made because we wanted to
evaluate our current proposal with real metrics. We chose routes with loops and nearby
stops (separated by a straight distance around 150 m), as the example of bus 400 shown in
Fig. 5.

Fig. 5. Bus route 400, bus stops and route path representation

In Fig. 6, we show a small extract of data collected by XtraN regarding GPS data and
door sensor. Process started with data collection, cleaning and store in a SQL database. Data
is available from the probe requests in AP, XtraN sensors door (open/close), timestamps and

Fig. 6. Data collected through XtraN regarding bus stop, GPS position, door sensor, Wifi data
after cleaning is sent to data base, then correlation process (special and temporal) and last process
is the transformation, filtering and discrimination towards final number of passengers in a bus or
their route path.
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GPS, bus route schedule and route information. Second process step is the temporal and
spatial correlation, where the output are hashed mobile device MAC address with informa‐
tion about the stop he gets in and out. Last process is the manipulation of this data towards
the information (number of passengers and route path of passengers).

3.1 Main Problems

Several field tests have been performed; we will highlight some of the major findings:

• Unpredictable nature of the terminal WiFi scanning for networks;
• Bus routes with route loops;
• Crowded areas near bus-stops.

There is no standard for active scanning for wireless networks. Each manufacturer
implements their method of WiFi scanning which may differ among operating system
software versions, device models, etc. Although we found that the majority of devices
make a probe each second in average, if the terminal is in active state (with active
processes which need internet access). In other modes like battery save mode or sleep
mode, or if all processes and applications that needs internet communication are disabled
(email, social networks, weather forecast, etc.) then it is most likely that the terminal
will not scan for WiFi networks even if WiFi interface is enabled. This pointed us into
the way of sampling the probe messages between stops, which gave us the maximum
time for terminal detection without compromising counting precision.

Nearby stops because route loops, as the example showed in Fig. 7, where the stops
identified by the numbers 7805 (8) and 2511 (10) are in a distance around 150 m.

Fig. 7. BUS route and stops at Oriente station (GPS data) (Color figure online)

To overcome these problems we used an algorithm based on the vector distance
between three consecutive stops which detects this kind of situations. If the sum vector
(dark green in Fig. 7) is smaller than a pre-defined distance - we used the minimum
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distance between stops of 300 m – it signals the system to use an extra segment to the
next stop. Based on this information, we apply the best filter: with 2 or 3 obligatory and
consecutive segments, at which a passenger must be detected to be considered inside
the bus.

Crowded areas near bus-stops are a big problem because they can introduce many
erroneous counting for bus passengers. It was clearly a zone to avoid and so we decided
to change the sampling function to anticipate the stop time. Two alternatives were
implemented and can be used exclusively, for instance:

– If GPS information is present and precise, we register the time when the bus enters
on the bus-stop zone, defined by a radius of 100 m. This time will be used as the
sampling end period - function B referenced in 3.3;

– If no precise GPS information is available, we use a fixed time interval of 10 s, which
subtracts the bus-stop open door time. This time will be used as the sampling end
period - function A referenced in 3.3.

3.2 Main Results

Figure 8 represents passenger counting for each segment of a route path (route no. 400,
ascending way). There are plotted 4 different curves, each one is the result for different
combinations of segmentation and filtering functions:

– Function A: sampling by segment minus a time-delta (10 s).
– Function B: sampling by segment until reaching the stop zone (100 m radius).
– 2 segment Filter: passenger valid only if present on 2 consecutive segments.
– 3 segment Filter: passenger valid only if present on 3 consecutive segments.

Figure 8 shows clearly that trying to avoid the stop zone does not help much on
crowded places, especially on a circular route path (stops 7 to 10). On the other hand,
applying the correct filter on this particular case - filter with 3 segments (light blue and
light green curves) - will help to discriminate the outlier terminals, filtering-out about
20 units. From the manual counting process, results from the table above shows an
average precision of 61 %, although the overall precision from all tests reached up to
70 %. Precision was defined by:

Precision = 1 −
|Real Counts − Inferred Counts|

Real Counts
(1)

Comparing the inferred counts with the real ones, we noted that there were terminals
that were not detected. This is probably caused by terminals in sleep mode or with its
WiFi interface disconnected. It could also be caused because in the sampling period the
terminal did not sent any probe request: since there is no standard in terms of frequency
of probe request messages – for each manufacturer, for each model and device version,
the behavior can be different. Another reason can be the exclusion of terminals that
eventually made only a few scarce probe requests, which did not comply with the
required filter parameters.
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Table 3 shows exactly the same information, in a tabular format, where we identify
the number of passengers per segment and associated precision.

The fact of choosing a route with too few passengers (necessary for manual counting)
implies that one unit error makes a big precision decrease.

Knowing the fact that not all people have smartphones, nor all smartphones have Wi-Fi
interface active, the results of this simple system based purely on passive terminal Wi-Fi
detection from an AP in monitor reached a precision of 70 %. This result was possible to
achieve thanks to the sampling and filtering methods used. The sampling functions used
maximises the detection time, so a probe request message can be detected and counted.

Fig. 8. Comparing different filters and segmentation functions for passenger counting (Color
figure online)

Also the filtering algorithms used were very effective to eliminate outlier terminals
that were not in the bus. This type of data collected anonymously represents huge data
sets that with correct data pre-processing and cleansing it is possible to extract for free
important user mobility patterns in a city. This approach on buses allows to collect public
transportation mobility data, times, day and route occupancy rate, identify route with
few passengers. This information is very important towards a public transportation and
towards user needs. Connectivity allows new opportunities as collaboration towards
traffic and bus arrival times and allows transport operators to deliver information
messages on time to their target population (passengers). We think this year we will be
able to run a large scale application at a public transportation operator at Lisbon.

Tracking Users Mobility at Public Transportation 233



Table 3. Comparing different filters and segmentation functions for passenger counting

#
Stop

BUS-STOP
origin

Filter function Real count Precision
2 segm. 3 segm. 2 segm. 3 segm.
Sampling function
A A B B

1 Rossio de Levante 4 2 2 2 4 50 %
2 Passeio Garcas 5 2 2 2 4 50 %
3 R. Ilha Amores 4 2 3 2 4 50 %
4 Cais Olival 3 2 3 2 4 50 %
5 Cais Olival 5 3 5 3 6 50 %
6 Av. Boa Esperanca 10 3 5 3 8 38 %
7 Av. D. Joao II 28 10 19 8 8 100 %
8 Oriente Station 31 10 25 8 4 0 %
9 Oriente Station 24 10 17 7 4 25 %

10 R. Caribe 11 3 7 3 3 100 %
11 Av Mediterraneo 9 3 5 3 3 100 %
12 Oceanario 15 5 8 4 3 67 %
13 Av Fernando Pessoa 10 4 6 4 3 67 %
14 H. Descobertas 7 4 6 4 3 67 %
15 Parque Nacoes Sul 6 3 5 3 3 100 %

172 66 118 58 64 61 %

4 Conclusions

We described a passive tracking system to acquire users’ habits in public transportation.
This approach applied to public transportation is new with several problems associated,
like the need for a significant number of users with Wi-Fi interface on, problems with
bus stops in route loops, and the problematic timing or scarcity of the probe request
messages. An approach to solve the false positive counting was introduced with adaptive
filtering techniques based on the detection of route loops. Also for maximizing the
passenger detection chances, the WiFi probe sampling was made between stops -
segment by segment. Our findings revealed that the proposed system has some draw‐
backs due to the passive nature of probing adopted, which are very dependant to the
terminal WiFi probe frequency: short trips are difficult to detect and the system may
incur on low precision for the exact origin and destination stop. The main advantage of
the proposed solution is a very scalable and low cost implementation that gives medium-
high precision of passenger habits to the bus route planners. Alternative methods will
be introduced to complement this approach, like the Bluetooth low emissions beacons
and the count based on camera image process. This last method is already in place in
some buses and was already been tested. This solution has a high precision and is very
expensive, but can be used to complement the proposed solution. This information and
the estimation of passengers in a public transportation are important information for a
better planning towards users’ effective needs. Wi-Fi can be also used to send
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information to passengers and all this collected data, if processed correctly, creates
useful information about users’ mobility patterns. We are aware that this passive
approach cannot give the exact number of passengers but the information extracted is
very useful.
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Abstract. In the last two decades, energy planning decision-making (EPDM),
especially the evaluation and prioritization of renewable energy sources (RES),
has attracted significant attention. The decision-making process is aligned with
several sources that can be uncertain, including incomplete information, limited
domain knowledge from decision-makers, and failures to provide accurate
judgments from experts. In this study, the Evidential Reasoning (ER) approach is
developed to manage the expanding complexities and uncertainties in assessment
problems. The ER approach is employed as a multiple criteria framework to
assess the appropriateness regarding the use of different renewable energy
technologies. A case study is provided to illustrate the implementation process.
Results show that using the ER approach when assessing the sustainability of
different RES under uncertainty allows providing robust decisions, which brings
out a more accurate, effective, and better-informed EPDM tool to conduct the
evaluation process.

Keywords: Renewable energy sources � Assessment problems � Uncertainty �
Evidential reasoning approach � Multiple criteria decision-making

1 Introduction

The efficient, clean, and renewable energy was distinguished as the key success to
strongly activate the sustainability vision for future life. The last two decades have seen
an important increased use of renewable energy sources (RES). Recently, resources such
as solar energy, wind power, hydropower, geothermal power, and biomass started to
effectively replace the conventional sources and to provide better resources use, better
cost-effectiveness, better efficiency, and better environment [2]. Despite the obvious
advantages of RES, they present considerable drawbacks, such as the discontinuity of
generation, as most RES depend on the climate. This is one of many reasons why their
exploitation requires complex design, planning, and control optimization methods [3].

Energy planning, exploitation, and management have attracted the attention of
decision makers for a long time. Typically, energy planning endeavor involves decision
makers investigating the exploitation of RES in a particular area to meet energy demand
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in an optimal manner. A great deal of research has already devoted to designing tech-
niques that aid in handling this set of energy planning decision-making (EPDM) prob-
lems. Particularly, to support the sustainability vision of energy, scholars have proposed
several decision-making tools. The latest advancements taking place in information and
communication technologies, decision support systems (DSSs) using multiple criteria
decision-making (MCDM) methods occupied the big part of the literature. According to
earlier literature reviews [4–7], MCDM methods have been applied to deal with the
complexity of renewable energy planning and policy, RES evaluation and prioritization,
projects selection, and environmental considerations. Decision-making for sustainable
energy planning and development requires methods that allow to handle complexities of
specific management situations, and to address uncertainties of long-term consequences.
EPDM involves many sources of uncertainty due to internal and external factors. Long
time frame planning, financial issues, as well as unknown future conditions need to be
considered [1]. In addition, EPDM problems especially decision makers judgments are
usually vague and prone to a high degree of uncertainty. In general, it is difficult for
decision makers to provide exact values in the evaluation data depending on different
criteria. Moreover, ambiguity, experts’ knowledge, and decision makers’ preferences
might be inadequate for a particular decision problem, which often lead to biased and
uncertain decisions with respect to the evaluated alternatives and criteria [1, 2, 9]. Fuzzy
techniques have been used recently for predicting the importance of energy
sources/systems under uncertainty [10]. During the past two decades, fuzzy approaches
such as fuzzy AHP, fuzzy ANP, and fuzzy VIKOR, and fuzzy TOPSIS have been
strongly used to deal with uncertainty in decision-making problems, especially to
examine the RES assessment problem [11–13].

Although much work has been done for RES assessment problem, the following four
practical issues were not fully addressed in literature and deserve more considerations.
(1) Incomplete and imprecise information exist in evaluation data. Reasons are mainly:
(i) the inability of decision makers to provide judgments with confidence due to the lack
of required knowledge, and (ii) the complexity of providing the exact statistics of optimal
RES. (2) Evaluation data could be in various forms, including quantitative information
(e.g., statistics, interval ranges, and probability distributions), and human qualitative
judgments (e.g., linguistic variables or grades). A complete assessment might include all
these forms of information. As a result, a comprehensive method is needed to deal with
these various forms in a unified format [14]. (3) To explore the relationship between
evaluation criteria and alternatives in EPDM problems, most existing works are classical
DSSs usually employed to only provide a final decision. Specifically, none of the pro-
posed models takes into consideration concrete knowledge about the relationship
between decision-makers preferences, the certainty of experts’ assignments, the selection
of criteria factors, and final decisions. (4) Fuzzy basedMCDM (FMCDM) approaches are
now being used in a wide range of applications in the renewable energy sector (e.g.,
energy systems, smart grid and micro-grid management applications, demand side
management, etc.). However, these solutions are classified as “complex” [10]. They
require specialists to run the process and to interpret the results. Besides, the application
of FMCDM in EPDM problems is questionable. The fact that dealing with a sensitive
strategic sector such as energy planning that requires allocating huge funds, time, and
resources with the decision-making tools based on only linguistic terms is an unsafe call.
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Furthermore, outcomes based on these decision models might be undesirable. They
should be referred as decision aid tools rather than decision-making tools.

Accordingly, for improved energy planning outcomes and optimal utilization of
RES under uncertain environment, and in view of all shortcomings discussed above,
this study proposes the application of a recently developed decision-making approach.
We propose to use the Evidential Reasoning (ER) approach [18] to assess potential
RES in a given area including explicitly dealing with incomplete information and under
ignorance, fuzziness, and vagueness. This paper is a step towards initiating a new
generation of intelligent, robust, and effective decision-making tools to deal with the
complexity of EPDM and to fully exploiting potentials from RES [19].

The rest of the paper is organized as follows. Section 2 gives the basic description
and identification of the RES assessment problem. Then, the ER approach will be fully
investigated in Sect. 3, including the identification of assessment attributes, the
determination of their weights, the ER distributed modeling framework, the description
of the recursive ER algorithm, and the utility based ER ranking method. Section 4
presents the examination of a real case study with real data using the proposed
approach. The paper is concluded in Sect. 5 with both discussions about features of the
ER approach and future works.

2 Problem Identification

In light of strong incentives for investment, technical potentials, and environmental
restrictions, the evaluation and selection of RES are multiple criteria analysis
(MCA) problems. One of the most challenging tasks in this area of research is how to
rationally handle various types of uncertainties, incomplete information in evaluation
data, and the subjectiveness in-group judgments [20].

To manage the expanding complexity and uncertainties in assessment problems, the
ER approach for multiple attribute decision analysis (MADA) is developed based on
evidence theory [21] and belief decision matrix [14]. Compared with other MCDM
methods, the ER approach is able to deal with the uncertainty and diversity originally
due to the deployment of the belief decision matrix to model the multiple criteria
problems. In a belief decision matrix, the performance of an alternative on a given
criterion is represented by a distribution instead of a single value as in a conventional
decision matrix [20]. For example, several experts were asked to assess different
sources of energy with respect to the relevant criteria in Turkey. Based on the evalu-
ation of the participants, the performance of “oil” option on the criterion “National
economic benefits” can be modeled by the following distribution [9]:

fðverylow; 22%Þ; ðlow; 44%Þ; ðmedium; 33%Þ; ðhigh; 0%Þ; ðveryhigh; 0%Þg ð1Þ

Using a conventional decision matrix to model this assessment problem means that
the above distribution is most likely to be estimated by a single value such as “low”,
which means that performance distributions of “oil” alternative on all other criteria may
also need to be estimated to single values. Such approximations introduce information
loss or distortion. Moreover, the accumulated imprecisions may impact the whole
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assessment analysis process to become unreliable. As a consequence, decision makers
may lose confidence in and become less committed to the decisions made on the basis
of such approximated or distorted evaluation values. Instead of a conventional decision
matrix, the belief decision matrix can deal with the above shortcomings, for modeling
MCA problems. The subsequent research on the ER approach demonstrates that the use
of the belief decision matrix also provides several additional advantages [14, 17, 18,
20, 22–24]. For instance, the belief decision matrix provides a novel structure to model
MCA problems, by assessing each alternative based on a two-dimensional variable
(i.e., as explained above, assessment grades and their associated degrees of belief)
while dealing with both quantitative and qualitative criteria with uncertainties, fuzzi-
ness, and even incomplete evaluation values.

The ER approach, as outlined in the following section, is designed to fully use
information in data from different sources with different type of uncertainties to gen-
erate rational, reliable, and informative decisions. The ER approach is discussed in
details in [18].

3 The Evidential Reasoning Approach for RES Assessment

The ER approach was proposed and developed to model various uncertainties on the
basis of decision theory and the Dempster–Shafer (D–S) theory of evidence [15–18].
ER approach allows mapping different formats of attributes using a unified distributed
modeling framework. The distributed assessment concept enables various types of
information to be incorporated into a decision-making process without pre-aggregation,
in contrary to the single assessment value approaches [27]. As a consequence, a belief
decision matrix concept was conceived. Each attribute is characterized by a set of
collectively exhaustive assessment grades and probabilistic uncertainty. Then, the D–S
combination rule of evidence is modified and used to aggregate the assessment attri-
butes. The ER approach has been widely used in various areas such as motorcycle
evaluation [18], bridge condition assessment [23], nuclear waste repository assessment
[20], environmental impact assessment [22], weapon system capability assessment
[14], and recently in a combined medical quality assessment [24]. Due to the dis-
tributed modeling capability and belief structure, we chose the ER to model the RES
assessment problem. This consists of five main parts: (1) the selection of assessment
attributes (2) the determination of weights and assessment grades for each attribute
(3) the identification of the distributed modeling framework (4) the application of the
recursive ER analytical algorithm for aggregating multiple assessment attributes and
finally, (5) the prioritization of RES in terms of their overall assessment performances
using the concept of expected and interval utility based ranking method. The following
sections discuss the previous five main components of the ER approach.

3.1 Identification of RES Assessment Attributes

A set of criteria or generally referred as attributes need to be first investigated and
carefully identified. These attributes enable a comparison of the alternatives from
different perspectives. Several examples from studies in the literature have already tried
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to capitalize all existing attributes used to compare different RES (e.g. [5]). However,
only a few works proposed to deal with both quantitative and qualitative criteria under
uncertainty [8]. For comparison reasons and as a basis for formulating the attributes and
evaluation data, we chose [8]. Eleven renewable energy technologies have been
identified from the Scottish Government’s 2020 route map for renewable energy [26]
including onshore wind, offshore wind, hydropower, wave power, tidal power,
geothermal power, photovoltaic, solar thermal, dedicated biomass, energy-from-waste,
heat pumps. The evaluation data used in this study represents the maturity scores
assigned to each technology and these have been determined based on literature
information and through dialogue with relevant stakeholders as explained in [8]. Nine
attributes are selected comprising three different levels of assessment: technical,
environmental and socio-economic. The selected attributes are summarized in Table 1.
The values and associated ranges for each selected attribute assigned to the different
renewable technologies are given in detail in [8].

3.2 Determination of Weights and Assessment Grades

The identified attributes usually have different importance and play different roles in the
assessment process of RES. Some of them are crucial, some of them are very important,
some of them are important but not very important or crucial compared with the others.
In this study, we assume that all attributes are equally important and they have therefore
been assigned uniform weights [8]. We should notice that the focus here is specifically
on the uncertainty in attributes performance values not on the applied weights, as in [8].
On the other side, assessment standards or generally known as evaluation grades need to
be defined. There were several evaluation grades examples proposed and defined
depending on the domain problem. Some studies have used 0 or 1 (i.e., yes or no) as a
rating concept, some used good and worst to describe the performances, whilst others
used three assessment grades: good, fair, and poor. What kind of standards should be
used depends on the requirement from the problem at hand. The most used and preferred
evaluation grades in the literature are: worst (W), poor (P), average (A), good (G), and
excellent (E) (see e.g. [24]). So, for simplicity reasons, we propose to use the same set of
evaluation grades in this study.

Table 1. Overview of the selected attributes [8].

Attribute Level Unit Optimize*

Potential total power generation Technical TW h/yr Maximize
Technology maturity Technical Qualitative (1-5) Maximize
Reliability of energy supply Technical Qualitative (1-5) Maximize
Greenhouse gas emissions Environmental g CO2 eq/kW h Minimize
Impacts on amenity Environmental Qualitative (1-5) Maximize
Area requirements Environmental m2/kW Minimize
Leveled energy cost Socio-economic £/MW Minimize
Contribution to economy Socio-economic Qualitative (1-5) Maximize
Social acceptability Socio-economic Qualitative (1-5) Maximize

* Optimize refers to whether a high or a low value for a given attribute is preferred.
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3.3 The ER Approach

After identifying assessment attributes, weights, and grades, we are qualified now to
employ the ER approach to aggregate evaluation data. Firstly, suppose we have N
alternatives A ðA1;A2; . . .;ANÞ that need to be appraised or ranked based on L attributes
or criteria C ðC1;C2; . . .;CLÞ, the lth attribute Cl ðl ¼ 1; 2; . . .; LÞ can be either quan-
titative or qualitative, and each attribute Cl can be assessed through a set of M
assessment grades G ðG1;G2; . . .;GMÞ which are assumed to be collectively exhaustive
and mutually exclusive. As mentioned in Sect. 3.2, the attributes may be of different
importance, and attribute weight xl ðl ¼ 1; 2; . . .; LÞ can be used to denote such
unequal importance if it exists. In addition, these weights should meet the condition of
xl �O and

PL
l¼1 xl ¼ 1. bml ðm ¼ 1; 2; . . .;M; l ¼ 1; 2; . . .; LÞ denotes the degree of

belief in the mth assessment grade Gm on assessment of the lth attribute Cl, it can either
be subjective if it quantifies a “personal belief” or objective if it is a computed prob-
ability on the basis of recorded data [24]. Next, a belief decision matrix can be used to
represent the performance assessment of the given problem modeled by the ER
approach as shown in Table 2 [18]. Based on the belief decision matrix, the ER
algorithm can be used to aggregate the distributed assessments of all attributes and
generate an overall assessment of each alternative. The recursive ER algorithm as
follows [16, 18]. First, transform the degrees of belief bml ðm ¼ 1; 2; . . .;M; l ¼
1; 2; . . .; LÞ into basic probability mass by combining the relative weights and the
degrees of belief using the following equations:

mm;l ¼ xlbml ð2Þ

mG;l ¼ 1�
XM

m¼1
mm;l ¼ 1� xl

XM

m¼1
bml ð3Þ

�mG;l ¼ 1� xl ð4Þ

~mG;l ¼ xlð1�
XM

m¼1
bmlÞ; ð5Þ

where mG;l ¼ �mG;l þ ~mG;l for all l ¼ 1; . . .; L and
PL

l¼1 xl ¼ 1: mm;l represents the
basic probability mass of Cl being assessed to the assessment grade Gm. Furthermore,
the probability mass assigned to the grade set G, which is unassigned to any individual
attribute, is the sum of two parts: �mG;l caused by the relative importance of the lth
attribute Cl and ~mG;l which reflects the importance of the lth attribute Cl. Then, all the L
attributes are aggregated to generate the combined degree of belief in each possible
grade Gm: Suppose mm;SðlÞ is the combined degree of belief in Gm by aggregating the
first l attributes ðC1;C2; . . .;ClÞ, and mG;SðlÞ is the remaining degree of belief unas-
signed to any grade. Let mm;Sð1Þ ¼ mm;1 and mG;Sð1Þ ¼ mG;1. Then, the overall com-
bined degree of belief bm in Gm is calculated as follows:

Gmf g : mm;Sðlþ 1Þ ¼ KSðlþ 1Þ½mm;SðlÞmm;lþ 1 þmm;SðlÞmG;lþ 1

þmG;SðlÞmm;lþ 1�; l ¼ 1; 2; . . .;L� 1mG;SðlÞ ¼ �mG;SðlÞ
þ ~mG;SðlÞ; l ¼ 1; 2; . . .;L

ð6Þ
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Gf g : ~mG;Sðlþ 1Þ ¼ KSðlþ 1Þ½~mG;SðlÞ ~mG;lþ 1 þ ~mG;SðlÞ �mG;lþ 1

þ �mG;SðlÞ ~mG;lþ 1�; l ¼ 1; 2; . . .;L� 1
ð7Þ

Gf g : �mG;Sðlþ 1Þ ¼ KSðlþ 1Þ½�mG;SðlÞ �mG;lþ 1�; l ¼ 1; 2; . . .;L� 1 ð8Þ

KSðlþ 1Þ ¼ 1�
XM
m¼1

XM
t¼1

mm;SðlÞmt;lþ 1

t 6¼m

" #�1

; l ¼ 1; 2; . . .;L� 1 ð9Þ

Gmf g : bm ¼ mm;SðLÞ
1� �mG;SðLÞ

;m ¼ 1; 2; . . .;M ð10Þ

Gf g : bG ¼ ~mG;SðLÞ
1� ~mG;SðLÞ

ð11Þ

bG represents the remaining belief degrees unassigned to any Gm. It has been
proven that

PM
m¼1 bm þ bG ¼ 1 [18]. As a result, the aggregated assessment can be

denoted by OðCl; l ¼ 1; 2; . . .;LÞÞ ¼ fðGm; bmÞ;m ¼ 1; 2; . . .;M; l ¼ 1; 2; . . .;Lg.
The ER approach gives the opportunity to identify weak areas together with strengths
for each alternative based on the distributed assessment of each attribute. In addition, to
rank alternatives based on one or all attributes, a single score to represent the perfor-
mance of each alternative is given. The distributed assessment results discussed above
may not be directly used for ranking purpose. To do so, the concept of expected utility
to generate a numerical value from each distributed assessment was proposed [18]. The
next sub section describes the concept of the expected and utility interval.

3.4 Alternatives Ranking

As aforementioned in Sect. 3.3, there may be situation where distributed assessments
are not sufficient to demonstrate the difference between two alternatives. The concept
of expected utility is used to overcome such problematic. As defined in [18], we
suppose that uðGmÞ is the utility of the grade Gm with:

Table 2. A belief decision matrix of the ER approach.

Evaluation grades Belief degrees
x1ðC1Þ x2ðC2Þ . . . xlðClÞ . . . xLðCLÞ

G1 b11 b12 . . . b1l . . . b1L
G2 b21 b22 . . . b2l . . . b2L

..

. ..
. ..

. . . . ..
. . . . ..

.

Gm bm1 bm2 . . . bml . . . bmL

..

. ..
. ..

. . . . ..
. . . . ..

.

GM bM1 bM2 . . . bMl . . . bML
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uðGmþ 1Þ[ uðGmÞ if Gmþ 1 is preferred to Gm ð12Þ

If all assessments are complete and precise, then bG ¼ 0 and the expected utility of
the attribute y can be used for ranking the alternatives, and given as follows:

uðyÞ ¼
XM
m¼1

bmuðGmÞ ð13Þ

An alternative a is preferred to another alternative b on y if and only if
uðaÞ[ uðbÞ. On the other side, if any assessment for the attribute is incomplete, it will
be proven that GH [ 0. This means that the likelihood to which y may be assessed to
Gm is not unique and can be a value in the interval bm; ðbm þ bGÞ½ �. In such circum-
stances, [18] define three measures to characterize the assessment for y, namely the
minimum, maximum and average expected utilities. If all assessments OðClÞ are
complete, then bG ¼ 0 and uðyÞ ¼ uminðyÞ ¼ uavgðyÞ ¼ umaxðyÞ ¼ 0. Interested
readers may refer to [18] for more details about the concept of expected and interval
utility and the ranking of alternatives.

4 Results

The ER approach as explained above allows solving the RES assessment problem. As
already mentioned in Sect. 3.1, we chose [8] as basis for data collection and
comparison.

4.1 Analysis

We conducted the data aggregation using the ER approach step by step as follows.

Step 1: Transform numerical values from quantitative attributes to assessment
grades with a belief structure.

To transform numerical values to distribute assessments with belief degrees, [24]
proposed to calculate the benchmark values of E, G, A, P, and W grades for each
attribute. For this purpose, they proposed a pragmatic method for transforming
numerical values to assessment grades with a belief structure. Based on the data
evaluation from [8], we should compute the minimum (denoted by a), the 25th per-
centile ðbÞ, the 50th percentile ðcÞ, the 75th percentile ðdÞ and the maximum ðeÞ for
each attribute. As Table 1 indicates, there are both attributes to maximize and others to
minimize. In [24], authors proposed to work only with minimizing attributes. In our
case, we will explain briefly how to transform maximizing values to assessment grades
with a belief structure. To do so, bigger attributes values mean better performance.
Then the set of computed a; b; c; d, and e values for each attribute are used as
benchmark values at E, G, A, P, and W grades respectively. Let z be a numerical value
of an attribute and a; b; c; d and h represent the degrees of belief in E, G, A, P and W
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grades respectively after transforming numerical value z to assessment grades. For
instance, if z is less than the benchmark value at W grade ðz\eÞ, then the attribute can
be definitely assessed as W grade, and z can be transformed to assessment with belief
degree of 1 ðh ¼ 1Þ associated with worst. Belief degrees assigned to other grades: E,
G, A, and P are all set to be 0 ða ¼ 0; b ¼ 0; c ¼ 0; d ¼ 0Þ. Another illustrative
example is: if z is equal or greater than the benchmark value for the W grade and less
than the benchmark value for the P grade ðe� z\dÞ, then z can be transformed to
assessment with belief degrees ðh ¼ ðd � zÞ=ðd � eÞÞ and (d ¼ 1� h) associated with
the W and P grades respectively. Belief degrees assigned to the other grades: A, G, and
E (a ¼ 0; b ¼ 0; c ¼ 0). This process continues until we transform each numerical
value on a belief degree structure. Finally, we should notice that all assessments in this
study are complete.

Step 2: Apply the ER approach to aggregate attributes.

Before data aggregation, we assigned equal weights to all attributes as mentioned in
Sect. 3.2. The Java SE environment was used to develop a computerized program to
calculate and aggregate all attributes automatically. Moreover, as already mentioned,
the ER has the ability to assess the performance of alternatives while taking into
consideration each evaluation level separately. Figure 1 shows overall performances of
the eleven alternatives while considering each level separately. After aggregating
evaluation performances from all attributes in the three levels (i.e., technical, envi-
ronmental, and socio-economic), we obtain distributed assessments about each
renewable energy technology as shown in Table 3.

Step 3: Rank the eleven renewable technologies.

To rank different renewable technologies, it is necessary to generate numerical
values that reflect the overall performances from the distributed assessments. As a
consequence, the utilities of individual assessment grades need to be defined first [18].
More specifically, we assigned a performance score of 100 to excellent, 80 to good, 55
to average, 30 to poor, and 0 to worst. In this way, a distributed assessment can be
transformed to a performance score (see Fig. 2). Finally, we present in Fig. 3 the final
ranking of the renewable technologies on the basis of the computed scores.

4.2 Discussion

Figure 1 shows the distributed assessments of the eleven alternatives on each level
separately. When considering each level separately this might help decision makers to
obtain a clear vision of each alternative based on different perspectives. In addition,
these results allow the decision-maker to directly examine with increased confidences
which of the alternatives are the best or worst options given the selected level. For
instance, considering the technical level, it is obvious that the hydro-power, geother-
mal, and solar thermal are the technologies with the most interesting technology
potentials whilst the energy-from-waste (EfW), biomass, tidal, and wave are immature
choices. Moreover, the environmental level confirms that all the eleven renewable
technologies are green and clean energies since all results are positive, with a small
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Fig. 1. Distributed assessments for each level separately (Color figure online).

Table 3. Overall performances of the eleven renewable technologies.

Renewable technology Distributed assessment

Onshore wind (W, 0.00%), (P, 16.88%), (A, 28.69%), (G, 14.96%), (E, 39.46%)
Offshore wind (W, 0.00%), (P, 0.00%), (A, 27.02%), (G, 46.65%), (E, 26. 31%)
Hydro power (W, 7.08%), (P, 6.01%), (A, 10.78%), (G, 31.42%), (E, 44.68%)
Wave (W, 4.50%), (P, 9.61%), (A, 15.54%), (G, 43.93%), (E, 26.40%)
Tidal (W, 4.54%), (P, 9.68%), (A, 20.54%), (G, 40.65%), (E, 24.57%)
Geothermal (W, 9.07%), (P, 0.37%), (A, 11.59%), (G, 35.12%), (E, 43.82%)
Photovoltaic (W, 4.43%), (P, 13.11%), (A, 12.22%), (G, 9.83%), (E, 60.38%)
Solar thermal (W, 6.98%), (P, 6.92%), (A, 16.58%), (G, 11.62%), (E, 57.86%)
Dedicated biomass (W, 5.52%), (P, 12.58%), (A, 25.39%), (G, 45.88%), (E, 10.61%)
Energy-from-waste (W, 8.32%), (P, 4.21%), (A, 16.30%), (G, 50.37), (E, 20.78%)
Heat pumps (W, 6.46%), (P, 2.15%), (A, 5.21%), (G, 36.46%), (E, 49.70)

Fig. 2. Expected utilities of the eleven renewable technologies

Fig. 3. Ranking of the eleven renewable technologies (Color figure online)
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superiority for solar thermal, PV, heat pumps, and geothermal energy. The EfW and
biomass are extending low performances even for this level. Furthermore, the
socio-economic level presents the same conclusion as in the environmental level since
the majority of renewable technologies can strongly contribute to the economic
development and to the benefit of several parts, from community members, govern-
ments, until private sector investors. Although, we should mention the slight superi-
ority of some RES such as heat pumps, photovoltaic, tidal, and wave. Moreover, the
aggregated distributed assessments in Table 3 and the expected utilities in Fig. 2
confirm the analysis explained above (i.e., analysis based on each level separately).
Heat pumps and offshore wind are the best options, whilst biomass and EfW are the
least preferred options. However, it is still difficult to distinguish which alternative is
the best or the worst without using the expected utility of each alternative as a
numerical score to rank them (since all assessments are complete). Figure 3 represents
the ranking provided by three different approaches: the ER approach implemented in
this study, the MCA using the best estimate criteria values from [8], and MCA using
10,000 Monte Carlo simulations (MCSs) to deal with uncertainty in attributes values
variations over the estimated ranges from [8] too. Attribute values were defined by
probability distributions and MCS has been used to run the MCA [8]. We note that
there is a strong consensus between the ranking provided by the ER approach and the
one using the 10,000 MCSs. When all attributes are considered equally important heat
pumps, offshore wind, PV, and solar thermal are all the best options, while biomass and
EfW are the least favored options based on the selected nine attributes. Thus, there is a
complete disagreement on the rank considered for geothermal in both approaches.
The MCS ranked the geothermal as the 9th best option while the ER approach ranked it
as the 3th best option, which seems more reasonable due to the good performances of
this renewable technology as discussed above in all the three levels. In addition, this
result agrees well with the findings from a recent MCA study by [25] in which it is
concluded that geothermal is one of three RES that offer the most overall benefits.
However, when using the MCA based MCSs as indicated in [8], within the range of
possible attributes values, almost any ranking of the eleven technologies is possible,
which is confirmed when all of the technologies have been found to be the most and the
least favored option in some of the simulations, which is not the case when using the
ER approach, only a single ranking scenario is provided. The objective when using the
MCS approach is, however, to show the uncertainty in the ranking explicitly not to
explicitly deal with this uncertainty. Thus, proposing to overcome this uncertainty in
attribute values while producing another uncertainty issue is not reasonable. This is
what explicitly explained by [8] authors: “Multi-criteria decision-making models, like
the one developed here, can be used to assess, compare and rank different renewable
energy technologies … Such models can therefore be useful for informing the selection
of the most suitable renewable energy technology for a given area or location …
However, the results from this study also demonstrate a clear limitation in the use of
MCA for assessing and comparing the sustainability of different energy technologies
and/or schemes due to the many uncertainties involved.” The distributed assessment
framework which is the core of the ER approach eliminates such uncertainties to arise,
from the first step which is the selection of assessment attributes until the final one
which is the prioritization and ranking of alternatives.
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5 Conclusion

The ER approach using belief structure and belief decision matrix can provide an
appropriate and transparent MCDM approach not only for the selection and evaluation
of available resources of energy but also for renewable energy management and other
EPDM activities in general. Even if it will rarely be possible to obtain exact rankings of
RES due to the large uncertainties associated with the evaluation data, the ER approach
in contrast to existing MCA approaches is, therefore, applied to careful drawing
conclusions and to explicitly address the associated uncertainties and sensitivities. In
this paper, we have developed an (ER) approach as a multiple criteria framework to
assess the appropriateness regarding the use of different renewable energy technologies
and to manage the expanding complexities and uncertainties in assessment problems.
A case study illustrates the implementation process. Results show that using the ER
approach when assessing the sustainability of different RES under uncertainty allows
providing robust decisions, which brings out a more accurate, effective, and
better-informed EPDM tool to conduct the evaluation process.

In our future research, an intelligent web decision-making system will be devel-
oped, to automatically assist decision makers in EPDM problems using the ER
approach. This tool might also be used to extract attributes and their associated weights,
acquire expert judgments, collect decision-makers views and appreciation via an
interactive user-friendly platform, and to finally produce in a representative form the
assessment results.
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Abstract. Assistive technologies help users with disabilities (physical,
sensory, intellectual) to perform tasks that were difficult or impossible
to execute. Thus, the user autonomy is increased through this technol-
ogy. Although some adaptation of the user might be needed, the effort
should be minimum in order to use devices that convey assistive func-
tionalities. In cognitive disabilities a common diminished capacity is ori-
entation, which is crucial for the autonomy of an individual. There are
several research works that tackle this problem, however they are essen-
tially concerned with user guidance and application interface (display
of information). The work presented herein aims to overcome these sys-
tems through a framework of Speculative Computation, which adds a
prediction feature for the next move of the user. With an anticipation
feature and a trajectory mining module the user is guided through a
preferred path receiving anticipated alerts before a possible shift in the
wrong direction.

1 Introduction

Cognitive disability is a broad concept which includes different intellectual or
cognitive deficits. These deficits may be present from birth (like birth defect) or
may be acquired later (like traumatic brain injury). More precisely, this term is
used to define a person who has more difficulties in one or more types of mental
tasks when compared to an ordinary person [17]. A disability may be present
in several levels of incidence, varying from mild to extreme. An individual with
severe or extreme cognitive disabilities needs constant assistance throughout his
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everyday life whereas a mild to moderate disabled person may be capable of
having an independent life, only requiring some assistance in certain activities.

Assistive technology aims to increase, maintain or even improve functional
capabilities of a person with disabilities [1]. A mental task commonly affected
is orientation, which is imperative for an independent life. Thus, it is necessary
to have technologies that assist the user during his travel between home and
office/school. Using an orientation device the user is sufficiently autonomous
to travel between his current location to a predefined destination. Current
approaches focus essentially on the guidance activity, giving more attention to
the information display and to the communication with a caregiver [5,9,11].

This work proposes an orientation system that, besides guiding the user, tries
to anticipate possible mistakes. An alert is triggered when the user is expected
to make a wrong turn in his path. In order to adapt the system to the user it
is also included an trajectory mining feature so it is possible to calculate a path
that is preferred by the user (which may not be the shortest one).

This paper is organized as follows. Section 2 briefly presents related work
concerning orientation systems for people with cognitive disabilities. Section 3
provides a description of the orientation system giving emphasis to new develop-
ments on the Speculative Module and Trajectory Mining Module. The Specula-
tive Module that hosts the framework for Speculative Computation is explained
in Sect. 4. On Sect. 5 the Trajectory Module used to get a path according to the
user’s preferences is described . Finally, conclusions are drawn and future work
considerations are made in Sect. 6.

2 Related Work

The works described in [5,9,11] are examples of three different orientation meth-
ods for people with cognitive disabilities. In these examples the main goal is to
guide a person outdoors from the current location to a predefined destination.
The difference between them resides in how this is done, but all are particularly
focused on the user interface. Thus, they lack the predictive capabilities which
would allow them to anticipate wrong user actions and apply necessary measures
to avoid them, and the capability of adjusting the path to user preferences.

The technological development of smartphones brought more portability to
the user since it became possible to execute applications in small and portable
devices. These devices are specially important to people with cognitive disabil-
ities since it is through them that the user may contact his caregiver. In order
to execute an application to guide the user, the developers have to pay special
attention to the interface [8].

With the goal of guiding cognitive disabled people and considering the sys-
tems interface, Carmien et al. [5] developed an application that enables the user
to travel using a public transportation system reducing the effort needed to
understand complex transportation maps. While the user is travelling, a per-
sonal travel assistant ensures that the user has taken the correct bus, alerting
him otherwise.
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Liu et al. [11] focused their research on the display of instructions. They used
static pictures with overlaid arrows (or highlighted areas in an image), audio
and/or visual messages to guide the user. Their objective was finding the best
way of providing the directions to the user using either static pictures reflecting
user perspectives with landmarks that are easy to find or visual/audio messages
whenever an image is not available.

A different approach was used by Fraunhofer Portugal in the AlzNav orienta-
tion system [9]. This system used an arrow that resembles a compass to guide the
user. Thus, the user has to interpret the information presented on the device’s
screen. Besides the compass, the user has also information about the street he is
and the distance he should travel in the calculated direction. This systems has
also a monitoring system enabling caregivers to know the current position of the
user through a SMS.

The previously presented approaches tackle some important aspects of ori-
entation systems for people with cognitive disabilities. However there are some
features that should be considered in order to make the system adaptable to
the user and not the other way around. Predicting user steps is a big advan-
tage for this type of system since it is possible to identify critical points in a
certain path and alert the user before he makes a mistake. If the system is able
to predict when an error will occur, it can issue an alert to the user reinforcing
the right path. Another important feature is the ability to adjust the path to
the user since he may prefer to travel for a longer but preferred path instead of
taking the shortest one. These are the kind of features proposed in this work.
The goal is to develop an orientation system that adapts to the user, maximizing
his autonomy and consequently his independence.

3 System Description

CogHelper is an ongoing project [14–16] with two main goals: provide an efficient
orientation system for people with cognitive disabilities and provide a tracking
system for caregivers. The former is accomplished through an augmented reality
interface so users only need to align the mobile device with the correct travelling
path in order to see a green arrow indicating the right direction. The latter
enables caregivers to know in any time the current position of the person with
disabilities.

The orientation method under development is conceived for outdoors which
has been fully described in [13]. The core of the system is considered to be fully
developed, i.e., both applications for caregivers (mobile and web), the webser-
vices (running on the server) needed in order to assure communications between
applications, the database, and finally the mobile application for the person with
cognitive disabilities. At this point this application uses augmented reality for
the orientation and the selected path is the shortest one (not being adapted to
the user as proposed in this paper).

The primary target of CogHelper system is people with cognitive disabilities.
Thus the mobile application intended to this audience is composed by four lay-
ers (see Fig. 1), each with specific functions. The Information Layer stores the
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information for the normal execution of the application (like user data and his
contacts). In the Localization Layer the current user position is retrieved from
the GPS module of the device (or from the network) and is used by the Nav-
igation Algorithm. To this information is added data gathered from the device
sensors, like the camera, magnetic sensor and accelerometer (enabling the sys-
tem to compute the device’s direction), which are used by the decision algorithm
to ensure the user is travelling in the correct path. All information is then pre-
sented to the user through the user interface (under the System input/output).
A detailed description of previously cited modules is done in [14]. Being an ongo-
ing project, CogHelper is being improved with new modules in order to give the
system an adaptability feature. The Trajectory mining and Speculative Module
components (depicted in Fig. 1) are responsible for the adaptability of the system
to the user.

Fig. 1. Information layers of the CogHelper module for people with cognitive
disabilities

The Trajectory mining component generates a path that is preferred by the
user (which may not be the shortest one), i.e., the path is calculated according to
the preferences of the user (historic data from previous uses of the application).
The Speculative Module ensures that the user is travelling in the correct path
alerting him otherwise. These modules are described in more detail in Sects. 5
and 4, respectively.

Moreover, one cannot exclude the development of additional features, such
as the ones described in [6], in order to detect other user activities, namely fall
detection.
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4 Speculative Module for Users with Cognitive
Disabilities

The Speculative Module under the mobile application for people with cognitive
disabilities has the objective of predicting the next step of the user (when using
the orientation system) and use that prediction to set the information that should
be displayed to the user (alert/warning or acknowledge messages). The execution
of the Speculative Computation resembles an interface between the rules with
the instructions for the correct path, the set of default values (predictions about
user travels from one location to another), and real information returned by
information sources (informing the real journey of the user).

Through the use of this module the system continues its execution using a
default value (whenever the real information is missing) or using the real one
(returned from the information sources). Thus, the system does not enter an idle
state when there is missing information. It tries to generate a tentative solution
for the problem, which is revised when the real information is received (to verify
if the default value is consistent with the real one).

For the execution of the Speculative Computation module the computation
changes between its normal execution phase (Process Reduction Phase) and
temporarily to a revision phase (Fact Arrival Phase) to revise the computa-
tion according to the received values. The initial information, before execution,
represented in the Speculative Computation framework includes:

1. All the possible paths between two points, in the form of connections between
intermediary points, as facts in the knowledge base;

2. The transitions between points usually performed by the user as default val-
ues;

3. Information of whether a point is included or not in the recommended path
as default values;

4. A set of rules that structure the derivation of the path the user is likely to fol-
low given the information during execution and the issuing of alerts/warnings
in case of a potential mistake;

At the beginning of the computation, when there is no information regard-
ing the actual position of the user and his transitions between the most rele-
vant points, the defaults are used in the Process Reduction Phase to build the
most likely path, step by step, and issue the warnings for potential mistakes or
acknowledgements of correctly taken steps. A warning is issued whenever a user
is likely to take the wrong path, which may happen when the defaults tell the
computation that the user will make a transition to a point not included in the
correct path. Through Fact Arrival, the GPS sensor and a recognizer inform the
Speculative Module of the actual transitions of the user and whether the points
are indeed part of the correct path or not. If the user actually moves to a point
not included in the correct path, the recognizer re-calculates the path to the
destination and a point previously out of the correct path may suddenly become
part of the new path. Fact Arrival Phase is the mechanism through which this
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information is updated and the tentative paths produced for a user are adjusted
and improved.

Items 1, 2, and 3 from the list above are obtained from a Trajectory Mining
Module. Item 1 corresponds to the calculation of the possible paths between two
points, producing a reduced graph, with only the most relevant points an the
connections between them. Item 2 is obtained from the pattern mining of the
trajectories usually taken by the user, reflecting his walking habits. Finally, item
3 corresponds to the calculation of the recommended path between the point of
origin and the destination, expressed in the form of intermediary points included
in the route. It is also stated which points are not included in this route. As an
example, one can consider the graph of Fig. 2, in which the objective is for the
user to move from node 1 to node 3. From the Trajectory Mining Module it is
possible to know that the user usually moves from 1 to 2, from 2 to 3, but also
from 3 to 4, from 4 to 5, from 5 to 6, and from 6 to 3. Additionally, it is possible
to determine that nodes 1, 2, and 3 are part of the shortest path, while node 4 is
obviously not. However, since the user, when in node 2, usually moves to 4, this
is identified during Process Reduction as a point where a mistake may happen
and, as a result, a warning is issued. If, during Fact Arrival, it is confirmed
the user indeed moves to 4, this node becomes now part of the route and the
alternative path including 5 and 6 is selected. Although simple, this example
illustrates the role of the Speculative Module in producing instructions for the
user and preventing mistakes in his path.

Fig. 2. Possible ways to travel between locations 1 and 3.

Below there is a logic program that represents the formalization of the prob-
lem depicted in Fig. 2 and the situation described above according to the Spec-
ulative Computation Framework for Users with Cognitive Disabilities. Its com-
ponents include: Σ, a representation of existing system modules responsible for
providing information; E , the predicates which represent the necessary infor-
mation to derive the path of the user; Δ is the default answer set and con-
sists in a set of default values; A, a set of abducible predicates; and P is a
logic program with a set of clauses. In the logic program given below the literal
path(a, b) denotes that there is a physical connection between the locations a
and b, thus the user may travel between them. The literal show next point is
used to indicate that the system must show the next location to which the user
should travel. This location may be an intermediate point or the final destination.
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Whenever the user travels in the wrong direction the literal show user warning
is activated indicating to the system that it must alert the user. In the set E
there are the predicates user travel(a, b) (which states that the user will travel
from location a to location b) and included(a) (to indicate if a location a is part
of the route). The values for these predicates are asked from the information
sources gps sensor and recognizer, respectively. The former verifies if the user
is travelling from point A to B. The latter checks if point B is included in the
set of valid locations.

– Σ = {gps sensor, recognizer}
– E = {user travel, included}
– Δ = {user travel(1, 2)@gps sensor, user travel(2, 3)@gps sensor,

user travel(2, 4)@gps sensor, user travel(4, 5)@gps sensor,
user travel(5, 6)@gps sensor, user travel(6, 3)@gps sensor,
included(1)@recognizer, included(2)@recognizer,
included(3)@recognizer, ∼ included(4)@recognizer
included(5)@recognizer, included(6)@recognizer,

– A = {show next point, show user warning}
– P is the following set of rules:

guide(A, A) ← .
guide(A, B) ←

path(A, F ),
show next point(F ),
user travel(A, F )@gps sensor,
guide(F, B).

guide(A, B) ←
path(A, F ),
user travel(A, F )@gps sensor,
show user warning(F ),
guide(F, B).

path(1, 2) ← .
path(2, 3) ← .
path(2, 4) ← .
path(4, 5) ← .
path(5, 6) ← .
path(6, 3) ← .

– I denotes the following set of integrity constraints or invariants:
⊥←

show next point(F ),
∼ included(F )@recognizer.

⊥←
show user warning(F ),
included(F )@recognizer.

5 Trajectory Mining Module

Advances in mobile computation (e.g., smartphones) and in location-acquisition
methods (e.g., GPS module) enabled the gathering of massive spatial trajectory
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data, which, in turn, has raised the interest of researchers in trajectory data
mining [19]. According to [7] there are three important attributes when con-
sidering Behavioural Pattern Mining: location, trajectory and behaviour. The
first attribute considers the extraction of important user locations (like home or
office). The second one considers the trajectory modeling through the extraction
of regular routes. The last attribute emphasizes the extraction of behavioural
patterns. Thus the system may be able to predict the user’s destination through
his current path.

Through active recording (the user location is logged only when the applica-
tion is running) it is possible to obtain the position of the user. However there
are a few steps that precede the trajectory pattern mining like trajectory data
preprocessing and trajectory data management [19].

Fig. 3. Generation of default values schema

For the mining module operation it is important to consider the existence
of user historic data. When the user is using CogHelper for the first time (thus,
there isn’t any information about his travelling habits) the system calculates
the shortest path and uses it as input for the speculative computation module
in order to guide the user. When there is available information about the user,
the mining module extracts similar routes according to the current user location
and the intended destination and use them for the trajectory pattern mining.
Ending this process the data is sent to the speculative computation module
(as default values) so the system is able to guide the user. Before applying the
pattern mining the retrieved data need to be preprocessed. An illustration of
this process is presented in Fig. 3.

5.1 Data Preprocessing

In a first step (trajectory data preprocessing) it is important to remove the noise
from each collected position (Fig. 4a is an example of raw data collected during
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a travel). There may be points that may appear outside the travelled route (due
to a bigger GPS error), which should not be considered for the trajectory data
mining (Fig. 4b). Then, since collected locations represent a large number of
samples, it is important to remove excessive data, i.e., points that do not bring
useful information like intermediate points in roads without intersections.

(a) Route obtained from database raw
data

(b) Error removal from raw data

Fig. 4. Trajectory data processing

After this process, the remaining data should represent locations on a map
that may appear slightly outside the road. Thus, a map matching process is
necessary in order to align the collected data with the existing real maps.

Ending this preprocessing stage and before starting the trajectory data min-
ing process, the system has to obtain similar routes (e.g., travel paths with
the same destination and a similar starting point). Thus, instead of using all
routes for this stage, the system selects the similar routes (or similar route parts)
through similarity/distance functions. When, for a user, there is no route for an
intended destination the system selects the shortest path.

5.2 Trajectory Mining

Finally, the trajectory data mining may begin. For this process there are different
types of pattern mining. The described process may be considered as a standard
for the use of trajectory data mining, however there might be some derivations
of it. According to its own proposes an author may adapt this standard for his
algorithm or system.

In [10] the authors consider a trajectory pattern as a set of individual tra-
jectories which share an identical sequence of visited places. For their trajectory
pattern mining in an initial stage the authors try to get a set of regions of inter-
est (which is possible by different approaches) and then the authors try to define
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the trajectory patterns. Giannotti et al. intend to apply their trajectory pattern
mining in the analysis of traffic flows. An extension of this work is presented
in [12] in which the authors make use of all trajectories saved on the database
to construct a predictive model in order to be able to predict the user’s (or
object’s) next move (e.g., predict where the user will be when the GPS module
is temporarily unavailable).

A different approach is applied in [2]. Here the aim is to automatically obtain
the frequent moves, neglecting the time at which their occur. To the authors a
trajectory is an ordered list of stops and moves, i.e., the user moves between to
places (considered as stops) in which he stays for a given time interval. For their
purpose the authors intend to discover the pattern of moves between two places
usually done by the users regardless the intermediate points (e.g., the streets or
roads used). Using this data Alvares et al. could obtain answers for questions
like the most frequent stops during a period of time, which stops have a duration
higher than a predefined threshold, among others.

Chen, in [7], propose a model in which after the geo-coordinates extraction,
a tree-based hierarchy graph is built. Through this the author intends to apply
hierarchy density clustering algorithms like OPTICS [18] to find patterns in the
recorded data. The OPTICS algorithm [18] has been used for mining people’s
life pattern using GPS log data. This is an algorithm that tries to find density-
based clusters in the spatial data [4]. For this process a distance metric between
location points is required in order to group the data into clusters.

Considering the different models and their application our goal is to define the
best strategy to apply in CogHelper. According to our research and considering
the goal for each method/algorithm, we consider that OPTICS will be the most
appropriated for our system.

6 Conclusions and Future Work

This work proposes a trajectory mining method which produces a set of default
values. These values are considered the predictions for the directions that the
user should follow in order to travel between his current location to the intended
destination. The trajectory mining module process uses data from previous exe-
cutions of the system, which are used to obtain the best travelling path (accord-
ing to user preferences) and critical points, such as intersections in which the
user may take the wrong turn. Through this set of default values the Speculative
Computation module is used as a mechanism that determines if it is necessary
to issue an alert or not. The integration of these two modules are the main
contribution of this work. The speculative framework is independent of how the
trajectory mining is achieved using the calculated values to ensure the correct
travel. A structured reasoning method is provided through the combination of
these modules. After preprocessing the data, it is possible to apply different tra-
jectory mining techniques. Our future goal is to determine the most appropriate
one for the problem.

In order to better perceive the advantages and disadvantages of CogHelper,
a comparison with different systems (presented in Sect. 2) should be conducted.
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However this may not be an easy task since CogHelper has an adaptability
feature that is not present in other systems. These last are mainly focused on
the user interface (on how the information should be available to the user) and
do not adapt the travelling path to user preferences.

As future work, user privacy issues will be considered taking into account the
work developed in [3].
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Abstract. Supporting group decision-making is a complex process, especially
when decision-makers have no opportunity to gather at the same place and at the
same time. Besides that, finding solutions may be difficult in case representing
agents are not able to understand the process and support the decision-maker accord‐
ingly. Here we propose a model and an algorithm that will allow the agent to analyse
tendencies. This way we intend that agents can achieve decisions with more quality
and with higher levels of consensus. Our model allows the agent to redefine his
objectives to maximize both his and group satisfaction. Our model proved that
agents that use it will obtain higher average levels of consensus and satisfaction.
Besides that, agents using this model will obtain those higher levels of consensus and
satisfaction in most of the times compared to agents that do not use it.

Keywords: Group decision support systems · Argumentation · Decision
satisfaction · Automatic negotiation · Multi-Agent systems

1 Introduction

The future and success of organizations depend greatly on the quality of every decision
made. It is known that most of the decisions in organizations are made in-group [1]. To
support this type of decision, the Group Decision Support Systems (GDSS) have been
widely studied throughout the last decades [2, 3]. However, in the last ten/twenty years,
we have seen a remarkable change in the context where the decision-making process
happens, especially in large organizations [4, 5]. With the appearance of global markets,
the growth of multinational enterprises and a global vision of the planet, we easily find
chief executive officers and top managers (decision-makers) spread around the world,
in countries with different time zones. In order to provide an answer and operate correctly
in this type of scenarios the traditional GDSS have evolved to what we identify today
as Ubiquitous Group Decision Support Systems (UbiGDSS). The UbiGDSS support the
decision-making process by using the main characteristics of ubiquity (“anytime” and
“anywhere”) [6, 7].

There are some works in the literature that address the term of UbiGDSS [7]. The
UbiGDSS may present different levels of complexity. They can provide information
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about decision-maker preferences and other simple statistical information [8]. They can
also follow the entire decision-making process using agents that represent decision-
makers. These agents can use automatic negotiation models to solve problems, finding
consensual alternatives that provide a high level of satisfaction [9, 10]. However, most
of published works address the decision in a completely different perspective. In liter‐
ature, we find many proposed works that deal with the topic of decision-making through
the use of agents, argumentation models, heuristics, etc. [11, 12]. However, the type of
the decision and how it is oriented in those works is completely different from the deci‐
sion-making context where organizations make use of UbiGDSS. For instance, in most
of works in the literature that use agents to perform automatic negotiation tasks, they
will be either fully competitive or fully collaborative. In order to support decision-
making groups that represent an entire organization while using automatic negotiation
mechanisms it is necessary to pay close attention to some details. The system will be
used by humans, it is necessary to involve the decision-maker in the decision-making
process, it is very important that the decision-maker understands the logic behind such
suggestions and it is essential to find solutions which result from the exchange of knowl‐
edge and the creation of intelligence [13, 14]. In this type of context, it is not the right
approach to take advantage of the agent’s lack of knowledge just to place him in a better
position to accept a certain request. We are dealing with a context where there will be
a combination of both competition and collaboration.

In this work, we study how the decision-making group can obtain higher levels of
consensus and satisfaction by giving agents the ability to predict the final level of satis‐
faction, which theoretically should lead to decisions with more quality. For that, we
propose a model and an algorithm that will allow agents to identify an alternative
tendency and that will result in the agent redefining objectives and obtaining a higher
level of satisfaction compared to the case where he does not make that redefinition.

The model is structured in two parts. In the first part, whenever the agent identifies
an alternative tendency he will verify if new alternatives should be added to his objec‐
tives. In the second part, the agent will analyse and select the best alternative from his
objectives to make a request at a certain time.

The hypotheses which we intend to analyse in this work are: (h1) intelligent agents
are capable to understand the context and show flexibility to make better decisions, (h2)
agents able to predict the final level of satisfaction make decisions easier (achieve higher
level of consensus) and (h3) agents able to predict the final level of satisfaction make
more satisfactory decisions (the perception of quality level of the agent is higher). To
test the proposed model and algorithm we have used an argumentation model adapted
to the context of this work and that has been introduced before. Several experiments
were performed in two simulation environments with different levels of complexity. The
goal was to compare agents with the ability to analyse tendencies with agents without
the same ability. We have anticipated that agents able to analyse tendencies and redefine
objectives, and therefore being more flexible, will be able to achieve decisions with more
quality and with higher levels of consensus.

The rest of the paper is organized as follows: in the next section our approach is
presented, where the model and the algorithm are described. In the Sect. 3 we present
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the evaluation done to our work and report the obtained results. Finally, some
conclusions are taken in Sect. 4, along with the work to be done hereafter.

2 Methods

Being able to predict the final level of satisfaction may have a great impact on the final
level of satisfaction of the decision-maker, the decision group and in the decision quality.
We can only make such statement due to the relation existing between the satisfaction
and the perception of the decision quality [15]. It is considered that the final satisfaction
of a decision-maker or a group of decision-makers reflects the perception of quality and
other things [6, 10]. In order to measure satisfaction some aspects can be considered
such as: the results, the process, the defined behaviour or the strategy towards a certain
problem, the interactions, etc. [10]. In order to predict satisfaction (in a human way) it
is first necessary to have the sensitivity to do so and secondly it is necessary to have the
knowledge about the context (which sometimes may not be possible).

As introduced in literature the satisfaction can be used as a metric (effective and
efficient) to validate the quality of negotiation models, group decision support systems,
etc. [10]. It is important to note that the satisfaction is widely used in literature as a metric
for many other things, such as: life satisfaction [16], job satisfaction [17], etc.

In many existing negotiation models, agents will send requests hoping that other
agents will accept them. They use arguments that can justify requests and also persuade
other agents [18, 19]. Besides that, it is very common to see agents that use algorithms
to identify moments when they can accept a certain request [20]. In this work, we study
a new branch, which is the agent’s ability to analyse tendencies, and how that will affect
the final satisfaction and the ability to reach consensus. We will consider that a decision-
maker, within a scale [0…1] will do the alternatives’ appreciation of {[Alt1, 0.89], [Alt2,
0.54], [Alt3, 0.34], [Alt4, 0.11]}. To simplify our scenario we assume that the final
satisfaction level is equivalent to the appreciation done to the chosen alternative, which
we have a type of meeting that selects the winning alternative with the highest level of
consensus after 10 rounds or the first alternative to reach a consensus greater than 75 %
of all the participants. Let us suppose that an agent have an accepting range of 0.20,
which would allow him to accept all the alternatives (according to his preferred alter‐
native) that vary between 0.89 and 0.69. This means that in this situation the agent would
never be in conditions to accept any requests. This also means that even in case that only
one more acceptance is needed for Alt2 and Alt4 to reach the 75 %, the same agent would
still seek Alt1 as his only objective for that meeting. This way the agent would be losing
a clear opportunity to reach a final satisfaction level of 0.54, while only reaching a
satisfaction level of 0.11. Besides this, even if the acceptance range would allow the
agent to accept Alt2, if that alternative was never requested to him, he would never
consider it as an objective. Given that agents must demonstrate a social behaviour
equivalent to human beings, and that they should demonstrate and generate intelligence,
this does not seem to be the best approach.

The goal of this work is to prevent these situations from happening. Therefore the
main idea is to provide an agent with the ability to identify tendencies and to be able to
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redefine his objectives. This way we believe that it is possible to maximize the satis‐
faction of every agent as well as the entire group, which will result in decisions with
much higher quality.

Our model is very simple and is based in the Algorithm 1 (written in pseudocode):
Algorithm 1

Let Ag1 be the agent.
Let AltsNP be the list of all alternatives still not pre-
ferred by the Ag1.
Let altTendency be the alternative of the tendency.
Let AltsObj be the list of all alternatives which can be 
considered as an objective to Ag1.
Let altPref be the preferred alternative to Ag1.
Let newAlt be the new alternative to be added to AltsObj.
Start
resultNewAlt = 0
resultTendency ← Result(altTendency)
resultPref ← Result(altPref)
If(resultTendency > resultPref)
For each alt ∈ AltsNP Do
resultAlt ← Result(alt)
If((preference(alt) > preference(altTendency)) and 

(resultAlt > resultTendency) and (resultAlt > resultNe-
wAlt))

resultNewAlt = resultAlt
newAlt = alt

End If
End For
If(resultNewAlt != 0)
AltsObj.add(newAlt)

End If
End If

End

The model is based mainly in two parts. In the first part, a tendency is identified and
the agent will verify if there are any conditions that allow him to add another alternative
(different from his initial preferred alternatives) to his list of objectives. Every time an
agent saves the knowledge about a new alternative preference for another agent he will
use the formula (1) in order to measure the tendency result for that new alternative (in
pseudocode it is equivalent to the Result() tag). In case he verifies that tendency already
has a higher result compared to his preferred alternative (once again using formula (1)),
he will analyze all the alternatives that are still not part of the list of his objectives and
verify if there is any alternative with a preference greater than the tendency. From the
list of all possible alternatives that fit this condition he will select the one which provides
the highest result and add it to his list of objectives. The agent will then be able to choose
that alternative for future requests.
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The second part is related with how the agent chooses, from his list of objectives,
which alternative should be used for a request. For that, he will use the formula that
measures the ‘result’ and only considering alternatives from his list of objectives. It is
assumed that the initial preferred alternatives by the agent are also included in his list
of objectives. The formula (1) is used to measure the result for each alternative in the
list of objectives.

AResultAltx

=

Altx ∗ CS +

(
NS

ND

)
∗ CO

CS + CO

(1)

Where:

• Altx is the assessment done to the alternative for which the result is being measured;
• CS is the value of Concern for Self [1–3];
• NS is the current number of agents supporting Altx;
• ND is the total number of participating agents;
• CO is the value of Concern for Others [1–3].

In case an agent without a defined behaviour is being considered, the formula can
also be used by giving the same value to CS and CO variables (for example “1”) for that
agent. The alternative that provides the highest AResult will be chosen whenever the agent
makes a new request. This formula will allow the agent to define his objectives according
to the importance of the alternatives and how likely they are to be chosen at a certain
time during the discussion.

3 Evaluation and Results

The considered scenario involves agents’ negotiation in order to solve the problem of
choosing a desktop monitor for an organization that wants to purchase 200 new desktop
monitors to one of its subsidiaries. Each agent intends to represent one member of the
organization administration board. Each alternative has been classified according to five
criteria: Size (numerical, without value), Resolution (numerical, maximization), Hz
(numerical, maximization), Ms (numerical, minimization) and Price (numerical, mini‐
mization).

In Table 1, all specifications are presented for each considered alternative.
The satisfaction and the level of consensus are used as metrics to evaluate the overall

performance of the different scenarios. The satisfaction metric is used to understand the
quality perception (of the decision-maker that is represented) towards the chosen alter‐
native or the alternative supported by most agents at a certain time. For that, the notion
of satisfaction that is used is the one proposed in [10]. The satisfaction is measured in
two parts (for agents without a defined behaviour only the first part is considered). It is
first measured objectively through the formulas (2), (3) and (4).
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Table 1. Multi-criteria problem

Alternatives Size Resolution Hz Ms Price
Asus 27” ROG SWIFT PG278Q 27 2560*1440 144 1 699,99€
BenQ 27” XL2720Z 27 1920*1080 144 1 489,00€
AOC 24” E2476VWM6 24 1920*1080 60 1 154,90€
BenQ 24” XL2430T 24 1920*1080 144 1 399,00€
LG 27” 27MP37VQ-B 27 1920*1080 60 5 210,80€
Asus LED 21.5” VS228HR 21,5 1920*1080 60 5 129,90€
Samsung LED 22” S22C570H 22 1920*1080 60 5 179,90€
BenQ 24” LED BL2420PT 24 2560*1440 60 5 399,90€
Asus LED 24” VG248QE 144 Hz 3D 24 1920*1080 144 1 288,90€
Samsung 24” Curvo LED S24E500C 24 1920*1080 60 4 199,90€

DLost = AltF − AltP (2)

AConversion = 2AltF − 1 (3)

DSatisfaction =

(
1 − ||AConversion

||
)
∗ DLost + AConversion (4)

Where:

• DLost is the loss of decision maker’s satisfaction based in the difference between the
assessments made for the alternative chosen by the group and for his preferred alter‐
native. The loss is zero when the chosen alternative is the same as his preferred
alternative;

• AltF is the assessment made by the participant for the final alternative, alternative
chosen by the group;

• AltP is the assessment made by the participant for his preferred alternative;
• AConversion is the conversion of the assessment made by the participant in the range

[−1..1].

The second part relates the DSatisfaction and the behaviour defined by the decision-
maker. In this second part, the satisfaction is measured according to the values of the
agent’s defined behaviour (agent’s with defined behaviour follow the work proposed in
[21]) for concern for self and concern for others dimensions. So, the DSatisfaction is remeas‐
ured using formula (5).

DSatisfaction =

DSatisfaction ∗ CS + OAADSatisfaction ∗ CO

CS + CO
(5)

Where:

• CS is the value of Concern for Self [1–3];
• OAADSatisfaction is the average satisfaction of all the remaining agents;
• CO is the value of Concern for Others [1–3].
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The level of consensus is measured with the value of the alternative that gathered
more supporters, at the time t, during iteration i, or round r.

In order to evaluate our model, three simulation environments have been considered
(12 Agents and 5 Alternatives; 12 Agents and 10 Alternatives; 40 Agents and 10 Alter‐
natives). In each simulation environment, three experiments have been performed and
the average satisfaction and consensus levels were measured. Each experiment was
performed 100 times, in 900 simulations. For each simulation environment the infor‐
mation used in the configurations will be the same for the three experiments so that the
results can be compared. However, these configurations (such as the agent’s defined
behaviour and its preferences) have been randomly generated. In the first experiment,
agents are given the ability to forecast tendencies. In this first experiment, the agents
use the first part of the model proposed in Sect. 2 (make use of Tendency Forecast but
never change the requested alternatives). In the second experiment, agents use the model
proposed in Sect. 2. This way, agents will have the ability to forecast tendencies and
change their preference towards which alternative should be used in the request. In the
third experiment, agents use the argumentation model without what is proposed in this
work. This means that the agents do not have the ability to forecast tendencies.

In the first simulation environment, we ran 100 simulations for each of three experi‐
ments. The level of consensus achieved in the experiments of “Tendency Fore‐
cast + Request” and “Without Tendency Forecast” are very high (good). On the other
hand, the level of consensus obtained by the experiment of “Tendency Forecast” is quite
low. The average values of consensus for the experiments “Tendency Forecast”,
“Tendency Forecast + Request” and “Without Tendency Forecast” are respectively
0.36, 0.67 and 0.64. In our point of view, the experiment of “Tendency Forecast” has
the lowest average level of consensus because even though agents are capable to identify
tendencies and accept new alternatives that they consider to be advantageous, they still
only send requests for alternatives initially preferred by the decision-maker. In practice,
agents with just “Tendency Forecast” will not make true use of their ability to analyse
tendencies. Agents have social skills and if they do not report nor show or make use of
their change of opinion that will reflect negatively on the achieved results. Besides this,
both agents with “Tendency Forecast” and “Tendency Forecast + Request” choose the
alternative that they used in the last request (before the decision-making process ended)
which will lead to agents with “Tendency Forecast” never using their social skills. This
situation was always verified in the three simulations environments (see Figs. 1 and 3),
and because of that the results analysed were mainly focused in the experiments
“Tendency Forecast + Request” and “Without Tendency Forecast”. In these 2 experi‐
ments it was achieved very close average level of consensus, in fact, in 62 % of the times
the same exact level of consensus was achieved. In 25 % of the times, agents with
“Tendency Forecast + Request” achieved a higher level of consensus and in the
remaining 13 % of the times, agents “Without Tendency Forecast” achieved a higher
level of consensus. The average satisfaction level obtained in the three experiments is
very similar. Experiments with the same satisfaction level are differentiated by the level
of consensus that is achieved. It is important to note that the satisfaction is measured
according to the alternative that the agent considered as his final choice at a time (t) and
the alternative that at the same (t) gathered the highest consensus from all the agents.
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Another important point is that in practice the group satisfaction always tends to
value 0. This happens mainly because only one iteration or one round is being simulated,
and because of that no user reconfigurations will be made based on the information
reported to the decision-maker. Therefore, this satisfaction evaluation is always related
to the very first problem configuration. The average satisfaction level in the first simu‐
lation environment for “Tendency Forecast”, “Tendency Forecast + Request” and
“Without Tendency Forecast” are 0.09, 0.17 and 0.09 respectively. In this case, we can
consider that there is a slight advantage for agents that use “Tendency Fore‐
cast + Request”. One interesting fact is that agents with “Tendency Forecast + Request”
and agents “Without Tendency Forecast”, in 90 % of the times, have achieved a
consensus towards the same alternative which can tell us that the model here presented
may not be too relevant in terms of finding the “best” solution. However, agents with
“Tendency Forecast + Request” obtained a higher satisfaction compared with agents
“Without Tendency Forecast” in 96 % of the times. This means that agents achieved
usually a consensus towards the same alternative (besides sharing the same argumen‐
tation model) due to the fact that we are considering a problem with a very low
complexity level (12 agents and 5 possible alternatives).

Both Figs. 1 and 2 are related to the second simulation environment, where 12 agents
aim to choose an alternative from a set of 10 possible alternatives. Compared to the
previous simulation environment it is clear that the complexity of the problem is much
greater.

Fig. 1. Second simulation environment – consensus

The level of consensus achieved by the experiments of “Tendency Fore‐
cast + Request” and “Without Tendency Forecast” is still very positive. Similar to the
first simulation environment the level of consensus obtained by the experiment of
“Tendency Forecast” is quite low. The average values of consensus for the experiments
“Tendency Forecast”, “Tendency Forecast + Request” and “Without Tendency Fore‐
cast” are 0.26, 0.57, and 0.51 respectively. This means that compared to the first simu‐
lation environment there was a loss of 0.1, 0.1 and 0.13 respectively. This allows us to
assume that not only do agents that use “Tendency Forecast + Request” achieve better
results for satisfaction and level of consensus; they also have the ability to deal with
more complex problems better than agents “Without Tendency Forecast”. Anyway,
now, this is something that needs more evidence in order to be proved and that is the
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reason why the third and last simulation environment was considered, where 40 Agents
e 10 Alternatives will be used so that the problem complexity can be even greater.

In this second simulation environment, agents with “Tendency Forecast + Request”
obtained the same level of consensus of agents “Without Tendency Forecast” in 53 %
of the times (less 9 % compared to the first simulation environment). More importantly
in this simulation environment (more complex) agents with “Tendency Fore‐
cast + Request” achieved a higher level of consensus 37 % of the times against only
10 % of the times where agents “Without Tendency Forecast” achieve a higher level of
consensus.

Fig. 2. Second simulation environment – satisfaction

Figure 2 shows the results obtained for the agents’ average satisfaction level in the
second simulation environment. Once again, the average satisfaction level obtained is
very similar in both three experiments. The average satisfaction levels for “Tendency
Forecast”, “Tendency Forecast + Request” and “Without Tendency Forecast” are now
0.07, 0.12 e 0.04 respectively. There is still a slight remarkable advantage for agents
that use “Tendency Forecast + Request”. A very interesting fact compared with the first
simulation environment is that now agents only achieved a consensus towards the same
alternative 82 % of the times. Knowing that agents that use “Tendency Fore‐
cast + Request” achieved the highest average satisfaction level, this may mean that when
we are consider more complex problems agents with “Tendency Forecast + Request”
will achieve better decisions. It is also important to note that in 92 % agents with
“Tendency Forecast + Request” achieved a higher average satisfaction level against 7 %
of the times where agents “Without Tendency Forecast” achieve a better average satis‐
faction level and only in 1 % of the times the same average satisfaction level was
achieved in both situations.

Both Figs. 3 and 4 are related to the last simulation environment, where 40 agents
attempt to achieve a consensus for an alternative from a set of 10 possible alternatives,
and therefore will be the most complex scenario from the three studied in this work.

The level of consensus achieved for the experiments of “Tendency Fore‐
cast + Request” and “Without Tendency Forecast” is 0.18, 0.47, and 0.40 respectively
(Fig. 3). This means that compared to the first simulation environment there was a loss
of 0.18, 0.20 and 0.24 respectively. This allows us to assume that agents that use
“Tendency Forecast + Request” obtain better results for the level of consensus in either
less or more complex problems.
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Fig. 3. Third simulation environment – consensus

In this last simulation environment, agents with “Tendency Forecast + Request”
obtained the same consensus level as agents “Without Tendency Forecast” in only 23 %
of the times (less 39 % compared to the first simulation environment). More importantly,
it is in this simulation environment (the more complex) that agents with “Tendency
Forecast + Request” have achieved a level of consensus greater in 65 % of the times
against only 12 % of the times where agents “Without Tendency Forecast” will achieve
a higher level of consensus. This shows that as the problem becomes more complex
agents with “Tendency Forecast + Request” will also become better at achieving higher
levels of consensus and at more times compared with other agents.

Fig. 4. Third simulation environment – satisfaction

Figure 4 shows the results for the average satisfaction levels obtained in the last
simulation environment. Once again, the average satisfaction level obtained in three
experiments is very similar. The average satisfaction levels obtained for “Tendency
Forecast”, “Tendency Forecast + Request” and “Without Tendency Forecast” are now
−0.06, −0.02 and −0.09 respectively. This allows us to understand that agents that use
“Tendency Forecast + Request” will always have the higher satisfaction levels, even if
the problem is more or less complex. Once again, it was possible to identify a drop in
the percentage where agents with “Tendency Forecast + Request” and agents “Without
Tendency Forecast” achieve a consensus for the same decision, only happening 79 %
of the times. In 93 % of the times, agents with “Tendency Forecast + Request” achieved
a higher satisfaction level compared with agents “Without Tendency Forecast”.
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4 Conclusions and Future Work

In this work, we propose a tendency analysis model with the goal to make GDSS that
use negotiation models more intelligent. Our model has the main goal to improve the
quality of the decision that is made as well as the group capacity to achieve a consensus.
For that, agents that represent decision-makers must analyse the alternatives tendency
and use the proposed algorithm to identify situations where they should reformulate their
objectives.

To test our model and algorithm a case of study was performed with three different
simulation environments that represent three different levels of complexity. We were
able to conclude that agents that use the tendency analysis model manage to achieve in
average higher levels of consensus when compared to agents that under the same
circumstances do not use it. Besides this, agents that use the proposed model also manage
to achieve higher levels of satisfaction. We also concluded that has the context’s level
of complexity increases, the tendency model becomes even more important. In the most
complex simulation environment that we testes, agents with the ability to analyse
tendencies were able achieve a higher consensus 65 % of the times while agents that did
not use this model were only able to achieve a higher consensus only 12 % of the times.
When measuring the level of satisfaction in the same environment agents with the ability
to analyse tendencies achieved a higher level of satisfaction in 93 % of the times. By
combining both measures in the same study (satisfaction and consensus), it clearly shows
the importance of providing agents with the ability to analyse tendencies in order to
obtain decisions with higher quality in the context of this work.

As future work, we intend to expand our model. More precisely, we want to include
in our model the analysis of credibility. Credibility (in a very simple way) can be impor‐
tant for situations when a decision-maker considers another to be credible it might make
sense to support his opinion even if that was not part of initial preferences. This way we
think to be possible (together with automatic negotiation mechanisms) to achieve solu‐
tions with more quality as well as with higher levels of consensus, with the system always
informing the decision-maker properly about each step of the negotiation process and
the reasons behind suggestions that are given to him.

Acknowledgements. This work has been supported by COMPETE Programme (operational
programme for competitiveness) within project POCI-01-0145-FEDER-007043, by National
Funds through the FCT– Fundação para a Ciência e a Tecnologia (Portuguese Foundation for
Science and Technology) within the Projects UID/CEC/00319/2013, UID/EEA/00760/2013, and
the João Carneiro PhD grant with the reference SFRH/BD/89697/2012 and by Project MANTIS
- Cyber Physical System Based Proactive Collaborative Maintenance (ECSEL JU Grant nr.
662189).

References

1. Luthans, F.: Organizational Behavior. McGraw-Hill, Boston (2005)
2. DeSanctis, G., Gallupe, B.: Group decision support systems: a new frontier. ACM SIGMIS

Database 16, 3–10 (1984)

272 J. Carneiro et al.



3. Desanctis, G., Gallupe, R.B.: A foundation for the study of group decision support systems.
Manage. Sci. 33, 589–609 (1987)

4. Grudin, J.: Group dynamics and ubiquitous computing. Commun. ACM 45, 74–78 (2002)
5. Marreiros, G., Santos, R., Ramos, C., Neves, J.: Context-aware emotion-based model for

group decision making. IEEE Intell. Syst. 25, 31–39 (2010)
6. Carneiro, J., Santos, R., Marreiros, G., Novais, P.: UbiGDSS: a theoretical model to predict

decision-makers’ satisfaction. Int. J. Multimed. Ubiquit. Eng. 10, 191–200 (2015)
7. Kwon, O., Yoo, K., Suh, E.: UbiDSS: a proactive intelligent decision support system as an

expert system deploying ubiquitous computing technologies. Expert Syst. Appl. 28, 149–161
(2005)

8. Shim, J.P., Warkentin, M., Courtney, J.F., Power, D.J., Sharda, R., Carlsson, C.: Past, present,
and future of decision support technology. Decis. Support Syst. 33, 111–126 (2002)

9. Paul, S., Seetharaman, P., Ramamurthy, K.: User satisfaction with system, decision process,
and outcome in GDSS based meeting: an experimental investigation. In: Proceedings of the
37th Annual Hawaii International Conference on System Sciences (HICSS 2004)-Track 1,
vol. 1, pp. 10037–10032. IEEE Computer Society (2004)

10. Carneiro, J., Marreiros, G., Novais, P.: Using satisfaction analysis to predict decision quality.
Int. J. Artif. Intell.™ 13, 45–57 (2015)

11. Muller, J., Hunter, A.: An argumentation-based approach for decision making. In: 2012 IEEE
24th International Conference on Tools with Artificial Intelligence (ICTAI), pp. 564–571.
IEEE (2012)

12. Marey, O., Bentahar, J., Khosrowshahi-Asl, E., Sultan, K., Dssouli, R.: Decision making
under subjective uncertainty in argumentation-based agent negotiation. J. Ambient Intell.
Humanized Comput. 6, 307–323 (2015)

13. Dennis, A.R.: Information exchange and use in small group decision making. Small Group
Res. 27, 532–550 (1996)

14. Hill, G.W.: Group versus individual performance: are N + 1 heads better than one? Psychol.
Bull. 91, 517 (1982)

15. Higgins, E.T.: Making a good decision: value from fit. Am. Psychol. 55, 1217 (2000)
16. Schimmack, U., Oishi, S., Furr, R.M., Funder, D.C.: Personality and life satisfaction: a facet-

level analysis. Pers. Soc. Psychol. Bull. 30, 1062–1075 (2004)
17. Judge, T.A., Heller, D., Mount, M.K.: Five-factor model of personality and job satisfaction:

a meta-analysis. J. Appl. Psychol. 87, 530 (2002)
18. Ramchurn, S.D., Jennings, N.R., Sierra, C.: Persuasive negotiation for autonomous agents: a

rhetorical approach (2003)
19. Ito, T., Shintani, T.: Persuasion among agents: an approach to implementing a group decision

support system based on multi-agent negotiation. In: International Joint Conference on
Artificial Intelligence, pp. 592–599. Citeseer (1997)

20. Kraus, S., Sycara, K., Evenchik, A.: Reaching agreements through argumentation: a logical
model and implementation. Artif. Intell. 104, 1–69 (1998)

21. Martinho, D., Carneiro, J., Marreiros, G., Novais, P.: Dealing with Agents’ Behaviour in the
Decision-Making Process. In: SOOW (2015)

The Effect of Decision Satisfaction Prediction 273



Experiments with Multiple BDI Agents
with Dynamic Learning Capabilities
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Abstract. In this paper we show how multiple BDI agents, enhanced
with temporal difference learning capabilities, learn their utility func-
tion, while they are concurrently exploring an uncertain environment. We
focus on the programming aspects of the agents using the Jason agent-
oriented programming language. We also provide experimental results
showing the behavior of multiple agents acting in a Markovian grid envi-
ronment. We consider agents with the perception function affected by
the intermittent faults and Gaussian noise, as well as agents for which
their action function is not always successful.

Keywords: BDI agent · Reinforcement learning · Agent-oriented pro-
gramming

1 Introduction

Our research is focused on narrowing the gap between agent-oriented program-
ming and learning. Agents, acting in an uncertain and dynamic environment, can
use reinforcement learning (RL, hereafter) to either learn their utility function
in passive learning, or an optimal policy that maximizes their utility in active
learning. RL assumes that an agent is using observed rewards (also known as
reinforcements) that are perceived from the environment to measure its welfare
following its actions in an uncertain and dynamic environment [11].

Agent-oriented programming (AOP, hereafter) is concerned with the develop-
ment of better programming models for the engineering of multi-agent systems
(MAS, in what follows). Currently AOP is a hot research topic that resulted
in quite a large number of proposed AOP languages [1]. The AgentSpeak(L)
programming language, represented by its Jason incarnation, based on the Java
platform, can be considered as the de facto standard of AOP [4].

Temporal Difference Learning (TDL, hereafter) is a passive RL method that
can be used by an agent to learn its utility function, while it is acting according
c© Springer International Publishing Switzerland 2016
J. Bajo et al. (Eds.): PAAMS 2016 Workshops, CCIS 616, pp. 274–286, 2016.
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to a given policy in an uncertain and dynamic environment. In [2] we reported
our initial approach and results for modeling and implementation of the TDL
using Jason. Here we expand the research in the following directions:

– We consider multiple agents acting concurrently and asynchronously, Each
agent gets individualized percepts in the environment, while agent actions
are processed concurrently by the environment.

– We consider agents with the perception function affected by intermittent
faults and Gaussian noise.

2 Background

2.1 Agent-Oriented Programming

Brief Overview of AgentSpeak(L). The software agent paradigm was pro-
posed about two decades ago to capture the new model of a “computer system
situated in some environment that is capable of flexible autonomous action in
order to meet its design objectives” [7]. Historically, agent-oriented program-
ming, here understood as computer programming based on the agent paradigm,
was firstly proposed more than 20 years ago as “a new programming paradigm,
one based on cognitive and societal view of computation” [10].

AgentSpeak(L) is an abstract AOP language firstly introduced in [8]. Jason
is a Java-based implementation, as well as an extension of the AgentSpeak(L)
[4,6]. AgentSpeak(L) follows the paradigm of practical reasoning, i.e. reasoning
directed towards actions, and it provides an implementation of the belief-desire-
intention (BDI, hereafter) architecture of software agents [8]. According to this
view, an agent is a software module that (i) provides a software interface with
the external world, and (ii) contains three components: belief base, plan library
and reasoning engine.

The agent’s external world consists of the physical environment, as well as
possibly other agents. Consequently, the agent interface provides three elements:
sensing interface, actuation interface and communication interface. The agent
uses its sensing interface to get percepts from its physical environment. The
agent uses its actuation interface to perform actions on its physical environment.
Finally, the agent uses its communication interface to interact by exchanging
messages with other agents.

The belief base defines what an agent “knows” or “believes” about its envi-
ronment at a certain time point. The BDI architecture does not impose a specific
structuring of the belief base other than as a generic container of beliefs.

The plan library defines the agent’s “know-how” and it is structured as a
set of behavioral elements called plans. A plan follows the general pattern of
event-condition-action rules and it is composed of three elements: triggering
event, context and body. The plan body specifies a sequence of agent activi-
ties. AgentSpeak(L) provides three types of activities: actions, goals, and belief
updates. Actions define primitive tasks performed by the agent either on the
environment (external actions) or internally (internal actions). Goals represent
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complex tasks. AgentSpeak(L) distinguishes between test goals and achievement
goals. Belief updates represent the assertion +b or the retraction −b of a belief
b from the belief base.

The plan context is represented by a conjunction of conditions that define
the context, in which a plan can be applied. The triggering event specifies the
event that can trigger the selection of the plan for execution. The plan is actually
selected for execution if and only if its context logically follows from the belief
base.

Each Jason agent contains a component called a “reasoning engine” that con-
trols the agent execution by “interpreting” the Jason code. The reasoning engine
performs a reasoning cycle that consists of a fixed sequence of steps. Basically,
each agent performs the following sequence of steps during the reasoning cycle:
the agent perceives the environment, updates its belief base, receives communi-
cation from other agents, selects an event, selects an applicable plan and adds it
to its agenda, selects an item (called intention) for execution (from the agenda)
and, finally, executes the next step of the partially instantiated plan that repre-
sents the top of the currently selected intention. We can think of each intention
as a stack of partially instantiated plans (somehow similar to a call stack) that
represents an agent execution thread. The agent agenda is organized as a list
of stacks representing the agent intentions. Each stack represents one focus of
attention of the agent. Using this approach an agent can execute concurrent
activities to manage multiple focuses of attention [4].

The behavior of the reasoning engine is parameterized according to several
selection functions that represent nondeterministic choice points of the agent
interpreter: SM (message selection), SE (event selection), SO (option selection),
and SI (intention selection).

Engineering Jason Agents. Jason programming language and system [6] is
an implementation, as well as an extension of the AgentSpeak(L) that allows
programmers to build experimental MAS. Jason is based on Java. The agent
program is written in Jason, while the environment, including the management
of the environment state, the agent percepts and the effect of agent actions
must be programmed in Java. Additionally, the programmer can customize the
agent class, as well as the agent architecture to alter the default behavior of
selection and perception functions of the Jason interpreter. This approach has
the following advantages: (i) the clean separation of the agent logic from the
environment logic; (ii) the extensibility of the agent sets of percepts and actions
to match a specific environment that is the most suitable for the problem in
hand; (iii) the customization of the agent interpreter to match more specific
application requirements.

Agent Code. The agents are programmed in Jason following the BDI metaphor.
The basic constructs of Jason are beliefs and plans, as has been described above.

Environment Code. Environment implementation is realized in Java, by extend-
ing the Environment class. Usually the programmer has to provide an imple-
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mentation for the init method, to initialize the environment, as well as the
executeAction method, to update the environment state after the execution of
each agent action. Percepts are represented using a Literal class and they are
added to the environment state using method addPercept of class Environment.
An agent action is a structured term represented using the Structure class that
provides methods for checking its functor and its arguments.

Agent Class and Architecture Code. The agent class can be customized to over-
write the default behavior of selection functions. This can be achieved by sub-
classing the Agent class of the Jason package to overwrite the definition of the
selection Java methods.

The architecture of an agent is responsible with the agent interface with
the middleware layer. Basically this is concerned with the agent ↔ middleware
software interfaces for perceiving and acting, as well as for sending and receiving
messages. These interfaces can be customized for example to simulate faults
in the effector-sensorial and / or communication subsystem of an agent. The
update of the agent architecture can be achieved sub-classing the AgArch class
to overwrite perception, action, and communication Java methods.

2.2 Temporal Difference Learning in Markovian Environments

In RL, the agent is using the observed rewards (known also as reinforcements)
which are part of its percepts, to learn an optimal policy for acting in an uncer-
tain and dynamic environment [11]. RL assumes that the agent environment is
uncertain and dynamic, thus leading to the nondeterminism of agent actions.
Therefore, the RL adopts a Markovian model of the environment.

Specifically, for a Markovian environment E, we denote with p(e′|e, a) the
probability of the environment to transit into state e′ given its current state is
e and the agent executes action a. Obviously,

∑
e′∈E p(e′|e, a) = 1 for all e ∈ E

and a ∈ Ac. In practice many of the values p(e′|e, a) will be 0, as taking action a
in the current state e possibly reaches only few neighboring states of e from E.

In each state e of the environment the agent receives a reward R(e) repre-
sented by a positive or negative real number. Thus, an agent percept is a pair
(e,R(e)). The agent must decide what to do for each perceived state e of the
environment, using its private strategy. This is called a policy and it is defined
by a function π : E → Ac, with π(e) denoting the action recommended by policy
π to the agent in state e.

The agent utility depends on the sequence of rewards received on each state
of the environment history. Usually the agent horizon for decision making is
considered infinite, while the utility function is additive with discounted rewards:
Uh([e0, e1, e2, . . . ]) =

∑
i≥0 γiR(ei), where γ ∈ (0, 1] is the discount factor.

While the environment is Markovian, many different environment histories
are possible, starting from a given initial state e0 = e, for the same agent policy.
Therefore, it is natural to define the true utility of a state e as the expected
utility of all environment histories H(e) = [e0 = e, e1, e2, . . . ] starting with e.
Basically, each such environment history H(e) can occur with a given probability
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that depends on the stochastic model of the environment, so the utility Uπ(e) for
the given agent policy π is the weighted average of the utilities of each possible
environment history, i.e. Uπ(e) = E[Uh(H(e))], where E[·] denotes the expected
utility.

It can be easily shown that Uπ satisfies a Bellman system of equations for a
given policy π, i.e. Uπ(e) = R(e) + γ

∑
e′∈E p(e′|e, π(e))Uπ(e′) for all e ∈ E. So,

at least in principle, Uπ(e) can be determined by solving the Bellman equations.
However, in a realistic agent system this is not possible, as the agent does not
know the model of the environment. In an extreme scenario, the agent does not
even know the set E of states. In fact, the agent discovers the elements of E
while it explores the environment.

The agent can use a passive RL method to learn Uπ. Methods of passive RL
include direct utility estimation, adaptive dynamic programming and temporal
difference learning – TDL [9]. In this paper we are considering TDL, due to its
simplicity. Nevertheless, the approach can also be extended to other RL methods,
either passive or active.

The idea of TDL is to use each observed transition e → e′ to adjust the value
of Uπ(e), so that it better approximates the Bellman equations. The updated
value of Uπ(e) is Uπ(e) + α(R(e) + γUπ(e′) − Uπ(e)). As can be noticed, TDL
uses a very simple mathematical equation and it does not need to estimate the
stochastic model of the environment (i.e. the probability distribution p(e′|e, a)).

3 Experiments

The starting point of our experiments was the initial implementation of the
TDL, using the Jason platform that was reported in [2]. Here, we consider only
the updates that were necessary to adapt the setup for running concurrently
multiple agents with altered perceptual functions.

3.1 Experimental Setup

We consider a MAS comprising a team of BDI agents that explore the 3 × 4
rectangular grid firstly introduced in [9], as shown in Fig. 1, using a statically
defined policy. The goal of each agent is to compute the utility value of each
state. The actions available to agents are: up, down, left and right. When a
trial is finalized, i.e. an agent reached a goal state, a new trial must be prepared
by generating a new initial state. For this purpose we introduce a special agent
action called null.

The effect of a normal agent action is uncertain. If the agent attempts to move
in a certain direction it will succeed with probability 0.8 or it will fail by changing
direction to the left or to the right of the intended direction with probabilities
equal to 0.1. Grid squares are represented as pairs of integers (row, column) with
row ∈ {1, 2, 3} and column ∈ {1, 2, 3, 4}. The grey square from position (2, 2)
defines an obstacle. Also the grid walls are considered obstacles. An attempt of
the agent to move in the direction of an obstacle will fail, leaving the agent in
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the initial position. States (2, 4) and (3, 4) are goal states such that (3, 4) is a
successful goal state, where the agent receives a positive reward of +1, while
(2, 4) is a failure goal state, where the agent receives a negative reward of −1.
For each of the other states the agent receives a small negative reward of −0.04
with the meaning of the small energy consumed to take an action. We consider
the agent policy specified in Fig. 1. For example, in state (1, 1) the agent takes
the action up, while in state (3, 2) the agent takes the action right.

Fig. 1. Sample environment and agent policy.

We are using the same application model as in [2]. The model was updated to
accommodate the execution of multiple concurrent and possibly different agents
that are sharing the same grid environment. In what follows we are only focusing
on these updates. For the other details concerning our experimental setup, the
reader should consult [2]. Basically the updates were:

(i) Definition of multiple agents;
(ii) Expanding the environment implementation to support the execution of

multiple concurrent agents with individualized perception;
(iii) Altering the agent perception function to simulate agents sensing faulty

percepts, by updating the agent architecture.
(iv) Altering the agent action function to simulate agents performing unsuc-

cessful actions, by updating the agent architecture.

The Jason platform provides facilities for developing software agents that act
concurrently in a shared environment programmed in Java. The Java code that
defines the environment, is based on introducing the class MDPEnvN, while the
Java code that defines the agent architecture is based on introducing the class
TDLAgentArch. Using these definitions, the script that defines a MAS composed

Fig. 2. Script that defines a MAS composed of 4 agents of type tdlAgent.
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of 4 agents is shown in Fig. 2. Node that, according to this definition, the agents
are using the JADE [3] infrastructure for exchanging information.

We have updated the environment Java code introduced in [2] that defines
the environment MDPEnvN class, as follows:

(i) We added two member variables that define the number of agents, as well
as the root of the name of our agents. By default, an agent member of our
team MAS has the name composed of the given name "tdlAgent" (see
Fig. 2) and a counter (taking values from 1 to 4 for the MAS defined in
Fig. 2).

(ii) We added a member variable representing the array of agent names.
(iii) We added a member variable representing the map that associates each

agent to its current location on the grid. The association is using the agent
name as key.

(iv) We updated the updatePercepts and executeAction methods that perform
individualized perception and action, by adding a parameter to represent
the agent name.

(v) We added a constructor of the MDPEnvN class for initializing the array of
agent names and the mapping of agent names to their initial locations.

(vi) We updated the code of the init method to initialize the agents’ percepts.

The code that describes these updates is presented in Fig. 3. Note that only a
part of the Java code of the executeAction method is presented. We have shown
the fragment that determines the current agent position and that sets the next
agent position, after the execution of the agent action.

3.2 Experiments with Agents with Faulty Perception

We considered two kind of faults in the agents’ perception function: (i) perception
affected by intermittent faults (IF faulty perception) and (ii) perception affected
by Gaussian noise (GN faulty perception). We ran an experiment with 4 agents
such that the first agent had IF faulty perception, the second agent had a GN
faulty perception, while the third and fourth agent were not faulty.

We followed the hints from [4] for the simulation of faulty perception, by
overwriting the perceive method of the agent architecture class. In order to sim-
plify the coding, we developed a single agent architecture class that was named
TDLAgentArch. This class provides different implementations of the perceive
method, depending on the agent type (here represented by the agent id). The
code of the perceive method is shown in Fig. 4.

For the agent with IF faulty perception, we altered the reward perceived
between the 2000-th and the 2010-th perception by adding a value of 100. For
the agent with GN faulty perception we always added to the perceived reward
a Gaussian signal with mean 0 and standard deviation 1.0 (see Fig. 4).

We have reused the experimental context from [2]. The Jason program was
not altered for the experiments with faulty perception. So basically we have
reused the static policy that defines agents’ actions in each state and the learning
factor (the same for all agents).
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Fig. 3. Updates of the environment Java code.

We ran 100000 iterations for each agent. Taking into account that the envi-
ronment is Markovian, this resulted in different numbers of trials for each agent:
18937 for agent 1, 18921 for agent 2, 18647 for agent 3, and 19071 for agent
4. Below, we only present selected results obtained for agent 1 (with IF faulty
perception) and agent 2 (with GN faulty perception).
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Fig. 4. Java code for simulating faulty perception.

Figure 5 presents values of utilities u(1, 1) and u(2, 3) for the agent with IF
faulty perception. We can observe that sometime after the 2000-th iteration
the utilities are severely increased (comparing to their actual value). However
this effect being intermittent, it does not last too long. So, sometime before the
3000-th iteration the values of the utilities appear to converge to their correct
values. Note that at this time the effect of the intermittent faulty perception
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was canceled. Actually (not shown on Fig. 5) u(1, 1) converges to a value close
to 0.7, while u(2, 3) converges to a value close to 0.65. Note that Fig. 5 displays
the values of utilities only up to the 9000-th iteration, although we ran in our
experiment 100000 iterations, in order to better capture, in the figure, the effect
of the intermittent fault.

Figure 6 presents the values of utilities u(1, 1) and u(2, 3) for the agent with
GN faulty perception. The effect of the Gaussian noise is pretty obvious, being
more accentuated at the start of the exploration process. As agent 2 is progress-
ing, the effect of the noise is decreasing, and we can observe a convergence of the
utilities to values that we found similar to those obtained by the other agents,
either faulty or non-faulty.

Fig. 5. Results for agents with IF faulty perception.

Fig. 6. Results for agents with GF faulty perception.

3.3 Experiments with Agents with Faulty Action

We also performed experiments with agents experiencing unsuccessful actions.
In order to keep things simple, we have considered an agent for which the actions
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left, right, up, and down (but not null !) can fail. Failure is understood here
as: (i) the action does not produce any effect in the environment; (ii) the result
of the action reports failure to the agent, causing the corresponding agent plan
to fail. Simulation of unsuccessful actions was achieved by overwriting method
act of the AgArch class, as shown in Fig. 7.

There are already proposed solutions, in the literature, for dealing with plan
failure [5]. In our experiment we adopted a simple solution, by using contingency
plans.

Fig. 7. Script that defines the architecture of an agent that can perform faulty actions.

According to the model introduced in [2], TDL agents were defined as proac-
tive agents with the goal !keep move of continuously exploring the environment.
Achievement of !keep move assumes to update the utility function based on
the current percept and to continue to explore the environment via goal !con-
tinue move. Then, for the achievement of !continue move, if the exploration was
not terminated by reaching the upper bound of the number of iterations (i.e.
when below limit(M) context condition in Fig. 8 is true), there are two cases:

(i) a new trial was terminated by reaching a finals state (i.e. non
terminal state(St) context condition from Fig. 8 is true); in this case the
agent executes a null action that, according to our assumptions, cannot
fail;

(ii) the last explored state is not terminal (i.e. terminal state(St) context con-
dition from Fig. 8 is true); in this case the agent selects a move according to
its static policy. In this case the action can fail, producing a failure of the
!continue move goal.

Therefore, we have updated the Jason plan library, introduced in [2] for the
implementation of TDL agents, by adding a contingency plan using the blind
commitment strategy for the achievement of the !continue move goal. This sim-
ply restates the !continue move goal causing the failed action to be re-executed
until it succeeds. The Jason code is shown in Fig. 8.

We ran an experiment by allowing all the agents (either perception faulty or
perception non-faulty) to execute actions that can fail according to this model.
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Fig. 8. Plans associated to the !continue move goal.

All the agents were able to finalize the experiment with success producing appro-
priate utility values. The only inconvenience that was added by introducing
faulty actions (according to this model) was the increase of the learning time.
This was caused by the necessity to re-execute failing actions until they were
successful.

4 Conclusion

In this paper we show how multiple BDI agents enhanced with TDL capabilities
learn their utility function, while they are concurrently exploring an uncertain
environment. Our main results are related to the programming aspects of the
agents using the Jason agent-oriented programming language and Java. We pro-
vide experimental results showing the behavior of different agents acting in a
Markovian grid environment: agents with the perception function affected by
intermittent faults and Gaussian noise, as well as agents for which their action
function can fail. As future work we plan to expand these results in at least two
directions: (i) by considering active learning strategies, for example Q-learning;
(ii) by allowing teams of agents to cooperate by exchanging messages while they
are exploring the environment, with the goal to either improve the learning
process or to exclude faulty and/or malicious agents from the team.
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4. Bordini, R.H., Hũbner, J.F., Wooldridge, M.: Programming Multi-Agent Systems
in AgentSpeak using Jason, ser. Wiley Series in Agent Technology. Wiley (2007)
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Abstract. In this paper, we describe a technique to develop simulated
user agents that are able to interact with dialog systems. By means of
these agents, it is possible not only to automatically evaluate the overall
operation of the dialog system, but also to assess the impact of the user
responses on the decisions that are selected by the system. The selection
of the user responses by the simulated user agent are based on a statistical
model that is automatically learned from a dialog corpus. The complete
history of the interaction is considered to carry out this selection. The
paper describes the application of this technique to evaluate a practical
dialog system providing tourist information and services.

Keywords: Dialog systems · Agent simulation · Human-machine
interaction · User modeling · System evaluation · Statistical
methodologies

1 Introduction

Research in techniques to generate simulated user agents has a long history
within the fields of language processing and dialog systems. The main purpose
of a simulated user agent in this field is to improve the usability of a dialog
system by means of its interaction with the simulated user agent [11,14].

By means of simulated user agents, it is possible to reduce time and effort
that would be required to complete the evaluation of a dialog system by means
of real users. Moreover, each time changes are made to the system it is necessary
to complete a new evaluation to assess the impact of these changes. Thus, the
availability of a large number of dialogs acquired with a simulated user agent
should contribute positively to the development of the dialog system [4,14].

Simulated user agents can be used to evaluate different aspects of a dia-
log system, particularly at the earlier stages of development, or to determine
the effects of changes to the system’s functionalities (e.g., evaluate confirmation
strategies or introduce of errors or unpredicted answers in order to evaluate the
capacity of the dialog manager to react to unexpected situations). A second
usage is to support the automatic learning of optimal dialog strategies using
statistical methodologies. Large amounts of data are required for a systematic
c© Springer International Publishing Switzerland 2016
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exploration of the dialog state space and corpora acquired with simulated users
are extremely valuable for this purpose.

Two main approaches can be distinguished to the creation of simulated user
agents: rule-based and data or corpus-based. In a rule-based simulated user,
the defined rules determine the behavior of the agent [2,9,10]. This approach is
particularly useful when the purpose of the research is to evaluate the effects of
different dialog management strategies. In this way the researcher has complete
control over the design of the evaluation study.

Corpus-based approaches are based on probabilistic methods to select the
user responses, with the advantage that this uncertainty can better reflect the
unexpected behaviors of users interacting with the system. Statistical models for
modeling users behavior have been suggested as the solution to the lack of the
data that is required for training and evaluating conversational interfaces [4].
Using this approach, the dialog system can explore the space of possible dialog
situations and learn new potentially better strategies. A summary of corpus-
based user modeling techniques for reinforcement learning of the dialog strategy
can be found in [14].

In this paper, we describe a proposal for using simulated user agents to assess
the different users’ behaviors during the interaction with a dialog system. The
proposed simulated user agents are based on a statistical user model, which is
learned by means of a training dialog corpus. This model provides the probabil-
ities of selecting each one of the user responses according to the previous dialog
history and the objective of the dialog. This selection is carried out by means of
a classification process that takes these information sources as input.

We have applied our proposal to evaluate the different users’ behaviors inter-
acting with a practical conversational agent that provides tourist information
and services in Spanish. Our proposal has been used not only to evaluate the
overall operation of the conversational agent, but also to detect the most impor-
tant user’s characteristics that have influence in the correct operation of the
system and errors detected during the interaction.

The remainder of the paper is as follows. Section 2 describes our proposal to
develop user simulated agents. Section 3 shows the application of our proposal
for the evaluation of a practical dialog system providing tourist information and
services. In Sect. 4 we discuss the results obtained after the overall evaluation of
the simulated user agent and the influence of different user’s features in these
results. Finally, Sect. 5 presents our conclusions and future work guidelines.

2 Proposed User Modeling Technique

Usually, spoken dialog systems carry out five main tasks: Automatic Speech
Recognition (ASR), Spoken Language Understanding (SLU), Dialog Manage-
ment (DM), Natural Language Generation (NLG), and Text-To-Speech Synthe-
sis (TTS). These tasks are typically implemented in different modules of the
system’s architecture.
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The goal of speech recognition is to obtain the sequence of words uttered by
a speaker [15]. It is a very complex task, as there can be a great deal of variation
in the input the recognizer must analyze, for example, in terms of the linguistics
of the utterance, inter and intra speaker variation, the interaction context and
the transmission channel. Once the speech recognizer has provided an output,
the system must understand what the user said. The goal of spoken language
understanding is to obtain the semantics from the recognized sentence. This
process generally requires morphological, lexical, syntactical, semantic, discourse
and pragmatical knowledge [17].

The dialog manager decides the next action of the dialog system [16], inter-
preting the incoming semantic representation of the user input in the context of
the dialog. In addition, it resolves ellipsis and anaphora, evaluates the relevance
and completeness of user requests, identifies and recovers from recognition and
understanding errors, retrieves information from data repositories, and decides
about the next system’s response. Natural language generation is the process
of obtaining sentences in natural language from the non-linguistic, internal rep-
resentation of information handled by the dialog system [8]. Finally, the TTS
module transforms the generated sentences into synthesized speech [3].

The user modeling technique that we propose in this paper replaces real
users in the interaction with the conversational agent. This technique simulates
the user intention level, that is, the simulated user agent provides concepts and
attributes that represent the intention of the user utterance. Therefore, this
agent carries out the functions of the ASR and NLU modules, i.e., it generates
the semantic interpretation of the user utterance in the same format defined for
the output of the SLU module. Figure 1 shows the interaction of the real users
and the simulated user agent user with the described architecture of a spoken
conversational agent.

The methodology that we have developed for user modeling extends our
work for developing a statistical methodology for dialog management [6]. The
user responses are generated taking into account the information provided by
the simulator throughout the history of the dialog, the last system turn, and the
objective(s) predefined for the dialog.

In order to control the interaction, the simulated user agent uses the repre-
sentation the dialogs as a sequence of pairs (Ai, Ui), where Ai is the output of the
dialog system (the system answer) at time i, expressed in terms of dialog acts;
and Ui is the semantic representation of the user turn (the result of the under-
standing process of the user input) at time i, also expressed in terms of dialog
acts. This way, each dialog is represented by (A1, U1), · · · , (Ai, Ui), · · · , (An, Un),
where A1 is the greeting turn of the system (the first turn of the dialog), and
Un is the last user turn. We refer to a pair (Ai, Ui) as Si, the state of the dialog
sequence at time i.

In this framework, we consider that, at time i, the objective of the simulated
user agent is to find an appropriate user answer Ui. This selection is a local
process for each time i and takes into account the sequence of dialog states that
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Fig. 1. Interaction of a conversational agent (1) with real users. (2) with the proposed
user modeling technique

precede time i, the system answer at time i, and the objective of the dialog O.
If the most probable user answer Ui is selected at each time i, the selection is
made using the maximization:

Ûi = arg max
Ui∈U

P (Ui|S1, · · · , Si−1, Ai,O)

where set U contains all the possible user answers.
As the number of possible sequences of states is very large, we establish a

partition in this space (i.e., in the history of the dialog preceding time i).This
data structure, that we call User Register (UR), contains the information pro-
vided by the user agent throughout the previous history of the dialog. After
applying the above considerations and establishing the equivalence relations in
the histories of the dialogs, the selection of the best Ui is given by:

Ûi = arg max
Ui∈U

P (Ui|URi−1, Ai,O)

As in our previous work on dialog management [6], we propose the use of a
multilayer perceptron (MLP) [1,12] to make the determination of the next user
response. The input layer receives the current situation of the dialog, which is
represented by the term (URi−1, Ai,O) in the previous equation. The values of
the output layer can be viewed as the a posteriori probability of selecting the
different user responses defined for the user agent given the current situation
of the dialog. The choice of the most probable user answer of this probability
distribution leads to the previous equation. In this case, the simulated user agent
will always generate the same response for the same situation of the dialog. Since
we want to provide a richer variability of users behaviors, we base our choice
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on the probability distribution supplied by the MLP on all the feasible user
responses, not only selecting the most probable user response for each dialog
situation.

For the simulated user agent to select the next response, we have assumed
that the exact values provided by this agent are not significant. They are impor-
tant for accessing the data repositories and for constructing the output sentences
of the dialog system. However, the only information necessary to determine the
next action by the simulated user agent is the presence or absence of specific
information. Therefore, the information we used from the UR is a codification
of this data in terms of three values, {0, 1, 2}, for each field in the UR according
to the following criteria:

– 0: The value of the specific position of the UR has not been provided by the
user agent.

– 1: The value of the specific position of the UR has been provided with a
confidence score that is higher than a given threshold. Confidence scores are
provided by the Understanding and ASR Error Simulator Agent, as it is
explained in Sect. 2.1.

– 2: The value of the specific position of the UR has been provided with a
confidence score that is lower than the given threshold.

2.1 The Understanding and ASR Error Simulator Agent

A real dialog corpus includes information about the errors that were introduced
by the ASR and the SLU modules during the acquisition. This information also
includes confidence measures, which are used by the conversational agent to
evaluate the reliability of the concepts and attributes generated by the SLU
module. This way, an error simulator agent has been designed to perform error
generation. This agent modifies the dialog acts generated by the user simulator
once the UR is updated. In addition, the error simulator adds confidence scores
to the semantic representation generated by the user simulator.

One of the main problems that must be considered during the interaction with
a conversational agent is the propagation of errors through the different modules
in the system. The ASR module must deal with the effects of spontaneous speech
and with noisy environments; consequently, the sentence provided by this module
could incorporate some errors. The SLU module could also add its own errors
(which are mainly due to the lack of coverage of the semantic domain). Finally,
the semantic representation provided to the dialog manager might also contain
certain errors. Therefore, it is desirable to provide the dialog manager with
information about what parts of the user utterance have been clearly recognized
and understood and what parts have not.

In our proposal, the simulated user agent provides the dialog system with the
dialog act representation associated to the user input together with its confidence
scores [5]. To do this, an error simulation agent has also been incorporated to
include semantic errors in the generation of dialogs. This agent modifies the
dialog acts provided by the user model once it has selected the next user response.
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In addition, the error simulation agent adds a confidence score to each concept
and attribute in the semantic representation generated for each user turn.

For the study presented in this paper, we have improved this agent using a
model for introducing errors based on the method presented in [13]. The gen-
eration of confidence scores is carried out separately from the model employed
for error generation. This model is represented as a communication channel
by means of a generative probabilistic model P (c, au|ãu), where au is the true
incoming user dialog act ãu is the recognized hypothesis, and c is the confidence
score associated with this hypothesis.

The probability P (ãu|au) is obtained by Maximum-Likelihood using the ini-
tial labeled corpus acquired with real users and considers the recognized sequence
of words wu and the actual sequence uttered by the user w̃u. This probability
is decomposed into a component that generates a word-level utterance from a
given user dialog act, a model that simulates ASR confusions (learned from the
reference transcriptions and the ASR outputs), and a component that models
the semantic decoding process.

P (ãu|au) =
∑

w̃u

P (au|w̃u)
∑

wu

P (w̃u|wu)P (wu|au)

Confidence score generation is carried out by approximating P (c|ãu, au)
assuming that there are two distributions for c. These two distributions are
handcrafted, generating confidence scores for correct and incorrect hypotheses
by sampling from the distributions found in the training data corresponding to
our initial corpus.

P (c|au, ãu) =
{

Pcorr(c) if ãu = au
Pincorr(c) if ãu �= au

During the automatic interaction of the simulated user agent and the dialog
system, the dialog manager of the dialog system considers that a dialog is not
successful when one of the following conditions takes place: (i) the dialog exceeds
a maximum number of system turns, usually higher than the average number
of turns of the dialogs acquired with real users; (ii) the answer selected by the
dialog manager corresponds to a query not made by the simulated user agent;
(iii) the database query module generates an error because the simulated user
agent has not provided the mandatory data needed to carry out the query;
(iv) the answer generator generates an error when the selected answer involves
the use of a data item not provided by the user agent. A user request for closing
the dialog is selected once the system has provided the information defined in its
objective(s). The dialogs that fulfill this condition before the maximum number
of turns are considered successful.

3 Practical Application

We have applied our proposal to develop and evaluate the Enjoy Your City spo-
ken dialog system, which provides user-adapted tourist information in natural
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language in Spanish [7]. The information provided by the system includes places
of interest, weather forecast, hotel booking, restaurants and bars, shopping,
street guide and “how to get there” functionalities, cultural activities (cinema,
theater, music, exhibitions, literature and science), sport activities, festivities,
and public transportation. The information offered to the user is extracted from
different web pages and several databases are also used to store this information
and automatically update the data that is provided.

We have defined ten concepts to represent the different queries that the user
can perform (Places-Interest, Weather-Forecast, Hotel-Booking, Restaurants-
Bars, Shopping, Street-how-to-get, Cultural, Sport, Festivities, and Public-
Transport). Three task-independent concepts have also been defined for the task
(Affirmation, Negation, and Not-Understood). A total of 115 system actions (dia-
log acts) were defined taking into account the information that is required by
the system to provide the requested information.

An example of the semantic interpretation of a user utterance is shown in
Fig. 2.

Input sentence:
[SPANISH] Me gustaŕıa conocer el horario de visita del Templo de Debod para

.anañam
[ENGLISH] I would like to know the visit hours of the Temple of Debod for tomorrow.

Semantic interpretation:
(Places-Interest)

Query type: Timetables
Place: Temple of Debod
Date: Tomorrow

Fig. 2. An example of the labeling of a user turn in the Enjoy Your City system

The UR defined for the task is a sequence of 128 fields, corresponding to:

– The 10 concepts defined for the dialog act representation.
– The total of 115 possible attributes for the concepts.
– The 3 task-independent concepts that users can provide (Acceptance, Rejec-

tion and Not-Understood).

4 Experiments and Results

A corpus of 300 dialogs was acquired by means of real users interacting with
the Enjoy Your City system. In the acquisition of this corpus participated 60
recruited users at the Technical University of Valencia (Valencia, Spain), Univer-
sity of Granada (Granada, Spain), and Carlos III University of Madrid (Leganés,
Spain).

A 5-fold cross-validation process was used to carry out the evaluation of the
proposal to develop simulated user agents. The corpus was randomly split into
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five subsets (20 % of the corpus). Our experiment consisted of five trials. Each
trial used a different subset taken from the five subsets as the test set, and the
remaining 80 % of the corpus was used as the training set. A validation subset
(20 %) was extracted from each training set.

In order to successfully use neural networks as classifiers, we firstly tested
the influence of the topology of the MLP, by training different MLPs of increas-
ing number of weights using the standard backpropagation algorithm (with a
sigmoid activation function and a learning rate equal to 0.2), and selecting the
best topology according to the mean square error (MSE) of the validation data.
Different training algorithms were evaluated: the incremental version of the back-
propagation algorithm (with and without momentum term) and the quickprop
algorithm. The best result on the validation data was obtained using an MLP
with one hidden layer of 32 units trained with the standard backpropagation
algorithm and a value of LR equal to 0.3.

We defined three measures to compare the response automatically generated
by the simulated user agent for each sample in the test partition with regard to
the reference response annotated in the training corpus. This way, the evaluation
is carried out turn by turn. These measures are:

– Exact : the percentage of responses provided by the simulated user agent that
are exactly the same that the reference response annotated in the training
corpus;

– Coherent : the percentage of responses provided by the simulated user agent
that are coherent with the current state of the dialog although they are not
exactly the same response annotated in the training corpus.

– Error : the percentage of responses provided by the user model that would
cause the failure of the dialog;

Firstly, we evaluated the overall operation of the simulated user agent by
carrying out a 5-fold cross validation process that considers only the semantic
information provided by the SLU module for each user utterance, without con-
sidering any additional context information related to the user for the definition
of the training and test partitions. The number of user turns in each partition
considered users’ location, gender, duration of the turns, and number of words
provided in each turn. Table 1 shows the results of this evaluation.

Table 1. Results of the overall evaluation of the users modeling technique

Exact Coherent Error

78.3 % 94.7 % 5.3 %

These results show the satisfactory operation of the proposed user modeling
technique. The codification of the state of the dialog and the correct operation
of the MLP classifier allow the simulated user agent to generate a response that
is coherent with the current state of the dialog in a 94.7 % percentage. The
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user response also coincides exactly with the reference response in the corpus in
78.3 % of cases. Finally, the number of responses that can lead to system failure
is only 5.3 %.

Secondly, we completed an evaluation of the user model taking into account
the size of the training corpus. The same partitions described in the overall
evaluation were employed, discarding training samples randomly to reduce the
size of this partition. Three experiments were completed, using a 75 % of the
training samples (3678 samples), 50 % of the training set (2452 samples) and 25 %
(1226 samples). The test sets were the same described for the overall evaluation
of the simulated user agent. Table 2 shows the results of this evaluation.

Table 2. Results of the evaluation of the users model according to the size of the
training corpus

Exact Coherent Error

100 % 78.3 % 94.7 % 5.3 %

75 % 75.9 % 91.4 % 8.6 %

50 % 72.1 % 88.3 % 11.7 %

25 % 68.6 % 82.6 % 17.4 %

The results of this evaluation show the correct operation of the user model
even if only used 50 % of the training corpus is used to learn the user model.
Thus, the results obtained for the coherent measure are very similar if more than
the 50 % of the training corpus is used. However, if only 25 % of the training
corpus is used, the percentage of responses that can cause the failure of the
dialog increases to 17.4 %. The good operation of the user modeling technique
(even for a reduced size of the training corpus) can be explained because there
are many dialog states that are very frequent in the corpus, or are similar to
other states and then can be easily classified by the MLP.

Then, we evaluated our proposal considering the gender of the users as a
parameter to be assessed. To do this, the corpus was divided into a set of par-
titions with equal number of samples of women and men. Table 3 shows the
results of this evaluation, specifying the partitions used for training and test
(Training/Test).

Table 3. Results of the evaluation of the user model taking into account the influence
of gender

Exact Coherent Error

Women / Both 70.6 % 89.1 % 10.9 %

Men / Both 70.3 % 93.1 % 6.9 %

Both / Women 71.8 % 92.5 % 7.5 %

Both / Men 77.1 % 93.4 % 6.6 %
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The results of this evaluation show that there are not remarkable differences
if the learning of the user model for the simulated user agent is completed using
only samples of men or women (first two columns of results in Table 3). Higher
differences are observed in the evaluation of the model considering the gender of
the users in the test partitions (third and fourth column of this table). The dif-
ferences obtained in these cases show a greater similarity in the samples of men.

Following, we evaluated the influence of the users’ expertise level in the oper-
ation of the user modeling technique. Users were classified into three groups:
Group 1 (users that employed the system 5 or less times), Group 2 (users that
employed the system between 5 and 10 times), and Group 3 (users that employed
the system more than 10 times). Table 4 shows the results of this experimenta-
tion, specifying the partitions used for training and test (Training/Test).

Table 4. Results of the evaluation of the user model taking into account the influence
of age

Exact Coherent Error

Group 1 / Group 2 61.4 % 66.2 % 33.8 %

Group 1 / Group 3 53.8 % 59.1 % 40.9 %

Group 2 / Group 1 67.6 % 75.9 % 24.1 %

Group 2 / Group 3 68.3 % 78.3 % 21.7 %

Group 3 / Group 1 60.7 % 69.3 % 30.7 %

Group 3 / Group 2 72.5 % 80.8 % 19.2 %

As the results of Table 4 show, the more significant differences were observed
when novel users (Group 1) where employed for training the user model and the
test partition included the rest of users. These differences are very important
when users in Group 1 were used for training and users of Group 3 were employed
to test the user model.

Finally, we have evaluated our proposal taking into account the influence
of the origin of the dialogs. This evaluation starting with the same partitions
defined for the overall evaluation of the proposal, training the simulated user
agent with the samples coming from the specific location to be evaluated and
using the same test partitions (samples from the three locations). Table 5 shows
the results of this evaluation.

The results of this evaluation show the better operation of the proposal when
the user model was learned with the dialogs acquired at Location 2. When the
user model was learned using only the dialogs of the Location 1, the percentage
of responses that follow the strategy is equivalent to the one obtained for the
Location 3. With regard the dialog corpus acquired at Location 3, in addition
of obtaining a percentage of exact responses of only 66.4 %, the number of user
responses that can cause the failure of the dialog is also the highest. Therefore,
considering the values obtained for the different measures, we can conclude a
significant difference between the dialogs acquired at each location.
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Table 5. Results of the evaluation of the user model taking into account the origin of
the dialogs

Exact Coherent Error

Location 1 71.9 % 84.8 % 15.2 %

Location 2 77.2 % 91.3 % 8.7 %

Location 3 66.4 % 82.6 % 17.4 %

5 Conclusions and Future Work

In this paper, we have described a technique to generate simulated user agents
to automatically evaluate spoken dialog systems. The simulated user agent is
based on a statistical model which takes the complete history of the interaction
into account to decide the next user response. This decision is modeled by a
classification process in which a neural network is used. An additional statisti-
cal model has been introduced for errors introduction and confidence measures
generation. This way, the dialog system can also be evaluated by considering
different conditions in the communication channel.

The simulated user agent simulates the user intention level in terms of the
semantic representation that would be generated by the ASR and NLU mod-
ules in the architecture of a dialog system. This way, dialogs are automatically
labeled during the simulation using the semantics defined for the task. Thus, the
interaction of the simulated user agent and a dialog system allows the generation
of new dialogs with little effort and the adaptation of a the system to a new task
can also simplified.

We have described the application of our proposal to evaluate both the over-
all operation of the user model and the main characteristics of a dialog corpus
acquired with real users. This evaluation has allowed us to measure the influence
of the most important user’s features characteristics that affect the interaction
of the simulated user agent with the dialog system. As a future work, we are
adapting the proposed user modeling technique for its application in more diffi-
cult domains. We also want to extend our proposal for user modeling by means
of the incorporation of additional features related to the user’s emotional state
and their personality.
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2003. LNCS (LNAI), vol. 2807, pp. 165–172. Springer, Heidelberg (2003)
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Abstract. Ambient Assisted Living (AAL) is an emergent area that
provides useful mechanisms that allows tracking elders through sensor-
ing. For AAL systems, it is very important to provide information fusion
techniques, which merge the information available in sensors available
in different devices like the smartphones to infer possible risk situations
for elders in outdoor environments. The Data Fusion Model is the most
widely used method for categorizing data fusion-related functions. In pre-
vious works we have developed SafeRoute, an AAL system that pretends
monitoring elders in their day-to-day daily living activities in outdoor
environments. In this context, this paper presents a specific proposal
of application of the JDL Data Fusion Model to tracking old persons
in outdoor environments. We additionally present the social interaction
model in the context of the SafeRoute system, showing the interactions
between caregivers and elders and including new contextual elements to
make more efficient the tracking process.

Keywords: JDL Data Fusion Model · Ambient Assisted Living ·
Interaction model

1 Introduction

Ubiquitous spaces are a common research field nowadays, mostly due to the
increase in sensors installed on environments and the technological opportu-
nity it presents. Ambient Intelligence (AmI) refers to a vision in which people
are empowered by an electronic environment that is sensitive and responsive
to their needs, and is aware of their presence. Its target is improving quality
of life by creating the desired atmosphere and functionality through intelligent
and inter-connected systems and services. Inside AmI, Ambient Assisted Liv-
ing (AAL) is an emergent area that provides useful mechanisms that allows
c© Springer International Publishing Switzerland 2016
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tracking elders through sensoring, for example, using mobile devices, that not
only work like communication devices, but also are equipped with several sensors
like accelerometer, gyroscope, proximity sensors, microphones, GPS system and
camera. Ambient Assisted Living (AAL) can be defined as the use of informa-
tion and communication technologies (ICT) in a persons daily living and working
environment to enable them to stay active longer, remain socially connected and
live independently into old age [1].

Information fusion focused in sensors has become increasingly relevant during
the last years due to its aim to combine observations from a number of different
sensors to provide a solid and complete description of an environment or process
of interest. The information fusion systems are characterized by its robustness,
increased confidence, reduced ambiguity and uncertainty, and improved resolu-
tion. There are examples of applications of information fusion techniques that
use sensors in different environments such as remote sensing, surveillance, home
care, and so forth, but there are few applications using smartphones devices-
blazquez.

The Data Fusion Model maintained by the JDL Data Fusion Group is the
most widely used method for categorizing data fusion-related functions. They
proposed a model of six levels, of which the first is related to information extrac-
tion, and the last with the extraction of knowledge. The JDL model was never
intended to decide a concrete order on the data fusion levels. Levels are not
alluded to be processed consecutively, and it can be executed concurrently [2].
Although the JD data fusion model has been criticized, still constitutes a refer-
ence to design and build systems to obtain information from the data in complex
systems and generate knowledge from the extracted information.

Attending that, was created the SafeRoute project, a system able to assist
elders with activities related to their day-to-day activities in outdoor envi-
ronments that use geo-localization technologies built-in mobiles devices. The
objective of SafeRoute is to monitor elders who follow predefined routes and to
notify to their caregiver in case of emergencies (losses and falls). In recent works
[3–5], we have considered the inclusion of new actors and other elements in our
model that contribute to improve the monitoring process of elders and to reduce
response time in case of emergencies. The purpose of this work is to describe
the social interaction model in the context of the SafeRoute system, showing
the interactions between caregivers and elders and including new contextual ele-
ments to make more efficient the tracking process. In addition, we describe our
proposal of information fusion using the JDL Data Fusion Model to tracking old
persons in outdoor environments.

The paper is ordered as follows: Sect. 2 depicts the actual state-of-art of some
AAL studies that implements activity recognition techniques using smartphones
and information fusion techniques. Section 3 aims to describe our proposed Inter-
action Model. Section 4 presents our proposed JDL Data Fusion Model applica-
tion. In Sect. 5 we present in a Study Case the new functionalities of the SafeR-
oute system and we also show the results of some initial user-centered tests to
evaluate our work. Finally, in the Sect. 6 shows the conclusions and future works.
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2 Work Related

In the case of AAL systems, it is necessary to provide to elders the simplest
way to interact with the systems, to minimize as much as possible the error
product of this interaction. It is recommended limiting the possible options,
dialogues has to be linear and parallel tasks must to be avoided. For example,
Kopal [6] is a system, which provides a feedback mechanism based on speech,
which helps people with dementia and their caregivers. The caregiver may use
the own mobile for ask for information to the elder through the own mobile.
OutCare [7] is an example of an AAL application that attempts to help people
with Alzheimer’s and their caregivers. In this case, the authors implemented a
multi-agent system (MAS) that monitoring outdoor daily routines for people
with Alzheimer, sending alerts to their caregivers in case of deviation via SMS,
e-mail, and voice.

InContexto [2] is a distributed fusion of information architecture that uses
smartphone to retrieve user and context information. This architecture provides
guidelines for collecting information of users through sensors provided by smart-
phones, making differences between softsensors and hardsensors, and sharing
the processes between the smartphone and a cloudserver. InContexto uses infor-
mation fusion to integrate data from different softsensors and hardsensors to
extract relevant information about users. Authors based his work on the JDL
model and divided the fusion process in five levels. Regarding the distributed
architecture of InContexto, it is composed by two components: a Web Service
and a Smartphone Server. The main purpose to the InContexto architecture is
to infer physical actions performed by users (walking, running, etc.) through an
application developed for Android. The recognition module activity was tested,
getting a very high overall (97 % accuracy) in the classification of this activities.
Summarizing, [2] seems to be the most promising approach studied. However,
the authors focus their work on the use of only the accelerometer smartphone
and do not exploit the use of other hardsensores as the light sensor, temperature
sensor, etc. to infer new user activities and situations in outdoor environments.

The main contributions of this paper is to describe our propose of data fusion
using the JDL Data Fusion Model in a context that combine traditional elements
of an AAL environment with new human actors and functionalities, finding to
create a safety network around the city. This new social actors will act as sensors
and actuators, to detect emergencies and reduce the response time in this cases.
Furthermore, we describe the interaction model of this hybrid context.

3 Interaction Model

In [5] we considered the inclusion of new actors and other elements in our model.
In this work, we define our interaction model, considering other elements and
actors. In the studied context, our objective is to monitor the daily routines of
elders in outdoors, and acting according the diagnostic product of the mentioned
status. There are different people involved in the care for the elders. Relatives
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and health attendants will be monitoring constantly the elder status, doctors will
be alerting in case of and medical emergency and stand workers will be receiv-
ing information about the status of elders in the proximity of their workplaces
and will help elders in case of emergency. It is possible to infer a diagnostic of
the elder status, for example, if elder falls, his health condition or his motor
activity (walking, standing, etc.). We defined different kinds of actions that will
act over the correspondent actuator, and depending the previous diagnostic, we
divide actions in communication actions and human help actions. Other impor-
tant aspect that we realized is concerning the different information sources that
our system can consume to diagnose the elder status. We taking in considera-
tion not only the sensor observations of sensor built-in the mobile devices, but
also other external information (maps, environmental information located in the
web, profile information of elder). An important aspect to take in considera-
tion regards information sources is their reputation and uncertainty, which can
influence significantly in the diagnostic of the elder status.

Additionally, we not only considered mobile devices as devices to sense the
elder activity in our study, we also included ambient devices and wearable
devices, but focused mainly in smartphones as main sensoring tool. We consider
smartphones as other sensor inside our Ambient Intelligence system. It may be
possible to consider a smartphone like a non-intrusive device to obtain activity
con text from people, in this case, elders. Indeed, smartphones experience almost
the same physical forces, temperature, and noise of the person who carries them
out. If we track their actions, we are tracking people actions (Fig. 1).

Summarizing, relatives and health assistants will form a safety network that
will be monitoring the elder status in their daily activities; also, doctors would
receive alerts in case of severe emergencies (cardiac problems, etc.). In addition,
finding to reduce the risk of accidents, we include an innovative tracking system
formed by stand workers who work in these newsstands that often are geograph-
ically distributed throughout cities in Brazil, these people will be aware of the
elders circulating in the vicinity of their workplace, to provide quick help in case
of emergency (Fig. 2).

4 JDL Model

In [3] we presented the problem to solve and we made an early design of the
SafeRoute system, using mobile technologies. On the other hand, in [4] we
included new functionalities in our system and we presented an initial strat-
egy through the JDL Data Fusion Model to merge data sensors in mobiles to
infer new knowledge about context information, finding to improve the decision
making process. Furthermore, in [5] we made a first description of our interac-
tion model, emphasizing the new actors to be taken into account in our context.
In this work, we proposed a data fusion method based in the JDL Data Fusion
Model, looking to infer possible risk situations to elders in outdoor environments
in their day-to-day daily living activities.
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Fig. 1. Proposed social interaction model

4.1 Level 0: Data Collection

In order to provide an efficient description of the data, a pre-processing process
is required to improve performance (noise removal and redundancy of measure-
ments). We consider smartphones because they not only works as communication
devices; they are also equipped with several powerful and economical sensors.
We consider two kinds of sensors. Firstly, we use some of the hardsensors built-in
smartphones such as the accelerometer, lux sensors, barometers, GPS, etc. In
our case, we get the user localization in outdoor environments using mainly the
GPS sensor and the Internet Services (Wi-Fi) like alternative method. We mea-
sure the different frequencies of the accelerometer sensor to develop a method of
activity recognition through. On the other hand, accelerometer’s frequencies are
not fixes and depend on the operating system, and there is no control over it.
In our case, we use the Android operating system, which provides four different
sampling frequencies.

In the Fig. 3 we show our proposal method of fall detection using the mea-
sures of acceleration of the different axes (x, y and z) of the smartphone. Firstly,
when the accelerometer records 1G (Earth’s gravity) mean that the smartphone
is stopped and we can infer that user is not walking. Otherwise, while accelera-
tion values are between the upper and the lower threshold we can say that the
smartphone has a constant oscillatory motion and therefore, user can be walk-
ing or running. When a suddenly acceleration values that exceeds the predefined
thresholds (A, B) is detected, followed by a short-term increase in the accelera-
tion that means a strong impact on the ground (C), we can infer that a fall is
detected.
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Fig. 2. Fall detection using the accelerometer sensor

Regarding ambient temperature, we face the problem that nowadays, most of
smartphones has not integrated the ambient temperature sensor. For this reason
we use as softsensor an Online Weather Service, in this case World Weather
Online, a service that provide an API with several features to measure weather
in a determinate localization.

4.2 Level 1: Object Assessment

In this level we proposed an Object-Oriented Design to identify and locate rel-
evant objects based in the incomplete information provided by level 0 (Fig. 4).
We defined some classes and their attributes. Firstly, the class Route repre-
sents a predefined route that the old person must to follow when he is outdoor.
In addition, the localization class defines the features of a determinate spatial
localization in time; the most important attributes are related to the geographic
coordinates (latitude and longitude) and the type of location (fall, lost, confused,
normal). On the other hand, class Sensor defines a generic measure in time; in
this class, we stored sensors measure just like ambient temperature, luminosity
level or relative humidity.

4.3 Level 2: Situational Assessment

In the last years, the interest in ontologies as symbolic models to acquire, repre-
sent, and exploit knowledge in context aware computing, has increased consid-
erably. The amount of research projects using semantic technologies, like [8–11],
can illustrate the importance of ontologies in the field of Ambient Intelligence
and pervasive computing architectures. Typical AAL environments and onto-
logical model represents entities such as target user, sensor, actuator, physical
space, ubiquitous device, etc. However, we do not find examples when human
actors were considers as sensors of user and environmental information and actu-
ator at the same time. We believe that the studied ontological models do not
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Fig. 3. Database design

cover all the elements of the context studied. In our case, we use an ontology for
representing the contextual information of our interaction model, that represents
the context-aware tracking for the elders using mainly mobile devices and being
monitored by a network of caregivers to guarantee the safety of the elders in
outdoor environments (Fig. 5).

In the studied context, the objective is to control the status of an elder
located in an outdoor place, and acting according the diagnostic product of the
mentioned status. There are different people involved in the care for the elders.
Relatives and health attendants will be monitoring constantly the elder status,
doctors will be alerting in case of and medical emergency and stand workers will
be receiving information about the status of elders in the proximity of their work-
places with the objective to help them in case of necessity. We defined as Sensors
in our context those elements that provide information about the elder status to
make a diagnostic of their situation, for example, the stand worker, who sense
constantly all elders near him and send constantly information about him to the
web server. Moreover, Actuators will be those elements that receive an action
derived from a diagnostic and directly helps to elder. Caregiver, Mobile Device,
Doctor, Stand Worker, are actuators. We focused in four objectives to monitor
the elder status: the elder activity, equilibrium, the elder health status and the
environment status. Inside the elder activity, we analyzed the displacement in
time to detect distancing for a predetermined route and the motor activity. For
each predetermined route is defined the distancing allowed. The executed route
representing those that are being executed in a specific moment by the elder.
Depending the monitored objective will be inferred a diagnostic of the elder
status. This way, for example, it is possible to know if elder falls, his health
condition or his motor activity (walking, standing, etc.).
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Fig. 4. Upper level ontology

We defined different kinds of actions that will act over the correspondent
actuator, and depending the previous diagnostic, we divide actions in communi-
cation actions and human help actions. Other important aspect that we realized
is concerning the different information sources that our system can consume to
diagnose the elder status. Additionally, we not only considered mobile devices as
devices to sense the elder activity in our study, we also included ambient devices
and wearable devices, but focused mainly in smartphones as main sensoring tool.
We consider smartphones as other sensor inside our Ambient Intelligence system.

5 Study Case

In previous work, we defined the SafeRoute system, a distributed system com-
posed by two components: the Android application CareofMe and the web system
SafeRoute. Our solution scenario is as follows: Elder leaves home directed to an
outdoor location with a smartphone attached to the belt, the smartphone has
installed CareofMe (application for Android that constantly tracks the user’s
activity (running, walking, standing, sitting, fall) his position in geographical
coordinates) and falls on the street or moves away from his predetermined route.

Regarding previous work, we include new functionalities to our system. For
example, besides route tracing functionality we include the concept of safety net,
defined as a set of known locations in the vicinity from which elder must not
walk away. (Fig. 5). This new functionality will allow to locate to elder in a more
specific way because we could know what is the closest point our safety to the
elder’s position in a certain time. We consider this functionality very important
because it could be reduced the time of response in case of emergencies. We
include an innovative element in our tracking system, in this case, we include
the newsstand, an specific component of our safety network where is working
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Fig. 5. Safety network

a stand worker, who sense constantly all elders near him and send constantly
information about him to the web server. We include this element because in
case that elder has an accident or lost in the street, an alert will be sent to the
near stand of the elder position, this way, the stand worker who works there
could assist very fast to elder, reducing the response time. Could happen that
elder would be lost and would arrive to the stand, in this case, stand worker
could check in the system installed in the stand and inform the route that elder
must follow or ask him if prefer call for help some relative or other caregiver.

In addition, our system aims to facilitate the process of elder tracking by
caregivers and relatives. Thus was created a panel of to control the state of the
elder to enable to caregiver or relative to have a complete view of the elder’s
status (geographical position and environmental conditions).

Fig. 6. Predefined route
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5.1 Evaluation

To evaluate our work we carried out a user-centered test with three elders. Our
test consisted in that every elder followed a predefined route (Fig. 6) inside our
safety network. We simulate falls (in a controlled environment) and intentional
departures from the safety network. Our objective with this test was to compare
localization accuracy using localization sensors provided by the Arduino platform
with the geographic localization obtained by sensor embedded in the smartphone
and used by the CareofMe application (GPS, Wi-fi).

Results showed in Figs. 7 and 8 showed a better accuracy for locations
obtained by the CareofMe application in comparison with location sensors of
Arduino. However, the results showed the necessity to implement calibration
functionalities and to find alternatives to get localization, not only GPS and

Fig. 7. Tracked route using Arduino sensors

Fig. 8. Tracked route through the Control Panel and using the App CareofMe
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localization through Internet, finding to improve the localization accuracy. In
addition, the obtained results allowed us to measure a set of relevant values for
our system, for example, we measured the average displacement speed of elders
and the delay in alerting to the caregiver. We took these values in consideration
to make corrections in our system, for example, we changed frequency, which
our system sends the user’s position to the web system, considering that a low
frequency can affect the lifetime of the battery of cell and affect the proper
functioning of the application.

6 Conclusions and Future Work

In this paper, we presented an application of the JDL Data Fusion Model to
tracking old persons in outdoor environments as a continuation of previous works
in the context of the develop of the SafeRoute system. We described the three
first levels of our proposed model, considering different aspect of the involved
technologies and contextual characteristics. In addition, we presented a social
interaction model for represents the interaction between caregivers and elders
that are being monitored in the context of the SafeRoute AAL system. We
showed that it is possible helping elders better and to reduce the time response
in case of emergency in this context with the inclusion of new social actors as the
stand workers, who acts like sensors and actuators in our model. With our model,
we described a hybrid context, when caregivers and embedded technologies work
together to create a safety network for care elders in outdoors environments and
how is it possible that using our system, the response time in case of emergencies
could being reduced.

In addition, we showed the results of an initial user-center test that had the
objective to compare the localization accuracy between our proposed localiza-
tion method and an alternative method provided by the Arduino platform. We
showed that with the fusion of some localization methods our system obtain a
better accuracy that an alternative method that only use a simple localization
sensor. However, we considered indispensable for validate our model, to make a
more extensive experimental phase in our project. We aim to evaluate prototype
through a technology evaluation consisting in some post-test questionnaires to
measure the satisfaction level of users.

As part of our ongoing work and finding to improve the decision making
process, we are developing inference rules through SWRL (Semantic Web Rule
Language) to infer new knowledge about context information as part of the Level
of Impact Assessment of the JDL Data Fusion Model. In this sense, with this new
inferred knowledge, we plan to develop some new intelligent functionalities that
respond automatically to user and to the environment behavior to allow a faster
response in case of emergency. This new functionalities include other available
sensors and other information sources (environmental sensors, location sensor,
accelerometer, camera, microphone, etc.), for example, we pretend manipulate
the camera for automatically taking photos of users in case of emergency.
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Abstract. This research uses data mining techniques to establish data predicting
consumption of products that are grown in areas of the Andean region of Ecuador
by relatives and marketed in alternative circuits that prevent intermediary called
Cialcos to improve their income groups.

Keywords: Time series · Predictive analysis · Alternative circuits of
commercialization · Agro producers · Time series trend · Association rules

1 Introduction

This research is aimed at finding patterns in the behavior of consumption of agricultural
products in the Andean region of Ecuador that will generate a support for decision-
making, based on techniques of predictive data mining.

Using information from 2014, provided by the General Coordination Network
Marketing Ministry of Agriculture, Livestock, Fisheries and Aquaculture of Ecuador
detailing the behavior of sales of agricultural products made by small farmers located
in Ecuador’s central highlands specifically in provinces of Tungurahua and Chimborazo.

In Ecuador there are small family groups engaged in agricultural work especially in
planting vegetables, product marketing becomes part of the income monthly support.
They are associated with other producers of the same area and establish direct marketing
channels with the consumer avoiding the presence of other actors, which are able to
improve their income. The Cialco acronym comes from using the first two letters of the
words in Spanish CIrcuitos ALternativos de COmercialización.

There are several types of marketing channels, this study is limited to information
of groups involved in fair type circuits which are defined as specific places where agri‐
cultural producers meet periodically to conduct their business.

The file in Excel format provided, comprising information on quantity and volume
of sales of products such as vegetables, legumes, meat, dairy, fruits, tubers and processed
products, finding an average of 1,200 items per month divided on a weekly basis.
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2 Methodology

This work is responsible for preparing the subset of vegetables data that is initially
processed to generate a data file with CSV (Comma Separated Values) format. This
sample can generate observations to establish different patterns of behavior such as
building a ranking product offered (volume sales), establish relationships between prod‐
ucts offered and agro producers, predict future behavior, establish partnerships between
the products offered and purchased, number of producers involved in each Cialco and
participatory frequency, once the geographic component would be added it can be
extended to an analysis including physical areas for agro-ecological production.

The work presented here takes on two issues: establish time series to predict the
future behavior of the largest consumer products, in a second section predictions
presented in acquisition of products based on association rules.

Both the analysis in time series and rules of association has been performed using
WEKA (Waikato Environment for Knowledge Analysis) is a GNU (General Public
License) tool that contains a collection of libraries with machine learning algorithms
oriented data mining.

3 Predicting Future Behavior

As a result of a preliminary analysis of the data is known that the products most widely
accepted are Carrot, Tree Tomato and Broccoli, the vegetable called carrot (Fig. 1), is
the one with the largest trading volume in the period 2014, so the particular analysis of
this product is performed by applying a time series that allows us to analyze their
behavior in the future.

Fig. 1. Preliminary data analysis
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3.1 Initial Data Preprocess

Extracting corresponding carrot vegetable for each month of 2014 information is made,
the set also result verification is performed, eliminating incomplete information, and
standardizing the word carrot (Fig. 2).

Fig. 2. Data extraction for target variable

These consolidated monthly under the carrot conditioning, data are placed in a CSV
type structure that allows recognition by the Weka software, however it is not possible
to define a structure accepted date, which proceeds to generate a file with “.arff”, own
format of the tool directly manipulating its structure in defining attributes in Fig. 3.

Fig. 3. Attributes in prepared data file

Applying the algorithms SMOReg (support vector machine for regression) of the
Weka tool with default settings, are looking to find future behavior of this particular
element, using data from January to December 2014 (Fig. 4).
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Fig. 4. Data series forecasging

Using the same methodology the .arff file is set for the three most required products
Carrot Tree Tomato, Broccoli, making a projection under the same parameters of the
previous case obtaining the following projections Fig. 5.

Fig. 5. Projections for the three products

3.2 Results Obtained

The data used in this study were collected sequentially throughout 2014, in Ecuador’s
Andean region of Chimborazo and Tunhuragua as a result of the direct marketing of
agricultural producers in marketing circuits named as fairs, which are specific places
where a group of producers usually meet once a week for marketing.

Selection was based on the number of occurrences of the sample elements, they
are: carrot (Daucus carota), tree tomato (Solanum beta-Ceumar) and broccoli (Bras‐
sica oleracea italics).

When performing a linear projection of each element the obtained slopes are the
following: For the sample of carrot slope of the straight line connecting the start point
with the endpoint is 1.5, for the tree tomato the slope is -13.04 to -16.45 broccoli slope.
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Therefore, the trend of the samples are positive for growing carrots and negative for
other elements.

The amount of data analyzed does not allow clearly finding components of season‐
ality and randomness, even though the first two samples for elements tree tomato and
broccoli can be a strong tendency for existing a random element that allows different
behavior with respect to the rest of the samples in the following months.

Although the sample does not allow a conclusive view periodicity may be mentioned
the hypothesis that for the period from March to October there is a seasonality in the
marketing of all products.

Using the algorithm for predicting future behavior we can see that the original trend
continues and for a projection to 12 months and a fall in demand for products such as
tree tomatoes and broccoli could be anticipated (Fig. 6).

Fig. 6. Data prediction for all products

4 Products Association Rules

The second part of this research is related to the prediction of products to be marketed
taking into account which products are purchased together.

To address this issue the association rules available in the Weka environment is used.
The data set used corresponds to the months of January to June 2014.

Fig. 7. Si/No data value
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Initially the information is processed using variables ‘si’ (‘yes’) to identify a product
sold and ‘no’ to the opposite case Fig. 7.

Each column identifies an item and each row indicates the transaction is done with
this element.

The matrix on which testing is performed association had 63 items and 130 trans‐
actions, shown in Fig. 8 .

Fig. 8. Validated information

Fig. 9. Definition of parameters.

Using the characteristics of Apriori algorithm to find association rules between products
using the ‘Confidence’ parameter with a minimum value of 0.9 the minsup (sup = number
of times an item appears /number of transactions recorded) in 0.1 and in 1.0 maxsup (Fig. 9).

It was found that having a populated matrix with elements that indicate that the
acquisition of an item was not completed, the rules that comply with the values set for
minsup (support) most likely to find are related to the ‘no’ as it can be seen in Fig. 10.

Fig. 10. First Rules ‘no’ option
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The result did not make a contribution to the task of finding interesting relationships
between products purchased rules, so that a change is proposed in the structure of.arff
file, using the unknown value (‘?’) property.

A new structure by first defining the file header, each of the items as a label that can
support a value t if a product is purchased, otherwise the sign is used ‘?’ is created to
indicate that a product is not purchased, Fig. 11.

Fig. 11. New file structure

The above process is again running for Apriori association rules algorithm under the
same parameters of minimum support finding interesting association rules for product
sales Fig. 12.

Fig. 12. Rules obtained using the variable ‘t’

Using the following values for Apriori algorithm metrics:
leverage = Probability (L, R) -Probability (L).Probability(R)
is advisable to use values greater than 0 which indicates the number of covered above

expected cases and metrics lift use values greater than 1 indicates that the appearance
of two products together in a transaction is due to a relationship and not by chance

Using lift > 2.7 are the following results (Fig. 13).
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Fig. 13. Interesting rules generated

5 Conclusions

The information provided has an average level of quality, finding errors that can be easily
removed using standardization in income through the development of an information
system oriented to data capture.

The most important products found in the sample correspond to carrots, tomatoes
and broccoli tree; that is related to the cultivation of products in small tracts of land,
made by hand.

The linear trend obtained by joining the start and end point of the product carrot,
calculating its slope coincides with the time series and the projections made using the
libraries of the mining tool Weka 3.7 data.

The projections obtained allow establishing future behavioral trends for the specific
case of the three products: carrots, broccoli and tree tomato. It is necessary to establish
policies that help improving the process of production and marketing in the Ecuadorian
Andes.

The sale of products that have a negative trend indicates that this would not be an
attractive activity for profit considering risks. It would be convenient the design of poli‐
cies to improve the quality of products and their marketing.

With the definition of association rules in marketing products, it has defined a set of
interesting rules that can be used to improve marketing strategies and improve profita‐
bility in sales.

The results of the two data mining techniques presented can generate predictive
information which can be used as support for marketing products using alternative
marketing channels.
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Abstract. Internet upswing has entailed a structural change for journalism in
general and the press in particular. The emergence of a new horizontal, low cost
and accessible space for communication, has brought profound changes in jour‐
nalism, both on the production and distribution. In this paper, we present a novel
agent-based social platform which aims to improve the organization, management
and distribution of the media contents through the application of artificial intel‐
ligence techniques.

Keywords: Journalism · Multi-agent systems · Cloud computing

1 Introduction

The concept of journalism, as well as the role of communicators, is rapidly changing
due to the vertiginous progress of technology. By cause of this progress, this profession
is being framed in a new context that integrates a novel set of elements that diametrically
change the way of work. The tools which have been used by the media (online news‐
papers, television and radio websites, etc.) up to now, have a classical structure, which
has been inherited from the last century. Usually, there are different levels of hierarchy
in the treatment of information before it is published (collaborators, correspondents,
writers, editors, etc.). However, these archaic procedures, which were effective time ago,
do not allow to manage information in a flexible way, with the promptitude which is
demanded by users.

In this situation, we must not forget that the traditional business model of commu‐
nication is bound to its end due to the low demand of traditional media: online news‐
papers against the press, radios on the Internet at the expense of traditional radios, online
television and digital terrestrial television, availability of information in real time
through social networks, etc. Today, there is a change in the consumption patterns of
printed newspapers, with a continuous reduction due to the introduction of new tech‐
nologies. This fact joins other fact: online newspapers must not only compete with other
web media, but also with other online news providers [10].

The main challenge for media groups is to put at the disposal of their employees the
technical tools that enable newspaper industry professionals to address the new commu‐
nication models, allowing them to response the low publication time requirements
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demanded by society, and providing the tools that enable new business models to make
the online media profitable.

Since there are currently no integral and dynamic multichannel information manage‐
ment tools, the main objective of this platform consists in responding to this demand in
the telecommunications sector, by developing an effective platform to organize and
manage with-held generating media (written information, photographs, videos, audio,
graphics, etc.) holistically.

Thus, this platform is divided into three technological pillars: a new Communication
model based on Social Computing, Cloud Computing and Artificial Intelligence. First,
it is developed a model for effective communication, capable of receiving information
from multiple heterogeneous sources, allow to the journalism to work in collaboration
with the tools, and then publish on different platforms. Second, the deployment in a
cloud computing environment that allows to address the needs of scalable computing
(persistence, communication, etc.), offering applications through a web platform and
multi-device environment, allowing to apply a pay per use business model. Finally, it
makes use of Artificial Intelligence techniques, such as multi-agent systems to model
and govern the platform, developing algorithms that can be used by these agents to
manage and capture information from heterogeneous data sources.

Given the characteristics of dynamism on the platform environment, the use of
organizational MAS (Multi-agent sytem) is proposed, following the approach proposed
by the Virtual Organizations (VO) of agents. GORMAS (Guidelines for Organization-
based MultiAgent Systems) [2] is chosen as the design methodology, allowing to model
an open-MAS system. This agents include different techniques to improve the capabil‐
ities of the platform (recommendation, web mining, etc.). Regarding the Cloud
Computing (CC) environment, it was decided to use an existing platform. In this sense,
the OpenStack platform [9] is selected as the deployment environment. This platform
allows both to display the set of components, as well as the integration of all the MAS
components. In short, the combination of both the MAS technology and the Cloud
Computing paradigm, allows to model an intelligent platform for journalism with
advanced capabilities.

This paper is organized as follows. In the following section the main architecture
concepts are described, and in Sect. 3 the proposed architecture model is described. In
Sect. 4 the Case study is presented, and Sect. 5 presents the conclusions of this work.

2 Architecture Concepts

Throughout this section, we analyze the key technologies to be used in the platform.
Starting from this analysis of the state of the art, it is necessary to take stock of the
following steps on the development of the platform.

2.1 Artificial Societies and Virtual Organizations of Agents

Artificial societies and VO are closely related terms, along this section, the relationship
between these concepts will be clarified, according to the existing literature. First, the
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concept of artificial society is introduced, which has been previously defined by a wide
variety of authors [4]. For instance, [3] formally characterize an artificial society
according a set of agents, restrictions in the society, a communication language, the roles
that agents can develop, and the joint owners of the agents. Nevertheless, the most
accurate definition, from our point of view, is the one proposed by Annunziato et Pierucci
[1]: An artificial society is defined as a set of interrelated and interacting artificial enti‐
ties, which are governed by certain rules and conditions.

Within literature, Davidsson et Johansson [4] propose a classification of artificial
societies based on (i) openness, which is the possibility that an agent can join the society;
(ii) flexibility, indicating the restriction degree that the agent has, regarding its behavior
according to the rules of the society; (iii) stability, which is a measure of predictability
of its actions and, finally, (iv) reliance, which measures the degree to which the agent
can rely on the society.

Once the concept of artificial society has been defined, the organization concept can
be seen as a set of entities which are regulated by social mechanisms, so this entities try
to achieve common goals. As with corporations, there is a wide variety of literature on
agent organizations [5] or [12]. However, from our point of view, the best way to define
an organization of agents is attending to its characteristics [5]: (i) an organization is
made up of agents (individual) who express their behavior; (ii) the organization can be
divided into organizations that may be overlapped (sub-organizations or groups); (iii)
the agents’ behavior is functionally related to the organization as a whole, defining its
functionality as a role to have within the organization; (iv) agents relate each other
dynamically; (v) the types of behavior are related by links between roles, tasks and
protocols.

Among these features, the key concept is role, which is an abstract description of the
agents’ behavior, including obligations, restrictions and skills. Likewise, the role must
include a description of the interaction patterns between the different actors in the
system.

2.2 Cloud Computing

The CC concept has been strengthening both at the enterprise level, as in the research
field. For this reason, many definitions have emerged [ 6, 8, 11]. In each definition,
authors try to highlight those features which, in his opinion, are most relevant. At the
end of 2011, NIST (National Institute of Standards and Technology) [7], proposes a very
accurate definition from a technical and functional point of view: Cloud computing is a
model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort
or service provider interaction. This cloud model is composed of five essential charac‐
teristics, three service models, and four deployment models.

In addition, this definition includes 5 mandatory features that any CC environment
should have: (i) automatic on-demand services, which must be provided automatically,
according to the demand, without human interaction; (ii) availability of services
through the network, customers must access services through the network, and
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therefore, suppliers must use this mean to provide their services; (iii) availability of
resources, the provider must have the ability to offer services regardless the demand,
reassigning physical or virtual hardware resources dynamically to each service
according to demand; (iv) elasticity, different resources must be provided elastically
and even automatically depending on demand; (v) tailored services, provided services
must be fully monitored, being the control tasks performed automatically.

As stated above, a CC platform that provides computational support to deploy all
the platform components is necessary. As a basis of this platform, we use OpenStack [9],
a Project founded by Rackspace Hosting and NASA in July 2010, which aims to create
a free and open-source software platform to create private and public Cloud infrastruc‐
tures.

3 Proposed Platform

To design a platform with the proposed features using traditional software design tech‐
niques would be very complex, which would entail a lot of time, and would give uncer‐
tain results. Therefore, it was decided to use an innovative design model, based on VO
of intelligent agents.

Overall, this platform aims to solve a wide variety of needs of the media: the dynamic
and standardized management of information distributed in digital format, automatic
layout and organization of the information, dissemination of information via web
portals–accessible from any device, regardless of time and place–, agile content manage‐
ment, or ‘pay-per-use’ features.

In Sect. 3.1 we present the design and components of the MAS, and in Sect. 3.1, the
design of the cloud computing platform is described.

3.1 The Proposed Multi-agent Model

As stated before, to design the MAS model, GORMAS has been chosen as methodology.
Following the phases of GORMAS design methodology, an analysis of the motivation
pursued by the organization is done, in order to define the organization (e.g. the reason
for the existence of the organization). As the results that are expected to achieve, the
environment in which the MAS exists, is defined, detailing the products and/or services
which the organization offers, what the groups of interest are, as well as their location.
We can see the result of analysis of the organization mission in Fig. 1.

The mission of the organization is to minimize the tasks to be performed by the users
(in terms of management and production of the information) and maximize the quality
of services offered to readers. Overall, the system offers two basic products: a platform
management environment and news. The platform management environment includes
a set of services which are aimed to be used by the workers of media companies, so they
can manage the underlying platform as the content to be subsequently disseminated. The
news product represents both the content and services that end users (readers) consume.

First, the interface agents that perform management tasks in the management envi‐
ronment platform, and tasks within the newspaper views and statistics tool are described:
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• Users Manager: Manages the access to the platform, allowing to create and delete
users, as well as defining different access levels to the services offered by the platform.

• News Manager: Is responsible to provide a range of services that allow you manage
information relating to news, including searching, editing and deleting of news, and
the inclusion of any additional content managed in other modules, such as videos,
images, maps or comments.

• Gallery Manager: Manages galleries, which subsequently allows the inclusion of
multimedia content in the news.

Modules Manager: It allows you to manage additional content that may be asso‐
ciated with the news. It can be of different types, such as static HTML content,
surveys, videos or maps.

• News Archive Manager: It is the role responsible for controlling the retrieval of
information from the historical record news. This archive service will enable to
retrieve news from two separate databases, a document-oriented one which keeps a
record of the previous ten years, and another one with the latest news.

• Payment Manager: It is the role entrusted to manage payments of the reader’s
subscriptions. Every report has a specific value associated to it, and every access to
this content by the user is recorded, so the calculation of the price to pay for the use
of the platform is calculated based on this. Once calculated, the agent receives a
payment order, so the payment can be performed through a gateway.

Fig. 1. Functional view (mission of the organization model)
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In addition to the above agents, we have developed a set of independent agents who
make use of techniques, tools and advanced features. The design and development of
these agents is the basis of the functional algorithms of the platform.

• Comments Manager: It provides the necessary services to manage the user’s
comments on the different news. It allows to certain users within the system to deter‐
mine which comments are published, providing a supervised publishing process.
Beside of this services, it also includes a service which will provide an automatic
publishing process for the comments, as the result of the analysis of the comments
polarity.

• Content retrieval agent: Agent in charge, on the one hand, to extract news from a
predefined list of media, and on the other, to perform a recovery process of the
extracted news. This is done with two objectives: the recommendation of news from
other media, and the analysis of possible content that may be plagiarism of contents
generated by the media.

The news extraction process begins Reading the RSS feeds from the defined
media, from which several features are extracted, as the deadline, date of publication
or the URL of the full content. Since through the RSS, the body of the new is not
available, it has been necessary to implement crawlers to extract this information
from the URL.
After getting the news, an XML document is generated for each news item and stored
in a directory on which the index of the documents contained in the directory is
created using Apache Lucene1. Any software agent may use a search service by
specifying query terms to be searched using this index, obtaining a JSON response
with all the information about the obtained news items.

• Recommendation provider: This role implements the web mining process through
which content recommendations are made, in response to user interactions with the
system. The development of this recommender system is based on Apache
Mahout2. In this case, we do not have explicit ratings from the users. The used
algorithm is within the group of user-based collaborative filtering algorithms, whose
similarity model is based on a Tanimoto coefficient ratio,–Eq. (1)-., which, given
two sets, A and B, with common elements, is expressed as ratio of items that match
in both sets, and the total elements of both sets:

T
c
=

K11

(K01 + K10 + K11)
(1)

Where K11 is the total amount of elements which are shared by both sets, K01 the
number of elements which belong to B but not to A, and K10 the number of elements
which belong to A but not to B.

• Marketing manager: This agent is a component that offers its services to the Online
Journal application, which can generate useful information for positioning the

1 Apache Lucene library: https://lucene.apache.org/core/.
2 Apache Mahout project: http://mahout.apache.org/.
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different media websites. To do this, this agent makes use of rich snippets, a
schema.org convention of the three major search engines (Google, Bing and Yahoo)
to label the contents of the websites and facilitate search results.

The service offered by this agent allows digital publications pages to be indexed
easily, thus presenting better quality search results, and making them better posi‐
tioned and more attractive.

• Translation provider: It is the role responsible for providing translation services.
Agents that use this services will indicate the text, the language of the text and the
language that is to be translated, obtaining the translated text in response to the
specified language. The process of translating the texts is done through to the
Languaje Grid3 project API, which builds on the concept of Language Grid [7]. As
a result, the content generated by journalists will be automatically translated into
different languages.

• Storage Manager: This role is responsible for integrating the persistent information
with the cloud computing platform. The managed information may have a different
nature, as it handles both content stored in the database as multimedia content.

Data storage, both database and multimedia data, is distributed on different
machines of the cloud computing platform, so this role will manage the distribution
of these data in the corresponding machines, always offering the same communica‐
tion methods to the other agents, so they can access transparently, regardless of
possible changes in the way in which the information remains in the underlying
infrastructure.

• Cloud Manager: This role is responsible for controlling the cloud computing infra‐
structure on which operates the platform, allowing: managing computing resources,
establish a scalable, and redundant storage system, define the topology of the network
through which the different nodes that make up the base infrastructure communicate,
or managing cloud computing users who have access to the functionality offered by
the cloud manager.

• Monitoring agent: This role examines the different behavior of the agents involved
users on the platform in order to carry out an analysis of the processes taking place
in the organization. It also provides a set of visualization tools to provide all this
information to the cloud computing managers.

3.2 Cloud Computing Platform

This section describes the design of the cloud computing platform that will give compu‐
tational and deployment support to the components of the platform. As a basis for this
platform, an OpenStack based environment has been selected. The objective of this
platform is:

• Developing an infrastructure that allows the deployment of virtual servers on
demand.

3 Language Grid project: http://langrid.org/en/index.html.
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• Ensuring growth or scalability possibilities through the architectural design and the
employed technologies. Thus, by increasing the hardware resources, more virtual
machines can be supported, so that they make use of higher processing and storage
possibilities.

The initial version of the platform will have four nodes: a controller node and three
computing nodes. According to the design of the CC platform, Fig. 2 shows all the
services or components that will are installed within each node of the cloud platform,
as well as the network interfaces used by each node.

Fig. 2. Cloud computing platform components

In relation to the multi-agent system, the different agents that compose it are distrib‐
uted in the three computation nodes:

• Computation node 1–database server-: storage manager and database manager.
• Computation node 2–backend server-: user manager, news archive manager,

modules manager, content retrieval agent, news manager, gallery manager, moni‐
toring agent and social media manager.

• Computation node 3–front-end server-: comments manager, payment manager,
recommendation provider.
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4 Case Study, Preliminary Results

The presented platform was tested on a Spanish media group, Promecal, which gathers
various newspapers, both on printed and online editions, such as Diario de Burgos,
Diario Palentino.or Diario de Ávila. This experimental phase aims to validate: (i) the
proper operation of the platform; (ii) the ability of the VO to model a human organiza‐
tion, by defining roles, tasks and restrictions; (iii) the correct operation of the CC plat‐
form that supports the platform; (iv) the integration of the different components; (v) the
scalability possibilities of the whole platform.

In order to perform this validation, an experimental deployment phase has been
performed, dividing it into two stages.

• The first stage is a set-up of the platform for Diario de Burgos online edition, where
a group of three journalists, two photographers, two editors, one webmaster and one
administrator have used the different components of the management platform, which
embraces the inclusion of new contents on the platform, the edition and layout of the
news information, the publishing process, and the final generation of the online
newspaper web content.

• Once the operation and integration of the different elements has been proved, a second
stage of validation is performed. This stage is focused on validating the scalability
of the platform. For that purpose, the number of computational nodes has been dupli‐
cated, from the three initial nodes, to a total amount of six. At this point, the platform
gives support to the whole set of newspapers of the media group, including: La
Tribuna de Albacete, Diario de Ávila, Diario de Burgos, La Tribuna de Ciudad Real,
Diario Palentino, El Adelantado de Segovia, La Tribuna de Cuenca, La Tribuna de
Toledo and El Día de Valladolid.

At this point, besides a tenfold increase of the number of workers who have access
to the management tool, a set of users have also had access to the online newspaper
edition, through the client user role, so the comments manager and the recommen‐
dation provider performance could also have been tested.

In the case of the recommendation system, we have used the activity registered
on the production websites of the different newspapers, so we had a valid binary
dataset to be used by the recommender system, where two user-based similitude
metrics were compared: Log Likelihood and Tanimoto, being Tanimoto the one which
presented a lower error when providing recommendations, as shown in Table 1,
which presents the Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE). 

Table 1. Result of the errors: MAE and RMSE

Algorithm MAE RMSE
UserBasedTanimotoCoefficient 0.4836 0.6802
UserBasedLogLikelihoodRatio 0.5792 0.8373
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5 Conclusions

Internet has been a structural change for journalism in general and the press in particular.
The emergence of a new horizontal, low cost and accessible space for communication,
has brought profound changes in journalism, not only on the production of information
materials, distribution and management of companies, but also on how they are
produced, edited and how they disseminate their own information.

In this context, and more particularly in the last decade, employers and workers have
intensified efforts to adapt themselves to the new scenario, using Internet and the tools
and applications that arise in their environment to improve his position and regain that
space of privilege in the information context.

In conclusion at the development of platform, it has led to the development of an
innovative functional prototype, with a high technological component that improves the
operational capacities of the different companies of media, within the introduced context,
that provides a technical solution which is very close to the needs of the media market.
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Abstract. This paper asserts that a multi-perspective viewpoint must be taken
in the design of a computational system support capability for decision-making.
We offer views from a Decision-Science slant, a Systemic Architectural view,
and the need for technological support to realize improvements in analytical rigor.
We have been researching and evolving the design of an analysis tool framework
exploiting the hybrid concepts of a Belief-based Argumentation and Story-based
subsystem. The notion of rigor, defined as a quality measure on the reasoning/
analysis process, is one overarching principle of our approach, driven by the need
for the associated analysis/decision-support product quality that complex modern
problems demand. Our approach to the design of a mixed-initiative analysis tool
is highly multidisciplinary and has taken account of an exhaustive review of the
relevant literature along each viewpoint.

Keywords: Decision support · Transferable belief model · Defeasible
argumentation · Sequential decision making · Story telling

1 Introduction

The fields of Intelligence Analysis and associated Decision-Making have, in the last
twenty years, become extraordinarily more complicated and demanding. There are many
reasons for this evolution in complexity, such as the nature of conflict that has become
asymmetric and of a counterinsurgency and/or terrorism-based framework with no
clearly identifiable adversaries and much higher risks of collateral damage. Additional
complications arise from the clever employment of both sophisticated and consumer
technologies, and importantly the considerably difficult issue of understanding a wide
range of socio-political contexts.

Overall, we call these types of problems “weak knowledge” problems because the
ability to construct procedural, dynamic models of expected adversarial behaviors based
on prior knowledge is so difficult; even the utility of doing so can be questioned, since
adversaries have demonstrated that they change their “TTP’s” (Tactics, Techniques, and
Procedures) at a high rate of frequency that can confound such attempts at modeling. In
the face of these difficulties, many modern toolkits designed to provide system support
for analysis and decision-making are made up of sets of disparate tools, each of some
utility for helping to produce pointed, but limited-scope hypotheses (we call these
“situational fragments”). However, such system support designs are of little help toward
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supporting the formation of synthesized or fused hypotheses, leading to a holistic, situa‐
tional or story/narrative type understanding that is usually required to aid in decision-
making.

This paper presents a mixed initiative approach to hypothesis nomination and inte‐
gration, aiding a decision maker in detecting and identifying potential and imminent
threat situations with higher confidence and reduced cognitive workload. This data-
fusion-based human-machine threat recognition approach described in this paper
combines story-based argumentation [1], the Transferable Belief Model (TBM) [2] for
belief management, decision fusion, and anytime decision making [3].

We combine the story and argumentation based approaches following the sugges‐
tions of Bex in [1]. This approach exploits the advantages of an argument-based
approach that is: (1) based on simple principles of reasoning (2) makes the generaliza‐
tions and the evidence explicit in the arguments, and (3) allows the reasoning from the
evidence to a conclusion to be easy to follow. However, one disadvantage of the argu‐
ment-based approach is that it does not provide a complete overview of the situation, as
the narrative-type structure describing “what happened” is distributed among the
specific conclusions of different arguments and counter-arguments. In the combined
argument/story approach, the stories are represented as networks of causally linked
events and provide a basis to form a more holistic understanding and a path to
constructing an evidentially-grounded narrative understanding, which is the typical
requirement for the product of intelligence analysis.

The TBM is a two-level model in which quantified beliefs in hypotheses about an
object or state of the environment are represented and combined at the credal level while
decisions are made based on probabilities obtained from the combined belief formed by
the pignistic transformation [2]. We choose the TBM since it has several advantages for
reasoning about threats in the uncertain environment. First, in the uncertain threat envi‐
ronment incoming information is usually unique and a probability function character‐
izing this information is rarely available. Second, unexpected or even unimaginable
(“Black Swan”) situations can arise and therefore a set of hypotheses under consideration
may not be exhaustive. Beliefs represented in the TBM “do not ask for explicit under‐
lying probability functions” [2]. They are sub-additive, which permits numerical expres‐
sions of uncertainty and ignorance. Within the TBM, the unnormalized Dempster rule
can combine basic belief masses based on multiple pieces of evidence, and allow for
incorporation of belief reliability. Importantly, the TBM works under the open world
assumption, i.e. it does not assume that the set of hypotheses under consideration is
exhaustive. These properties of the TBM have been successfully exploited in uncertain
reasoning and are considered very appropriate for the open-world domain of intelligence
analysis.

We see anytime decision making models as necessary because they allow the quality
of results to improve gradually as more observations are available. They offer a tradeoff
between time and decision quality [3] for those situations that require timely decisions
and swift actions. Incorporation of the anytime decision making provides for the decision
quality control by weighing time and hypothesis credibility.

Argumentation is recognized in the literature as a promising method for defeasible
reasoning with vague, inconsistent, and incomplete knowledge and evidence, and has been
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used in multiple domains as a decision aid tool. It is based on the construction, combina‐
tion and comparison of arguments for and against certain hypotheses. The majority of
argumentation-based methods utilize a deterministic formal logic and theorem proof, and
the notion of argument acceptance and attack (see, e.g. [4]). However this type of argu‐
mentation doesn’t address the issue of finding/discovering arguments, identifying attacks,
and exploiting premises shared by different arguments [5]. In general, abstract argumen‐
tation is “a tool for analyzing particular argumentation systems and for developing a meta‐
theory of such systems, and not a formalism for directly representing argumentation-based
inference” [4]. An exhaustive review of the domain of computational support to argumen‐
tation showed that the logic-based automatic argumentation scheme has several draw‐
backs as applied to the problem of threat assessment. The authors of [5] introduced a prob‐
abilistic extension of Dung’s argumentation framework by assigning probabilities to argu‐
ments and defeats. This framework enables deduction of a set of justified arguments and
the computation of the likelihood of these arguments being compatible with respect to the
other arguments, defeats and probabilities which make up the framework. This framework
can be applied to the problem of coalition formation as well as incorporating considera‐
tions of trust and reputation but requires the knowledge of a priori probabilities of argu‐
ments and defeats. A combination of logic and belief theories for argumentation under
uncertainty is also considered in [6, 7] but these models require a known knowledge base,
which does not exist in an open world context of threat assessment.

While most pure argument-based approaches to analyzing an information stream are
deductive and support or reject a certain hypothesis, a system supporting an analyst in
threat detection and evaluation requires an understanding of “what happened” based on
the evidence (abduction); that is, a robust approach must consider hypothetical situa‐
tions. The most promising approach introduced in [1] is an abstract argumentation
approach including stories, in which hypothetical “causal stories are hypothesized to
explain the evidence, after which these stories can be supported and attacked using
evidential arguments.” However, the major drawback of this theory is that it does not
explicitly incorporate credibility associated with the information representing these
pieces of stories and reliability, nor are truthfulness or pedigree of the source of these
data and information considered. The approach proposed in this research is an extension
of [8], which represents a strategy to overcome these drawbacks of existing argumen‐
tation models and associated computational support prototypes by incorporating uncer‐
tainty and provenance into the story-based hybrid argumentation.

2 Perspectives on Design for System Support

An effective approach to architecting our proposed decision-support concept requires that
we assert our views of the overall reasoning process from evidence to decisionmaking and
decision enablement. Most traditional characterizations describe decision-making (DM)
as contemplative, analytic, involving nomination and evaluation of options that are
weighed in some context, eventually leading to a choice of a “course of action (COA)”.
This model, often labeled as the “System 2” model, can be seen in most descriptions of the
“Military Decision-Making Process” or MDMP as for example in published military Field
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Manuals such as in [9]. The literature also identifies a “System 1” or largely intuitive
decision-making paradigm (IDM) that operates in conjunction with System 2 processes
in what is argued to be an improved DM process model, often called the “Dual-Process
Model”. Most research in decision support however has focused on System 2 DM ideas
since this model is quantitative and can be mathematically studied using notions of utility
theory and other frameworks for mensuration. We intend however to factor the Dual-
Process Model concept into our systemic design approach; the basis of this rationale
cannot be elaborated here but we offer our references for the interested reader, e.g., [10, 11].

Furthermore, in our view of the System Support context for DM, we see what today
are called Sensemaking processes, as lying between automated System Support capa‐
bilities such as Data Fusion processes and DM processes, in a stage wherein “final”
situation assessments and understandings (in the human mind) are developed. Thus, our
view of this meta-process is as a three-stage operation: System Support (SS) as an auto‐
mated process that nominates algorithmically-formed situational hypotheses (such as
from the combined operations of data fusion and argumentation). There is a substantive
literature on Sensemaking, such as the three models of [12–14]. Our key thoughts on
and rational for the meta-architecture for System Support have been summarized in [15].
Finally, in the face of significant production pressures [16] and rapidly proliferating data
availability [17]—and the resulting data overload deluging the professional analyst—it
is increasingly easy for analysts and decisionmakers to be trapped by shallow, low-rigor
analysis. Zelik et al. [18] argue that rigor is a quality measure on the reasoning and
analysis process and thus in turn they develop a viewpoint regarding the “sufficiency”
of the process toward achieving rigor. In [18], eight characteristics or risks of analysis
processes that exhibit poor or low rigor are defined, and by addressing each of these
factors, Zelik et al. assert the analysis process properties by which the degree of rigor
in analysis can be gauged. In our approach, we intend to consider these design factors
such that the associated improvements are “embedded” in the SS design.

3 Threat Concept

The particular focus of analysis and DM chosen to motivate our work is the notion of
threat detection; other analysis goals could be set but this goal is certainly related to a
broad range of critical situations. Threat is a complex notion related to risk and vulner‐
ability but most definitions/ontologies of threat define it as an integrated whole of three
inter-related parts [19]: Intentions (plans, goals), Capabilities (capacities, capabilities),
and Opportunities (spatio-temporal requirements to employ the Capabilities). For our
purposes, we assert that the existence of three parts of threat as a whole constitutes an
imminent threat, whereas the existence of any of two parts constitutes a potential threat;
these are arguable but are notions acceptable to most analysts. Timely recognition of
potential threats is very important since it permits appropriate action taking to prevent
them from becoming imminent threats. This partitioning also allows for a straightfor‐
ward design approach to argument partitioning and belief assignments, as well as belief
integration.
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4 Belief-Based Hybrid Argumentation

The argumentation-based approach proposed in this research is designed to provide the
capability to support symbiotic human-machine dynamics, and defeasible abductive
reasoning over uncertain heterogeneous information. The goal here is to help analysts
in recognizing adversarial activity, and detecting and identifying potential and imminent
threats with higher confidence and reduced cognitive workload. In evaluating arguments
to corroborate or repudiate situational hypotheses, human experts need to perform real-
time refinement of: (a) trust in regard to the source of information and (b) the quantitative
degree of belief in arguments based on what the experts see and know. These operations
may lead to the imaginative discovery of novel arguments. The decision-makers also
support the process by framing queries, which gives context to the search for, and
prioritization of, relevant hypotheses.

The approach presented here is a variation of the story-based model [8], in which
pro and contra arguments are formed from uncertain transient information while seeing
each piece of this information as an element of alternative stories (hypotheses based in
part on “what might happen”, i.e., on hypotheticals). Incoming information is produced
by physical sensors (hard data) and/or by human sensors such as intelligence, social
networks, opportunistic sensors (soft data) and may be uncertain, unreliable, or not
trustworthy. The hypotheses about hypotheticals are evaluated within the framework of
the TBM by assigning beliefs and reliability/trust to each evidentially based argument1,
combining these beliefs, and selecting a combined story based on the highest pignistic
probability [2]. A functional diagram of this hybrid argumentation/story-based decision
making process is shown in Fig. 1.

Figure 1 shows a high-level architectural depiction of our overall approach. As
described earlier, this approach overtly considers the interdependencies among Data Fusion
processes, Sensemaking processes, and Decision-making processes; these process-design
interdependencies have been described in our paper [15]. Our approach to design also
exploits our previous work in both design and prototyping of: (1) association and fusion
of hard and soft data streams and named entity extraction and recognition [21], and Belief-
based evidential reasoning [6]. In this approach, the Data Fusion processes that include a
Relevance Filtering function and a Provenance Tracking function, yield an ensemble of
validated multisource inputs that includes observational data, (“atomic”) arguments
(detected/extracted automatically), and named entities, among possibly other data that
could include exploited contextual data. An analyst interface exists to allow analyst
foraging over and interaction with the fusion process. These data and analyst-nominated
stories form the foundation for assembly of belief-weighted nested arguments that collec‐
tively form the basis for narrative formation. The particular focus of this paper is in the
Sensemaking process where we are currently studying and designing the prototype Story/
Argumentation based analysis tool. We see the design of this tool evolving into a structure

1 It is important to notice that uncertainty related to arguments based on soft and hard information
are usually represented within the frameworks of the different uncertainty theories (probability,
fuzzy, belief, etc.). One of the methods to deal with different uncertainty representations is to
transform them to be expressed in terms of the TBM [20].
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similar to the current-day CISpaces argumentation-support system, designed largely for
multianalyst collaboration [22] but employing some features unique to our approach such
as a Work Box that enables a mixed-initiative process for argument development and
review. Most modern analysis tools are based on a design that mixes a Service Oriented
Architecture (SOA) set of functional Services with an Agent-based design that executes
supportive special operations such as algorithmic processes; our evolving design employs
a similar approach. The result of all this processing is a situational interpretation in the form
of a narrative, vetted in an evidential foundation. That situational understanding (an esti‐
mate) forms a basis for decision-making but also has to consider decision-making
constraints [15]. We see the overall design approach as unique in taking this high-level view
and integrating a variety of inter-process dependencies and constraints into the focal design
of the Belief-based Hybrid Argumentation system.

All the processes (automatic and human-based) are supported by domain specific
information, which includes, rules, statistical information, key words, arguments, a
hypothesis and story library, etc. They are performed within a specific context [23] which
offers expectations for hypothesis, relations, and stories as well as providing constraints
for establishing relevance, thereby constraining the ontology of the domain, observa‐
tions, rules, and statistics. An important part of the collection of automated processes is
visualizations supporting decision makers by displaying argument and hypothesis
diagrams and the verification process. The result of verification and discovery allows
for augmentation of the set of supporting information.

Fig. 1. Functional diagram of the argumentation-based decision making process
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5 Summary and Conclusions

We have wandered over a large, complex, and multidisciplinary landscape here, because
we feel that the design of a System Support capability for Decision-Making must address
the varying views of that capability as presented here. The paper has presented a mixed-
initiative hybrid model of knowledge discovery capable of monitoring a dynamic envi‐
ronment, in which uncertain and unreliable inputs are reasoned over for recognizing
human activities and predicting likely potential and imminent threats. The model is built
on a hybrid framework of argumentation with stories, the Transferable Belief Models,
Anytime decision making, and decision fusion. We envision a layered and phased
approach toward developing a prototype of the design described here, a first version of
which will still likely demand considerable human cognitive support. We are also in
discussion with operational intelligence analysts and those in the operational community
that are looking at realizable advanced System Support concepts so that we can strike a
practical balance between long-term and mid-term prototyping goals.

Acknowledgements. This paper results from research supported by the U.S. Naval Postgraduate
School Assistance Grant No. N00244-15-1-0051 awarded by the NAVSUP Fleet Logistics Center
SanDiego (NAVSUP FLC San Diego). The views expressed in written materials or publications,
and/or made by speakers, moderators, and presenters, do not necessarily reflect the official policies
of the Naval Postgraduate School nor does mention of trade names, commercial practices, or
organizations imply endorsement by the U.S. Government.

References

1. Bex, F.J.: Abductive argumentation with stories. In: ICAIL-2013 Workshop on Formal
Aspects of Evidential Inference (2013)

2. Smets, P.: Data fusion in the transferable belief model. In: Proceeding of the FUSION 2000-
Third Conference on Multisource- Multisensor Information Fusion, pp. 21–33 (2002)

3. Rogova, G., Hadrazagic, M., St-Hilaire, M.-O., Florea, M., Valin, P.: Context-based
information quality for sequential decision making. In: Proceeding of the 2013 IEEE
International Multi-Disciplinary Conference on Cognitive Methods in Situation Awareness
and Decision Support (CogSIMA) (2013)

4. Simari, G., Rahwan, I.: Argumentation in Artificial Intelligence. Springer, NewYork (2009)
5. Li, H., Oren, N., Norman, T.J.: Probabilistic Argumentation Frameworks. In: Modgil, S.,

Oren, N., Toni, F. (eds.) TAFA 2011. LNCS, vol. 7132, pp. 1–16. Springer, Heidelberg (2012)
6. Rogova, G., Scott, P., Lollett, C., Mudiyanur, R.: Reasoning about situations in the early post-

disaster response environment. In: Proceeding of the FUSION 2006-9th Conference on
Multisource Information Fusion (2006)

7. Haenni, R., Kohlas, J., Lehmann, N.: Probabilistic Argumentation Systems. In: Kohlas, J.,
Moral, S. (eds.) Handbook of Defeasible Reasoning and Uncertainty Management Systems,
vol. 5. Kluwer, Dordrecht (2001)

8. Rogova, G., Llinas, J., Gross, G.: Belief-based hybrid argumentation for threat assessment.
In: Proceeding of the 2015 IEEE International Multi-Disciplinary Conference on Cognitive
Methods in Situation Awareness and Decision Support (CogSIMA2015), March 2015

9. Headquarters, Dept of Army, Army Field Manual 5-0, The Operations Process, May 2010

Belief-Based Argumentation in Intelligence Analysis 339



10. Croskerry, P.: A universal model of diagnostic reasoning. Acad. Med. 84(8), 1022–1028
(2009)

11. Djulbegovic, B., et al.: Dual processing model of medical decision-making. BMC Med.
Inform. Decis. Mak. 12, 94 (2012)

12. Piroli, P., Card, S.: The sensemaking process and leverage points for analyst as identified
through cognitive task analysis. In: International Conference on Intelligence Analysis,
McLean (2005)

13. Klein, G., Moon, B., Hoffman, R.R.: Making sense of sensemaking 2: a macrocognitive
model. IEEE Intell. Syst. 21(5), 88–92 (2006)

14. Kurtz, C.F., Snowden, D.J.: The new dynamics of strategy: Sense-making in a complex and
complicated world. IBM Syst. J. 42(3), 462–483 (2003)

15. Llinas, J.: Reexamining information fusion–decision making inter-dependencies. In:
Proceeding of the IEEE Cognitive Methods in Situation Awareness and Decision Support
(CogSIMA) Conference, San Antonio, March 2014

16. Johnson, R.: Analytic Culture in the US Intelligence Community: An Ethnographic Study.
U.S. Government Printing Office, Washington, DC (2005)

17. Patterson, E.S., Roth, E.M., Woods, D.D.: Predicting vulnerabilities in computer-supported
inferential analysis under data overload. Cogn. Technol. Work 3, 224–237 (2001)

18. Zelik, D.J., Patterson, E.S., Woods, D.D.: Measuring attributes of rigor in information
analysis. In: Patterson, E.S., Miller, J. (eds.) Macrocognition metrics and scenarios: Design
and evaluation for real-world teams. Ashgate Publishers, UK (2010)

19. Little, E., Rogova, G.: An ontological analysis of threat and vulnerability. In: Proceeding of
the FUSION 2006-9th Conference on Multisource Information Fusion (2006)

20. Rogova, G., Llinas, J., Yager, R.: Integration of Argumentation and fusion of soft-hard
information for threat assessment. In: Proceeding of the NATO Joint Symposium on
Information Fusion (Hard and Soft) For Intelligence, Surveillance & Reconnaissance (ISR)

21. Hall, D.L., Llinas, J., Nagi, R.: Information fusion and intelligence analysis with hard and
soft data: findings from a five-year MURI research program. In: Proceedings of the NATO
Symposium on “Information Fusion (Hard and Soft) for ISR” (IST-SET-126) (2015)

22. Toniolo, A., et al.: Supporting reasoning with different types of evidence in intelligence
analysis. In: Proceedings of the 2015 International Conference on Autonomous Agents and
Multiagent Systems, Istanbul, May 2015

23. Snidaro, L., Garcia, J., Llinas, J., Blasch, E., (eds.) Context-Enhanced Information Fusion.
Springer, London (in press)

340 J. Llinas and G. Rogova



Workshop on Multi-agent Based
Applications for Energy Markets, Smart
Grids and Sustainable Energy Systems

(MASGES)



Decentralized Coalition Formation
in Agent-Based Smart Grid Applications

Jörg Bremer(B) and Sebastian Lehnhoff

University of Oldenburg, 26129 Oldenburg, Germany
{joerg.bremer,sebastian.lehnhoff}@uni-oldenburg.de

Abstract. A steadily growing pervasion of the energy grid with com-
munication technology is widely seen as an enabler for new computa-
tional coordination techniques for renewable, distributed generation as
well as for controllable consumers. One important task is the ability to
group together in order to jointly gain enough suitable flexibility and
capacity to assume responsibility for a specific control task in the grid.
We present a fully decentralized coalition formation approach based on
an established heuristic for predictive scheduling with the additional
advantage of keeping all information about local decision base and local
operational constraints private. The approach is evaluated in several sim-
ulation scenarios with different type of established models for integrating
distributed energy resources.

Keywords: Smart grid · Coalition formation · Coalition structure gen-
eration · Combinatorial heuristics

1 Introduction

Across Europe, especially in Germany where currently a financial security of
guaranteed feed-in prices is given, the share of distributed energy resources
(DER) is rapidly growing. Following the goal defined by the European Commis-
sion [11], a concept for integration into electricity markets is needed for both:
active power provision and ancillary services [1,27] to reduce subsidy depen-
dence. A well-known concept for aggregating DER to a jointly controllable entity
is known as virtual power plant (VPP). Apart from controlling distributed elec-
tricity generation, e.g. combined heat and power (CHP), photovoltaic or wind
power, controllable consumption like shiftable loads, heat pumps or air con-
ditioning might also be included for planning active power schedules. Battery
storages are discussed to complement such groups of DER.

Virtual power plants are a well-known means for aggregating and control-
ling DER [2] and integration into current market structures recently led to VPP
systems that frequently re-configure themselves for a market and product-led
alignment [28]. Based on the size of products from the order book (e. g. traded
at a day-ahead market), coalitions of usually small energy resources have to be
found that may apply for the product, as single units often do not have a suf-
ficient power level nor the flexibility to fulfill the product alone. In scenarios
c© Springer International Publishing Switzerland 2016
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with self-dependently operated units that trade their power independently, con-
sequentially self-organizing algorithms are required also for coalition formation
to find potential partners specifically for the current product at hand.

In general, distributed control schemes based on multi-agent systems are con-
sidered advantageous for large-scale problems as expected in future smart grids
due to the large number of distributed energy resources that take over control
tasks from large-scale central power plants [27]. Some recent implementations
are [15,20,33]. Distributed organization and self-organized control is also a spe-
cial characteristic of dynamic virtual power plants [28] whereof efficient coalition
formation is an essential requirement, but with hard combinatorial specifications.

We adapted an approach for decentralized predictive scheduling (COHDA)
[16] that already rendered efficient for decentralized combinatorial problems and
that provides the additional advantage of keeping all information about local
decision base’s and local operational constraints private and develop it further
to decentralized coalition formation. The rest of the paper is organized as follows.
As a start, a review of related approaches with focus on applications to the smart
grid is given. We then briefly introduce the concept of basic COHDA and our
extensions to the use case of coalition formation. Finally, a conclusion is drawn
with results from several simulation runs that prove applicability.

2 Related Work

Grouping agents together so as to form coalitions is a major interaction concept
within multi-agent systems. The usual reason for grouping is that a group of
agents might achieve a goal better than a single agent [19,25]. Often, a group of
agents is indispensable in the smart grid field because, a single DER usually has
not the capability to achieve a goal. Nevertheless, it is possible to have different
groups consisting of a different mixture of agents.

Clearly, each agent (or the associated real unit) possesses certain traits or
benefits that contribute to the overall success of the coalition with different
amount. In some use cases, the utility of the members of a coalition may be
easily quantified. For example, [18] studies several examples from the transport
sector; with numbers of drivers or trucks and costs expressed in dollar. In the
use case studied in this paper, the utility has to be expressed as the contribution
that eases a joint planning problem (jointly planning individual loads for gaining
a desired aggregated schedule) that has to be expressed in terms of traits and
size of individual search spaces of alternative schedules. The actually chosen
schedule is not necessarily proportional to the utility, because the richness of
offered opportunities (moreover in case of having backup capabilities for later
re-scheduling) has to be considered, not the taken choice. The role of integrating
whole flexibility considerations into decentralized value calculations has been
studied in [7].

As opposed to the here scrutinized distribution of joint effort for value max-
imization, distributing joint cost is a long discussed topic [7,12]. The division
of surplus has applications in production [12,36], electricity pricing [22], pub-
lic goods [9,24], and other situations modeled by cooperative games. A survey
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of coalition games applied to several use cases in the smart grid can be found
in [35]; e.g. some utility functions (analytically calculable) are given, but profit
distribution is not discussed.

In recent years, researchers have investigated a variety of approaches to coali-
tion structure generation as a major challenge in multi-agent systems [32]. An
overview can for example be found in [31]. The main problems in all solutions
arise with execution performance, solution quality or memory requirements [32].
Several algorithms have also been developed for coalition formation especially in
the smart grid; e. g. [4,13,39]. The focus in this works lies on constructing stable,
i. e. long term, coalitions whereas dynamic reconfigurations are hardly supported.
Individual DER models for determining volatile, individual sets of situation-
dependent flexibilities are not integrated. All approaches from the smart grid
field are either not decentralized and thus do not fully comply with requirements
resulting from the large number of decentralized energy resources [27], do not
take into account individual flexibilities and operation constraints of individual
units or rely on integrated models and thus on specific, restricted implementa-
tions. Other approaches specialize to sub use cases, e. g. electric vehicles [10], to
ease computation.

A first formal model for a self-organized solution has been presented in [3]. In
general, decentralized algorithms are considered advantageous in many fields of
smart grid computation [27,34]. For the case of predictive scheduling, [16] devel-
oped a decentralized algorithm for constrained combinatorial problems. Com-
bined with an appropriate abstraction from individual flexibilities [6], it has
been successfully applied to dynamic day-ahead market scenarios [28] for intra
coalition optimization. We will now extend this approach to the combinatorial
problem of coalition formation.

3 Algorithm

3.1 COHDA

We start with a brief recap of the used base algorithm. The Combinatorial Opti-
mization Heuristics for Distributed Agents (COHDA) was originally introduced
in [16,17]. Since then it has been applied to a variety of smart grid applications
[15,28,29,38]. With our explanations we follow [16] (Fig. 1).

Originally, COHDA has been designed as a fully distributed solution to the
predictive scheduling problem (as distributed constraint optimization formula-
tion) in smart grid management [17]. In this scenario, each agent in the multi-
agent system is in charge of controlling exactly one distributed energy resource
(generator or controllable consumer) with procuration for negotiating the energy.
All energy resources are drawn together to a virtual power plant and the con-
trolling agents form a coalition that has to control the VPP in a distributed way.
It is the goal for the predictive scheduling problem to find exactly one schedule
for each energy unit such that
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Fig. 1. Example for a discrete version of the search space for a co-generation plant.
Usually, 2000 different, operable schedules to choose from are used in this contribution.
A state-of-charge of 50% at night and an increased thermal demand for showering
in the morning and dish washing in the evening result in higher flexibilities during
these periods.

1. each assigned schedule can be operated by the respective energy unit without
violating any hard technical constraint, and

2. the difference between the sum of all targets and a desired given target sched-
ule is minimized.

The target schedule usually comprises 96 time intervals of 15 min each with
a given amount of energy (or equivalently mean active power) for each time
interval, but might also be constituted for a shorter time frame by a given energy
product that the coalition has to deliver.

An agent in COHDA does not represent a complete solution as it is the case
for instance in population-based approaches [21,30]. Each agent represents a
class within a multiple choice knapsack combinatorial problem [23]. Applied to
predictive scheduling each class refers to the feasible region in the solution space
of the respective energy unit. Each agent chooses schedules as solution candidate
only from the set of feasible schedules that belongs to the DER controlled by
this agent. Each agent is connected with a rather small subset of other agents
from the multi-agent system and may only communicate with agents from this
limited neighborhood. The neighborhood (communication network) is defined by
a small world graph [40]. As long as this graph is at least simply connected, each
agent collects information from the direct neighborhood and as each received
message also contains (not necessarily up-to-date) information from the transi-
tive neighborhood, each agent may accumulate information about the choices of
other agents and thus gains his own local belief of the aggregated schedule that
the other agents are going to operate. With this belief each agent may choose a
schedule for the own controlled energy unit in a way that the coalition is put for-
ward best while at the same time own constraints are obeyed and own interests
are pursued.

All choices for own schedules are rooted in incomplete knowledge and beliefs
in what other agents do; gathered from received messages. The taken choice
(together with the basis for decision-making) is communicated to all neighbors
and in this way knowledge is successively spread throughout the coalition without
any central memory. This process is repeated. Because all spread information
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about schedule choices is labeled with an age, each agent may decide easily
whether the own knowledge repository has to be updated. Any update results in
recalculating of the own best schedule contribution and spreading it to the direct
neighbors. By and by all agents accumulate complete information and as soon
as no agent is capable of offering a schedule that results in a better solution, the
algorithm converges and terminates. Convergence has been proved in [14].

More formally, each time an agent receives a message, three successive steps
are conducted. First, during the perceive phase an agent aj updates its own
working memory κj with the received working memory κi from agent ai. From
the foreign working memory the objective of the optimization (i. e. the target
schedule) is imported (if not already known) as well as the configuration that
constitutes the calculation base of neighboring agent ai. An update is conducted
if the received configuration is larger or has achieved a better objective value.
In this way, schedules that reflect the so far best choices of other agents and
that are not already known in the own working memory are imported from the
received memory.

During the following decision phase agent aj has to decide on the best choice
for his own schedule based on the updated belief about the system state γk.
Index k indicates the age of the system state information. The agent knows
which schedules of a subset (or all) of other agents are going to operate. Thus,
the schedule that fills the gap to the desired target schedule exactly can be easily
identified. Due to operational constraints of the controlled DER, this optimal
schedule can usually not be operated. In addition, other reasons might render
some schedules largely unattractive due to high cost. Because of this reason,
each agent is equipped with a so called decoder that automatically maps the
identified optimal schedule to a nearby feasible schedule that is operable by the
DER and thus feasible. Based on a set of feasible schedules sampled from an
appropriate simulation model for flexibility prediction [8], a decoder can e. g. be
based directly on this set (by linearly searching the schedule with the smallest
deviation) or be built by learning a support vector model after the approach of
[6]. Both approaches – with individual advantages and drawbacks regarding com-
putational complexity, search space size and accuracy – have been tested here.

As the whole procedure is based exclusively on local decisions, each agent
decides privately which schedules are taken. Private interest and preferences can
be included and all information on the flexibility of the local DER is kept private.

If the objective value for the configuration with this new candidate is better,
this new schedule is kept as selected one. Finally, if a new solution candidate has
been found, the working memory with this new configuration is sent to all agents
in the local neighborhood. The procedure terminates, as soon as all agents reach
the same system state and no new messages are generated. Then all agents know
the same final result.

3.2 Decentralized Coalition Formation

In general, a set of units has to be assigned to a given electricity product such
that the assigned group is capable of jointly operating the target schedule defined



348 J. Bremer and S. Lehnhoff

by the product. If a set of products is given, the set of all available energy units
has to be divided out to the different products in a way that the outcome (gen-
erated by product delivery) for the units and product fulfilment are maximized
concurrently. The problem of partitioning a set of agents into several groups is
a coalition structure generation problem [28]. Given is a set of products P . Each
product P ∈ P defines a schedule P = (p1, . . . , pd) ∈ R

d that defines for each
time interval i a value pi of mean active power that is to be delivered as close as
possible. Usually, 15 min time intervals for a given product horizon d (up to 96
intervals) are considered. We do not consider the origin of the products. Energy
products might be drawn from some energy market like active power or reserve
control markets. In this contribution we restrict our simulations w.l.o.g. to day-
ahead active power trading but take all products as already given from some
earlier market phase. In addition to the product set P a set of agents A is given.

We want to find a coalition structure CS = (A1, . . . ,A|P |) such that the
following implication holds: Ai ∈ Aj ⇒ Ai /∈ ⋃

k �=j Ak, i.e. each agent may only
be part of exactly one coalition but does not necessarily have to join a coalition.
Usually in coalition structure formation one wants to maximize the profit of
the coalition structure. In our use case we want to equivalently minimize the
deviation from the coalition’s ability to fulfil their assigned energy product and
thus define the value v(CS) of a coalition structure CS as

v(CS) =
|P |∑

j=1

δ

⎛

⎝
∑

A∈Aj

xA, Pj

⎞

⎠ → min (1)

such that
xAi

∈ FUi
, ∀Ai ∈ CS. (2)

Equation (1) defines the value v(CS) as the sum of minimal deviations δ (w.l.o.g.
the Euclidean distance has been used) between a coalition’s best schedule choice
and the respective target product. This means, each coalition gathers flexibilities
from different DER such that each coalition can distribute the effort of jointly
achieving the product to feasible schedules for the respective coalition members.
As a constraint (2), schedules must be taken from the subset FUi

of feasible
schedules. Each unit Ui defines its individual feasible region based on individ-
ual technical and economical restrictions and on current operational state and
forecasts (e. g. weather, etc.).

COHDA can easily conduct different types of combinatorial optimization if
the decision phase is appropriately adapted to the problem at hand. Some minor
changes for objective evaluation and working memory content are additionally
necessary. We adopted COHDA for solving the coalition formation problem as
follows. The system configuration γi denotes the assignment of each (so far
known) agent to a coalition; i. e. each agent may assign itself to exactly one
coalition (denoted by the index of the chosen product) or not be a member of
any coalition (index 0). After receiving an updated system configuration with
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assignments from other agents, a decision has to be made on the best own assign-
ment. To achieve this, the agent tests all possible assignments for its own DER
for finding the one with the smallest error:

arg min
0≤i≤|P |

v(CSaj∈Ai
). (3)

CSaj∈Ai
denotes a coalition structure with agent aj being a member of coali-

tion i (or not in a coalition if i = 0). The value of the coalition is given by the
residual error Eq. (1). Thus, the better the ability of the coalitions to resemble
the target schedules defined by the associated products, the better the coali-
tion structure. In this way, evaluating the objective (3) comprises a number of
inner optimization processes. Evaluating an assignment necessitates solving the
optimization problem of finding best schedules for each coalition in order to cal-
culate Eq. (1). This task is achieved by starting standard COHDA processes as
described in [16] on the respective subset of agents (belonging to the coalition
at question) and a respectively smaller communication overlay network. Figure 2
illustrates the overall process and the interaction between the different COHDA
instances. These COHDA behaviours are interlaced with the main coalition for-
mation COHDA behaviour. Thus, working memories κj,c are distinguished by
an additional identifying key c; cf. Fig. 2.

Two interlaced COHDA processes do the work (Fig. 2). One COHDA process
(the outer) determines in its decision part the best assignment to a coalition by
probing each possible one (left part of Fig. 2). Evaluating an assignment of one’s
own controlled energy resource to a coalition (a belief about the assignment
of other agents is derived combining the information from received messages)
incorporates a need for solving a predictive scheduling optimization problem for

Fig. 2. Basic architecture and process of coalition formation as nested decentralized
combinatorial optimization.
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each assignment. In order to solve this (inner) optimization problem, the outer
process is paused and a new COHDA process is initiated by emitting a message
to an agent from the neighborhood. The inner process comprises only agents from
the currently evaluated coalition and thus the neighborhood is smaller (right side
of Fig. 2 that illustrates the internal of the decision stage of the outer process).
When the inner optimization terminates with a value of the tested coalition, the
next inner evaluation process is started. After all possible assignments have been
tested, the best is chosen and the outer process continues.

4 Results

Evaluation was done by simulation. Each energy unit is associated with a con-
trolling agent responsible for conducting local decisions and communication with
other agents. For simulating distributed energy resources we used a model for
co-generation plants that has already served in several studies and projects for
evaluation [5,6,15,26,29]. This model comprises a micro CHP with 4.7 kW of
rated electrical power (12.6 kW thermal power) bundled with a thermal buffer
store. Constraints restrict power band, buffer charging, gradients, minimum run-
time, and satisfaction of thermal demand. The relationship between electrical
(active) power and thermal power was modeled after engine test benches. Ther-
mal demand is determined by simulating a detached house (including hot water
drawing) according to given weather profiles. In addition, we used models for
heat pumps and boilers for hot water provision [37]. For each agent the model
is individually (randomly) configured with state of charge, weather condition,
temperature range, allowed operation gradients, and similar. From these model
instances, the respective training sets for building the decoders have been gen-
erated with the sampling approach from [8].
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Fig. 3. Mean convergence behavior of several test runs (100 each) for different scenarios
for the first execution steps of the outer combinatorics. The intermediate best solution
quality was collected during executing the multi-agent system with the help of a global
observer. This data collection is not part of the otherwise fully decentralized algorithm.

Figure 3 shows the results of some first convergence experiments with coali-
tions of co-generation plants. In order to ensure reproducibility of results and
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measurability of convergence, an event-based simulation of our multi agent sys-
tem with a discrete time model and with asynchronous execution within each
time step has been used. Shown are the achieved mean residual errors. Please
note that in each of these time steps of the outer algorithm a different number of
agents has to conduct the inner (predictive scheduling algorithm) several times
in order to evaluate the value of each possible coalition structure during the
decision phase. All simulations have been stopped early after 15 and accordingly
50 steps to demonstrate the fast convergence. The omitted improvements during
later time steps are rather marginal.

Figure 3(a) shows the results of two easy problem instances with 50 and 100
units and 3 block products for a 2 h period (resolution: 15 min) as for example
traded at the European Power Exchange1. The height of the load has been
chosen with respect to the mean operated power of all CHP. Nevertheless, it is
not guaranteed that a coalition can be found for each product such that it is
possible to find a schedule for each unit in the coalition such that the aggregated
schedule of all units in the coalition resembles the product exactly. As error
measure, the mean absolute percentage (MAPE) measure

dM =
100
d

d∑

i=1

∣
∣
∣
∣
pi − xi

pi

∣
∣
∣
∣ (4)

has been used for products over d time periods with product power pi and joint
coalition power xi at interval i. Scaled in this way, results with different number
of units and power levels can be compared by the mean deviation in percent
from the wanted power. MAPE allows comparing coalitions of different size.
Please note that minimizing some error for the coalition structure is equivalent
to maximizing some given revenue measure.
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Fig. 4. Example result for a scenario with two block products. One (30 min in the
morning) tailor made for the boilers in the agent set and one in the evening suitable
for the heat pumps. Without knowing the unit under control the set of agents splits
apart correctly and schedules are assigned (taking also into account the operation
of the rest of the day) such that product fulfilment is maximized while all technical
constraints are obeyed.

1 http://www.epexspot.com.

http://www.epexspot.com
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Figure 3(b) shows results for more complex scenarios. Figure 3(c) takes into
consideration products for a whole day and uses support vector decoder as search
space model instead of the discrete model. Here an exact result was achievable
if the right CHPs are in the right coalition and the schedules are chosen appro-
priately.

Figure 4 shows an example result for a scenario with two different block
products: one tailor made for the heat pumps in the scenario and one suitable
for the boilers (although again an exact solution was not achievable). The set
of all agents is split up into two coalitions (not being in a coalition was again
an allowed option for an agent) while flexibilities of all units for the whole day
had to be kept in mind when calculating possible contributions to the shorter
intra-day products. The figure shows the aggregated schedules for the whole day
and the two products.

In Table 1 several scenarios are compared with regard to the achieved result
quality and the used number of objective evaluations. The scenarios are:

CHP: A scenario with 10 agent controlled CHP with randomly chosen initial
operation state regarding state of charge, weather condition and possible gra-
dients. Two coalitions for two products covering a time range of 96 intervals
of 15 min each are sought. Both products have been chosen such that an exact
fulfilment (zero error) could be achieved. Support vector decoders have been
used as search space models.

HP: This is basically the same scenario as for the CHPs but with 10 heat pumps.
This time, the discrete model has been used as search space.

Mixed 1: This scenario consists of 5 CHP, 5 heat pumps, 5 boilers and 3
products. Each product was tailor made for one of the groups of units. Thus,
an error of zero was achievable. For modeling the search space, the discrete
model with 100 different possible schedules for each unit has been used.

Mixed 2: The setup for this scenario was the same as for Mixed 1. This time
a discrete model with 200 schedules had been used for each unit; resulting in
an increase in problem size.

Table 1. Results of different coalition formation scenarios. The residual error is given
as MAPE dM Eq. (4). Evaluations are counted as number of decisions on coalition
assignment (outer) and decision on optimal schedule choice (inner).

Scenario Error Outer evaluations Inner evaluations

CHP 0.24971 ± 0.23290 2655.31 ± 1450.40 176539.42 ± 101171.13

HP 1.1545×10−3 ± 2.2155×10−4 3864.07 ± 1492.07 299072.67 ± 115364.16

Mixed 1 4.5084×10−15 ± 8.3635×10−16 6494.50 ± 3776.21 663890.85 ± 417128.31

Mixed 2 0.08572 ± 0.34291 9908.12 ± 3157.91 1115235.44 ± 379695.34

Table 1 shows the residual error (MAPE dM ) that has been achieved together
with the number of conducted evaluations of the objective function distinguished



Decentralized Coalition Formation in Agent-Based Smart Grid Applications 353

in outer (agent decides on coalition assignment) and inner (agent decides on
appropriateness of the schedule selection within a questioned coalition) objective.

5 Conclusion

We presented a fully decentralized approach to coalition formation based on
the combinatorial heuristics COHDA. This approach fully relies on exchange of
messages and local decisions and thus also allows for the integration of private
interests. No information about the own flexibilities or any underlying models
of private operation constraints have to be given away. A major contribution is
the integration of dynamically changing flexibilities by decoders, allowing coali-
tions to valuate traits and size of individual search spaces for specific product
fulfilment.

The results are promising and show an acceptably small computational foot-
print due to the fully decentralized, parallel calculations. With this approach, a
further building block is available for fully decentralized energy management.
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Abstract. Due to politically defined goals to raise the share of renewable
energy, the landscape of electricity production has changed in recent years.
Normally, a decision to invest in new generation capacity by generation com-
panies is often based on profit maximization criteria. Criteria considering the
costs resulting from the required expansion or construction of new transmission
capacity are only playing a minor role, if any. This paper introduces an inte-
grated model based on a multi-agent system to simulate the investment and
decision behavior of the relevant entities in the liberalized energy market and
their impact on social welfare. The interaction between the modelled market
entities is based on a non-cooperative game theoretic approach. Its functionality
is demonstrated within a small application example.

Keywords: Multi-agent systems �Macroeconomics � Simulation �Transmission
grid � Expansion planning

1 Introduction

Investments in new production capacity in a liberalized energy market have a huge
impact on the transmission and distribution grid, as well as on the price structure of the
supplied electrical energy. Whereas generation companies (GenCos) are normally
allowed to select their investment in new generation capacity and power plants based
on their own business criteria, transmission system operators (TSOs) are regulated by
governmental institutions. The fact, that GenCos are allowed to freely choose their
investment point can lead to necessary cost-intensive transmission grid expansion and
consequently to a decrease in social welfare.

Agent-based modelling (ABM) or Multi-Agent based simulation (MABS) has
become popular in recent years to model and simulate the electricity market behavior.
Its flexibility allows a wide range of application like analyzing generation expansion
decisions in electricity markets by simulating the decentralized decision making
process of GenCos [1] or to improve the planning of distribution grids [2, 3].
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Beside the use of MABS to improve planning of distribution grids, expansion
planning of power grids in general has been and still is an important field of research.
A good overview about the various economic and engineering issues and challenges on
this field of research is given by Wu et al. in [4]. In the recent years, anticipative
network planning models have been formulated to simulate the correlation between
transmission grid expansion planning and investments in new generation capacity.
While there is not yet many work related to this, already published work investigates
the effects of transmission grid expansion strategies on investments of GenCos in new
generation company.

Sauma and Oren [5, 6] propose and solve a three-stage approach for the investi-
gation of the investment behavior of a transmission system operator (TSO) under the
assumption that the TSO is anticipating the investment behavior of GenCos. Their
proactive transmission expansion planning model includes the valuation of different
grid expansion possibilities. In [7], Pozo et al. relate to this approach and continue its
development. In their proposed approach, the transmission planner is able to consider
the induced behavior by the GenCo investment and the electricity market equilibrium
for new transmission grid expansion plans including demand uncertainty. A transmis-
sion grid expansion framework under consideration of the strategic behavior of GenCos
is also proposed by Motamedi et al. in [8]. They propose an iterative, agent-based
search algorithm to solve a multiple layer optimization problem. In [9], Yen et al.
present a multi-agent based approach under the use of cooperative game theory and
coalition forming. They investigate different outcomes of coalitions of different agents,
which are responsible for the development of the transmission grid.

The approach presented in this paper differs from already existing work that a
non-cooperative game is formulated as a framework for a MABS. The result is a
MABS tool that is capable to simulate the strategic investment behavior of the elec-
tricity market participants while considering the regulation framework of the energy
market. The goal is to find solutions for transmission grid planning considering the
investment behavior of GenCos in a liberalized energy market. The main difference to
existing work is that the market power of GenCos in a liberalized market with regu-
lations is anticipated. To achieve this objective, the influence parameters of the indi-
vidual market entities have been investigated and their objectives have been
formulated. The modeled decision makers are interacting with each other in a prede-
fined, non-cooperative game theoretic based simulation framework. The target of this
approach is to propose a new simulation model to identify instruments and mecha-
nisms, which are able to increase social welfare. One of the main objectives is to
determine if there are any instruments in a regulated liberalized energy market to
influence GenCos to invest in new generation capacity while reducing or avoid
transmission capacity expansion. The combination of a MABS with the game theoretic
framework creates a basic but highly expandable simulation tool.

The paper starts with a description of the assumptions and the theoretical concept of
the model. Afterwards the developed MABS and its agents are introduced. To
demonstrate its functionality, the results of a three node application case simulation are
presented.
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2 Assumptions and Theoretical Concept

The developed model assumes a general network topology with a DC power flow.
Congestion or violation of the (n−1)-criterion on multiple lines are possible. The
violation of the (n−1)-criterion is estimated as a branch usage equal or bigger than
70 % of its capacity [10]. It is assumed that all nodes are demand and generation nodes
and that there is a constant load at every node over the whole simulation runtime.
Furthermore, uncertainty is not included, which means that every market entity can
exactly calculate the costs, revenue and any other parameters of an investment
opportunity. For the sake of simplicity it is assumed that the electricity market is
represented by an optimal power flow calculation.

In the simulation, the following sequence of events is assumed:

Step 1 – The regulator evaluates different regulation options for a specific period
Step 2 – The GenCo evaluates different investment projects and invests in the most
profitable one while considering the resulting transmission grid expansion costs.
The investment decreases its marginal cost of production.
Step 3 – If necessary the TSO invests in new transmission capacity.
Step 4 – Market operations are taking place.

The assumed sequence of events can be interpreted as a one-period investment
cycle, whereas one period can be interpreted as one year. At the beginning of each year,
the regulator evaluates its different regulation options for a specific period. Afterwards,
every company evaluates the investments that are possible or have to be made during
the year. If each company made their investment (or decided itself against to make an
investment) the market operations are taking place until the end of the period. In the
next period, the same sequence of events is taking place again while considering the
results of the previous period.

The interactions between the different decision makers in electricity markets are
modeled as a complete and perfect information leader-follower game. This includes
that every player is able to observe the actions of the other players and to make its
“rational” decision based on these decisions. The game consists of four players, rep-
resenting the modeled market entities regulator, GenCo, TSO and a fictitious market
operator (MO) which is responsible for market calculations. Due to the nature of
non-cooperative game theory, every player has its own objectives and tries to maximize
them. This intrinsic objective can be formulated in an objective function for each agent.
To solve the game, a subgame perfect Nash equilibrium has to be found.

In the proposed approach, each round of the game represents one period (e.g. one
year) and all actions are made sequentially. To simulate more than one period, the
sequence of every player’s action has to be repeated, considering the simulation results
from the previous period.

Hence at the end of each year, respectively shortly before the end of each year, the
regulator decides if it will change the regulations for the following year or not. After
this step, the GenCo decides if it is going to invest in new generation capacity or not.
Depending on the GenCo decision, the TSO has to invest in new transmission capacity
to prevent congestion. It is assumed, that the TSO has to connect a new power plant of
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the GenCo and is also responsible for the stability of the transmission grid. Following
the decision of the TSO, market operations are taking place. In this sequence of actions,
every player tries to determine its best strategy anticipating the best strategy of the other
players and vice versa. Thus, they choose a strategy that performs better against other
strategies. The resulting strategy of each player is not necessarily a strategy that
maximizes its payoff but a strategy that maximizes its payoff considering the reaction of
the other players. If no player has an incentive anymore to pick another strategy, a
subgame perfect Nash equilibrium is found. If such an equilibrium exists, it represents
a specific strategy combination and determines the solution of the game.

The tree in Fig. 1 corresponds to the previously introduced sequence of actions, it
cannot be used to find the best solution for every player in the game. Hence, the
concept of backward induction is used. This concept is based on the idea that one has to
identify the “bottom-most” (here: stage 4) equilibria of the subgame trees and assume,
that those equilibria will be played. In the next step, the equilibria of the subgames on
the next higher stage (here: stage 3) have to be found. This procedure has to be done for
every stage until the top of the tree is reached.
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Fig. 1. Decision tree of the developed model
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Figure 2 displays the schematic sequence of the backward induction solution
process. As observable, the number of calculations and iterations to solve the game
highly depends on the number of players and options of each player in the different
stages. Additionally, the time for solving the game computationally depends on the
complexity of the objective functions of each player on each stage, as well as the
number of players on each stage and their number of options.

For every of its j-options t1...j
� �

the RegulatorAgent (stage one) informs the
GenCoAgent(s) (stage two) about its regulation(s). Additionally, it is also possible but
not obligatory to let the regulator inform the TSOAgent (stage three) as well as the
MarketOperatorAgent (stage four) about their regulation(s). Then, the GenCoAgent
informs the MarketOperator agent about its first of its k-options g1...kð Þ. The Mar-
ketOperatorAgent then reports its equilibrium option oe1 based on its objective function
to the TSOAgent. The TSOAgent then selects its first option t1 and sends this option to
the MarketOperatorAgent which reports its equilibrium option oe2 based on g1 and t1.
This process is repeated until tm is reached. The TSOAgent then selects the best result
of the m results and sends te1 to the GenCoAgent. Then, the GenCoAgent selects g2 and
the whole optimization process through stage four and three takes place again. This
process goes on until gk is reached. The GenCoAgent then reports its equilibrium ge1 to
the RegulatorAgent. The RegulatorAgent then selects i2 and the whole optimization
process through stages four, three and two are taking place again. This activity is done
until the RegulatorAgent reaches ij. The RegulatorAgent then selects ie according to its
objective function as the result of the optimization process for the specific period and
sends it to the EnvironmentAgent. The selection of ie determines the selected option in
all subsequent stages. This is because every agent on the subsequent stages select its
option that performs best as a response to the options selected by the other agents.
Hence, at this point, a Nash equilibrium through backward induction for the simulated
period is found. It is important to take into account, that all the optimization steps
explained above have to be made for every period that is simulated. That means in
effect, playing the game several times can simulate a multi-period-optimization
problem.

Regulator
i
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t
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Fig. 2. Schematic sequence of the solution process via backward induction
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3 Agents

The proposed MABS in the game framework consists of five agents, whereas one
agent, the EnvironmentAgent, can be considered as the “game master” (a non-player
agent) and four player agents. It has been developed with the use of the Java Agent
Development Framework (JADE) [11].

3.1 EnvironmentAgent

The EnvironmentAgent is necessary to ensure a stable synchronization between the
player agents by providing them with all necessary information about the grid, gen-
erators, investment possibilities and investment costs. Furthermore, it ensures an
orderly sequence of the simulation by sending a start signal to the player agents and
settling each period and its specific simulation results. If required, it is able to provide
the user with a GUI of the investigated grid.

3.2 MarketOperatorAgent

The MarketOperatorAgent simulates the market behavior. Its goal is to solve a DC
optimal power flow calculation (DC OPF). Whereas this means that it has no objective
function in the classical sense, the calculation of the DC OPF and the provision of the
resulting data can be considered as its goal function. The optimal power flow calcu-
lation is based on work by Sun and Tesfatsion [12, 13]. The MarketOperatorAgent
receives its initial data at the beginning of each period from the EnvironmentAgent.
During the simulation, it receives its data from the GenCoAgent and the TSOAgent.
The optimal generation dispatch, the prices and the branch usage are then calculated
through the DC OPF calculation. The resulting data, like generator and branch usage
and production costs, is assumed to represent the optimal market behavior. It is send to
the TSOAgent for further calculation. Hence, the main objective of the MarketOper-
atorAgent can be described as “the provision of the result of an optimal market
behavior”.

3.3 TSOAgent

The TSOAgents objective is to minimize its overall costs while supplying power over
the transmission grid to satisfy demand. The costs incurred resulting from investments
to secure system stability and transmission grid expansion due to congestion or vio-
lation of the (n-1)-criterion. The high complexity of the transmission grid expansion
cost calculation in reality requires a few assumptions and simplifications to model the
behavior of a TSO. It is assumed that the TSO is obligated to provide a secure network.
It does not consider any costs for maintenance of already existing transmission lines.
Only investments in new transmission lines or upgrades of existing transmission lines
are considered. Furthermore, it is assumed, that the TSOs investment options are
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limited to one possible investment material and that every investment and its costs take
place in the contemplated period. Under these assumptions, the TSOAgent investigates
the resulting grid data it receives from the MO. If there is any congestion or violation of
the (n-1)-criterion it executes a grid optimization method to remedy the problem in the
branch configuration.

3.4 GenCoAgent

The GenCoAgents objective is to maximize its revenue from the production and sale of
electricity of a new power plant. For the sake of simplicity, it is assumed that already
existing power plants that are owned by a specific GenCo are not taken into account.
Hence, the GenCoAgent just considers the possible investment projects and their
expected revenue.

To do so, the GenCoAgent solves the following objective function (The formula is
based on [15].):

max Rev� IC PCð Þ � varCoð Þ ð1Þ

Whereby Rev is the expected revenue of an investment project, IC(PC) are the
investment costs which depend on the production capacity of the new power plant and
possible costs due to necessary transmission grid capacity expansion if given. VarCo
are the expected variable costs during the expected lifetime of the power plant. The
expected revenue is calculated using the expected utilization rate and the expected
energy price provided by the DC OPF of the MarketOperatorAgent.

The GenCoAgent calculates the internal rate of return (IRR) to compare the dif-
ferent investment possibilities in power plants. It then selects the investment possibility
with the highest IRR and compares the value with an individual, user-defined minimum
accepted rate of return (MARR). If the IRR is higher or equal to the MARR, it selects
the specific investment. If the IRR is lower than the MARR, the GenCoAgent will not
invest in one of the available investment possibilities.

For the calculation of the generation costs during the optimal power flow calcu-
lation, the following generator total cost function for a generator i, presented in [14], is
used.

TCi pGið Þ¼ ai  pGi + bi  p2Gi + FCosti ð2Þ

Here pGi denotes real power produced by generator i, ai denotes costs that are
proportional to the generated power, bi denotes a cost depending efficiency factor and
FCosti denotes fix costs that are independently from the power production.

RegulatorAgent. The RegulatorAgent is a player agent representing the behavior of
the regulator in the real world. Furthermore, it is the leader for all players in the game.
Its main objective is to increase social welfare. Social welfare in the context of the
developed model is defined under the assumption, that there is a constant demand on
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every node of the grid independent of price changes. Hence, the objective function of
the RegulatorAgent can be expressed as follows:1

min
X

i2G Ci pGið Þþ
X

k2TLn
Ck

� �
ð3Þ

Whereby
P

i2G Ci pGið Þ is the sum of all electricity generation variable costs to satisfy
the demand on every node and

P
k2TLn

Ck is the sum of all costs for new transmission
lines which are necessary due to investments in new power plants by the GenCo.

To fulfill its objective, the RegulatorAgent is interested in influencing the market
participants to increase social welfare. In the developed approach, it has the ability to
influence the GenCoAgent’s investments by setting up a specific splitting ratio. This
splitting ratio divides the costs for new transmission capacity investments between the
GenCo and the TSO (respectively the consumer). In the base case, all costs for
extending the transmission grid are worn by the TSO (or the consumer due to higher
electricity prices). The RegulatorAgent then changes the ratio by splitting up the costs
of transmission grid extension, whereby 10% of a new line due to an investment in a
new power plant have to be paid by the GenCo and 90% have to be paid by the TSO (or
the consumer). This process goes on until the RegulatorAgent found a splitting ratio,
which leads to an equal or increased social welfare compared to the status quo.

4 Application Example

In the following an application example to demonstrate the functionality of the
developed model is presented. The subject of investigation is a liberalized energy
market that consists of a three-node grid. The existing configuration of the grid, the
technical details of the branches, loads and power plants are presented in the following
tables. Only one period is simulated and it is assumed, that every investment in
transmission lines and generation capacity takes place at the beginning of the period.
Furthermore, a constant demand at every node over the whole simulation period is
assumed (Tables 1, 2, and 3).

Table 1. Sample case branch configuration

Parameter Element
Branch 1 Branch 2 Branch 3

Start node 1 1 2
End node 2 3 3
Length [km] 20 20 20
Reactance 0,2 0,2 0,2
Capacity [MW] 400 450 600

1 The formula is based on [16].

Agent-Based Modelling of Cost Efficient and Stable Transmission 363



After an initial DC OPF, the data presented above leads to the following graphical
representation in the GUI of the EnvironmentAgent (Fig. 3).

Furthermore, it is assumed that the GenCo considers the following three investment
options in new generation capacity whereby every investment option represents a new
power plant. Furthermore, the GenCo assumes different parameters for each investment
option (Table 4).

With the parameters for the different investment options given in Table 4, the
GenCoAgent calculates the revenue and the rate of return of every investment. For the

Table 2. Sample case load configuration

Parameter Element
Load 1 Load 2 Load 3

ID L1 L2 L3
Node 1 2 3
Load [MW] 300 500 1000

G3: 500 MW

G2: 1300 MWG1: 770 MW

400 MW (usage: 36,67%)

450 MW
(usage: 71,85%)

600 MW
(usage: 29,45%)

300 MW

1000 MW

500 MW

21

3

Fig. 3. Initial grid configuration of the sample case

Table 3. Sample case generator configuration

Parameter Element
Generator 1 Generator 2 Generator 3

ID G1 G2 G3
Node 1 2 3
Fix costs [€/h] 0 0 0
Cost coefficient a [€/MWh] 13 60 40
Cost coefficient b [€/MW2h] 0.00001 0.00001 0.00001
Minimum capacity [MW] 0 0 0
Maximum capacity [MW] 770 1300 500
Initial production [MW] 0a 0a 0a

aSet by the MarketOperatorAgent as part of the model initialization
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sample case the best rate of return is given by the investment option 1 at node 1. Hence,
without any regulations the GenCo tends to invest in 150 MW generation capacity at
node 1.

In the following, only the options and the corresponding results of the Regula-
torAgent calculations are displayed. This is because in its function as the game leader,
its decision is crucial for the decisions of all subsequent game stages. In this application
case, the RegulatorAgent has 11 different regulation options. Every option distributes
the costs of new transmission capacity between the TSO (tci) and the GenCo (gci)
whose investment in generation capacity requires the grid capacity expansion.

Table 5 displays the different results the RegulatorAgent receives from its subse-
quent stages. For the first eight options the overall system costs are constant, while for
the last three options the value is quite smaller which implies a higher level of social
welfare. According to its goal to increase social welfare (respectively minimize the
overall system costs) while regulating as little as possible the RegulatorAgent selects
the option with the splitting ratio (0,8; 0,2). This means in effect, that in the case in

Table 4. Sample case GenCo investment options

Parameter Option
Investment
Option 1

Investment
Option 2

Investment
Option 3

ID 1 2 3
Node 0 0 0
Minimum capacity [MW] 150 100 200
Maximum capacity [MW] 0 0 0
Assumed freight costs 0 0 0
Assumed Fix costs [€/MW] 5.190.000 4.000.000 4.000.000
Assumed invest costs [€/MW] 20 13,5 12,5
Assumed runtime [years] 1 2 3

Table 5. Optimization results for the eleven regulator options of the application case

Option configuration Regulator option (gci, tci) Overall system costs [Euro/period]a

Regulator option 1–11
GenCo option*
TSO option*
Market option*

(0,0; 1,0) 4,7079*108

(0,1; 0,9) 4,7079*108

(0,2; 0,8) 4,7079*108

(0,3; 0,7) 4,7079*108

(0,4; 0,6) 4,7079*108

(0,5; 0,5) 4,7079*108

(0,6; 0,4) 4,7079*108

(0,7; 0,3) 4,7079*108

(0,8; 0,2) 4.36509*108

(0,9; 0,1) 4.36509*108

(1,0; 0,0) 4.36509*108

aAll values rounded.
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which the GenCo has to pay 80 % new transmission line costs due to its power plant
investment at node 1, it tends to invest in another location and tries to avoid an
investment that would need transmission grid expansion.

Since the RegulatorAgent made its decision, a result for the simulated sample case
has been found. Now, every agent chooses its best option according to its objective
function while anticipating the decision of the other agents. These decisions lead to the
following changed graphical representation of the grid configuration in the Environ-
mentAgent GUI which represents the static operation point after the DC OPF.

There are two important things that have to be noted from the final result of the
simulated period represented by Fig. 4. Firstly, in contrast to its best investment option,
which is 150 MW at node 1, the final investment in new generation capacity of the
GenCo is 200 MW at node 2. That is because at the point, where the GenCo is forced
to pay 80 % of the transmission capacity extension costs, the break-even point for the
investment at node 1 is exceeded. Secondly it is observable that no investment in new
transmission capacity by the TSO has been made. While any other investment in new
generation capacity would lead to necessary investments in transmission capacity by
the TSO, the investment at node 2 reduces the power flow on branch 2. Due to this
reduction of the branch usage an investment in new transmission capacity is not
necessary anymore.

5 Analysis and Outlook

The application example above shows that depending on the grid configuration and
transmission expansion planning scenarios a regulation of investments in new gener-
ation capacity can increase social welfare. Such a growth in social welfare depends
mainly on the power that is granted to the regulator. If the regulator is restricted to the
responsibility to guarantee free markets and if it has no instruments to regulate the
market behavior of market entities directly, an increase is not taking place inevitably.

G3: 500 MW

G2: 1300 MWG1: 770 MW

G4: 200 MW

400 MW (usage: 53,33%)

450 MW
(usage: 57,04%)

600 MW
(usage: 7,22%)

21

3

300 MW

1000 MW

500 MW

Fig. 4. Graphical grid representation of the final optimal grid of the sample case
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But if the regulator has the power to restrict the investment behavior of GenCos, social
welfare could be increased. In the very simple application example, this fact is shown
by giving the regulator the power to set up a “splitting ratio” which distributes the share
of costs of transmission grid expansion to the transmission grid operator or the con-
sumer and the investing generation company. In further works, the developed approach
needs to be extended in different directions to consider the complex interdependencies
of the electricity market and grid. First of all, the modeling of the market has to be
extended to provide a realistic behavior of the power plant production including a
model for an energy exchange. This also includes the consideration of a more realistic
simulation of the grid by using time-series base power flow calculations considering a
more fluctuating load and demand. Furthermore, a possible regulatory framework as
well as different mechanisms to influence GenCos and TSOs has to be developed. In a
second step, the evaluated grid has to be justified and extended to represent a more
realistic grid. Consequently, the objectives of the agents have to be justified to consider
the complex dependencies of a more challenging test grid.
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Abstract. As a result of fast growing share of renewable energy production in
the energy market the management of power and its distribution becomes more
and more complex. The here presented Energy Option Model (EOM) seems to
be a promising solution to handle this newly arisen complexity. This paper will
present the EOM and analyze its capabilities in centralized evaluation of aggre‐
gated systems. The example use-case will be the charging process of a fleet of
electric vehicles. While the results support the potential of the EOM to implement
coordination strategies for aggregations of systems, they also show the general
limitations of centralized control solutions for larger groups of systems in the
context of smart grids.

Keywords: Smart grids · EV charging · Central and decentral charging
strategies · Energy agent · Energy option model

1 Introduction

Smart Grids are believed to be a key element for mastering the major challenges our
energy supply system is currently facing. With an increasing market share of renewable
energy sources, power generation becomes more volatile, more decentral and less plan‐
nable. Additionally, traditional producer and consumer roles start to dissolve, as more
and more households and small businesses become “prosumers” that provide energy to
the grid at times with high renewable generation but still need grid-based supply when
it is low.

By enabling communication and, on this basis, the implementation of automated
coordination processes between the involved flexible technical systems, smart grids can
be a valuable tool for handling this growing complexity. One important question in this
context is how coordination between the involved systems can be organized, i.e. how
to decide about the behavior of every single system. This can be done in a centralized,
decentralized, or in a hybrid manner, as for example in a hierarchical-decentralized way
[1, 2]. In the centralized case, decisions for all involved systems are made by a central
authority, which facilitates the organization of the decision making process, but probably
raises performance issues. Especially, for larger numbers of involved systems the central
authority might become a bottleneck. In the decentralized case, this problem can be
avoided, as all decisions are made on the subsystem level. However, coordinating the
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involved systems without any central instance will probably lead to additional
complexity. Between these two extremes, a wide range of partly centralized solutions
might also be feasible, like for example organizing critical parts centrally while leaving
the uncritical parts to the responsibility of the subsystems.

With the approach of Energy Agents and their inherent Energy Option Model (EOM)
[3–5], a concept for a unified on-site software system was developed at DAWIS. In this
paper we will focus on how the EOM can be utilized for centralized and decentralized
decision making processes, which makes it a valuable tool for developing, investigating
and comparing coordination approaches for smart hybrid energy grids. For the central‐
ized case, we will show the EOM’s capabilities by exploring its limits along an example
use case, namely the charging of a fleet of electric vehicles (EVs).

The paper is organized as follows: The next section will give a short introduction to
the concepts of Energy Agents and EOM and classify different scenarios for EOM-based
evaluation processes. Section 3 will provide some general information on the topic of
EV charging, pointing out the challenges as well as the chances that arise from the
integration of large EV fleets into current energy grids. Additionally, an overview on
strategies for coordinated EV charging is given. In Sect. 4, we will describe how our
example use-case was implemented in the EOM context, as well as the experiments we
conducted and the results we generated. Finally, Sect. 5 will provide a summary and an
outlook on future work.

2 Theoretical Background

2.1 Basic Concepts

At the DAWIS, an agent-based approach for modelling and controlling smart grids is
currently being developed. The core of this approach is the concept of a unifying energy
agent, which is defined as follows: “An Energy Agent is a specialized autonomous soft‐
ware system that represents and economically manages the capacitive abilities of the
energy consumption, production, conversion and storing processes for a single technical
system …” [4]. This software system is supposed to be applied during the whole life
cycle of the system, which comprises specification and modelling, implementation,
simulation, test-bed application and finally the deployment to real systems. Unlike most
other agent-based smart grid approaches (e.g. [2, 6, 7]), the energy agent concept is not
limited to electrical energy, but can take different energy carriers (natural gas, heat, …)
into account, including conversion processes between them.

To be able to fulfil its task, the energy agent needs detailed knowledge about the
behavior and flexibility of the underlying technical system. This knowledge is provided
by the Energy Option Model (EOM), which can be seen as the internal reasoning model
of the agent. Using the EOM, any kind of energy conversion process can be modelled
and described. As this description is supposed to be used in a hybrid network context,
it is focused on describing the energy flows at each system specific connection to a
network and its corresponding energy carrier.

A general description of the system’s behavior is given as a finite state machine,
specifying all possible operating states and the transitions between them. For every state,
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a duration must be specified, which is mainly relevant as a discretization step size during
evaluations (see below). Additionally, upper and lower bounds for the residence time
in a state can be defined by a constant value or a mathematical function. An example
for this kind of system description can be found in Fig. 3 in Sect. 4.1.

For every operating state and every network connection, the energy flows can be
specified by defining either a constant value, a time series or a mathematical equation.
For the latter case, so called system variables can also be taken into account, that can
consist of static data models, external information (like measurements) or user- or agent-
controlled set points. Additionally, storage capacities for all involved energy carriers
can be defined.

As the EOM is, among others, based on the first law of thermodynamics, the sum of
all energy flows will always be zero. This relation is described by Eq. (1)

∑
Ėi = Ėin + Ėout + Ėstor + Ėloss = 0 (1)

where Ėin describes the incoming, Ėout the outgoing energy flow, while Ėstor describes
the change of the storage level and Ėloss the losses of the actual energy conversion
process.

For more complex applications, the EOM supports the modelling of aggregations of
systems. While internally consisting of a number of subsystems an aggregation appears
towards its surrounding as one unified technical system. It summarizes energy flows,
interfaces and storage capacities by energy carriers and enables network calculations if
required. Like the aggregation itself, subsystems can also be aggregations, so that
complex, hierarchically structured systems of systems can be defined.

2.2 EOM-Based Evaluation of Systems

Based on the above described fundamental model, the behavior and flexibility of the
system can be derived. Here, the EOM can be used to evaluate possible system states
over time with the help of individual, so-called “evaluation strategies” that include the
required algorithms.

Starting from an initially defined state, a number of possible successor states result
from the operating state transitions and the set point variations that are defined in the
base model. To distinguish from a systems operating state as described above, we will
refer to the states in this context as “evaluation states”. An evaluation state is defined
by the current time, the current operating state and further individual parameters, like
the battery state of charge (SoC) for the EV example used in this paper. Iteratively
generating all possible evaluation states will consequently lead to a full description of
the possible system behavior over time in a comprehensive variability graph. Every path
through this graph is a possible execution schedule for the modelled system. To extract
an execution schedule, a decision making algorithms can be implemented in an evalu‐
ation strategy that iteratively generates and selects one of the possible successor states.
Figure 1 illustrates this method.
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Fig. 1. Schedule generation

There is a wide range of possible application cases for this evaluation that can be
classified as described in the following and depicted in Fig. 2. First, we can distinguish
by the goal of the evaluation, which can be constraint satisfaction, i.e. finding feasible
execution schedules within given technical limitations or optimizations for criteria like
cost or efficiency. Further, the evaluation process can be focused on a single energy
carrier or include multiple energy carriers, and possibly conversion processes between
them. Another separation arises from the time of use: EOM evaluations can be used for
planning the system behavior in advance, but also for real time control by an energy
agent “in the field”. As mentioned in Sect. 2.1, evaluations can be executed on single
technical systems or on aggregations of systems.

Fig. 2. Classification of EOM use-cases

For aggregations of systems, a number of further separations arises. The aggregation
can be monolithic, like a fleet of identical EVs, or hybrid, like a number of devices in a
smart house. Finally, the actual decision making process can be executed in a centralized
way on the aggregation level, decentralized on the subsystem level, or partly central‐
ized, for example by dealing with critical parts on the central aggregation level while
leaving less critical parts to the responsibility of the subordinate systems.

3 Related Work

Depending on how it is organized, the increasing use of electric vehicles can either be
a further problem or a chance for the stability of a distribution grid. Uncoordinated
charging of large numbers of EVs can induce high peak loads and voltage deviations
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on the distribution grid level, in case that all EVs are charged at the same time [8–14].
On the other hand, if the charging is coordinated appropriately, the growing EV fleet
might even help to stabilize the grid. As EV charging is usually not time critical, it can
easily be shifted to times with high renewable generation or low power demand. More‐
over, coordinated EV charging, along with the EV capability to quickly provide electric
energy, may enable EVs to participate in electricity markets (e.g. by providing peak
power, spinning reserves or contribute in the frequency regulation) [15, 16]. In recent
years, researchers focused on various optimization technics for solving the above
mentioned issues. Rahman et al. [17] gives an overview of the most recent studies about
various optimization strategies and objective functions related to the EV charging
integration. Various optimization methods being used in the literature are mentioned,
namely Genetic Algorithms (GA) [18], Stochastic Optimization [19], Game Theory
[20], Differential Evaluation (DE) [21], Linear programming [22] and others.

Regardless of the optimization methods used, the coordination process can basically
be implemented in a centralized or decentralized way. As mentioned before, in a central‐
ized approach there is a central authority that generates charging schedules for all
involved EVs, while considering technical constraints as well as external influences or
preferences of the EV users [10, 23, 24].

In a decentralized strategy there is no central authority, and each EV is responsible for
its own charging schedule. A major challenge in this scenario is the collaboration between
the involved EVs, as the sum of all schedules must still respect technical grid constraints.
As mentioned in [25], due to the variety of local methods chosen by the individual EVs, the
overall charging pattern is not necessarily optimal for a distribution network. Further
examples for decentralized charging strategies can be found in [9, 14, 25, 26].

4 Application and Results

4.1 EV Modelling and Evaluation

The basic model for describing a single EV was taken from [5]. As shown in Fig. 3, it
consists of three possible system states: Charge, Idle and Discharge. Here, we assume
constant energy flows of 3.5 kW for charging, 0 kW for the idle state and –3.5 kW for
discharging. As shown in the figure, transitions are possible from idle to charge or
discharge state and back, but not directly between charge and discharge. Additionally,
self-transitions (the repetition of the same state) are possible for all states, if the
maximum residence time is not violated. The evaluation step size (10 s in the figure)
was varied between 1 s and 10 min during our experiments. A minimum residence time
of one minute was defined for all three states to avoid a rapidly fluctuating behavior.
The maximum residence time for the charging and discharging states depends on the
current SoC of the battery, as it can only be charged till full or discharged till empty.
There is no upper bound for the idle state.
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Fig. 3. EV basic model - system states and transitions

For running our experiments on group evaluations we defined a number of aggre‐
gations consisting of several instances of the above described EV. Here, the actual
number of EVs was one of the parameters we varied during our experiments (see
Sect. 4.2 for details). All EV models were located on the top level of the aggregation,
without further hierarchical structuring.

The evaluation strategy we used for our experiments is rather simple, mainly a
centralized group implementation of the price-optimal charging strategy already shown
in [5]. In this context centralized means that the evaluation is done on the aggregation
level. Thus, the execution schedules are generated for all subsystems. The strategy itself
is based on a time-dependent electricity price model. The cost function we used during
our experiments is shown in Fig. 4.

Fig. 4. Example cost function

For generating a price-optimal charging schedule the developed strategy selects and
sorts time intervals according to increasing costs. Thus, for the example shown above,
it would first use the cheapest time interval between 00:00 and 04:00 and, then, move
to the next more expensive one if the desired charging amount is not yet reached. Of
course with this greedy-like approach all EVs would charge at the same time, which will
lead to high peak loads as described in Sect. 3. Consequently, this strategy should not
be applied to charge bigger EV fleets in reality. Since the focus of this paper is not on
developing smart charging strategies for an EV fleet that considers network issues, but
exploring the capabilities of the EOM to implement centralized decision making
processes, this simple strategy approach seems sufficient to us.
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4.2 Experimental Design and Result

In order to investigate the evaluation capabilities of the EOM, we applied the evaluation
strategy described above on a number of aggregations with different sizes, consisting of
multiple instances of the base model described above. With the classification given in
Sect. 2.2, this corresponds to an optimization use case, focusing on a single energy
carrier. Additionally, it is executed for advance planning on a monolithic aggregation
of systems in a centralized way.

To get an impression of the level of freedom for this use case, we measured the time
that was required to generate all schedules for the aggregations. Since the evaluation
process outlined in Sect. 2.2 can be summarized as a series of consecutive decisions, it
is clear that, besides the performance of the hosting system, the overall number of deci‐
sions may have the main impact on the evaluation time. In detail, three relevant influ‐
encing factors for the overall number of decisions can be identified:

• the length of the evaluation period 𝛥tE,
• the decision density dD, resulting from the length of the evaluation time steps, and
• the number of involved subsystems nS.

Together with the performance p of the hosting system, the evaluation time tE results
to a function of the above parameters and can be written as:

tE = f (𝛥te, dD, ns, p) (2)

To explore the limitations of a centralized evaluation approach by using the EOM,
in our main experiment we systematically measured the execution times for a number
of evaluation runs with different combinations of dD and ns, namely:

• ns ∈ {1, 5, 10, 20, 30, 40, 50, 75, 100, 150, 200}
• dD ∈ {0.1, 1, 6, 10, 20, 30, 60} DPM (Decisions per minute and per system)

For the evaluation scenario we assumed all EVs to be connected to the grid in a partly
discharged state at 8 pm in the evening and expected to be fully charged at 6 am the next
morning, resulting in an evaluation period 𝛥tE of 10 h for all subsystems. All runs have
been executed on a machine with a performance p of 1997 MFlops (average SciMark
2.01 benchmark result). The structure of the experiments is illustrated in Fig. 5. Addi‐
tionally, we repeated some of this runs on different machines and with different evalu‐
ation periods to get an impression of the influence of 𝛥tE and p on the result.

For our main experiment and to minimize the influence of disrupting effects like
background processes of the OS, every combination of parameters was evaluated 25
times. Table 1 summarizes the average execution times in seconds for all evaluation
runs; a graphical representation is shown in Fig. 6.

The results confirm our assumption that the overall number of decisions has an impor‐
tant impact on the execution time. However, looking at the chart in Fig. 6, the correlation
seems much weaker than expected, as the gradient of the curves is increasing with the

1 http://math.nist.gov/scimark2/.
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number of systems most of the time, but not always. Especially for the 10 and 20 DPM
curves, there is a significant decrease of the gradient at 100 systems for 10 DPM and at 50
systems for 20 DPM. Further investigations are required to explain this effect.

If no time is given for an evaluation setup in Table 1, the system we used for evalua‐
tion (Core I7-5600, 16 GB of memory) was not able to deliver results within reasonable
time. It can also be seen from Table 1 that the evaluation system reached its limits when
evaluating 150 systems with each 20 DPM, as well as 75 systems with 30 DPM and 40
systems with 60 DPM. This supports our assumption that centralized decision making
processes might become a bottleneck. Despite the higher complexity of organizing and
implementing decentralized decision making processes, this seems to be necessary when
evaluating larger setups with high decision densities or numbers of systems.

Table 1. Average evaluation runtimes

No.

systems

1 5 10 20 30 40 50 75 100 150 200

60 DPM 1.818 12.225 26.336 57.644 69.550 N/A N/A N/A N/A N/A N/A

30 DPM 0.575 2.843 8.454 17.456 29.499 37.682 72.251 N/A N/A N/A N/A

20 DPM 0.483 1.867 3.768 10.495 13.221 21.627 38.847 41.420 142.701 N/A N/A

10 DPM 0.235 1.013 1.589 5.461 10.585 12.815 15.848 16.865 35.592 38.024 120.664

6 DPM 0.134 0.472 0.970 2.275 3.261 5.234 6.670 11.224 12.975 19.712 37.725

1 DPM 0.057 0.104 0.222 0.365 0.593 0.784 0.969 1.429 2.840 3.174 4.734

0.1 DPM 0.060 0.068 0.077 0.135 0.172 0.201 0.266 0.379 0.481 0.766 0.908

Group Strategy
( te,p)

60 DPM0.1 DPM 1 DPM 6 DPM 10 DPM 20 DPM 30 DPM

200 EVs1 EV 5 EVs 10 EVs 100 EVs75 EVs50 EVs40 EVs30 EVs20 EVs 150 EVs

Fig. 5. The structure of our main experimental run
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Fig. 6. Average evaluation runtimes

To get an impression of the impact of the length of the evaluation period 𝛥te on the
runtime of the evaluation process te, another series of experiments was executed with a
number of systems ns = 30 and a decision density dD of 6 DPM, varying 𝛥te between 2
and 24 h in 2 h steps. Again, 25 evaluation runs were executed for every setup. Judging
from the average runtimes depicted in Fig. 7, the relation between these factors seems
to be roughly linear.

Fig. 7. Average evaluation runtimes for different Δte (dD = 6 DPM, nS = 30)

Finally, we executed a number of evaluation runs on different computers, to explore
the influence of the system’s performance on the evaluation runtime. For this experi‐
ment, we chose a decision density of 6 DPM, the number of systems was varied between
1 and 200 like in our main experiment. Three different systems were used:

• CPU Intel Core i7-5600U, Memory 16 GB, 1996.97 MFlops
• CPU AMD Phenom II X2 555, Memory 4 GB, 1178.22 MFlops
• CPU Intel Core i3 M380, Memory 4 GB, 898.25 MFlops

The results are illustrated in Fig. 8. While the average evaluation times on the stron‐
gest machine where significantly shorter no significant differences between the two
weaker systems could be seen, despite a difference of about 180 MFlops in their
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benchmark results. The only remarkable difference is that the 1178 MFlops system was
able to calculate the 100 subsystems in reasonable time, while the 898 MFlops system
reached its limits with 75 subsystems. Thus, the effect of smaller changes in the system
performance seems rather limited, to achieve a significant acceleration of the evaluation
process, a significantly stronger machine is required. Additional measurements with
system performances between 898 and 1178 MFlops will be required to further inves‐
tigate this relationship.

Fig. 8. Average evaluation runtimes on different systems (dD = 6 DPM, different nS)

5 Conclusion and Outlook

In this paper, we presented first experiments that describe the capabilities of the Energy
Option Model (EOM) that, in principle, enables to aggregate and utilize the operational
flexibility of any type of energy conversion process. Focusing on a monolithic system
structure and the single energy carrier electricity, we investigated a centralized coordi‐
nation or planning approach for an electric vehicle fleet. The experiments were executed
several times on different machines with different performances and the results were
compared. It could be shown that the length of the evaluation period, the decision density
(number of decisions per time), and the number of involved subsystems have a major
impact on the overall evaluation time.

Thus, this supports the assumption that pure centralized decision making processes
might turn out to be a bottleneck, when coordinating larger numbers of systems. On the
other hand, it leads to the subsequent question which discretization steps are possible,
in order to still enable suitable centralized control approaches. Here we believe that such
modelling decisions depend on the planning horizon and should carefully be balanced.

For the future, we will further investigate those issues, while also focusing on (partly)
decentralized decision making processes. In all cases many questions are to be answered,
in order to suggest a reliable future energy structure.

Overall, we believe that the chosen, system-egoistic approach that is provided by the
Energy Option Model is the required base approach for a systematic investigation of the
future structure of our energy supply. Since the EOM allows the comparison of central‐
ized and decentralized control approaches, it represents a sustainable development that
also can be used in the future and for a broad range of applications.
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Abstract. The actual flexibility of the electricity sector, with a distributed nature
and new players, such as the smart grid operator and several types of aggregators,
brings new business models and introduces new challenges from the power
systems technical operation point of view. In this context, the Network Operator
Agent of the Multi-Agent Simulator of Competitive Electricity Markets
(MASCEM) plays a crucial role, not only in the scope of the technical validation
of the economic transactions established by the market, but also has an agent that
can be supporting the grid operation under the scope of a smart grid. A set of new
features has been added to the Network Operator making it a “new agent”,
bringing a more effective decision support, from the grid technical operation point
of view, and achieving its usefulness beyond MASCEM. In this paper the new
features are described. A case study is also included to better illustrate the
approach and to highlight its usefulness under the scope of a smart grid scenario.

Keywords: Electricity markets · Multi-Agent simulation · Network operator

1 Introduction

Over the last decades the electricity sector has been suffering a deep restructuring that
started with the privatization and liberalization of previously nationally owned systems
[1]. This has bought the competition into the electricity markets, and a set of new mech‐
anisms has been defined [2].

Some tools have emerged to better support electricity sector players to understand
and take decisions under the new types of market negotiations. Some of the most well-
known tools in this domain are AMES (Agent-based Modeling of Electricity Systems)
[3], EMCAS (Electricity Market Complex Adaptive System) [4] and MASCEM (Multi-
Agent Simulator of Competitive Electricity Markets) [5].

The present work was done and funded in the scope of EUREKA - ITEA2 Project SEAS with
project number 12004; AVIGAE Project (P2020-3401); and UID/EEA/00760/2013 funded by
FEDER Funds through COMPETE program and by National Funds through FCT.
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The optimal power flow analysis is not a recent subject; there are several tools in
this domain, such as: PowerWorld [6], CymPower [7] and MatPower [8], a Matlab
package. But, the new market rules and the increasing penetration of renewable sources
of energy, deeply encouraged by the European environmental policies, that actually are
also headline targets of the Europe 2020 strategy for smart, sustainable and inclusive
growth [9] imposes the need for a straightforward cooperation between market and
power system operators. A way to realize the emerging potential of renewable sources
usually distributed and near the consumption sites, is to take an approach that manages
these resources as a subsystem according to the new paradigm of Smart Grids [10, 11].

MASCEM is one of the most flexible and comprehensive tools that allows the simu‐
lation of the market transactions as well as technical analysis of competitive markets
under the scope of a smart grid, at a country level and also at an European level [11].
This is achieved by the completeness of its multi-agent model, which includes a strong
cooperation between the Market Operator agent and the actual System Operator agent.

This paper addresses recent MASCEM improvements, which led to a restructuring
of the System Operator. This agent now becomes a Network operator in the sense that
it is not just a Distribution or Transmission System operator, but may also be considered
at the smart grid level. Section 2 describes MASCEM multi-agent model, comparing
the previous and the new structure of the agent assuring the system technical validation.
Section 3 focuses on the description of the Network Operator, its interface and capabil‐
ities. In Sect. 4 a smart grid case study is used to highlight the decision support provided
by the Network Operator. Finally in Sect. 5 some conclusions are elicited.

2 MASCEM Multi-agent Model

MASCEM is a multi-agent simulator of competitive electricity markets and it was devel‐
oped with the purpose of studying the complex and restructured electricity markets. Since
its first version in 2003 [5] MASCEM has undergone several improvements [12, 13] to
become an increasingly comprehensive tool and to accommodate new management
models of electricity markets.

MASCEM model includes agents that represent the entities involved in the electricity
markets including their interactions, collecting data in the medium and long term to
support the decisions of these entities according to their characteristics and objectives,
thus allowing better understanding of the behavior, the development of trade relations
and the mechanisms of these markets. The simulator uses game theory, learning tech‐
niques, scenario analysis and optimization techniques for modeling and supporting
market actors in their decisions [13]. Figure 1 illustrates the multi-agent model and
market structure of MASCEM.

MASCEM went through a restructuring process, having adopted the JADE (Java
Agent Development Framework) [14] framework, mainly due to its support to agents’
communications. JADE is a developing environment for agent-based applications,
according to the specifications of FIPA (Foundation for Intelligent Physical Agents) [15]
and fully implemented in JAVA. It ensures a standard of interoperability between multi-
agent systems through a comprehensive set of system services, which enable
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communication between agents. This interoperability brings a lot of further possibilities
for MASCEM and for its agents. From the agents point of view it is now possible that
they be also part of other models and tools. It also brings MASCEM a new dimension
as it may consider in the same simulation bids coming from external agents or tools.

Electricity markets are quite different from other types of markets as the stability of
the power system must be assured, thus economical transactions have a strong depend‐
ency on the results of the optimal power flow of the electrical grid. In MASCEM the
technical analysis of the power flow was assured by the System Operator agent, as
mentioned in Fig. 1.

The role of the System Operator assumes, in the most recent version of MASCEM,
a broader role. It becomes a Network Operator (NO) in the sense that it is not only linked
to the Transmission System Operator (TSO) or Distribution System Operator (DSO),
but may accomplish the technical operation of electrical grids on the scope, for example,
of a smart grid. Figure 2 highlights the current MASCEM multi-agent model, enhancing
the NO modules and the links with the Market Operator as well as its usefulness abroad
MASCEM. NO core modules are the “OPF Algorithms”, the environment for the grid
definition “Virtual and Geo-location Grids” and a User Interface to make it also useful
outside the simulation environment. The “OPF Algorithms” module contains a set of
algorithms for the optimal power flow, used to analyze the viability of the economic
transactions established at the wholesale market, and communicated by the Market
Operator (MO). The economic dispatch may result in unacceptable flows or voltages in
the network, so, NO may need to remove some of the previewed power injection to avoid
unacceptable flows.

Fig. 1. MASCEM’s agents [13]
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Fig. 2. MASCEM and NO structure

The scenarios that can be tested with this tool can be related to a real power grid,
and thus, based on the geo-location of the grid elements (bus, lines, etc.), or based on
virtual grids, this means, scenarios based on grids for test cases. Grids under test may
be defined by means of input files or through the user interface, which is quite friendly
and easily manipulated. It is worth mentioning that although NO is an agent from
MASCEM, it may be used to perform power flow analysis under the scope of other tools,
as long as they have communication capability with JADE and respect FIPA regulations.

In Fig. 2, both the link to other simulators and to MASGriP (Multi-agent Smart Grid
Simulation Platform) [16] highlights this flexibility. MASGriP is a tool that simulates a
smart grid environment, modeling the main involved entities and their interconnections. It
was also developed in JADE and it can easily benefit from the NO features at the smart
grid level. In this paper we address this “independency” of the actual NO by highlighting
the Graphical Interface capabilities and describing the usefulness of this agent in a smart
grid scenario.

3 Network Operator Agent

Network Operator Agent (NO) allows the definition and analysis of real and virtual grids.
Real grids are those based on the geo-location within a terrestrial map, like the Portu‐
guese transmission grid, while virtual networks aimed at the study of test cases, usually
defined to simplify real networks, as those provided, for example, by the IEEE [17]. The
NO agent is able not only to create the network to work with, but also to analyze it, and
give the instructions to the user of where are the problems in the network.

384 A. Freitas et al.



NO has a clean interface, with the main area for the grid map. Figure 3 shows the
interface. The top selected area shows the application menu and a tab bar. The tab bar
contains two options: Real Map (the one selected in Fig. 3) and Virtual Network. The
Real Network option allows the user to create a network on a map based in real geo-
location coordinates. The Virtual Network option allows the user to create a network
without geo-location coordinates, mainly to allow the analysis of case studies based on
simplified grids or case studies based on hypothetical scenarios.

Fig. 3. NO interface for Real networks

The options on menu bar are:

• File
• Exit Application;

• Edit
• Clear Power Grid – Deletes all buses, transmission lines and players defined;

• Configuration
• New Type Of Player – Types of Players (such as Seller, Buyer, VPP…) are

managed by the user. This options allows the user to create new types of Player;
• Delete Type Of Player – Based on all the types the user has created in the NO, the

user can delete one or more types of Player;
• Import

• Import Grid – Import a network previously created;
• Import Player Results – To get the market transactions;
• Import Results – To get Optimal Power Flow (OPF) results;

• Export
• Export Grid – Export grid to allow testing different market scenarios without the

need to create it again;
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The second selected area, on the left bottom, is the navigation area. The user can
select geographical coordinates and navigate to them or, for example, search by name
of city, country, village, etc. This makes the use of the NO user friendly in defining
networks from all over the globe. The third selected area, on the right bottom, contains
the zoom controllers. To define a grid, the buses, transmission lines and each player
location needs to be specified. After this definition, or by loading a previously defined
network, the interface shows all the specified elements. When using the import feature,
it is still possible to add new buses, transmission lines and players.

Before the OPF analysis of market transactions, the transmission lines are shown in
blue. After, transmission lines will be colored according with the OPF results, based on
the transmission lines flow, with red being used when the line becomes congested.

Figure 4 illustrates the same network as Fig. 3, but with the results of the OPF for a
negotiation period. If the line color is red, it means the line cannot support the power
flow. If the line is yellow, it means that the line can support, but it is more than 30 % of
usage and less than 60 %. If the color is orange it means that the percentage is between
60 % and 100 %. And if the line is green, it means the line can support the power flow
and it is not close to the maximum. There are some information icons within each line,
with a pop-up window that shows the effective percentage of line usage.

Fig. 4. OPF results for one hour

In Fig. 4 the three “small areas” at the bottom allow: the left one is to be used to
change between periods; the centered one is used for saving the image of the network;
and the right one represents the zoom controllers.

4 Case Study

The objective of this case study is to validate the role of MASCEM’s NO agent in
electricity market simulations. With this aim a simulated smart grid scenario is
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considered, including several agents that represent consumers and producers based on
real data from Portugal. A smart grid internal market is simulated using MASCEM,
which results in a set of purchase and sale amounts of power, referring to each seller
and buyer player. The internal smart grid market results are then communicated to
MASCEM’s NO agent, so that it validates the power flow in the network lines.

4.1 Characterization

The considered smart grid power network is the 14 bus IEEE test system network [18].
This network is connected to the main grid through a MV/LV transformer. Table 1 shows
the characteristics of the 20 considered power network lines, where each table line
represents a network line: the first and second columns are the buses connected by the
line; the third column (R p.u.) is the resistance of the line in series; the fourth column
(X p.u.) is the inductive impedance in series; the fifth column (B p.u.) is the capacitive
impedance in parallel; and the last column (Smax p.u.) is the line maximum capacity.

Table 1. Characteristics of the considered power network lines

Bus I Bus J R (p.u) X (p.u.) B (p.u.) Smax (p.u.)
1 2 0,01938 0,05917 0,0528 5
1 5 0,05403 0,22304 0,0492 10
2 3 0,04699 0,19797 0,0438 5
2 4 0,05811 0,17632 0,034 10
2 5 0,05695 0,17388 0,0346 10
3 4 0,06701 0,17103 0,0128 10
4 5 0,01335 0,04211 0 10
4 7 0 0,20912 0 11
4 9 0 0,55618 0 10
5 6 0 0,25202 0 10
6 11 0,09498 0,1989 0 10
6 12 0,12291 0,25581 0 10
6 13 0,06615 0,13027 0 10
7 8 0 0,17615 0 10
7 9 0 0,11001 0 10
9 10 0,03181 0,0845 0 10
9 14 0,12711 0,27038 0 10
10 11 0,08205 0,19207 0 5
12 13 0,22092 0,19988 0 5
13 14 0,17093 0,34802 0 5

The considered smart grid accommodates distributed generation (photovoltaic and
coal based generation), provided by 22 producers: 17 are solar based and 5 based on
coal generation; and 82 consumers (8 residential houses, 8 residential buildings, each
with 8 residential apartments and a common place, and 2 commercial buildings
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(a bar, which works at night, and a self-service laundry). Each consumer is represented
by an independent software agent. Further details on the considered scenario can be
consulted in [20].

4.2 Results

The smart grid internal market is simulated in MASCEM, including sale and purchase
bids from all the involved players (buyers and sellers) for each of the 24 hourly periods
of a simulated day: January 21st 2015, a business day during the winter. Figure 5 presents
the total amount of transacted power in each hour, resulting from the market execution
of the considered simulation day.

Fig. 5. Hourly market results

From Fig. 5 it is visible that, as expected, the smart grid internal market results in a
balance between generation and consumption in each hour of the considered day. It can
also be seen that in this case the larger amounts of traded power occur during the night,
mostly due to the high consumption values of the commercial buildings (especially the
bar), as can be seen by Fig. 6, which represents bought power of each of the 82 consumers
in each hour of the considered simulation day.

From Fig. 6 one can clearly distinguish the consumption amount of the two commer‐
cial buildings, which is much higher than the residential consumers. It is also visible
that the huge amount of consumption of the commercial buildings occurs during the
night (the bar is represented by the blue line, and the laundry by the red line). The
residential consumers present rather similar consumption profiles.

Figure 7 shows that the 17 solar based agents present similar generation profiles, as
they dependent on the solar intensity in the smart grid location. Therefore the generation
of these players achieves higher values during the hours of the day where the sun in
more intense, and the production during the night in null. On the other hand, the amount
sold by the 5 coal based sellers varies according to the needs in each moment. These 5
players have a maximum generation capacity of 3, 5, 10, 15 and 20 p.u., and the sale
prices are lower for the players with lower capacity, and increase as the maximum
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capacity increases. This means that, in order to meet the demand, the smaller coal based
sellers are used first, and the larger ones are only used when the required amount of
power increases. For this reason, the larger coal based sellers, purple and green lines in
Fig. 7, do not sell any power during many hours of the day.

Fig. 7. Generation profiles

In order to analyze MASCEM’s NO role in validating the market transactions
through a technical validation of the network, the periods that present the lower and
huge amounts of traded power are shown, which are respectively, hour 11 and hour 23,
as presented in Fig. 5. MASCEM’s market results are sent to the NO, which uses the
created network to execute the power flow and validate the technical feasibility of the
market results. The NO displays the network with an information marker in each line,
and changes the color of the line depending on the percentage of the line capacity that
is being used, as shown in Fig. 8 for the 11th period.

As can be seen from Fig. 8, the power flow analyses indicates that there was no
congestion in this hour, as can be seen by the line colours. Five lines out of twenty have
less than 30 % of use (green lines), and all the remaining can support the required power.
The information markers shows the percentage of use of the line in two directions: Bus
I to Bus J and from Bus J to Bus I.

Fig. 6. Consumers profile
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Figure 9 shows the power flow results, achieved by the NO, regarding the market
results of period 23. As shown, in this period, five out of twenty lines become congested.
This occurs because the traded amount of power is bigger than the amount the lines can
support, which happens because of the huge amount of transacted power verified in the
23rd period (see Fig. 5). MASCEM’s market operator can use the feedback from the NO
to validate and close the market session, or, as in this later case, re-execute the market
in order to reach a market solution that respects the network constraints. This is usually
done by separating the network into several zones, in order to avoid an excessive amount
of power from being sent through critical lines.

Fig. 8. Results of the 11th period

Fig. 9. Results for the 23rd period
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5 Conclusions

This paper presents MASCEM improvements, regarding the introduction of a flexible
and independent Network Operator agent, able to perform the optimal power flow of
real or virtual networks. The independency of NO brings the possibility of being used
by other simulation tools or even in the analysis of power flow without the market.

A case study based on a smart grid scenario with 82 consumers and 22 producers is
presented. Two periods power flow have been analyzed: one for the 11th period, the one
with the lower amount of traded power, and another for 23rd period, the one with the
huge amount of traded power. Results show that the NO is able to perform the technical
validation of the network lines considering the market results, and show this information
in a user-friendly way, to ease the interaction with the users. Indeed, these two extreme
periods analysis illustrate NO graphical user interface usefulness in understanding what
is happening in the simulated scenario. The network technical validation results are also
useful information for MASCEM’s market operator, so that it can validate the feasibility
of the established transactions, or reschedule the market in order to guarantee the
viability of the market trades.
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Abstract. Power systems worldwide are complex and challenging environ-
ments. The increasing necessity for an adequate integration of renewable energy
sources is resulting in a rising complexity in power systems operation.Multi-agent
based simulation platforms have proven to be a good option to study the several
issues related to these systems, including the involved players that act in this
domain. To take better advantage of these systems, their integration is mandatory.
The main contribution of this paper is the development of the Electricity Markets
Ontology, which integrates the essential concepts necessary to interpret all the
available information related to electricity markets, while enabling an easier
cooperation and adequate communication between related systems. Additionally,
the concepts and rules defined by this ontology can be extended and comple-
mented according to the needs of other simulation and real systems in this area.
Each system’s particular ontology must import the proposed ontology, thus
enabling the effective interoperability between independent systems.

Keywords: Electricity markets � Multi-agent simulation � Ontologies

1 Introduction

The power sector business has been completely revolutionized by the emergence of
liberalized Electricity Markets (EM). The sector’s restructuring process brought out
several challenges, requiring the transformation of the conceptual models that previously
dominated the power sector [1]. This restructuring made the market more competitive,
but also more complex, posing new challenges to its participants. Therefore, the involved
entities are forced to rethink their behavior and market strategies.
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To give entities decision support to address the new challenges, the use of simu-
lation tools becomes decisive in order to study, analyze, and test different alternatives
for markets’ structure and evolution. For market participants it is important to anticipate
scenarios and define strategies, while for the operators it is essential to test new market
architectures. The main purpose of these tools is to deal with the constantly evolving
reality of EM and grant actors with appropriate solutions to adapt themselves to the
new reality, gaining experience to act in the context of a changing economic, financial,
and regulatory environment. Market players aim to optimize their results (minimize
costs if buying; or maximize profits if selling) and operators must ensure a competitive
and transparent market in which no entity has significant market power [2].

EM simulators must be flexible in order to handle this complex and evolving
reality, providing players with proper tools to adapt themselves to this dynamic reality
and learn from experience. Several studies sustain that multi-agent systems (MAS) with
the adequate simulation capabilities are suitable for the simulation of EM, considering
the complex interactions of the involved players [3–5]. Some of the main advantages
that multi-agent approaches provide are the facilitated inclusion of new models, market
mechanisms, player types, and different types of interactions [6]. In this domain some
reference modelling tools have emerged, such as AMES (Agent-based Modelling of
Electricity Systems) [4], EMCAS (Electricity Market Complex Adaptive System) [3]
and MASCEM (Multi-Agent Simulator of Competitive Electricity Markets) [6, 7].

MASCEM [6–8] is a modeling and simulation tool developed for studying complex
restructured EM. It provides players with competitive advantage in the market by
supplying them with simulation and decision-support resources.

Current tools are directed to the study of different EM mechanisms and to the
analysis of the relationships between market entities, but they do not enable the inter-
operability with external systems. Simulators could gain significant added value by
sharing their knowledge and market models with other agent societies. Such tools would
provide the means for an actual improvement in current EM studies and development.

This paper introduces the Electricity Markets Ontology (EMO) designed to provide
the means to achieve interoperability between EM simulation platforms. After this
introductory section, an overview of MASCEM is presented in Sect. 2. Section 3
presents the proposed EMO, while Sect. 4 features a case study based on real data from
several European EM operators. Finally, the conclusions are presented in Sect. 5.

2 MASCEM Overview

MASCEM – Multi-Agent Simulator of Competitive Electricity Markets [6–9] is a
modelling and simulation tool which has been developed aiming at studying the
operation of complex and competitive restructured EM. It models the main complex
and dynamic market entities and their interactions. To support players’ decisions in
accordance with their characteristics and goals, medium/long-term gathering of data
and experience is also considered.
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Software agents in MASCEM represent the main entities and players involved in
EM, such as: market operator, system operator, buyer and seller agents (consumers,
producers and/or prosumers), and the aggregators. Figure 1 shows a general overview
of MASCEM’s multi-agent model.

The market operator agent is responsible for coordinating and regulating the pool
markets operation. It informs buyer and seller agents when the pool is open, receives
their proposals, validates and analyses them, and determines the clearing market price,
accepted and refused bids for each trading period.

The system operator agent is responsible for the system’s security and ensures that
all constraints are satisfied within the system. It is always present during the simula-
tions. After being informed by the market operator of the market’s outcome, it
examines the technical feasibility from the power system point of view and solves
congestion problems that may arise.

Buyer and seller agents – the market players – are the key elements of EM. Buyer
agents represent the demand side entities, while generation units are represented by
seller agents. On one hand, sellers compete with each other trying to increase their
profits; on the other, they may also cooperate with buyer agents trying to reach agree-
ments that are advantageous for both parties.

The aggregators represent alliances of small independent players. The meaningful
increase of small independent producers and consumers participating in the market,
brought the need to make such alliances to enable them competing with big producers.

Fig. 1. MASCEM’s multi-agent model, adapted from [6]
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They manage their aggregates’ information and are seen in the market as buyer or seller
agents. Each aggregator is modelled as an independent MAS, allowing agents to be
installed on different machines while maintaining the high performance as possible.

MASCEM includes the main types of negotiations normally present in EM, such
as: day-ahead and intraday pool (symmetric or asymmetric, with or without complex
conditions) markets; bilateral contracts and forward markets. By selecting a combi-
nation of these market models, it’s also possible to perform hybrid simulations.

The user defines each scenario by inputting the market and market type to simulate,
the number of simulation days, the number of participating players and their strategies
considering each type of agent, with their own decision-support resources, assuring
them competitive advantage in the market.

Communications between agents are carried out through the exchange of messages.
The Foundation for Intelligent Physical Agents (FIPA) suggests Agent Communication
Language (ACL) as a standard for communications between agents [10]. Its content
includes the content language, specifying the syntax, and the ontology which provides
the semantics of the message assuring the correct interpretation [11]. MASCEM agents
use the Electricity Markets Ontology (EMO) to enable the interoperability with other
MAS or agent-based simulators that intend to participate in MASCEM’s simulations.

3 Electricity Markets Ontology

Currently, MAS in the power system’s domain are developed with their own specific
ontologies. These systems share common concepts that are differently represented
between the independently developed ontologies, and translating these concepts
automatically is not as straightforward as it may seem. In order to take full advantage of
the functionalities of those systems, there is a growing need for knowledge exchange
between them.

FIPA suggests the use of an Ontology Agent (OA), which provides some related
services, to solve the problem of multiple ontologies [12]. This is still an experimental
standard and mappings between ontologies must still be performed by ontologies’
designers, which increases the human effort required and costs of implementation. In
alternative, Catterson [13] proposes the use of an upper ontology representing the
general concepts of the domain, ensuring a common basis for the representation of
those concepts and their relationships between systems while reducing the complexity
of ontology mapping.

Inspired by this last approach, this paper proposed the use of EMO for the inter-
operability of EM multi-agent simulation platforms, which can be extended in a way to
enable the full interoperability between those systems.

To reuse existing ontologies is usually a requirement for systems’ interoperability.
It is possible to find in the literature some ontologies developed for the field of energy
markets, namely electricity and natural gas [14–16]. Unfortunately none is publicly
available for reuse and/or extension, which led to the development from scratch of the
proposed ontology.

In [14] a very extensive and interesting work has been developed, although the
authors decided to take in mind only the domain of the ontology, leaving aside its
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application scenario. It is also important to note that the developed ontology is aimed at
the Greek EM, not having been extended to any other European EM. If this ontology
was publicly available, its reuse would be considered, given the extensity and accuracy
of the knowledge already represented. In any case, ELMO ontology [14], as it is, is not
suitable for EM multi-agent simulators.

3.1 EMO Specification

The EMO incorporates abstract concepts and axioms referring to the main existing EM.
This ontology aims to be as inclusive as possible so that it can be extended and reused
in the development of (lower level) market-specific ontologies, such as the MIBEL
[17], EPEX [18], Nord Pool [19] or any other EM ontology. It was kept as simple as
possible in order to facilitate its reuse and extension independently of the market’s
features and/or rules. However, given that the suggested ontologies were developed
considering its use by agent based simulation tools, some markets’ constraints were
also defined in EMO. Figure 2 illustrates EMO’s relations between the identified
classes and object and data properties.

From Fig. 2 it is possible to see the object properties represented in blue and the
data properties defined within each class with the respective data types. The orange
relations represent the inferred object properties, which are inverse properties of the
ones defined in blue in the opposite direction.

Fig. 2. Electricity Markets Ontology (EMO) (Available online: http://www.mascem.gecad.isep.
ipp.pt/ontologies/imgs/fig.2.png)
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It should be noticed that three object properties defined in this ontology are not
present in the UML diagram, namely: hasBilateralContract, placedInPeriod and
placedInSinglePeriod. These are important properties that are introduced in EMO to be
reused by the ontologies defined by each EM’s domain.

EMO has expressivity ALCHIQ(D). The AL (Attributive Language) is the base
language allowing: (i) atomic negation, i.e. the negation of concept names that do not
appear on the left side of axioms; (ii) concept intersection; (iii) universal restrictions;
and (iv) limited existential quantification. C is the Complex concept negation extension.
The H extension is related with the role Hierarchy (e.g. the sub properties). The
I extension represents the Inverse properties. The Q extension are the Qualified car-
dinality restrictions, i.e. cardinality restrictions with fillers other than ⊤. And finally,
the (D) refers to the use of datatype properties, data values or data types.

The definition of an Area includes a string name, a double minPrice and a double
maxPrice. All the three data properties are defined as Functional. A functional property
is a property that only relates the same subject to one single object/value. Each EM area
has an identifying name and its minimum and maximum prices are usually defined in
its market rules.

An Operator includes only a name, while the MarketOperator and Sys-
temOperator classes are extended from Operator. Other types of operators may be
present in different EM, which can be defined is each market’s ontology after importing
the EMO.

A Period is here identified only with an id and (period) number. These two
properties are both Functional as well, and it has been found important to include them
in this ontology due to simulation and data storage purposes. It is certain that a period
(of time) can also be defined with a start and end instants, but that terminology was left
open so that, if required, one can always extend its definition in the ontology by
importing EMO.

Both Price and Power are defined as a set of a unit (e.g. EUR and MW respec-
tively) and a value in double, being these two data properties Functional as well. An
Offer, in turn, includes an id, a number and exactly a Power and a Price set by the
object properties hasPower and hasPrice respectively. These two object properties are
also Functional.

A Bid also includes an id, in addition to a transactionType (“buy” and “sell” only),
a single Player (set with the Functional object property placedByPlayer) and Offers
(set by the hasOffer object property).

A Player includes a name, and identifies its Area and placed Bids with the
respective object properties fromArea and placesBid. The placesBid object property is
the inverse of placedByPlayer, being also Inverse Functional, i.e. this property only
relates the same object/value to a single subject. An Aggregator, on the other hand, is a
subclass of Player, which aggregates other Players. The aggregates object property is
inverse of the aggregatedBy object property, being this last inferred by the reasoner
when active.

A Session includes an id, a number, a date, the numberOfPeriods and the
maxNumberOfFractions data properties, and also the Periods. The date data property
is Functional, the numberOfPeriods identifies the number of periods to consider in the
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simulation, while the maxNumberOfFractions determines the maximum number of
fractions (Offers) per Bid. The Periods are set with the hasPeriod object property,
which is Inverse Functional.

The MarketType is defined by an id, a name, the maxNumberOfSessions,
including its Sessions and Operators. The maxNumberOfSessions determines the
maximum number of sessions to consider in the simulation. The Sessions and Oper-
ators are set with the hasSession and isOperatedBy object properties respectively. The
hasSession property is Inverse Functional and the isOperatedBy is the inverse of
operates object property, which is inferred by the reasoner.

A Market comprises a name, a startDate, an endDate, a cfpTime, and its Area(s),
MarketType(s) and Operator(s). The startDate, endDate and cfpTime properties are
Functional. The startDate and endDate describe the simulation start and end dates,
from which are also determined the number of simulation days. The cfpTime sets the
call for proposal time limit a MarketOperator will wait to receive the players’ pro-
posals. The Area(s) are set through the hasArea property, the MarketType(s) by the
hasMarketType property and the Operator(s) via the hasOperator object property.

A BilateralContract includes a buyer and a seller Player, a start and an end
Period, a Power amount and a Price offer. The players are set by the hasBuyer and
hasSeller Functional object properties. The start and end periods by the hasStartPeriod
and hasEndPeriod properties respectively, where both are also Functional. And the
hasPower and hasPrice properties set the Power and Price respectively.

Finally, the Area, the Operator, the Period, the Power, the Price, the Offer, the
Player, the Bid, the Session, the Market, the MarketType and the BilateralContract
classes are all Disjoint Classes, meaning that none of these classes has members in
common. In other words, an element cannot be an instance of more than one of these
classes, or else it makes the ontology inconsistent.

EMO was formulated in OWL DL, using Protégé1 tool, and its representation is in
RDF/XML. It is publicly available2 so it can be used by third-party developers who
wish to integrate their agent-based simulators with MASCEM, taking advantage of its
simulation capabilities and market models. On the other hand, EMO may also be
reused and extended for the development of new multi-agent simulation tools in the
context of wholesale EM.

3.2 Additional Modules

To enable semantic communication between the market operator and player agents, two
additional modules have been developed separately from EMO. These are: (i) the Call
For Proposal Ontology (CFP) and (ii) the Electricity Markets Results Ontology (EMR).
Although these are not detailed in this paper, are also publicly available3.

1 http://protege.stanford.edu/.
2 http://www.mascem.gecad.isep.ipp.pt/ontologies/electricity-markets.owl.
3 http://www.mascem.gecad.isep.ipp.pt/ontologies/call-for-proposal.owl,http://www.mascem.gecad.
isep.ipp.pt/ontologies/electricity-markets-results.owl.
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The CFP has the purpose of being used by the market operator agents to ask player
agents for bids to be placed in the market, and for players to send their proposals to the
respective market operators. In turn, the EMR is the ontology used by market operator
agents to inform player agents about their results and outcomes in the market.

Both modules have expressivity ALCHIQ(D), similarly to EMO, and have also
been formulated in OWL DL, being represented in RDF/XML as well.

4 Case Study

This case study intends to demonstrate the usefulness and advantage of using EMO to
support players’ participation in the market. The simulation scenario was created with
the intention of representing the European reality through a summarized group of
players, representing buyer and seller entities of each area of each regional market. It
includes two agents (buyer and seller) per area, practicing the average prices and
negotiating the total amount of power that have been transacted in each of these areas
in the reality, for the day 16th January, 2013 (Wednesday).

Forty one areas are considered, i.e. 41 buyers and 41 sellers, resulting in a total of
82 players for this simulation. The selected market type is the symmetrical day-ahead
pool without considering any complex offer or condition.

As the simulation starts, the market operator sends a call for proposal (CfP) to each
registered player. Figure 3 presents a snippet of the CfP sent by the market operator.
The full version can be found online4.

Analyzing Fig. 3, it is possible to observe the definition of a CallForProposal
(from line 40 to line 43) for the EM named “MIBEL” (defined from line 35 to 39).

After receiving the CfP, each player queries its knowledge base in order to send its
proposal to the respective market operator. Figure 4 presents a snip of the Proposal
sent by agent Seller 38. The complete version is available online5.

Fig. 3. CfP RDF snippet

4 http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/CfP.rdf.
5 http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Proposal.rdf.
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Observing Fig. 4, it is noticeable the definition of an Offer for period 19 (between
lines 572 and 578). The Price proposed for this offer is defined from line 567 to 571.

After receiving the proposals and validating all incoming offers, the market oper-
ator analyses the bids, and generates the RDF results to be sent to the participating
players. An excerpt of the RDF result achieved by Seller 38 is illustrated in Fig. 5. The
full version of this RDF can be found online6, where the results may be observed with
better insight.

By the analysis of Fig. 5 it is possible to observe the traded power of Seller 38
(between lines 67 and 71) and market clearing price (from line 77 to line 81) of period 19.

Figure 6 presents the results achieved by Seller 38 for each hourly period of the
considered day.

As it is possible to notice, Seller 38 sold almost all its available power for the 24
hourly periods of the day. In periods 4 and 6 Seller 38 was not able to sell any of the
offered power. In turn, in period 5, this agent is the one who determines the market
price, being only able to sell less than ¼ of its available power.

It is also possible to observe that the market prices vary approximately between €38
(period 4) and €75 (period 10).

Fig. 4. Seller 38’s Proposal RDF snippet

Fig. 5. Seller 38’s Result RDF snippet

6 http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Result.rdf.
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5 Conclusions

In order to disseminate the development of interoperable MAS within power engi-
neering, interconnection issues must be addressed. To take full advantage of these
systems, there is a growing need for knowledge exchange with the aim at providing full
interoperability between different systems. With the objective of overcoming these
issues, the Electricity Markets Ontology (EMO) is proposed, gathering the EM main
concepts, enabling the interoperability of independently developed multi-agent based
simulation platforms.

Additionally, particular modules conceived to deal with the different communica-
tions between market operators and market players have also been developed, namely:
(i) the Call For Proposal Ontology (CFP) and (ii) the Electricity Markets Results
Ontology (EMR).

Using EMO, different types of agents are able to communicate with each other,
understanding a common language, while providing the means for any agent from
external systems to do the same, simply by importing the developed ontologies. By
“speaking the same language”, agents from different communities can understand each
other and communicate efficiently, without the need for spending unnecessary com-
putational resources and execution time (which is an essential issue in a simulation
process) in translating messages.

The developed ontology is publicly available online so it can be easily accessed,
reused and extended by Ontology Engineers or MAS developers in the scope of EM.
This is a relevant contribution, not only to provide the participation in joint simulations

Fig. 6. Seller 38’s satisfied supply
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with MASCEM, but also to give the basis for the development of other systems specific
ontologies. The comparison of the system’s performance with and without the use of
ontologies is considered as future work, as well as the conversion of RDF messages to
JSON-LD7 in order to reduce the computational weight of the communications.

The presented case study has proven the usefulness and advantages of using the
proposed ontology in the scope of the wholesale EM. The new EM simulator resulting
from the integration of the proposed ontology in MASCEM provides a solid platform
to study and explore the implications and consequences of new and already existing
approaches in EM. Researchers of the power systems area consider tools with this type
of capabilities essential in order to be prepared to deal with the constant changes in the
EM environment. It is important to point out that it was used real EM players’ data in
the simulation, extracted from the market operator’s website.
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Abstract. Computer Supported Collaborative Learning (CSCL) is a computa‐
tional approach allowing students−being organized into groups− to work
together for a common goal and discuss from different points of view always
seeking to improve learning processes. The context-awareness concept, which is
inherent to humans when performing any learning activity, becomes the main
component for monitoring activities in virtual learning environments. The aim of
this paper is to integrate context-awareness services to enhance CSCL environ‐
ments supported by Multi-Agent Systems. The awareness-group-agent that
composes the system architecture provides the coordination of several agents
responsible of handling each of the 11 context-awareness services proposed. This
characteristic allows both students and teachers at a given time be aware of their
teamwork progress status during execution of the CSCL-MAS environment. In
order to validate the incorporation of context-aware services a prototype was built
and tested through a case study. Results obtained demonstrate the effectiveness
of using this kind of approaches in collaborative learning environments which
constitutes an attempt to improve learning processes.

Keywords: Computer supported collaborative learning · Adaptive virtual
courses · Awareness services · Ontologies · Multi-agent learning environments

1 Introduction

Teamwork has been extensively used into the classrooms over the past years by teachers
in order to improve the learning process effectiveness. This work methodology, better
known as collaborative learning, is looking for that students within each group work
together for a common goal, and allows them to discuss from different points of view
during the acquisition of knowledge process. These advantages added with the increase
of the interaction capabilities between students, enables the dynamic learning and makes
it the possibility to become in collaborative and social [1].

Despite this work methodology has many advantages, it is common to find out
difficulties when the teacher wants to identify which students performed better within
the group, who reach the learning objectives completely and properly, or it is even more
difficult to measure the acquired knowledge percentage by the whole group.
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In order to face these problems we propose a model based on the integration of
several approaches such as: user-centered multi-agent systems, adaptive and recom‐
mender systems, ontologies, among others. In fact, the model implements an evaluation
mechanism using awareness services with the aim of providing solution for evaluation
of the working groups, in this way is further enhanced the implementation of the
proposed model.

The rest of the paper is organized as follows: Sect. 2 outlines main concepts involved
in this research concerning Awareness Services, Computer Supported Collaborative
Learning, Ontologies, among others. Section 3 shows some related works according to
the model proposed. Section 4 shows the prototype implementation, and validation of
the features related to context-awareness services are presented in Sect. 5. Finally,
Sect. 6 presents conclusions and future work.

2 Conceptual Framework

Following are the main concepts and fields related with this research.
The concept of Awareness Services is used in collaborative learning environments

the reason is that if two students are using distributed schemes of computer-supported
collaborative work (CSCW) they generally cannot see or hear, and neither feel the pres‐
ence and perceive each other actions. In this kind of CSCW environments, these aware‐
ness skills are quite limited. The context-awareness has thus become one of major issues
when designing pedagogical computer systems in order to reduce the need of meta-
cognitive efforts for collaborating on distributed computer environments [2]. Gaver
highlights the importance of providing context-awareness information with the purpose
of help people to change the individually work role to work in groups [3]. In this fashion,
Dourish and Bellotti [4] apply this characteristic within shared learning environments
and define the awareness as a shared understanding of each other activities, thus
providing a context for their own activity.

According to Tim Berners-Lee [5] “The Semantic Web is an extension of the current
Web in which information has a well-defined meaning, it is understandable by computers
and where people can work cooperatively and collaboratively”. From this new paradigm,
ontologies appear as the means to represent knowledge on the Web in a way that is made
readable and usable by computers. “An ontology is the result of selecting a domain and
apply the same method to obtain a formal representation containing the concepts and
relationships that exist among them” [6].

Adaptive Virtual Courses (AVC) are educational computing tools capable of guiding
students along a particular domain of knowledge for learning purposes. During this
process some solving tasks should be performed such as the development of a planning
strategy concerning learning activities, adaptation of educational content, and the
performance evaluation of students during the development of an online course
process [7].

According to Diaz [8], Computer Supported Collaborative Learning (CSCL) is
defined as a research field aiming at “constructing knowledge or solving problems
through mutual engagement of two or more learners in a coordinated effort using the
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Internet and electronic communications for their interactions”. When considering the
three metaphors of learning, i.e., ‘learning as acquisition’, ‘learning as participation’
and ‘learning as knowledge creation’ [9], collaborative learning (CL) is one of the main
approaches to gain knowledge creation [10]. CL can positively affect the student learning
process in developing countries. Among the four types of interactions such as learner-
learner, learner-instructor, learner-content, learner-interface [11], in CL learner-learner
and learner-instructor interactions are considered. Collaborative learning includes
problem-based learning, case-based learning, group works, discussions, reflection and
other ways in which students are active participants in the learning process [12].

3 Related Works

This section presents some related works with the research field, and compares them in
order to identify their strengths and weaknesses.

Kanaganayagam and Fernando [13] made a research about the awareness of the
effectiveness of CSCL instructional models used in the Sri Lankan university education.
The study was conducted by interviews, phone calls and email among the participants
in order to categorize the most important variables that affect CSCL. Finally the research
showed that, electronic tools and resources related factors, students’ attitude-related
factors and the availability of non-electronic resources related factors are the most crit‐
ical factors affecting CSCL. Furthermore, the findings reveal that the most used produc‐
tion tools are presentation tools, simulation tools, and content management systems. The
most widely used learning tools are Moodle, wiki (except from Moodle) and online
sources.

Ovalle et al. [14] use awareness services to support collaborative activities in the
classroom assisted by a knowledge management system named KnowCat built at
Universidad Autónoma de Madrid [1]. The proposed awareness services in this research
are the following: (1) registered-students, (2) online-students, (3) radar-view, (4) histor‐
ical-view, (5) participation-level, and (6) annotation-graph.

Ovalle et al. [15, 16] present the implementation of a personalized recommendation
ubiquitous MAS model using mobile devices, which is in agreement with current
requirements on virtual teaching-learning methods. This model incorporates the concept
of intelligent agents which uses mechanisms that allows searching and recommendation
of educational resources being adapted to the students’ preferences and characteristics.
In addition, the model incorporates several awareness services that enable to the learners
generate a context of their own activities. Those services consider the student as an
individual entity and they are not based on group interaction.

Luna et al. [17] presents an ontology-based approach for representing the interaction
process between the user profile and its context (e.g. locations such as government
offices, schools, or restaurants) for collaborative learning environments. Since the user
profile represents faithfully the interests and preferences of the user hence it plays a
significant role in improving adaptive searches for educational recommendation
processes. For doing this, authors analyze the role assignments, permissions, restrictions,
and the definition of rules that are applied to the user, particularly in the collaborative
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learning context where the subject is involved. In addition, authors establish that since
ontologies reflect changes in domains of real world, ontologies should represent changes
in the conceptualized domain. A methodology consisting of following three stages is
proposed: the first stage, Handshake, corresponds to the presentation of the user profile
into the current context; the second named Interaction stage represents the process of
the interaction between the user and their context (e.g. the role that the user acquires,
permissions and restrictions); and the last and third stage, named Farewell stage, corre‐
sponds to the user’s context farewell. A case study related to the context of a school as
well as two different user profiles represented in the user profiling ontology is proposed.
In this case, the user’s characteristics and preferences and the context models in order
to find the relationships generated, when a person interacts in a defined context are
analyzed.

Considering the research works previously reviewed one of the improvements
proposed in this paper in order to enhance CSCL systems based on MAS is the integra‐
tion of awareness services specifically created for monitoring teamwork processes.
These features concerning context-monitoring, group interaction, and alerts offered by
the learning environment allow students and teachers to become conscious of the
advancement status of learning activities proposed for collaborative learning. In this
way, the system gives the students, student groups, and teachers the opportunity to
maintain updated information that helps them to improve their performance during their
collaborative learning process.

4 Model Proposed

The Multi-Agent model proposed was designed to provide 11 different awareness serv‐
ices, which allow groups of students to be aware of their activities within the virtual
learning environment. Similarly, some services are designed so that the teacher can
monitor group of students’ progress, and in this way, attempt to improve the support for
group learning activities development. This section describes the model from three
different perspectives: firstly, awareness services offered by the system will be presented
and detailed. Second, each detail of the software agents considered within the system
and the interactions among them will be explained. Third and last, we explain how the
information of educational resources is structured and stored within the database.

4.1 Awareness Services

The considered awareness services allowing students, groups, and teachers at a given
time to be aware of their status during MAS execution. It is important to highlight that
the information regarding students’ learning activities is constantly updated and thus the
fact to be aware of these changes might surely improve the performance on their learning
process. The awareness services offered by the system are the following:

• Participation-level: it is a statistical view that allows identifying a student’s partici‐
pation level within the group related to AVC topics, getting well an activity level
measure associated with learning process.
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• Group-progress-graph: it presents a group’s state overview within the AVC and
pending topics to be reviewed by the group, keeping in this way the teacher informed
about the progress and the difficulties of the group in its learning process.

• Learning-assistant-group-interaction-graph: this graph exhibits the interaction
between the group of students and learning assistants, showing if the student has
received learning advice sessions. In addition, the graph detects the learning assis‐
tants that are the best recommended by group of students.

• Historical-group-learning-activity-view: it presents to both teachers and groups
recent learning activities that have been performed within an AVC, in this fashion,
the teacher has the ability to continuously monitor the group of students learning
process.

• Alarms: this service exhibits proactivity features since it is on charge of generating
learning activity expiration alarms concerning AVC without student intervention.
This fact can generate an awareness state in group of students of the activities that
need to be performed and prevents the desertion of students within the groups.

• Online-assistants: this service deploys online learning assistants associated with each
AVC. In addition, it presents the contact details and features of each learning assistant
such as knowledge areas, previous grades, proximity, and availability. As an addi‐
tional functionality the CSCL-MAS allows the group of students to contact in real
time the assistant and to know its schedule availability.

• Accessed-educational-resources: this service enumerates the educational resources
that the CSCL-MAS has recommended to the group of students and emphasizes on
previous resources that have been accessed by the group.

• Practice-community: given that the practice community is a space for sharing ideas
and resources among registered group of students in the AVC, this service deploys
it to groups of students. The community idea is that teachers and group of students
may raise issues about topics of the AVC, in order to generate a feedback from all
of the students.

• Group-brainstorming-wall: this service provides a space that allows the development
of new ideas by students of the same group associated with the specific domain of
the AVC.

• Group-schedules-manager: this service allows viewing and overlapping academic
activities present in the schedules of each one of the students in the group. The above
in order to find free spaces for activities allocation.

• Group-resource-sharing: this service allows sharing an academic resource at any
time, either to all members of the group or one specific.

4.2 Multi-agent System Architecture

As shown in Fig. 1, the system resource agent has two knowledge sources, the first one
stores the data and knowledge necessary for operation (i.e. user profiles, Adaptive
Virtual Course (AVC) structure, etc.), and the second consists of a specific domain
ontology. Using this ontology the MAS can makes inferences concerning, students, and
group of students, and can represent AVC domain structures. In addition, the system
consists of 10 typology of agents that are described below:
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• Student Agent: it is responsible to represent each student within the platform, aims
to acquire, store, and handle the student profile information.

• Awareness Group Agent: it represents the group within the platform and interacts
with other agents in order to attend the service request.

• Alarm Agent: it is in charge of keeping user informed at any time, about the execution
alarms service and its administration.

• Historical Agent: it is responsible for managing services that require historical activ‐
ities within the platform, i.e., the Participation-level services, Group-progress-graph
and Historical-group-learning-activity-view.

• Assistant Agent: It provides services related to information assistants for courses,
services such as Learning-assistant-group-interaction-graph and the Online-assis‐
tants.

• Learning Resource Agent: it is in charge of managing services related to educational
resources, i.e., Accessed-educational-resources and Group-resource-sharing.

• Schedule Agent: it deploys the group-schedules-manager service in order to display
the overlapping schedules.

• Practice Community Agent: it is in charge of managing practice community service
within the platform.

• Brainstorm Wall Agent: it manages and presents the new ideas that are generated
into the group using the Group-brainstorming-wall service.

• System Resource Agent: This agent is responsible for managing the system infor‐
mation sources, that is, both the central database and the ontology. When we talk
about central database we mean to the data layer (queries, insert, update and delete).
However when we speak about the ontology, we refer to both the information gener‐
ation as generate inferences from this. The next section will detail the sources infor‐
mation structure mentioned.

4.3 Information Resource Structure

As mentioned above, the first information source is the central database of the system.
In this database the information about the AVC, user profiles (schedules, historical
activities and academic history) and awareness services are stored.

Figure 2 shows the relational structure for the representation of the AVC. It is impor‐
tant to clarify that any entity that supports the learning process by students is considered in
this system as an educational resource. The user entity contains basic information about
each one of these, and from there unfolds a profile according to the role it has within the
MAS. The data contained in the profile varies depending on the role, just as a student may
belong to a single group. The hierarchical structure of the general model of the AVC,
comprises the users involved in collaborative learning. The AVC breaks down into topics
which contain a range of activities proposed by the teacher (workshops, lectures, presen‐
tations, examinations, etc.). These activities are assessed at group level, based on this eval‐
uation weaknesses are detected in the learning process; this in order to recommend assis‐
tants and improve performance.

The activities are associated with the AVC topics; this activities may be lectures,
workshops, presentations and/or other activities that may be developed at the group
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level. Similarly, the user entity contains the description of each of the profiles, which in
turn contain information about the academic record, historical activity (past activities,
notes, visualizations of resources, etc.) and the students’ schedules.

Fig. 1. Awareness services in a CSCL multi-agent system.

Fig. 2. Relational model for representing the AVC.
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The second information source is the ontology, which is also handled by the system
resource agent. This is responsible for extracting the information contained in the
profiles database and map it within the ontology. From this, the ontology is empowered
to make inferences such as recent activities, overlapping of schedules, smart alarm
generation, and progress within the AVC activities. The following section describes the
tools used to implement both the data layer and the MAS prototype.

5 Model Implementation and Validation

The MAS was implemented using the JADE Framework [18] that is oriented to the
development of MAS according to the FIPA standards (Foundation for intelligent Phys‐
ical Agents) of the IEEE. This feature provides interoperability to the platform, thus
allowing systems that are governed by the same communication protocols to easily
exchange messages. Another advantage is that JADE is developed under JAVA language
that facilitates the integration of other tools in our database and ontologies case. For
installation and deployment of the central database was used MySQL database engine,
which for purposes of system meets all requirements about relational models. For the
ontological integration was used JENA framework [19]. It is important to highlight that
the ontology was mapped to OWL language by Protégé framework. As a result,
SPARQL query language was used as reasoning engine from the ontology. This
language is supported by the W3C to perform queries on RDF and OWL graphs, thus
enhancing the information search and selection on the semantic Web. Finally, the graph‐
ical user interfaces were developed using the Java Swing library, this library allows to
generate user friendly interfaces.

Fig. 3. Group-schedules-manager service.
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Fig. 4. Group-resource-sharing service interfaces.
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In order to validate the model proposed a case study is developed to illustrate each
of the functionalities of the MAS learning environment. Is worth mentioning that, the
case study deployment and validation considered a controlled environment associated
with the course of Artificial Intelligence at the National University of Colombia. In this
controlled environment, several computers in which the tool was presented to students.
In this environment, students (36) interacted with several services offered by the system.
Subsequently, a survey was applied that allowed to detect the flaws and benefits of the
system. The above in order to get feedback from the interaction with the awareness
services developed. The deployment of some of the awareness services offered by the
system during the study case is following presented.

Figure 3 shows the result of the group-schedules-manager service deployment
wherein the interface that appears allows the schedules visualization for each of the
group of students. In addition, it can generate an overlap, showing in this way the time
periods during the week shared by students. Slots that contain the word “Academic
Activity” refer to time periods that students do not share, light gray slots represents time
periods shared by some of the students, and finally, dark gray slots are time periods
shared by all team members.

Figure 4 presents the deployment result of group-resource-sharing awareness
service. This interface allows the student to either share resources with another student
in the group, with a number of group members or all members of the group. The top
interface in Fig. 4 allows visualizing how the student can select those groupmates with
which he wants to share the educational resource. In addition, he can attach the resource
and send any comments about the attached file. Subsequently, the attachment resource
is stored in the cloud so that it is available at the time you want to be accessed.

Furthermore, it can be noted at the bottom of Fig. 4 the graphic user interface showing
the functionality to the students that were shared resource. In this interface shared files
are presented in a table detailing the resource name, extension, sender, recipient and the
date on which the resource was shared. In addition, the student can apply filters: sender,
recipient and/or name of the resource. Finally, the “Open resource” button allows the
user to download or select educational resources on the table.

6 Conclusions and Future Work

This paper presented a proposal to include context-awareness services to improve CSCL
environments under a multi-agent architecture. Main awareness services implemented
such as participation-level, group-progress-graph, learning-assistant-group-interaction-
graph, historical-group-learning-activity-view, alarms, online-assistants, accessed-
educational-resources, group-schedules-manager, group-resource-sharing, among
others provides relevant support to CSCL tasks in order to monitor collaborative activ‐
ities. The awareness-group-agent that composes the system architecture provides the
coordination of several agents responsible of handling each of the 11 context-awareness
services proposed. In this way, group of students and teachers at a given time are aware
of teamworks’ progress during execution of the CSCL-MAS environment. Based on
results from validation of awareness services it is demonstrated that the use of them
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along with adaptive Multi-Agent Systems can be relevant and effective in order to
provide a significant solution for collaborative learning processes.

As future work we attempt to integrate the awareness services implemented to a
multi-agent system that considers collaborative learning course planning, topics evalu‐
ation, student-centered recommendation of resources and activities, among other
features in this way to provide a more robust and dynamic collaborative learning envi‐
ronment. In addition, we pretend to improve ontological modeling concerning group of
student’s profiles in order to consider dynamic role assignments, heterogeneous and
homogeneous group formations, among others. Also, we consider to migrate awareness
services to web technologies to access these functionalities from any computer. Another
important future work is to develop a robust evaluation and apply it to the model
proposed, defining what are the goals of the evaluation and establish a plan for it. Finally,
in order to improve ubiquitous system functionality we seek to allow not only awareness
services but also temporal and spatial information of groups of students to be accessed
from mobile devices.

Acknowledgments. The research was developed with the aid of the master grant offered to Oscar
M. Salazar by COLCIENCIAS through “Convocatoria 645 de 2014. Capítulo 1 Semilleros-
Jóvenes Investigadores”.
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Abstract. In a face-class, where the student group is heterogeneous, it is
necessary to select the most appropriate educational resources that support
learning for all. In this sense, multi-agent system (MAS) can be used to simulate
the features of the students in the group, including their learning style, in order
to help the professor find the best resources for your class. In this paper, we
present MAS to recommendation educational resources for group students,
simulating their profiles and selecting resources that best fit. Obtained promising
results show that proposed MAS is able to delivered educational resources for a
student group.

Keywords: Educational resources � Metadata � Multi-agent systems �
Recommendation systems � Student group � User profile

1 Introduction

In the classroom education, the teacher is facing a heterogeneous group of students. This
group there are students with different features, preferences and ways of learning [1].
The UNESCO in 2011 defined educational resource how any type of resource (including
curricula, course materials, textbooks, video, multimedia applications, streaming audio,
and other material that is designed for use in the teaching and learning process) that are
available for use by teachers and students, without the need for any payment for rights or
licenses for use.

Likewise, a Recommendation Systems (RS) is defined as a piece of software that
facilitates users to discern more relevant and interesting learning information [2]. RS
are a tool aims at providing users with useful information results searched and
recovered according to their needs, making predictions about matching them to their
preferences and delivering those items that could be closer than expected [3]. In the
case of educational resources, the system should be able to recommend resources
adapted to one or more user’s profile characteristics using metadata [4].

Students and teachers need a starting place for thinking about, and understanding,
how they learn. In addition, a learning style is a description of a process, or of pref-
erences. Any inventory that encourages a learner to think about the way that he or she
learns is a useful step towards understanding and hence improving, learning [5].
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Besides, is necessary that students “learn to learn” and teachers should recognize
the individual differences of their students to customize their education. Is important
highlights that teaching styles do not influence the learning styles of the students [6].

Similarly, teachers should give classes using teaching strategies that strengthen
learning styles. That is teach the classes first with a style after another so that all
students feel cared for according to their preferences in the way they learn [7].

Currently, the group recommender systems have been extended and are increasingly
popular. Some works make recommendations using hybrid approach combining
content-based and collaborative strategies. It is used in cases where groups are
heterogeneous and can only recommend a small amount of items in a given period [1, 8].

This type of recommendation is mainly applied in various contexts where people
gather to perform a specific activity. These contexts are associated with the use of
multimedia such as movies, TV content, music selections resources and educational
resources [9]. Also, consider learning styles in the classroom to deliver tailored
materials is increasing.

An alternative to the selection of the most suitable educational resources for each
learning style is a mapping between metadata and every learning style. Several pro-
posals have been made in this regard, using different models of learning styles and
metadata standards [10–12].

Multi-agent Systems (MAS)-being emergent computing approaches- are widely
spread in several e-learning areas providing solutions for complex and restrictive
systems. In contrast with conventional computing approaches, MAS has special fea-
tures such as customization, intelligence, accessibility, safety, task distribution, deci-
sion making, among others [13].

In this paper, we propose a recommender system of educational resources for a
student group, taking account the learning style of each student of the group. The aim is
delivering, for the teacher, educational resources to supporting the face class.

Experiments are done using Repository Federation of Learning Objects Colombia-
FROAC (available at: http://froac.manizales.unal.edu.co/froac/). For quantifying the
retrieval quality, a precision metric is used.

The rest of the paper is organized as follows: Sect. 2 describes the proposed model
the recommender for group student and the proposed MAS. Section 3 explains the
model validation and the results of the proposed model, through a case study. Finally,
the main conclusions and future research directions are shown in Sect. 4.

2 Proposed Model

This work proposes a multi-agent system for adaptive educational resources recom-
mendation for a student group. The search resources are recommended according to
learning style of each student. The learning style are built according to VARK model
proposed by Fleming and Baume [5]. The students answer the test to kwon the learning
style own, this is the main input of the recommender system. Fleming and Mills
suggested four modalities that seemed to reflect the experiences of the students and
teachers (Visual, Aural, Read/write, and Kinesthetic). This is sensory modalities that
are used for learning information [5].
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The test alerts people to the variety of different approaches to learning. It supports
those who have been having difficulties with their learning and has particular appli-
cations in business, sport, training and education.

In order to select the most suitable educational resources for each learning style is
performed a mapping between metadata and every learning style. Similar to the pro-
posal in [10], this paper presents a mapping between the scores in the VARK test for
each simulated student and the metadata “Educational Resource Type” included in the
LOM metadata standard.

Table 1 shows the mapping performed, where indicated with “1” if the Resource
Type is relevant or not for each learning style. For example, if the Educational
Resource Type of a LO is “Diagram”, this will be convenient for a student with a
‘Visual’ learning style.

Likewise, the agents of MAS can assume different roles within the system and can
be created following a template. Each student is represented through an agent and it
behaves autonomously, this ensure that the realized evaluation to each resource is
independent. Once created the agents that representing students with their respective
profiles, the evaluation process of educational resources begins.

The proposed model assisting teacher in the selecting educational resources for
students group, because the system simulates the resource evaluation depending on
their characteristics. After the evaluation, the scores assigned to educational resource
for each simulated student are aggregated, and the educational resource with more
points are best suited to the group average. This ensures greater efficiency and effec-
tiveness against individual recommendation.

Figure 1 presents the architecture of the MAS proposed. Then explains the
behavior of each agents in this work.

Table 1. LOM metadata vs. VARK learning styles

V A R K

Exercise 1
Simulation 1 1
Questionnaire
Diagram 1
Figure 1
Graph 1
Slide 1 1
Table 1
Narrative text 1 1
Exam 1 1
Experiment 1
Problem
statement

1 1

Self assessment 1 1
Lecture 1 1
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Interface agent: It is responsible for presenting two interfaces to the teachers. A first
interface allows entry the characteristics of a group. The data can be entered to the
platform using a plain text that contains the id of the students and the results of the
scores for each learning style. In addition to the above, the teacher can enter keywords
related to the central theme of the course and with these perform the initial search of the
LO in the repository. Other data that help to refine the amount of resources to be
evaluated are: the education level to which is this course, learning time than is available
for the course and the age range of students.

Coordinator agent: responsible for creating agents that simulate each of the members
of the student group, which are created with the profile of learning according to the
VARK model, admitted by the teacher together with the configuration data of the
group. This agent also makes consulting LO in the repository and sends these to each of
the simulated students so that they make their respective evaluation. Finally received
the assessments made during the simulation and totals the results for the overall rating
for each LO and recommend the LO with the higher qualifications.

Fig. 1. Proposed architecture

422 P. Rodríguez et al.



Generic student agent: This generic agent is the basis for creating the simulation of
each student. Each simulation must be different, receiving the configuration data of
individually profile, where the complete classification of each learning style is present
being as the profile contains not only data of the predominant style, but also takes the
calcification obtained in the other styles available in the model. This allows a weighted
score of each LO. Once completion the LO classification, these come back to the
Coordinator agent who totalizes the obtained data.

3 Case Study

To validate the model proposed we make two different experiments apply to case study.
We use the educational resources stored in Repository Federation of Learning Objects
Colombia-FROAC (available at: http://froac.manizales.unal.edu.co/froac/), in the aim
to delivered metadata resources to initialized process.

The JADE (Java Agent Development Environment) framework was used to perform
the prototype implementation, that offers a suite of resources to supply the development
and implementation of MAS. For this work, we have chosen JADE-LEAP (http://jade.
tilab.com/), a FIPA-compliant agent platform that follows agent international commu-
nication standards.

Figure 2 shows the configuration interface for the group, where the specifics of
each student and the general characteristics of the group are entered.

Figure 3 shows the interface to display LOs that are recommended to the teacher.
The aim the first experiment is to validate the discriminating among different

groups. If two groups have the different predominant learning style, presumably the
recommender result are different for these groups, although the search string are equals.

For this experiment, we have two student groups, in the Fig. 4 show learning style
for each student in these groups.

Students group 1, the learning style predominant is Reader/Write; this means that
the preference for learning are the narrative text, slide, exam, problem statement, and
lecture.

Fig. 2. Configure group interface
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Students group 2, the learning style predominant is Visual; this means that the
preference for learning are simulation, diagram, figure, graph, table, and self assessment.

In the experiment, the results are different in both cases; the searching string is
“programación”. The Table 2 show the educational type resources result.

With this experiment concludes that the proposed recommendation system dis-
criminates and delivers different results for each group of students, according to the
learning style of the majority.

Fig. 3. Results interface

Fig. 4. Distribution of groups in learning styles in experiment 1

Table 2. Educational type results for each group

Group 1 Group 2

Text Simulation
Lecture Graph
Lecture
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The second experiment want to measure the level of satisfaction of the recommen-
dation. Formula 1 is the metric of precision that is commonly used to measure the quality
of information retrieval. The relevance is understood as the importance of LO delivered
for carrying out a learning process. For that students of Computer/Management Infor-
mation Systems, Universidad Nacional de Colombia, Manizales, belonging to the
research group on adapted and intelligent environment-GAIA, were selected to rank the
relevance of the recommendation outcomes.

Precision ¼ Relevant LOs
Relevant LOsþRetrieved LOs

ð1Þ

A precision metric was applied for performing the LO relevance evaluation. The
Table 3 and 4 show the results for precision metric for each group.

On average, recommendation system recovered around four LO for each student
group and on average, three were relevant, therefore the result of precision was 0.75 on
average for this experiment. If delivered to the student group random LO about theme
(without recommender), the number of results are five LO, on average only 1 which is
relevant LO, then precision is 0.2., and can be concluded that recommendations
adapted to the student groups are delivered supports the teaching process on the face
classroom.

4 Conclusions and Future Work

This paper proposes a model for recommendation of educational resources for a student
group, which is based on the MAS paradigm using repository federations. Such a
model takes advantage of simulating.

This proposal can support the teacher in the difficult task of selecting educational
resources for use in the teaching of large groups of students. The suggestions are based
on the characteristics of the students and how they learn best.

Table 3. Precision metric results with recommender

Group Relevant LO Recommended LO Precision

Group 1 4 5 0,8
Group 2 2 3 0,67
Average 3 4 0,75

Table 4. Precision metric results without recommender

Group Relevant LO Recommended LO Precision

Group 1 1 7 0,14
Group 2 1 3 0,33
Average 1 5 0,2
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The results of the case study show that there is differentiation between the rec-
ommended educational resources for each group of students, who are relevant and can
support the learning process.

Experiments are carried out over Repository Federation of Learning Objects
Colombia- FROAC (http://froac.manizales.unal.edu.co/froac/). Our model not only
slightly improves the precision rate but optimizes the amount and quality of delivered
LOs.

As a future work, we are aiming at exploring and incorporating more student
characteristic and other recommendation techniques. Also, expand the validation of the
system. As well, the model performance is to be improved from an adequate agent
behavior configuration.

Acknowledgments. The research presented in this paper was partially funded by the COL-
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Abstract. This paper presents the implementation and evaluation of ILOMAS,
an architectural model designed to select Learning Objects (LO) for e-learning,
based on multi-agent systems. The proposed model extends the Intelligent
Learning Objects approach through the use of a BDI agent architecture, allowing
the communication with the instructional resources that constitute the LO
according to the SCORM standard. A prototype implementation is presented to
evaluate the proposed model.

Keywords: Dynamic learning experience � LO � LMS � BDI � Multi-agent
system

1 Introduction

The Intelligent Learning Objects Multi-Agent Systems (ILOMAS) is a dynamic virtual
learning environment, based on the Multi-agent systems (MAS) approach, integrated to
a Learning Management System (LMS), which aims to include Learning Objects
(LO) dynamically, adding intelligent behavior to LMS. The proposed model improves
reusability by the combination of LOs available in some LO repositories and adapt-
ability by selecting new Learning Objects from the repository according to the stu-
dent’s performance and behavior. This paper presents the implementation details of the
ILOMAS prototype. The detailed description of the conceptual model, the design of the
proposed architecture, the theoretical background and a discussion of related works was
previously presented in [11, 12].

To produce more intelligent LO, previous works [2, 3] proposed the convergence
between the LO and MAS technologies, called Intelligent Learning Objects (ILO). This
approach makes possible to offer more adaptive, reusable and complete learning
experiences. An ILO is an agent capable to play the role of a LO, which can acquire
new knowledge by the interaction with students and other ILO (agents’ information
exchange), raising the potential of student’s understanding.

This new version of the model called Intelligent Learning Object Multi-Agent
System (ILOMAS) is composed by agents with specific goals, and capable of com-
municating and offering learning experiences to students in an LMS course, according
to the interaction with these students.
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2 Design and Implementation

The ILOMAS framework was implemented according to the architecture proposed by
De Amorin and Silveira [10, 11] as a prototype aiming to validate the proposed model.
The JADEX framework [5, 6] was chosen to implement the agents based on the BDI
architecture [1, 4]. The JADEX platform supports the creation of active components
which is an approach that gets benefits from the association of two distinct technologies:
Agents e SCA. The SCA model was proposed by IT companies (i.e.: IBM, ORACLE)
with the intention of promoting the interoperability among distributed applications,
according to concepts of components and service oriented architecture (SOA) [5, 6].

The interaction interface between the student and the agents’ environment was
implemented based on the Java Servlets and JSP technologies, getting benefits of the
JADEX BDI V3 services communication structure. The Servlets technology allows the
execution of services and Java classes at the server side from Web requests.

On the prototype, the servlet layer delegates the handle of the student browser
request to a Java class (non-agent) based on the Facade design pattern. This pattern
provides a unified and simplified interface to a sub-system, promoting low coupling
[7]. The ILOMASFacade class offers to the servlet classes and the access to agents’
services (the agents’ capabilities, plans, etc.) keeping the separation between the MAS
layer and the external items (front-end and servlets), avoiding unnecessary coupling
(Fig. 1) [8].

3 Evaluation

Two different prototypes of the proposed model were implemented. The very first
prototype was deployed to run over the Apache Tomcat Server (7.0.57) to perform the
first simple tests of the proposed model. In this version of the prototype, it was built a
scenario which, while the system runs, a student accesses the system and the
LMSAgent identify that the student needs to study Photosynthesis. After that, the
student ask for the learning experience leading to a new servlet requesting. This servlet
forward it to ILOMASFacade, which waits for the ILOAgentBDI’s deliberation. Then,
this agent identifies some LO related to this subject matter within the repository.
Finally, this LO was shown to the student successfully.

Fig. 1. ILOMAS web prototype architecture
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Besides, during this test it was simulated a student’s request for a complementary
learning experience (by pressing the corresponding button). As result, a new ILOA-
gentBDI instance was created in the system, which searched for and found a different
LO related to the same subject (photosynthesis) within the repository. It was not
explicitly defined in the database that the student should have watched this new LO
(only the subject was required, any specific LO), so the MAS obtained the related LO
dynamically by itself.

Further, it was simulated a student’s request for a complementary learning expe-
rience (by pressing the corresponding button). As result, a new ILOAgentBDI instance
was created on the system, which searched for and found a different LO related to the
same subject (photosynthesis) within the repository. It was not explicitly defined in the
database that the student should have watched this new specific LO (only the subject
was required, no specific LO), so the MAS obtained the related LO dynamically.

3.1 ILOIR: Moodle Plug-in

The next step to evaluate the proposed model was, to integrate the environment
ILOMAS with the LMS Moodle in a transparent manner, so that the student does not
need to leave the virtual environment neither access any other system, preventing
possible loss of attention. We developed a Moodle plug-in as an interface resource to
the Intelligent Learning Objects, called ILOIR (Intelligent Learning Object’s Resource
interface). This resource allows the teacher to define: the subject matter (theme) and the
learning objective of the instructional unit; and the address where the ILOMAS plat-
form is available (Fig. 2). Furthermore, the ILOIR plug-in provides access to the
functionality of ILOMAS system for the student, within the Moodle. The developed
extension engages the ILOMAS the web layer (SCORM player, container HTML and
JavaScript library) in the LMS structure, allowing the access to these features in
Moodle and establishing (indirect) communication to the learning environment with the
agents.

Fig. 2. ILOIR screenshot
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3.2 Experiments

The second experiments to evaluate the proposed architecture is to use the model for the
creation of an introductory course in Social Security Law, offered by a school of
government of a public agency statewide. The evaluation model aimed to compare two
types of scenarios: one is a course set normally in a conventional way and another one
set dynamically according to the student interaction using the ILOIR features. For that,
we performed some comparisons between two courses created in Moodle (Fig. 3 and 4).

Fig. 3. Structure of the course with Scorm

Fig. 4. Structure of the course with ILOIR
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The first course was built with three LOs about Social Security Law (available in the
repository) included as SCORM objects resources (native in Moodle). The second
course was set just including only one ILOIR type resource (usin the ILOIR new
developed plug-in), whose subject refers to the subject of the first SCORM object
inserted in the course mentioned above. In order to facilitate the description, hereinafter
the course with SCORM objects will be called “Course 1” and the course with ILOIR
feature is called “Course 2”.

Tables 1 and 2 compare the two mentioned courses set in Moodle. While the course
1uses the explicitly included LOs, the course 2 presented several different OA to the
student during the experiment, related to the object matter theme set by the teacher
using the ILOIR feature. This feature offered by the plug-in facilitates the reuse of OA.
It is important point to observe that only one object was included by the teacher in the
course 2.

With regard to student interaction scenarios with the plug-in ILOIR, we evaluated
the access of three students with different degrees of understanding of Social Security
Law (concepts: poor, fair and good), according to results of Table 2.

To note that, depending on the student’s performance (the amount of errors in the
assessment test in OA, or the delay in interacting with the object), additional new LOs
are displayed to the student the same learning session. Is therefore the adaptation of
dynamically OA content, as resolved by the agents (intelligent system layer), according
to student performance (Figs. 5 and 6).

Table 1. LMS configuration course

Included
resources

Included
OAs

Time to
configure

Total time to
configure

Available OAs

Course 1 3 3 00:02:18 00:08:30 1
Course 2 1 0 00:00:58 00:04:30 Total amount of OAS

available on the
repository

Table 2. ILOIR students interaction

Student Partial
concept

Number of
subjects
demonstrated

Student’s
attention
time

Number of
wrong
answers

Extra OAs
(reinforcement)

1 Good 1 00:09:46 0 0
2 Regular 2 00:21:13 3 1
3 Bad 3 00:34:19 6 3
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4 Conclusions and Future Work

This paper presented the prototype implemented to evaluate a model to build more
adaptive and reusable educational experiences, using learning objects. The ILOMAS
framework was designed to allow the dynamic LO selection on LMS courses, as an
improvement of ILO’s previous approach. The agents are modeled based on the
practical reasoning paradigm (towards goal achievement). The MAS was developed

Fig. 5. Diagnosis and signaling new LO to the student 3, during OA display related to Unit2

Fig. 6. Provision of prerequisite LA (Unit1).
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following the JADEX BDI V3 framework, which permits that the agents’ functional-
ities can be accessed as services. The use of Servlet technology provides the integration
of front-end and intelligent layer.

The prototype was implemented to verify the proposed model, and some evaluation
tests were executed. As result, the ILOMAS has received the learning experience
requested by the student, and has identified dynamically a LO associated with the
subject that the student must have learned about (according to the LMS database
information).

We are aware that this is just very small observation of the system’s performance
and the validation performed is still small to affirm the success of the proposed model.
New tests will be done with the system with more objects and more students. As future
work, the ILOMAS framework will be extended to supply the integration with LO
recommendation systems based on ontologies in order to raise reuse, dynamic
sequencing, and interoperability. Moreover, the model will be tested with different
learning situations and real students.
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Abstract. The paper proposes a model for the continuous improvement of
academic teaching aimed at delivering a programmed excellent learning in
perspective. The proposed Teaching Evaluation Model (TEM) is a dynamic and
open system based on the Deming Cycle (PLAN-DO-CHECK-ACT). The
objective pursued by the model is to match the expected learning with real
learning. The results of this work are intended to highlight the field application
of the TEM approach. Specifically, the application consists of a web-based tool
conceived and designed to allow teachers and institutions to build a continuous
improvement of the teaching and learning processes. By enhancing the interior
design education and hence the profession itself, the model reveals that
technology-enhanced assessment may deliver tangible benefits for learners,
teachers and institutions.

Keywords: Learner-centered-teaching � PDCA cycle � Graphical User
Interface � Technology-enhanced assessment

1 Introduction

The Teaching Evaluation Model (TEM) is a working method developed for teachers
and aimed at reducing the gap between learning objectives (quality promised, ideal
learning) and learning outcomes (real quality, real learning). The method is represented
by the PLAN-DO-CHECK-ACT (PDCA) cycle conceived by W. Edwards Deming [3].
Therefore, the TEM approach is proposed as an integrated system of design, imple-
mentation, evaluation/self-evaluation and improvement in order to implement a uni-
versity course evaluation system. The aim is to offer the teacher the possibility to act on
real learning and work toward an ideal one, right when this process is being realized on
the field, giving rise to a dynamic system. The TEM model is proposed also as an open
system that “learns” through classroom exams. Thus, learning which results is then fed
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back to the teacher in the form of a sort of “guidelines for improvement”. These
guidelines are created when one or more teachers implement the model on the field. In
this sense, in order to have a concrete possibility of operating in an effective way on
training progress, the TEM approach has been developed in a software application
(evaluation management system). The research contents of this paper are discussed in
Sects. 3 and 4. Section 3 presents the TEM framework, its operational method, and its
purposes. We emphasize how the TEM model has been transformed into an evaluation
management system giving rise to an enforceable application. Section 4 introduces the
first results of the work that are expressed highlighting the peculiarities of this man-
agement system, the advantages and limitations that distinguish it and its numerous
potential further applications.

2 Theoretical Background

The TEM is part of a context of consolidated studies with a particular tradition in the
North European and Australian studies [4, 8] in which teaching and learning are
considered in close relation. In this sense, Biggs distinguishes three levels of thinking
about teaching where the responsibility (success/failure) can be taken by students (first
level), teachers (second level) or both (teaching and learning, third level) [1]. In the
latter case, the author identifies the good teacher in the one who is able to stimulate
learning activities and to lead students to become independent lifelong learners. In this
line, the TEM proposes a novel approach to teaching in which teaching and learning
are inseparable parts of a system of continuous improvement centered on learner and
directed by the teacher. The TEM approach bases its operational logic on the Biggs’s
theory of the constructive alignment in outcomes-based teaching and learning [1].
Ultimately, teaching modalities and strategies as well as evaluation practices are
aligned to education and training objectives. Therefore, a coincidence between what is
taught, learned and assessed must be realized. On this basis, the TEM takes its steps
towards the continuous improvement and enhancement of the educational processes in
progress. The aim is to reduce the gap between “ideal learning” and “real learning”.
Thus, the TEM builds its bases on a continuous process of reflection and self-
assessment [2] that integrates into a specific working model and leads to teachers’
professional growth by stimulating their innovative behaviors. There is a plenty of
studies focusing on the opportunities arising from processes of teachers’ self-evaluation
in the international literature [5, 7]. However, although an extensive discussion on the
topic of self-evaluation has well-founded [6, 9], the international literature related to the
teachers’ self-evaluation and in the perspective of the teaching quality is very limited.
In that regard, the TEM is placed in this particular research area. Far from being a
complete answer and without limits, the proposed model offers the teacher the
opportunity to observe and evaluate its own teaching and learning path, through a
self-evaluation and self-training process that leads to the inescapable virtuous horizon
of the continuous improvement.
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3 The TEM Methodology

The TEM approach is a system that incorporates the PDCA phases. The subdivision in
phases is presented in the following sub-sections.

3.1 The PLAN Phase

The first phase of the process of continuous improvement is embodied in the design of
a specific course. The teacher divides the course into several modules, defining every
learning goals in a specific designing pattern. Each module, in turn, consists of a
number of classes (defined by the teacher). Initially, the teacher defines only the macro
objectives to be achieved within the different modules - that at a later phase will be
articulated into classes and related objectives. The PLAN phase includes the organi-
zation by the teacher of an entrance exam/test to be administered to students on the first
class day. The model is centered on learners and their full satisfaction tending,
therefore, to an excellent learning outcome and teaching experience. To this purpose,
the PLAN phase must be based on competences (knowledge and skills) that students
demonstrate at the beginning of each course. The aim is to make the course design
effective and efficient, adapting “the production cycle” (training) to the “technical
characteristics of the raw material to be processed” (students). In this sense, the items
composing the exam should be defined for a perfect adherence to the objectives of the
course modules. The entrance exam/test results will highlight the level of skills pos-
sessed by the learners at the beginning of the course. Compared to these skills, the
results may show a homogeneity in the class of learners (upward or downward) or a
heterogeneity. This information is necessary to achieve a design which is able to lead
the educational process towards a high quality learning environment. These results will
then be reported in the outline design scheme (see first column under Outcomes in
Fig. 1). After having become aware of the learning level, and hence the learning needs,
shown by the class (entrance exam) teachers have to:

1. Articulate the objectives of each module into sub-goals defined in terms of precise
actions that learners have to be able to know and carry out at the end of each lesson;

2. Define the teaching strategies most appropriate to the level of knowledge/skills
shown by the class (an effective method of identification of the teaching strategies is
represented by the QFD) [10];

3. Organize the exam/test at the end of each module (one for each module of the
course) in which each exam/test item (one or more) contributes to verify the
achievement of a specific objective. The items are addressed to test the skills
possessed by learners (defined in the learning objectives) at the end of the lectures –
that compose the module under evaluation. There will be as many items as many
specific objectives defined in each lectures composing each module. The scores of
each item have to be predefined. The main goal is to foster the DO and CHECK
phases.
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3.2 The DO Phase

The PLAN phase fosters the DO phase in which the teacher conducts lectures as
planned, starting with the first module. After having doing her/his job, the teacher will
go down in the delicate phase of the learning check.

3.3 The CHECK 1 Phase

At this stage, the teacher administers the students’ end-of-module exam, designed in
the PLAN phase and given to learners in the last lecture of each module. These results
merge in the designing pattern of the course in the column of outcomes (end-of-module
exam) indicating whether there was an effective learning and at what level. A critical
threshold establishes the acceptable level of learning beneath which the second check
phase has to start, that is the CHECK 2 (teacher’s self-evaluation). Ultimately, the
objectives not achieved in terms of “learning-awaited” (evaluation below the critical
threshold) become the subject of a critical analysis to be carried out by the teacher, who
will delve into the possible causes of this unattained learning (see CHECK 2 phase).
The objectives not achieved may be more than one, regardless of their number, and
they may indicate a problem with a specific educational objective (skill, knowledge or
expertise) not acquired by the learner. The CHECK 1 phase ends with the identification
of the objectives not achieved. This identification fosters the CHECK 2 phase. If all
objectives are achieved, the teacher can continue the most ideal process skipping
CHECK 2 and ACT phases.

3.4 The CHECK 2 Phase

Once the objective/s not achieved are identified in the CHECK 1 phase, teachers have to
reflect on the possible causes which determined the failure in achieving the learning
objective/s with a self-assessment questionnaire (CHECK 2) [10]. Two types of levels
are included in the questionnaire. The first level is aimed at those novice teachers in the
use of the TEM approach. The second one is aimed at those teachers who have already
demonstrated their ability to effectively master the model, understanding the conditions
required to design a course and/or to govern a classroom. In the latter case, teachers will

Fig. 1. The PLAN phase - Course design scheme to be filled by the teacher. Source: our own
elaboration.
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use a shorter but more technical version of the questionnaire. In the first level, two areas
of analysis are highlighted: “what to do” and “how to do it”. The teachers begin their
search for the possible causes through a gradual widening of the first area of analysis
investigating the PLAN phase (thing). The first level also includes “the identification of
the right things to do”. The teachers are encouraged to reflect on some aspects: learners’
knowledge/skills, learning objectives, topics included in each class and definition of the
teaching strategies. In this kind of analysis, the teachers have to trace out the funda-
mentals of the course design and assessing if they were properly defined. The
self-assessment questionnaire, therefore, offers the teacher a gradual analysis of the key
aspects of the course design where each “point of deepening” allows the teacher to show
or to discard the possible causes of the problems encountered by the learners. In the
second area of analysis, the teacher proceeds in the same way, but focusing on the
“how”. The latter sticks to “do well the right things”. Indeed, it is not enough to identify
“the right thing to do”, it is necessary to do them well. And how to do them well? The
points highlighted in the questionnaire suggest to the teacher some critical aspects to be
carefully considered during the lectures. The objectives to be achieved are at stake. The
problem may lie in the ability to master the methods and/or educational tools and/or
methods of presentation of a lecture. Ultimately, the teacher could have defined the best
teaching strategies (combination of methods, tools and scheduling) mastering them in
the best possible manner. At the same time, the teacher could have not considered how
her/his communication and presentation skills and the quality of relationships may affect
students’ learning. Even in this case, each “in-depth study point” allows the teacher to
highlight or discard the possible causes of the problems emerged during the CHECK 1
phase. The self-assessment questionnaire allows the teacher to evaluate both the aspects
defined in the PLAN phase (objectives, topics, educational strategies – section titled
“thing” in the questionnaire) and those that cannot be defined in that phase as relating to
the teacher’s skills and expressed during the DO phase – section titled “how” in the
questionnaire. Subsequently, the entire CHECK phase allows the teacher to reflect on
aspects that s/he may have considered irrelevant or predictable as well simply never
considered and that can enrich the teacher’s experience and training in a continuous
virtuous improvement (self-training). In this sense, the teacher performs a process of
analysis, evaluation and selection of the possible causes of the problems encountered by
the students (self-assessment, CHECK 2) that boosts the significance of the next ACT
phase. The second level of the questionnaire provides a much more streamlined and
technical workflow mainly focused on how the teaching strategies have been imple-
mented. In both cases, first and second level, the analysis requires that the teacher
recognizes the possible cause/s (more likely occurred in the failure of one or more
learning educational objectives) and highlights it/them in the designing scheme and, in
particular, within the section dedicated to the improvement, in the corresponding line/s
of the target/s not achieved. The ACT phase is going to start.

3.5 The ACT Phase

The teacher after having identified the possible causes of the problems encountered by
the students (CHECK 2 phase) defines the actions to be taken to overcome the
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problems identified so that to achieve the learning objective/s unattained. More
specifically, in the line/s that show/s the objectives not achieved – in which the teacher
has reported the points highlighted in the self-assessment questionnaire – the teacher
writes the corrective actions to be implemented in the next course module (see column
improvement under Outcomes in Fig. 1). These corrective actions are defined by the
teacher on the basis of her/his reflections made in the CHECK 2 phase. Ultimately, the
teacher has to redesign the modalities for pursuing the unattained objectives, to be
experienced in the next module - with specific lectures. These corrective actions will,
therefore, integrate one or more classes of the next course module. In this way, the
ACT phase has been completed.

At this point, the PDCA cycle will be repeated again with the implementation of the
lectures of the new course module (DO phase). At the end of this new module, the
CHECK 1 phase will allow the teacher to check if all the educational objectives of the
module have been achieved, in particular those including the “corrective actions”. If
one or more objectives previously not achieved still persist in the module, the teacher
will proceed in the manner illustrated in the PDCA cycle. With regard to the case of
objectives subject to corrective actions, if the exam shows the achievement of an
acceptable level of learning (threshold exceeded), the line corresponding to these
objectives will be highlighted with a specific color (green). This color highlights a best
practice that will be reported in the self-assessment questionnaire (for example) if the
end-of-course exam will confirm a positive outcome. The purpose is to foster the
self-assessment questionnaire only by standardizing the best practices resulting from
the application of the TEM in an ongoing course. The best teachers’ experiences will be
gathered in the self-assessment questionnaire (in terms of the example of “good
practice”). The questionnaire is now taking its most important functions: to organize,
manage and share knowledge and skills (best practices) with the users of the model -
teachers [10]. In this sense, the self-assessment questionnaire is an instrument of
self-training, a sort of “guidelines” that leads the teacher in the process of continuous
teaching improvement: “ideal learning” towards “real learning”. The PDCA cycle will
be concluded at the end of the last module of the course. At this point, the teacher will
administer a final test (end-of-course exam) to verify the achievement of the main
objectives of all the modules. The results thus obtained will enable the teacher to assess
their own teaching, particularly in terms of effective learning by students. From the
teacher’s point of view, the TEM emphasizes the difference between “ideal and real”
learning, constituting a starting point not a finishing point. In this sense, a last CHECK
phase, will be implemented by the teacher in order to change the overall design of the
course for the new academic semester, if necessary.

4 A Web Application Framework

The structure of the TEM approach can be easily implemented by the HTML, PHP and
MySQL programming languages giving teachers an user-friendly application to project
their educational activity. On the one hand, as it is well known, the HTML and PHP
codes are a programming languages to build dynamics web pages where users interact
and make decisions. The HTML code is the standard language to create visually web

440 I. Verna et al.



pages, while the PHP code is an object-oriented language particular useful in building
Graphical User Interfaces (GUIs). The GUI allows users to interact with computer
devices and are now a cornerstone in developing modern teaching methods and
strengthening the learning process as a whole. On the other hand, MySQL is an
open-source relational database management system that works together with the PHP
code and stores knowledge (data) created by users who make their decisions in the
GUI. To this end, we have built a GUI to let the TEM framework feasible and usable to
any teacher (users) interested to improve the evaluation of their teaching courses. In
what follow, we briefly highlights basic mechanisms on the functioning of the GUI we
conceived and developed:

1. Any teacher points her/his browser to the URL http://erre.unich.it/ees/teacheval and
has to fulfil the registration form before using the GUI;

2. The application is now ready to use. Figure 2 shows the possibility of managing the
teaching plan according to the TEM approach. At this stage the teacher choices
objectives of her/his lectures and then s/he edits the teaching plan by pressing the
virtual button dedicated to this function. The teacher follows the PDCA process as
shown in Sect. 3 (TEM methodology) and, therefore, s/he sets up the number of
modules and lectures. S/he specifies her/his teaching strategy (topic, method and
tool). Finally, s/he has to insert the outcomes. The outcomes are at the heart of the
teacher self-evaluation. The teacher finds the solution to the problem/s emerged
when learners do not reach the minimum threshold of learning.

3. Suppose that the class has not reached the standard requirement: in this case, the
teacher has to press the button to edit improvements, and the application goes to the
improvement page as shown in Fig. 3. Here, the teacher has to press the edit button
and the application jumps to the self-evaluation page where the teacher is guided by
an evaluation survey list in order to check off the selected item that s/he believes can

Fig. 2. The web page for managing the teaching plan (e.g. the course of Monetary Economics).
Source: our own elaboration.
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be helpful to improve the students’ performances. The self evaluation points
identified by the teacher are given in the checkbox “improve” where the new
teaching strategy shall be specified. The teacher will use the selected strategy in the
next module in order to overcome the problem emerged.

5 Concluding Remarks

The TEM approach is a novel method to think, plan, manage and evaluate the uni-
versity teaching process in view of the continuous improvement of education and
training. The benefits are numerous and may be more useful for more subjects: learners,
teachers, and institutions. Although the TEM approach is not exempt from limitations,
it may offer a new approach to raise awareness of how to work towards
learner-centered practices, whilst managing major educational change. Indeed, the
authors of this paper are currently administering a pilot program in the University of
Chieti-Pescara (Italy) working on developing a standard and guidelines for an inter-
national accreditation procedure.
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