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Abstract. Formal dialogue systems are an important trend in current
research on the process of communication. They can be used as the
schema of the dialogue conducted between artificial entities or as a sim-
plified form of human dialogue with a machine or a human being with
a man. In this work we introduce a mathematical model of dialogue,
which is inspired by dialogue games. This model will be used as a seman-
tic structure in verification of properties of dialogue protocols. For this
purpose, the semantics of the dialogue games has been translated into
interpreted systems that are commonly used in the model checking app-
roach. The newly created model will be applied to develop methods and
techniques for automated analysis of dialogues.
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1 Introduction

Fast progress in modern technology has resulted in the need for dialogues carried
out between two machines or a machine and a man. The development of a
protocol to be followed during a conversation between the machine and the
man is complex and challenging. It requires natural language processing and
analysis. However, it appears that in some applications, the dialogue can be
executed according to very strict rules. It is then a little trivial, but still retains
these elements and features that are necessary for the analysis. As examples
of such limited dialogues we can consider dialogue games [4,11,23,25,27]. In
this approach, a dialogue is treated as some kind of a game played between
two parties. Rules of this game define principles for the exchange of messages
between parties in order to meet some assumptions. For example, in Hamblin
system [8,14] these rules prevent making argumentative mistakes. In contrast,
Lorenzen system [15,17] is intended to validate formulas of some logic [12,28].
Each game should have three basic categories of rules. The first one, called
locution rules, defines a set of actions (speech acts) the player is allowed to use.
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These actions express communication intentions of players. The second type of
rules defines possible answers to legal moves. For example, if a player claims
some sentence T , the opponent can agree with him by performing concede T or
challenge T by performing why T . These rules are called structural rules. The
third group of rules applies to effects of actions. In dialogue games all actions
relate to verbal expression: confirming, rejecting, questioning or arguing them.
Therefore, only public declarations (commitments) of players are changed. As a
result, a set containing publicly uttered statements is assigned to each player.
The result of an action is a change in this set. These rules are called effect rules.

The dialogues, which we intend to analyze, are simple argumentation dia-
logues that human can use to communicate with the software agents. The pur-
pose of these dialogues is to train and support psychologists who work with
people with reduced cognitive skills. One of the main tasks of our research is
to design a protocol for such communication. This protocol specifies the restric-
tions and rules which determine what players can say and when. One of the
basic assumptions of our approach is that dialogue participants speak the same
language. On the one hand, the protocol must meet specific requirements. On
the other hand, designed, specified protocol has its own character and we need to
verify what properties have a dialogue in accordance with this protocol. For this
purpose, we use the method of model checking applied in verification of multi-
agent systems (MAS). Main approaches in this field are based on combining
bounded model checking (BMC) with symbolic verification using translations
to either ordered binary decision diagrams (BDDs) [10] or propositional logic
(SAT) [21]. Properties of MAS are expressed in logics which are combinations
of the epistemic logic with either branching [24] or linear time temporal logic
[9]. These logics are interpreted over interleaved interpreted systems (IIS) [16]
or interpreted systems themselves [7]. IIS are systems in which only one action
at a time is performed in a global transition. It is the ideal semantics also to
interpret the properties of dialogue games.

In this work we introduce a mathematical, general model for dialogue sys-
tems. This model refers to the tradition of model checking. Therefore, the first
step of the research is to translate locution, structural and effect rules into the
concept of interpreted systems. This is not a trivial task, because we need to
find a bridge between two different structures. The difficulty of the translation
lies in the fact that we should postpone dialogue system rules to notions such
as a protocol function, a transition relation, and an evolution function. The ini-
tial, much poorer version of this model was described in [13]. In this article, we
define among others legal answer function and we formalize all rules of the pro-
tocol by means of this new function. We also introduce a concept of numbered
and double numbered actions. Subsequently, we will offer new modal language
to express properties and adjust the appropriate model checking techniques to
verify them. The property, which is within the range of our interests is primarily
the reachability, i.e. whether after a concrete dialogue it is possible to achieve
a state that satisfies a condition α. For example, if one of the participants can
convince his opponent to a statement ϕ. Another interesting property to verify
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is whether there is a dialogue compatible with the protocol, after which some
condition α is true. Such a condition is determined by the outcome rule and
depends on the type of dialogue that is analyzed.

2 General Framework for Argumentation Dialogues

There are many different dialogue systems [4,12,18,20,26]. The general specifi-
cation for argumentation dialogues, which we use in our research, is described
in [22]. In accordance with this specification, dialogues are assumed to be for
two parties arguing about a single dialogue topic T - the proponent P who
defends T and the opponent O who challenges T . Both are equipped with a set
of commitments that are understood as publicly incurred standpoints.

Definition 1. A dialogue system for argumentation is a pair (L,D), where L
is a logic for argumentation and D is a dialogue system proper.

The elements of the above top-level definition are defined as follows.

Definition 2. A logic for argumentation L is a tuple (Lt, R,Args,→), where
Lt is a logical language called the topic language, R is a set of inference rules
over Lt, Args is a set of arguments, and → is a binary relation of defeat defined
on Args.

Definition 3. A dialogue system proper is a triple D = (Lc, P r, C) where Lc is
a communication language (the set of locution rules), Pr is a protocol (the set
of structural rules) for Lc, and C is a set of effect rules of locutions in Lc.

The protocol for Lc is defined in terms of the notion of a dialogue, which
in turn is defined using the notion of a move. The set M of moves is defined
as N × {P,O} × Lc × N, where the four elements of a move m are denoted as
follows: id(m) - the identifier of the move, pl(m) - the player of the move, s(m) -
the speech act (locution) performed in m, and t(m) - the target of m. The set of
dialogues, denoted by M≤∞, is the set of all sequences m1, . . . ,mi, . . . from M
such that 1) for every i, id(mi) = i (the identifier of move mi is i); 2) t(m1) = 0
(the target of move m1 is assumed to be 0); and 3) for every i > 1 t(mi) = j
for some j < i (the target of move mi is one of the preceding moves). The set of
finite dialogues, denoted by M<∞, is the set of all finite sequences that satisfy
these conditions. When d is a dialogue and m a move, then (d,m) will denote
the continuation of d with m.

The key notion for the dialogue system is the protocol. A protocol on the
set of moves M is a set Pr ⊆ M<∞ satisfying the condition that whenever d is
in Pr, all initial sequences beginning with d are also in Pr. A partial function
Pr : M<∞ → 2M is derived from Pr as follows: Pr(d) = undefined whenever
d �∈ Pr; otherwise Pr(d) = {m : (d,m) ∈ Pr}. The elements of the domain
dom(Pr) are called the legal finite dialogues. Pr(d) is the set of moves permitted
after d. If d is a legal dialogue and Pr(d) = ∅, then d is said to be a terminated
dialogue.
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Every utterance from Lc can influence participants’ commitments. The
results of utterances are determined by commitment rules, which are speci-
fied as a commitment function. A commitment function is a function: C :
M<∞ × {P,O} → 2Lt , such that C(∅, i) = ∅ for i ∈ {P,O}. C(d, i), for a par-
ticipant i ∈ {P,O} and a dialogue d ∈ M<∞, denotes a player i’s commitments
following the execution of d.

3 Interpreted System for Dialogue Game

In this section we define a new model for argumentation dialogue games as pre-
sented in Sect. 2. This model uses the concept of interpreted systems and Kripke
structures. In our further research we will interpret in this model formulas of a
modal logic adequate to express properties describing the dynamics of dialogue
systems and properties that allow prediction of players’ behavior. The obtained
Kripke structure will be used to perform model checking for dialogue protocols.

The set of players of a dialogue game consists of two players: W and B,
Pl = {W,B}. To each player p ∈ Pl, we assign a set of actions Actp and a set
of possible local states Lp. By p we denote the opponent of p.

Every action from Actp can influence participant’s commitments. We assume
that the set Actp contains also the special empty (null) action ε. Players’ com-
mitments are elements of topic language and are represented by commitment
sets. Every action (except null action) is synonymous with locution expressed
by specific player. The results of locutions are determined by evolution function
and are specified afterwards. As we describe player’s local state as a set of com-
mitments, Lp denotes possible commitment sets of player p. Next, Act denotes
the Cartesian product of the players actions, i.e. Act = ActW ×ActB . The global
action a ∈ Act is a pair of actions a = (aW , aB), where aW ∈ ActW , aB ∈ ActB
and at least one of these actions is the empty action. This means that players
can not speak at the same time and player cannot reply to his own moves.

Also, we need to order performed global actions and indicate which actions
correspond with which ones and therefore we define double-numbered global
action set Num2Act = N × N × Act. During the dialogue, we assign to each
performed global action two numbers: the first one (ascending) indicates order
(starting from the value 1). The second one points out to which earlier action this
action is refering (0 at the begining of the dialogue means that we are not refering
to any move). Therefore, we define numbered global action set Num1Act =
N×Act. The element of this set has additional information about action it refers
to. If we want to find out whether we can use some global action one more time,
we should check if the possible move containing the same global action refer to
the different earlier move. We define function Denum : Num2Act → Num1Act,
which maps double-numbered global action to the numbered global action. We
understand dialogue d as a sequence of moves and in particular we denote d1..n =
d1, ..., dn, where di ∈ Num2Act, di = (i, j, act), j ∈ N, j < i, act ∈ Act.

A global state g is a triple consisting of dialogue and players’ com-
mitment sets corresponding to a snapshot of the system at a given time
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g = (d(g), CW (g), CB(g)), g ∈ G where G is the set of global states. Given
a global state g = (d(g), CW (g), CB(g)), we denote by d(g) a sequence of moves
executed on a way to state g and by Cp(g) - the commitment set of player p (by
Cp(g) we denote the commitment set of the p’s opponent).

An interpreted system for a dialogue game is a tuple

IS = (I, {Lp, Actp}p∈Pl)

where I ⊆ G is the set of initial global states. Let α, β, ϕ, ψ1, . . . , ψn, γ1, . . . , γn ∈
Form(PV ), i.e., be formulas defined over the set PV which is a set of
atomic propositions under which a content of speech acts is specified. Locu-
tions used in players’ actions are the same for both players: ActW = ActB =
{ε, claimϕ, concedeϕ,whyϕ, ϕ since {ψ1, . . . , ψn}, retractϕ, questionϕ}.

We define legal answers function FLA : Num2Act → 2Num1Act, which maps
double-numbered action to the set of possible numbered actions. This function
is symmetrical for both players.

– FLA(i, j, (ε, ε)) = ∅.
– FLA(i, j, (claim ϕ, ε)) = {(i, act) : act ∈ {(ε, why ϕ), (ε, concede ϕ), (ε, claim

¬ϕ)},
– FLA(i, j, (why ϕ, ε)) = {(i, act) : act ∈ {(ε, ϕ since {ψ1, . . . , ψn}), (ε, retract

ϕ)},
– FLA(i, j, (ϕ since {ψ1, . . . , ψn}, ε)) = {(i, act) : act ∈ {(ε, why α),

(ε, concede β), (ε,¬ϕ since {γ1, . . . , γn}) }, where α ∈ {ψ1, . . . , ψn} and
β ∈ {ϕ,ψ1, . . . , ψn},

– FLA(i, j, (concede ϕ, ε)) = {(i, act) : act ∈ {(ε, ε), (ε, claim α), (ε,
α since {ψ1, . . . , ψn})}, for some α,ψ1, . . . , ψn ∈ Form(PV )

– FLA(i, j, (retract ϕ, ε)) = {(i, act) : act ∈ {(ε, ε), (ε, claim α), (ε,
α since {ψ1, . . . , ψn})}, for some α,ψ1, . . . , ψn ∈ Form(PV )

– FLA(i, j, (question ϕ, ε)) = {(i, act) : act ∈ {(ε, retract ϕ), (ε, claim ϕ),
(ε, claim ¬ϕ)},

The actions executed by players are selected according to a protocol function
Pr : G → 2Num2Act, which maps a global state g to the set of possible double-
numbered global actions. The function Pr satisfies the following rules.

(R1) For ι ∈ I Pr(ι) = {(1, 0, (claim ϕ, ε)), (1, 0, (question ϕ,ε)), (1, 0, (ϕ since
{ψ1, . . . , ψn}, ε))}

(R2) Pr((d1..k−1, (k, l, (ε, ε)), CW (g), CB(g))) = {(k + 1, numact) : numact ∈
FLA(k, l, (ε, ε))

(R3) Pr((d1..k−1, (k, l, (claim ϕ, ε)), CW (g), CB(g))) = {(k + 1, numact) :
numact ∈ FLA(k, l, (claim ϕ, ε))}

(R4) Pr((d1..k−1, (k, l, (why ϕ, ε)), CW (g), CB(g))) = {(k + 1, numact) :
numact ∈ FLA(k, l, (why ϕ, ε))}

(R5) Pr((d1..k−1, (k, l, (ϕ since {ψ1, . . . , ψn}, ε)), CW (g), CB(g))) = {(k +
1, numact) : numact ∈ FLA(k, l, (ϕ since {ψ1, . . . , ψn}, ε))}
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(R6) Pr((d1..k−1, (k, l, (concede ϕ, ε)), CW (g), CB(g))) = {(k + 1, numact) :
numact ∈ ((

⋃
i<=k FLA(di) ∩ {(n, (ε, α)) : n < k, α ∈ ActB})

\{Denum(di) : i = 1, .., k})}

After opponent’s locution concede the player can use one from possible
answers for all previous opponent’s moves, excluding these ones which he
has already used.

(R7) Pr((d1..k−1, (k, l, (retract ϕ, ε)), CW (g), CB(g))) = {(k + 1, numact) :
numact ∈ ((

⋃
i<=k FLA(di) ∩ {(n, (ε, α)) : n < k, α ∈ ActB})

\{Denum(di) : i = 1, .., k})} ∪ {(k + 1, x, (ε, why β)) : ∃x<k dx = (x, y, (β
since ϕ, ε))} for some ϕ, β ∈ Form(PV )

Again, after opponent’s locution retractϕ the player can use one from
possible answers for all previous opponent’s moves, excluding these ones
which he has already used but also he can ask for reason for β if ϕ was
previously used to justify β.

These rules for player B are analogous.
Locution claim can start a dialogue or can be introduced during the dialogue,

but only if it can lead to the conflict resolution and termination of discussion.
Such a claim should refer to previous actions in the dialogue and do not start
a completely new topic, which has no connection with previous ones. Therefore
claim cannot be introduced after locutions, which demand immediate answer
(locutions why and since). Also, after player’s claim α, the opponent can utter
(among others) the only possible subsequent claim – claim ¬α because the
answer to the first locution should reveal opponent’s attitude to player’s state-
ment.

To avoid infinite dialogues, at the beginning of the game we limit the number
of possible introduced atomic sentences and the number of uttered locutions
claim. In our system, we consider only finite dialogues, that is why we need
the above rules preventing infinite ones. Similar rules are constructed e.g. for
locution since, which can also start a new thread of the discussion.

Finally, we define global (partial) evolution function t : G × Num2Act →
G, which determines results of actions. This function is symmetrical for both
players. Let d(g) = d(g)1,...,m, then:

– t(g, (m + 1, j, (claim ϕ, ε))) = g′ iff ϕ /∈ CW (g) ∧ CW (g′) = CW (g) ∪ {ϕ}
∧ d(g′) = (d(g)1,...,m, (m + 1, j, (claim ϕ, ε))),

– t(g, (m + 1, j, (concede ϕ, ε))) = g′ iff ϕ ∈ CB(g) ∧ CW (g′) = CW (g) ∪ {ϕ}
∧ d(g′) = (d(g)1,...,m, (m + 1, j, (concede ϕ, ε))),

– t(g, (m + 1, j, (why ϕ, ε))) = g′ iff CW (g′) = CW (g) ∧ d(g′) =
(d(g)1,...,m, (m + 1, j, (why ϕ, ε))),

– t(g, (m + 1, j, (ϕ since {ψ1, . . . , ψn}, ε))) = g′ iff CW (g′) = CW (g) ∪
{ϕ,ψ1, .., ψn} ∧ d(g′) = (d(g)1,...,m, (m + 1, j, (ϕ since {ψ1, . . . , ψn}, ε))),

– t(g, (m + 1, j, (retract ϕ, ε))) = g′ iff CW (g′) = CW (g) \ {ϕ} ∧ d(g′) =
(d(g)1,...,m, (m + 1, j, (retract ϕ, ε))),
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– t(g, (m + 1, j, (question ϕ, ε))) = g′ iff CW (g′) = CW (g) ∧ d(g′) =
(d(g)1,...,m, (m + 1, j, (question ϕ, ε))).

4 Example of Formal Dialogue

The following example shows the dialogue, which is compatible with the protocol
as described in the previous section. This dialogue is between two persons Alice
and Bob:

[1] A: Taxes should not be raised.
[2] B: I rather think that they should be raised.
[3] A: Why do you think they should be raised?
[4] B: I think so because state needs more money for health care and education

and that is the only way to get them.
[5] A: Why do you think that is the only way to get them?
[6] B: Probably you are right, that is not the only way.
[7] A: So why do you think taxes should be raised?
[8] B: It seems that maybe they should not.
[9] A: I think they shouldn’t be raised because tax increase would kill economic

growth and higher taxes mean jobs loss.
[10] B: You convinced me, they should not be raised.

We introduce some abbreviations to construct the game based on the above
dialogue: α – “taxes should be raised”, β – “state needs more money for health
care and education”, θ – “raising taxes is the only way to get money”, δ – “tax
increase would kill economic growth”, λ – “higher taxes mean jobs loss”.

Corresponding dialogue looks then as follows:

A: (1, 0, (claim ¬α, ε))
B: (2, 1, (ε, claim α))
A: (3, 2, (why α, ε))
B: (4, 3, (ε, α since {β,θ}))
A: (5, 4, (why θ, ε))
B: (6, 5, (ε, retract θ))
A: (7, 4, (why α , ε))
B: (8, 7, (ε, retract α))
A: (9, 4, (¬α since {δ, λ}, ε))
B: (10, 9, (ε, concede ¬α ))

Alice starts a dialogue by stating that taxes should not be raised (move 1)
and Bob claims the opposite (that they should) in the next move. When asked for
justification (move 3), he gives two premises (move 4). Alice asks for reasons for
the second premise (move 5), but because Tom hasn’t got anything to support his
claim, he retracts from this premise in move 6. Because the justification for rising
taxes presented in move 4 is not valid any more, Alice ask one more time for tax
increase justification (move 7). It is noteworthy that this move does not refer to
the immediately preceding move (like all previous moves), but contains reference
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to the move 4, where the first justification for tax increase took place. Move 7
can be executed according to the rule (R7). In this rule we are excluding from
possible moves set these ones, which have been already executed. Even though
the global action (why α, ε) used in move 7 was already used in move 3, these two
are different numbered global actions, because they refer to the different earlier
moves. Apparently, Bob has no more arguments for his standpoint that raising
taxes is a good idea and he retracts from it in move 8. Then, according to rules
(R7) and (R5), Alice in move 9 can reply also to one of previous moves of Bob,
and she decides to reply directly to move 4 and justify the opposite thesis (that
we should not raise taxes) by giving two premises. (We could also interpret this
reply as a reference to move 8.) Bob accepts these arguments and concedes that
taxes should not be raised (move 10), what was originally proposed by Alice.

5 Notes on Verification of Dialogue Protocols

Mathematical model for argumentative dialogue games presented in Sect. 3 pro-
vides a basis for applying the methods of model checking to verify the correctness
of dialogue protocols relative to the properties that the protocols should satisfy.
Model checking [1,5,6,19] is an automatic verifying technique for concurrent
systems such as: digital systems, distributed systems, real time systems, multi-
agent systems, communication protocols, cryptographic protocols, concurrent
programs, dialogue systems, and many others. To be able to check automati-
cally whether the system satisfies a given property, one must first create a model
of the system, and then describe in a formal language both the created model
and the property.

Therefore, we associate with the given interpreted system a Kripke structure,
that is the basis for the application of model checking. A Kripke structure is
defined as a tuple

M = (G,Act, T, I, AP, V )

consisting of a set of global states G, a set of actions Act (in our approach
Num2Act), a set of initial states I ⊆ G, a transition relation T ⊆ G × Act × G
such that T is left-total, a set of atomic propositions AP , and a valuation function
V : G → 2AP that assigns to each state a set of atomic propositions that are
assumed to be true at that state.

To formulate properties of dialogue protocols suitable propositional temporal
logics are applied. The most commonly used are: linear temporal logic (LTL),
computation temporal logic (CTL), a full branching time logic (CTL*), the uni-
versal and existential fragments of these logics, and other logics which are their
modifications and extensions. One of the most important practical problems in
the model checking is the exponential growth of number of states of the Kripke
structure. That is why, in future work we intend to focus on symbolic model
checking of dialogue protocols. Symbolic model checking avoids building a state
graph; instead, sets and relations are represented by Boolean formulae. One of
the possible methods of symbolic model checking is bounded model checking
(BMC) [2,3]. It uses a reduction of the problem of truth of a temporal formula



Towards Verification of Dialogue Protocols: A Mathematical Model 337

in a Kripke structure to the problem of satisfiability of formulae of the clas-
sical propositional calculus. The reduction is achieved by a translation of the
transition relation and a translation of a given property to formulae of classical
propositional calculus.

The standard BMC algorithm, starting with k = 0, creates for a given Kripke
structure M and a given formula ϕ, a propositional formula [M,ϕ]k. Then the
formula [M,ϕ]k is converted to a satisfiability equivalent propositional formula
in conjunctive normal form and forwarded to a SAT-solver. If the tested formula
is unsatisfiable, then k is increased (usually by 1) and the process is repeated.
The BMC algorithm terminates if either the formula [M,ϕ]k turns out to be sat-
isfiable for some k, or k becomes greater than a certain, M -dependent, threshold
(e.g. the number of states of M). Exceeding this threshold means that the for-
mula ϕ is not true in the Kripke structure M . On the other hand, satisfiability
of [M,ϕ]k, for some k means that the formula ϕ is true in M .

6 Conclusions

Dialogue is the primary means of interpersonal communication. Structured dia-
logue represents a class of dialogue practices developed as a means of orienting
the dialogic discourse toward problem understanding and consensual action. It
can be used as a practice in e.g. education or business. In our research we analyze
dialogues and communication processes. We decided to build on the tradition of
formal dialogue systems to propose a concise model of a dialogue game. Natural
dialogue may be simplified so as to keep only the essential elements. A simpli-
fied dialogue can be successfully used for scientific, educational and illustrative
purposes. Its realization requires the elaboration of a protocol. A protocol is in
simple terms a set of rules that guide the conversation and a powerful tool to
help facilitate the structuring of conversation. Its form closely depends on what
type of dialogue we want to carry out: persuasive, negotiating, argumentation,
etc. For example, the aim of the dialogue may be to move towards consensus on
difficult (disputed) issues. That is why there is a need to identify which protocol
is best for a concrete application, what you can specify examining its properties.
The aim of our research is dialogue protocol verification with the use of model
checking. The first step was to establish a mathematical model, which will be a
semantic structure for describing the properties of these protocols. Further work
will focus on the development of adequate methods of verification.
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