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Abstract This paper develops a new mobile sensing platform employing a tree

based sensor network. The mobile sensing platform consists of mobile sensor devices,

relay devices, and a sink device. We assume that robots, UAVs, etc. carry a mobile

sensor device to measure environment. Therefore, the mobile sensor device can be

easily relocated and can perform sensing at any locations. The relay devices can con-

struct a tree based route to the sink device. Functions of the relay devices are data

collection from the mobile sensor devices and data forwarding to the sink device.

They also implement our special routing protocol and a media access control mech-

anism to avoid interference of radio signals in a sensor network and to reduce power

consumption. We have developed special software for wireless module System on

Chip (SoC) for IEEE 802.15.4 because our research target is to design a feasible

and reasonable sensor network system. The consumed power of the SoC is 15 mA

in a transmission, 17 mA in a reception, and 6µA in a sleep mode. Therefore, our

mobile sensing platform can work with a solar cell and a Li-Po battery. The evalua-

tion results show that our protocol can synchronize timing among relay devices, and

can create a tree based route to a sink device. Additionally, they can find that mobile

sensor devices can inform measured data to a sink device through relay devices.
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1 Introduction

Mobile sensing systems are a new type of flexible sensor networks that employ

mobile devices such as an unmanned aerial vehicle (UAV), a robot, etc. [1–3]. As a

direct transmission from mobile devices is limited, mobile devices require a platform

network to extend the measurement area. Traditionally, sensor network systems use

multi-hop communication to extend a network area [4–6]. Platform networks also

employ multi-hop communication to cover a network area, and should operate on

low power devices [7–9]. Therefore, requirements for platform networks for mobile

sensing systems are flexible data collection and low power operation [10–12].

Since an important function in sensor networks is a long life operation with small

capacity battery, almost all systems require an efficient data collection scheme with

low power consumption. The schemes are generally classified into a media access

layer approach [13, 14] and a routing layer approach [15, 16]. A media access layer

approach typically employs a special frame format to realize a sleep operation for

turning off all circuits on a device. A routing layer approach for sensor networks

sometimes employs a tree-based route because a sink device is an only device for

data collection. Traditional sensor networks assume a fixed and static devices for

data collection. Therefore, a system requires various numbers of sensor devices to

cover a whole sensing area.

Mobile sensor networks are extended sensor networks where some devices can

move to a measurement location. According to a flexible mobility of sensor devices,

a fewer number of devices can cover a whole measurement area comparing to a tra-

ditional sensor network [17, 18]. Some researchers have considered efficient data

gathering scheme to realize efficient resource usages. On the contrary, an imple-

mentation of these schemes on real hardwares is difficult due to the limitation of a

computational resource and overhead of an optimization for data collection.

This paper proposes a simple mobile sensor network system for practical wire-

less system on chips (SoC). The proposed system consists of an original media

access control scheme and an original tree-based routing to reduce required hard-

ware resource and to realize a low power operation. We have developed our original

communication protocol on a SoC to show the feasibility of the proposed protocol

on real devices. The evaluation results show that the proposed protocol can work on

the real SoC hardware to realize a mobile sensor network system.

2 Mobile Sensing Platform

Figure 1 shows the overview of the mobile sensing platform. The platform consists

of a sink device, relay devices, mobile sensor devices. The sink device is a fixed

device in a sensor network, and collects measured information from mobile sensor

devices. The relay devices are a fixed device, and construct a route to the sink device

with a routing protocol. They also transfer measured information from mobile sensor
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Fig. 1 Mobile sensing

platform
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devices to the sink device. The mobile sensor devices are a mobile device such as a

robot, UAV, etc. They have a few sensors to measure environment or specific objects,

and transfer measured information to a neighbor relay device.

Typical sensor network systems construct a route from all sensor devices to a sink

device. The constructed route is usually fixed because all devices do not move in a

short period. On the contrary, mobile sensor devices frequently move in a sensing

area in the mobile sensing platform. Therefore, the mobile sensing platform requires

a new route management scheme for mobile sensor devices. In the proposed plat-

form, relay devices construct a tree based route to a sink device because they are

fixed in a sensing area. Mobile sensor devices have no route to a sink device and

only ask a neighbor relay device to transfer its own measured information. The ben-

efit of the proposed scheme is to reduce control messages for the routing management

and to reduce power consumption for updating routing information.

2.1 Media Access Control

Sensor networks usually require low power operation because each sensor devices

work by a battery power. Relay devices in the mobile sensing platform also require

low power consumption due to the same reason. It is common knowledge that a deep

sleep operation is the best method to reduce consumed power in a micro-processor

chip. Therefore, media access control also considers a deep sleep period to turn off

circuits on a micro-processor chip. Additionally, multi-hop networks usually suffer

from interference from simultaneous wireless transmissions because neighbor relay
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Fig. 2 Frame structure

devices may transmit a signal due to the hidden node problem. As a result, media

access control should assign a specific period for neighbor relay devices to avoid

interference among relay devices.

Figure 2 shows the proposed frame structure. The frame structure consists of some

slots for specific purposes: time synchronization, route management, sensing data

collection, and data forwarding. The proposed frame structure indicates a specific

communication period depending on the purposes or hop count from the sink device.

Therefore, relay devices can easily sleep according to the frame structure. Addition-

ally, neighbor devices with a different hop count transmit a signal in a different period

to avoid interference. The following is the detail of each slot.

∙ Time synchronization slot

Time synchronization scheme is a key function to maintain timing among a sensor

network to realize a sleep operation for reducing consumed power. Typical quartz

on a microcomputer board is not sufficiently accurate to maintain high-precision

time for a frame synchronization. The proposed scheme employs a time synchro-

nization scheme between nearby devices. Each device has two time information:

absolute time and relative time in a frame. The absolute time starts when a device

boots up. The relative time repeats in a frame period. An upstream device calcu-

lates relative time in a frame by checking a current time in the time synchroniza-

tion slot. It transmits a time synchronization message to downstream devices. The

time synchronization message includes relative time. Therefore, the downstream

devices can regulate the relative time according to the relative time in the time

synchronization message.

∙ Route management slots

Relay devices are almost fixed device in the proposed system. Therefore, routes

from each relay device to a sink device are almost static. The proposed scheme

assigns a special period for a route management to decrease power consumption.

As a result, each relay device can sleep during the route management slots when it

has an available route. The route management slots consist of three slots: a route

request slot, a route reply slot, and a route construction slot. The route request slot
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is a special period to request a new route to neighbor devices. The route reply slot

is a special period to inform an available route information to the requested device.

The route construction slot is a period to construct a route between an upstream

device and the requested device in a three-way handshake procedure.

∙ Sensing data collection slot

Mobile sensor devices move in a sensing area. Therefore, reconstructing of a route

to the sink device is a considerable overhead. The proposed frame assigns a unique

time slot for collecting sensing data. All relay devices listen the channel during the

sensing data collection slot to receive a data message from neighbor mobile sensor

devices. The received data messages are forward to the sink device.

∙ Data forwarding slots

Sensor network systems typically employ a large number of relay devices. There-

fore, transmission range of each relay device is typically overlapped. As conse-

quence, signal interference among neighbor relay devices may deteriorate

communication performance. The proposed frame assigns data transmission slot

and acknowledgement slot in the data forwarding slots, and divides each slot to

subslots for each hop count from the sink device. As a result, relay devices, where

their hop count is different, transmit a data message in different timing.

2.2 Routing Control

A routing control is an important function to realize a multi-hop network. Practical

sensor networks require low-power operation for hardware devices to realize a long

lifetime. Therefore, almost all hardware devices support a deep sleep mode that real-

izes a quite low-power operation. Additionally, they have a limited size of memory

space to decrease power consumption. As a result, typical hardware devices require

a simple routing control mechanism to implement a routing protocol.

The proposed routing protocol realizes a tree based route from relay devices to a

sink device because all relay devices forward a data message to the sink device. Each

relay device can construct a route to its own upstream device by exchanging routing

control messages. Each routing control message is presented as follows.

2.3 Routing Control Messages

The proposed routing protocol uses five types of routing control messages: route

request message, route reply message, route construction request message, route con-

struction reply message, and route construction acknowledgement message.

∙ Route request

Route request(RREQ) control messages are to find a device with a route to a sink
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device. Downstream devices without a route broadcast a RREQ message to neigh-

bor upstream devices. The message includes a source address of a device.

∙ Route reply

Route reply(RREP) control messages are to inform an available route to a sink

device to a downstream device that requests a route. Upstream devices with an

available route can transmit a RREP message to a requested downstream device.

The message includes a destination address, a source address, and a hop count

to a sink device. The requested downstream device can select a shortest route by

evaluating the hop count in a RREP message.

∙ Route construction request

Route construction request(RCREQ) messages are to request a route construction

to an upper device. A downstream device selects an adequate upstream device

based on a hop count, and transmits a RCREQ message to the selected upstream

device. The upstream device that receives the RCREQ message starts a route

construction process. The message includes a destination address and a source

address.

∙ Route construction reply

Route construction reply(RCREP) control messages are to inform the start of the

route construction process to the downstream device. The upstream device trans-

mits a RCREP message to the requested downstream device. The message includes

a destination address and a source address.

∙ Route construction acknowledgement

Route construction acknowledgement(RCACK) control messages are to complete

the route construction process to the upstream device. The downstream device

transmits a RCACK message to the own upstream device. The message includes

a destination address and a source address.

2.4 Routing Procedures

Figure 3 shows the route construction procedures for one-hop devices in the proposed

protocol. The figure assumes that a sensor network consists of a sink device and five

relay devices.

In a route request slot, relay devices without an available route try to find a route

to the sink device. In Fig. 3i, relay device R2 and R3 transmit a RREQ message to

neighbor devices. In this situation, the sink device is an only device with an available

route.

In a route reply slot, a device with an available route to the sink device reply a route

reply message to the requested devices. In Fig. 3ii, the sink device replies a RREP

message to relay device R2 and R3. The RREP message contains the address of R2

or R3 as a destination address, the address of the sink device as a source address,

and 0 as a hop count to a sink device.

In a route construction slot, a device that finds an available route constructs a route

to the sink device. In Fig. 3iii, relay device R2 and R3 transmit a RCREQ message

to the sink device. The sink device replies a RCREP message to relay device R2 and
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R3. Finally, relay device R2 and R3 reply a RCACK message to the sink device.

The proposed protocol can build the routes from relay device R2 and R3 to the sink

device through the three-way handshake procedure.

Figure 4 shows the routing procedures for each hop count. The proposed protocol

constructs a route hop by hop to reduce a required memory space for routing infor-

mation. Therefore, the protocol can construct a route for one hop during one frame

period. In Fig. 4i, all relay devices transmit a RREQ message to neighbor devices.

Therefore, the RREQ message from relay device R2 reaches the sink device, relay

device R4 and R5, and the RREQ message from relay device R3 reaches the sink

device and relay device R6. Since relay devices R4, R5 and R6 do not have an avail-

able route, the sink device replies a RREP message to device R2 and R3. Finally,

relay devices R2 and R3 can construct a route during the 1st frame period.



220 K. Naito et al.

In the second frame period, relay devices R4, R5 and R6 transmit a RREQ mes-

sage because they do not have any available route. The RREQ messages from relay

device R4 and R5 reach relay device R2, and the RREQ message from relay device

R6 reaches relay device R3. As a result, relay device R2 replies a RREP message

to relay device R4 and R5, and relay device R3 replies a RREP message to relay

device R6. Finally, the tree based route from the sink device has been constructed

through two frame periods. The proposed protocol constructs a route for one hope

during one frame period. As a consequence, it requires a long period to construct a

full route from a sink device to all relay devices. On the contrary, it requires relay

devices to store neighbor device information to construct a route. Therefore, small

size of memory is sufficient to implement the proposed protocol.

2.5 Data Transmission

The proposed protocol classified data and acknowledgement slots to subslots. Sub-

slots are allocated for relay devices according to a hop count from a sink device.

Therefore, neighbor relay devices with a different hop count use another subslots to

avoid collisions.

Figure 5 shows the example operation of data relaying. The mobile sensor trans-

mits a data message including measured information to neighbor relay devices in
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the sensing data collection slot. Therefore, all relay devices should listen the wire-

less channel to receive a data message. In the example, relay device R5 receives

a data message from the mobile sensor. Since relay device R5 is a two hop count

device, it relays the data message in the subslot for two hop count. Relay device R2

receives a data message from relay device R5 because it knows relay device R5 is the

downstream device. It also replies the acknowledgement message to relay device R5

in the acknowledgement subslot for two hop counts. Then, it relays the data message

in the data subslot for one hop count. The sink device receives a data message from

relay device R2 and replies the acknowledgement message to relay device R2.

3 Experimental Results

We have implemented the proposed protocol on a system-on-chip (SoC) for radio

communication. Table 1 shows the specification of the SoC and Xbee which is a

well known wireless module. Xbee typically requires a master micro-computer board

Table 1 Specifications of TWE-Lite and Xbee

Device TWE-Lite Dip Xbee S1

Development environment TWE-Lite Developing

Software

None

Microcontroller 32 bit RISC (4, 8, 16, 32

[MHz])

None

Memory 32 [KB] RAM, 4 [KB]

EEPROM,

None

and 160 KB Flash Memory

Input DC 2.0–3.6 V [V] 2.8–3.4 [V]

UART 2 None

I2C 1 None

SPI 3 None

AD 10 bit, 4 Channels None

PWM 4 None

GPIO 20 None

Wireless module IEEE 802.15.4 IEEE 802.15.4

Frequency 2.4 [GHz] 2.4 [GHz]

Number of channels 16 16

Modulation scheme O-QPSK, DSSS QPSK DSSS

Bit rate 250 [kbps] 250 [kbps]

Transmission power +2.5 [dBm] +0 [dBm]

Receiver sensitivity −95 [dBm] −92 [dBm]

Consumed power (TX) 15 [mA] 45 [mA]

Consumed power (RX) 17 [mA] 50 [mA]

Consumed power (Sleep) 6 [µA] 10 [µA]
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such as Arduino. Therefore, additional power is required to work with Xbee in practi-

cal implementations. The SoC has a RISC based microcomputer and IEEE 802.15.4

based wireless module. Figure 6 shows the flowchart for the message processing.

Table 2 shows the detail parameters for the proposed frame structure. The devel-

oper software provides a timer event mechanism and a trigger function for receiv-

ing a message. Therefore, the developed software implements the slot based oper-

ation with the timer event mechanism to realize a sleep operation. Additionally, it

also classified the original messages by using the trigger function for receiving a

message.

We assumed the device location in Fig. 7. We have set up a small sensor network

system due to a limitation of an experimental space. The dot lines mean the con-

structed routes in the experiment. The mobile sensor device moves on the solid line,

and transmits data messages to neighbor relay devices. It transmits 122 data mes-

sages during the moving of the mobile sensor device. The sink device receives 223

data messages from the network. In the proposed system, a mobile sensor device does

not construct a route to a network. Therefore, some relay device receives a same data

message from a mobile sensor device. As a result, duplicate data messages may reach

a sink device. In the experiment, the sink device can receive 104 unique data mes-

sages from the mobile sensor device. Therefore, the arrival rate of each data message

is 85 [%] because the developed software does not perform a retransmission for a lost
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Table 2 Frame format

parameters
Device TWE-Lite Dip

Number of devices Sink device:1, Relay

devices:6, Mobile device:1

Measurement interval 10 [s]

Frame period 10 [s]

TSYNC Slot 200 [ms]

RREQ Slot 200 [ms]

RREP Slot 200 [ms]

RCON Slot 600 [ms]

Sensing data collection Slot 200 [ms]

Data Subslot 300 [ms]

ACK Subslot 100 [ms]

Maximum hop count 10 [hop]

Fig. 7 Device location in

experiment
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Mobile
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message to evaluate the communication performance. Through the experiment, we

can find that the proposed mechanism can implement on typical SoC modules for

IEEE 802.15.4 communication. Therefore, the proposed mechanism is a one of a

feasible protocol for resource-constrained devices.

4 Conclusion

This paper has developed a new mobile sensing platform employing a tree based

sensor network. The mobile sensing platform consists of mobile sensor devices,

relay devices, and a sink device. Relay devices can construct a tree based route
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to the sink device, and can forward data message from mobile sensor devices. We

have developed a special software for wireless module System on Chip (SoC) for

IEEE 802.15.4. The evaluation results show that our protocol can synchronize tim-

ing among relay devices, and can create a tree based route to a sink device. Addition-

ally, they can find that mobile sensor devices inform measured data to a sink device

through relay devices.
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