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Preface

The workshop “Singularities in geometry, topology, foliations and dynamics” took
place in Mérida, Mexico, from December 8 to 19, 2014. It was a celebration of José
Seade’s 60th birthday. This meeting was preceded by a two week long school, held
at the Institute of Mathematics of Universidad Nacional Autónoma de México
(UNAM), in Cuernavaca, Mexico.

de Yucatán, located in downtown in Mérida. It was supported and financed by
various entities of UNAM (Instituto de Matemáticas, Posgrado de Matemáticas,
Dirección General de Asuntos del Personal Académico), as well as by the Consejo
Nacional de Ciencia y Tecnoloǵıa (CONACyT) and the Abdus Salam International
Centre for Theoretical Physics (ICTP). The main organizing institution was the
Institute of Mathematics of UNAM.

During the two weeks of the workshop, a total of forty-four plenary talks were
presented, as well as ten poster presentations. There were a total of 121 participants
coming from 14 different countries, a list of which appears below. The themes in
singularity theory discussed at this meeting include the topology of singularities
and characteristic classes, resolutions of spaces and of foliations, contact structures,
Milnor fibrations, metric and bi-Lipschitz behaviour, equisingularity, moduli of
spaces and foliations, among others.

José Seade, also known to his colleagues as Pepe Seade, was originally trained
as an algebraic topologist at the University of Oxford, where he wrote his Ph.D.
thesis under the direction of Brian Steer and Nigel Hitchin. Since his very first
publications he showed his interest into singularities. Over a period of 35 years
of productive research, Pepe’s work in singularity theory has explored a variety
of subthemes: vector fields, characteristic classes, mappings and foliations, Milnor
fibrations, contact structures, and the topology of local singularities. Even then, his
strong dedication to the field of singularities has not prevented him from working
in other fields, such as Kleinian groups and dynamical systems, where his research
has also had an unmistakable impact. Since 1981, Pepe has published 63 research
papers as well as 4 books. Two of his books have been awarded the Ferran Sunyer
i Balaguer prize: one a book on the topology of singularities and the other a book
on complex Kleinian groups.

Pepe has also played an important role in integrating the Mexican mathemat-
ical community into a variety of important international mathematical networks.
This is due in large part to his abilities in organizing international meetings and
facilitating the formation of research groups, as well as his readiness to help young
people obtain financial support or make scientific contacts abroad. These activities
– in Mexico, America, and worldwide – have helped make Mexico an international
center for singularity theory.

These are just some of the reasons explaining why so many mathematicians
from all over the world attended the workshop.

vii
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viii Preface

This volume consists of 13 original research articles – submitted by some of
the participants of the workshop – covering various aspects of singularity theory.
At least one co-author of each paper was present at the conference or took part in
its preparation.

The scientific committee of the workshop consisted of Roberto Callejas-
Bedregal (Universidade Federal da Paráıba, Brazil), José Luis Cisneros-Molina
(UNAM, Cuernavaca, Mexico), Javier Fernández de Bobadilla (Instituto de Cien-
cias Matemáticas, Spain; Institute for Advanced Study, Princeton, USA), Xavier
Gomez-Mont (CIMAT, Mexico), Renato Iturriaga (CIMAT, Mexico), Anatoly Lib-
gober (University of Illinois at Chicago, USA), David Massey (Northeastern Uni-
versity, USA), Mutsuo Oka (Tokyo University of Science, Japan), Anne Pichon
(Institut de Mathématiques de Luminy, France), Marcelo Saia (ICMC, USP, São
Carlos, Brazil), Jawad Snoussi (UNAM, Cuernavaca, Mexico), Mark Spivakovsky
(Institut de Mathématiques de Toulouse, France), Alberto Verjovsky (UNAM,
Cuernavaca, Mexico).

The organizing committee in Mexico consisted of Vanessa Alderete (UNAM,
Cuernavaca), Waldemar Barrera (UADY, Mérida), Omegar Calvo (CIMAT, Gua-
najuato), José Luis Cisneros-Molina (UNAM, Cuernavaca), Jesús Muciño (UNAM,
Morelia), Juan Pablo Navarrete (UADY, Mérida), Ramón Peniche Mena (UADY,
Mérida), Jawad Snoussi (UNAM, Cuernavaca), Manuel Alejandro Ucan Puc
(UNAM, Cuernavaca).

The editorial committee of this volume comprises José Luis Cisneros-Molina
(Instituto de Matemáticas UNAM, Unidad Cuernavaca, Mexico), Mutsuo Oka
(Tokyo University of Science, Japan), Dũng Tráng Lê (Université Aix-Marseille,
France) and Jawad Snoussi (Instituto de Matemáticas UNAM, Unidad Cuer-
navaca, Mexico)

The members of the editorial committee are grateful to all the referees who
did a fantastic job in reviewing all the submitted papers, sometimes proposing
interesting and useful modifications. We would like also to thank the entire team
of the Trends in Mathematics series for their wonderful work.

Acknowledgments. We are grateful to the Consejo Nacional de Ciencia y Tec-
noloǵıa (CONACyT) for his financial support to the meeting through the grant
CONACyT 224652. We also acknowledge the support of CONACyT-CNRS-
LAISLA. The first editor was supported by the grants UNAM-DGAPA-PAPIIT
IN106614 and CONACyT 253506. The fourth editor was supported by the grant
UNAM-DGAPA-PAPIIT 107614.
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Mexico

Ilyashenko Yuli Speaker
Cornell University, USA

Inuma Zamora Francisco Miguel Participant
Universidade Federal do Rio de Janeiro, Brazil

Jaurez Rosas Jessica Angélica Participant
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Pérez Esteva Salvador Participant
Instituto de Matemáticas, Unidad Cuer-
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Rodŕıguez Guzmán Diego Participant
IMPA, Brazil

Romano Velázquez Faustino Agust́ın Participant
Instituto de Matemáticas, Unidad Cuer-
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Saia Marcelo José Scientific Committee
Universidade de São Paulo, Brazil

San Saturnino Jean-Christophe Participant
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Instituto de Matemáticas, Unidad Cuer-
navaca, Universidad Nacional Autónoma de
Mexico

Uribe Vargas Ricardo Speaker
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Extending the Action of Schottky Groups on
the Complex Anti-de Sitter Space to the
Projective Space

This paper is dedicated to Pepe Seade in celebration of his 60th Birthday Anniversary.

Abstract. In this article we show that if a complex Schottky group, acting on
the complex anti-de Sitter space, acts on the corresponding projective space
as a Schottky group, then the space has signature (k, k). As a consequence,
we are able to show the existence of complex Schottky groups, acting on PnC ,
such that the complement of whose Kulkarni’s limit set is not the largest open
set on which the group acts properly and discontinuously. This is the starting
point towards the understanding of the notion of the role of limit sets in the
higher-dimensional setting.

Mathematics Subject Classification (2000). Primary 37F30, 32M05, 32M15;
Secondary 30F40, 20H10, 57M60.

Keywords. Schottky groups in higher dimensions, limit sets, complex hyper-
bolic spaces.

Introduction

Classical Schottky groups in PSL(2,C) play a key role in both complex geometry
and holomorphic dynamics. On one hand, Koebe’s Retrosection Theorem says that
every compact Riemann surface can be obtained as the quotient of an open set
in the Riemann sphere which is invariant under the action of a Schottky group.
On the other hand, the limit sets of Schottky groups have a rich and fascinating
geometry and dynamics, which has inspired much of the current knowledge we
have about fractal sets and 1-dimensional holomorphic dynamics. In this article

Supported by grants of the PAPIIT’s projects IN106814, IN108214 and IN102515 and CONA-
CYT’s project 164447.

© Springer International Publishing Switzerland 2017 
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2 V. Alderete, C. Cabrera, A. Cano and M.

we study the behavior of complex Schottky groups in PU(k, l) acting on Pk+l−1
C .

More precisely we show:

Theorem 0.1. If a purely loxodromic free discrete subgroup of PU(k, l) acts as a

complex Schottky group on Pk+l−1
C , then k = l. Moreover in this case,

1. the group Γ acts as a complex Schottky group on the complex anti-de Sitter
space;

2. the limit set ΛPA(Γ) is contained in the complex anti-de Sitter space and

homeomorphic to the product C × Pk−1
C , where C is the triadic Cantor set.

The limit set ΛPA(Γ) will be defined in Theorem 1.9. As a partial reciprocal
of the previous theorem we have:

Theorem 0.2. Let Γ ⊂ PU(k, k) be a group acting as a complex Schottky group
on the complex anti-de Sitter space. If Γ is generated by γ1, . . . , γn, then there is
N ∈ N such that ΓN = 〈〈γN1 , . . . , γNn 〉〉 acts as a complex Schottky group on P2k−1

C .

The paper is organized as follows: in Section 1, we review some general facts
and introduce the notation used along the text. In Section 2, we answer a question
by J. Parker showing that no complex Schottky group is hyperbolic. In Section
3, we provide a lemma that helps us to describe the dynamics of compact sets.
Finally, in Section 4, we provide a proof of the main results of this article.

1. Preliminaries

1.1. Projective Geometry

The complex projective space PnC is defined as:

PnC = (Cn+1 \ {0})/C∗ ,
where C∗ acts by the usual scalar multiplication. This is a compact connected
complex n-dimensional manifold equipped with the Fubini-Study metric dn.

If [ ] : Cn+1 \ {0} → PnC is the quotient map, then a non-empty set H ⊂ PnC
is said to be a projective subspace of dimension k if there is a C-linear subspace

H̃ of dimension k + 1 such that [H̃ \ {0}] = H. In this article, e1, . . . , en+1 will
denote the standard basis for Cn+1.

Given a set of points S in PnC, we define:

Span(S) =
⋂
{P ⊂ PnC | P is a projective subspace containing S}.

Clearly, Span(S) is a projective subspace of PnC.

1.2. Projective and Pseudo-projective Transformations

Every linear isomorphism of Cn+1 defines a holomorphic automorphism of PnC.
Also, it is well known that every holomorphic automorphism of PnC arises in this
way. The group of projective automorphisms of PnC is defined by:

PSL(n+ 1,C) := SL(n+ 1,C)/C∗,

Mend ze´
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where C∗ acts by the usual scalar multiplication. Then PSL(n + 1,C) is a Lie
group whose elements are called projective transformations. We denote by [[ ]] :
SL(n+ 1,C)→ PSL(n+ 1,C) the quotient map. Given γ ∈ PSL(n+ 1,C), we say
that γ̃ ∈ SL(n+ 1,C) is a lift of γ if [[γ̃]] = γ.

1.3. Complex Anti-de Sitter Space and its Isometries

Let us start by constructing the complex anti-de Sitter space. To do that consider
the following Hermitian matrix:

H =



1

. .
.

1
Idl−k

1

. .
.

1


where Idl−k denotes the identity matrix of size (l−k)×(l−k), and the off-diagonal
blocks in the upper right and the lower left are of size k × k. We set

U(k, l) = {g ∈ GL(k + l,C) : gHg∗ = H}

and denote by 〈, 〉 : Cn+1 → C the Hermitian form induced by H. Clearly, 〈, 〉 has
signature (k, l), and U(k, l) is the group preserving 〈, 〉, see [11]. The respective
projectivization PU(k, l) preserves the set

Hk,lC = {[w] ∈ PnC | 〈w,w〉 < 0},

which is the pseudo-unitary complex ball. We call the boundary, denoted by ∂Hk,lC ,
the complex anti-de Sitter space. In the rest of the article we will be interested in
studying those subgroups of PSL(n+ 1,C) preserving the pseudo-unitary complex
ball.

Given a projective subspace P ⊂ PnC we define

P⊥ = [{w ∈ Cn+1 | 〈w, v〉 = 0 for all [v] ∈ P} \ {0}].

An important tool in this work is the following result, see [6, 11].

Theorem 1.1 (Cartan Decomposition). For every γ ∈ PU(k, l) there are elements
k1, k2 ∈ PU(n+1)∩PU(k, l) and a unique µ(γ) ∈ PU(k, l), such that γ = k1µ(γ)k2

and µ(γ) have a lift in SL(n+ 1,C) given by
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

eλ1(γ)

. . .

eλk(γ)

1
. . .

1
e−λk(γ)

. . .

e−λ1(γ)


, (1.1)

where λ1(γ) ≥ λ2(γ) ≥ . . . ≥ λk(γ) ≥ 0.

1.4. Pseudo-projective Transformations

The space of linear transformations from Cn+1 to Cn+1, denoted by M(n+ 1,C),
is a linear complex space of dimension (n + 1)2. Note that GL(n + 1,C) is an
open dense set of M(n + 1,C). Hence PSL(n + 1,C) is an open dense set in
QP(n + 1,C) = (M(n + 1,C) \ {0})/C∗; the latter is called the space of pseudo-

projective maps. Let M̃ : Cn+1 → Cn+1 be a non-zero linear transformation and

Ker(M̃) be its kernel. We denote by Ker([[M̃ ]]) the respective projectivization.

Then M̃ induces a well defined map [[M̃ ]] : PnC \Ker([[M̃ ]])→ PnC given by

[[M̃ ]]([v]) = [M̃(v)] .

The following fact shows that we can find sequences in QP(n + 1,C) such that
the convergence as a sequence of points in a projective space coincides with the
convergence as a sequence of functions.

Proposition 1.2 (See [4]). Let (γm) ⊂ PSL(n + 1,C) be a sequence of distinct
elements, then

1. there are a subsequence (τm) ⊂ (γm) and τ0 ∈ M(n + 1,C) \ {0} such that
τm m→∞

// τ0 as points in QP(n+ 1,C);

2. if (τm) is the sequence given by the previous part of this lemma, then
τm m→∞

// τ0, as functions, uniformly on compact sets of PnC \Ker(τ0).

We need the following lemmas. Further details and the proof of the next one
can be found in [3].

Lemma 1.3. Let (γm), (τm) ⊂ PSL(n+ 1,C) be sequences such that γm m→∞
// γ0

and τm m→∞
// τ0. If Im(τ) ∩Ker(γ) 6= ∅, then

γmτm m→∞
// γ0τ0.

For the proof and details of the next lemma, see [4].

Mend ze´
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Lemma 1.4. Let γ ∈ PU(1, n) be a loxodromic element with attracting fixed point
a ∈ ∂HnC and repelling fixed point r ∈ ∂HnC, then γm

m→∞
// a uniformly on com-

pact sets of PnC \ r⊥.

1.5. The Grassmanians

Let 0 ≤ k < n, we define the Grassmanian Gr(k, n) as the space of all k-
dimensional projective subspaces of PnC endowed with the Hausdorff topology. One
has that Gr(k, n) is a compact, connected complex manifold of dimension k(n−k).
A method to realize the Grassmanian Gr(k, n) as a subvariety of the projective

space of the (k + 1)-th exterior power of Cn+1, in symbols P(
∧k+1 Cn+1), is done

by the so called Plücker embedding which is given by

ι : Gr(k, n)→ P(
k+1∧

Cn+1)

ι(V ) 7→ [v1 ∧ · · · ∧ vk+1],

where Span({v1, · · · , vk+1}) = V . We can induce an action of PSL(n + 1,C) on

Gr(k, n) and P(
∧k+1 Cn+1) as follows:

Let [[T ]] ∈ PSL(n+1,C), take W = Span({w1, . . . , wk+1}) ∈ Gr(k+1, n+1)

and a point w = [w1 ∧ · · · ∧ wk+1] ∈ P(
∧k+1 Cn+1). Now set

T (W ) = Span([[T ]](w1), . . . , [[T ]](wk+1))

and
k+1∧

T (w) = [T (w1) ∧ · · · ∧ T (wk+1)],

then we have the following commutative diagram:

Gr(k, n)

ι
��

T // Gr(k, n)

ι
��

P(
∧k+1 Cn+1)

∧k+1 T// P(
∧k+1 Cn+1).

(1.2)

1.6. The Kulkarni Limit Set

When we look at the action of a group on a general topological space, there is no
natural notion of a limit set. A nice starting point is the so-called Kulkarni limit
set (see [7]).

Definition 1.5. Let Γ ⊂ PSL(n+ 1,C) be a subgroup. We define

1. the set Λ(Γ) as the closure of the set of cluster points of Γz, where z runs
over PnC;

2. the set L2(Γ) as the closure of cluster points of ΓK, where K runs over all
the compact sets in PnC \ Λ(Γ);

3. the Kulkarni limit set of Γ as:

ΛKul(Γ) = Λ(Γ) ∪ L2(Γ);
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4. the Kulkarni region of discontinuity of Γ as:

ΩKul(Γ) = PnC \ ΛKul(Γ).

For a more detailed discussion on this topic in the 2-dimensional setting
see [3]. The Kulkarni limit set has the following properties (see [3, 4, 7]).

Proposition 1.6. Let Γ be a complex Kleinian group. Then:

1. The sets ΛKul(Γ), Λ(Γ), L2(Γ) are Γ-invariant and closed.
2. The group Γ acts properly discontinuously on ΩKul(Γ).
3. Let C ⊂ PnC be a closed Γ-invariant set such that for every compact set
K ⊂ PnC \ C, the set of cluster points of ΓK is contained in Λ(Γ) ∩ C, then
ΛKul(Γ) ⊂ C.

4. The equicontinuity set of Γ is contained in ΩKul(Γ).

1.7. Complex Schottky Groups

Recall the classification of projective transformations (see [2]):

Definition 1.7. Let γ ∈ PSL(n+ 1,C), then γ is said to be

1. loxodromic if γ has a lift γ̃ ∈ SL(n + 1,C) such that γ̃ has at least one
eigenvalue outside the unit circle;

2. elliptic if γ has a lift γ̃ ∈ SL(n + 1,C) such that γ̃ is diagonalizable and all
of its eigenvalues are in the unit circle;

3. parabolic if γ has a lift γ̃ ∈ SL(n + 1,C) such that γ̃ is non-diagonalizable
and all of its eigenvalues are in the unit circle.

Complex Schottky groups are defined as follows, compare with definitions
in [5, 8, 9, 12,13].

Definition 1.8 (See [1]). Let Γ ⊂ PSL(n+1,C); we say that Γ is a complex Schottky
group acting on PnC with g generators if

1. there are 2g, for g ≥ 2, open sets R1, . . . , Rg, S1, . . . , Sg satisfying the follow-
ing properties:
(a) each of these open sets is the interior of its closure,
(b) the closures of the 2g open sets are pairwise disjoint;

2. the group has a generating set {γ1, . . . , γg} with the property γj(Rj) = PnC\Sj
for each j.

Examples of complex Schottky groups were constructed by A. Guillot, C.
Frances, M. Mendez, M. W. Nori, J. Seade and A. Verjovsky, see [5,8,9,12–16]. A
standard result is the following.

Theorem 1.9 (See [1]). Let Γ ⊂ PSL(n + 1,C) be a complex Schottky group with
g generators, then Γ is a purely loxodromic free group with g generators. If D =⋂g
j=1 PnC \ (Rj ∪Sj), then ΩΓ = ΓD is a Γ-invariant open set where Γ acts properly

discontinuously. Moreover, ΩΓ has compact quotient and the limit set ΛPA(Γ) =
PnC \ ΩΓ is disconnected.

In Section 4 we give an example of a group Γ for which ΛKul(Γ) 6= ΛPA(Γ).

Mend ze´
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2. Complex Schottky Groups Cannot be Hyperbolic Ones

Now we address the following question by J. Parker: If Γ is a purely loxodromic
free discrete subgroup of PU(1, n), is it true that Γ is a complex Schottky group?
The answer is no, and this is the content of the following.

Theorem 2.1. Let Γ ⊂ PSL(n + 1,C) be a complex Schottky group acting on Pn
C
,

then Γ can not be conjugate to a subgroup of PU(1, n).

Proof. On the contrary, let us assume that there is a complex Schottky group
Γ ⊂ PSL(n + 1,C) acting on Pn

C
which is conjugate to a subgroup of PU(1, n).

Let γ be a generator of Γ; by Theorem 1.9, we know that γ is loxodromic. Let
γ̃ ∈ SL(n+1,C) be a lift of γ. It is a well-known fact, see [11], that after conjugating
by a projective transformation, we have:

γ̃ =

⎛⎜⎜⎜⎜⎜⎝
re2πiφ

e2πiφ1

. . .

e2πiφn−1

r−1e−2πiφ

⎞⎟⎟⎟⎟⎟⎠
where Πn−1

j=1 e
2πiφj = 1. If R and S are the sets associated to γ, as in the definition

of complex Schottky group, then:

Claim 1. We have {[e1], [en+1]} ⊂ R ∪ S. Let us assume that [e1] /∈ R ∪ S. In this
case [e1] ∈ Pn

C
\S = γR, then [e1] = γ−2([e1]) ∈ γR ⊂ R, which is a contradiction.

Similarly, one can show that [en+1] ∈ R ∪ S.

In the following we will assume that [e1] ∈ R and [en+1] ∈ S.

Claim 2. It is verified that P = 〈〈[e2], . . . , [en]〉〉 ⊂ ΛΓ. It is clear that given
any point x in P , there is a sequence nm ∈ Z of distinct numbers such that
γnmx

m→∞ �� x, thus x cannot belong to any region where the group Γ acts properly

discontinuously. In particular x ∈ ΛΓ.

Observe that since [e1] and [en+1] have infinite isotropy group, we can deduce that
{[e1], [en+1]} ⊂ ΛΓ. The following is a reminiscent of the Lambda Lemma due to
J.P. Navarrete, see [10].

Claim 3. Either �1 = 〈〈[e1], [e2]〉〉 ⊂ ΛΓ or �2 = 〈〈[e2], [en+1]〉〉 ⊂ ΛΓ. Let us assume
that r < 1 and �2 � ΛΓ, then there is q ∈ ΩΓ ∩ �2. Define � = 〈〈q, r〉〉, where
r ∈ �1 \ {[e1], [e2]}, then γm�

m→∞ �� �1. Thus given any z ∈ �1 there is a sequence

(zm) ⊂ � such that zm m→∞ �� z0 ∈ � and γzm m→∞ �� z, in virtue of Lemma 1.4,

it is clear that z0 = q, therefore z ∈ ΛΓ, which completes this claim.

Through similar arguments one can show:

Claim 4. There is τ : P → P conjugate to an element in SU(n − 1), such that
given z ∈ P either 〈〈z, [e1]〉〉 ⊂ ΛΓ or 〈〈τz, [en+1]〉〉 ⊂ ΛΓ.
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After all these claims we conclude the proof of the Theorem. Since [e1] and [en+1]
lie in different connected components of ΛΓ we deduce that either [e1]⊥ ⊂ ΛΓ

or [en+1]⊥ ⊂ ΛΓ. But Γ is a free group thus Γ can not be elementary. Then
[e1]⊥ ⊂ ΛΓ ∪ [en+1]⊥ ⊂ ΛΓ, which is a contradiction. Hence Γ is not a complex
Schottky group. �

3. The λ-lemma

In [5], C. Frances studied Lorentzian Kleinian groups in several dimensions. On
her Ph.D thesis (see [9]), M. Mendez developed Frances ideas and techniques. In
particular, she proved Lemma 3.1 and applied it to the study of complex orthogonal
Kleinian groups in dimension three. The techniques in [9] allow us to compute, in
a very precise way, the accumulation points of orbits of compact sets of divergent
sequences of PU(k, l). In this section we present these techniques which will be
very useful in the study of complex Schottky groups in higher dimensions.

Recall that a divergent sequence (gm) in a topological space X is a sequence
leaving every compact set in X. If (gm) ⊂ Γ ⊂ PU(k, l) is a divergent sequence and

x is a point in Pk+l−1
C , we define D(gm)(x) as the set of all the accumulation points

of sequences of the form (gm(xm)), where (xm) ⊂ Pk+l−1
C is a sequence converging

to x.

The following key lemmas, proved by M. Méndez (see [Men15]), will help to
determine the sets D(gm)(x).

Lemma 3.1. Let (um), (ûm), (gm) ⊂ PU(k, l) be sequences and U ⊂ Pk+l−1
C a non-

empty open set. If u = lim
m→∞

um and û = lim
m→∞

ûm, then

D(umgmûm)(U) = u
(
D(gm)û(U)

)
. (3.1)

Lemma 3.2. Let us consider the closed polydisc Bε(z) = Iε(z1) × · · · × Iε(zk+l),
where Iε(y) denotes the closed disc of C of center y and radius ε. If (gm) ⊂ U(k, l)
is a divergent sequence and [gm(Bε(z))] m→∞

// B∞ε ([z]) in the Hausdorff topology,

then

D([[gm]])([z]) =
⋂
ε>0

B∞ε ([z]). (3.2)

Now we specify the ways on which a sequence diverges using Cartan Decom-
position given in Theorem 1.1.

Definition 3.3. Let (γm) ⊂ U(k, l) be a divergent sequence. We will say that (γm)
tends simply to infinity if

1. the compact factors in the Cartan Decomposition of γm converge in
U(k + l) ∩ U(k, l);

Mend ze´
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2. there are s natural numbers n1, . . . , ns ∈ N such that
∑s

j=1 nj = k, and

corresponding sequences (α1m), (α2m), . . . , (αsm) ⊂ R, and block matrices
(D1m) ⊂ GL(n1,R), . . . , (Dsm) ⊂ GL(ns,R) with det(Dim) = 1 satisfying

μ(Am) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

eα1mD1m

. . .

eαsmDsm

1

. . .

1

e−αsmD−1
sm

. . .

e−α1mD−1
1m

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where the differences αim − αjm m→∞ �� ∞, for i > j, and the blocks Dim

converge to some Di ∈ GL(ni,R) as m → ∞. Moreover, we will say that
(γm) tends strongly to infinity if αsm m→∞ �� ∞.

In order to generalize Theorem 2.1 to higher dimensions, the following propo-
sition is essential.

Proposition 3.4. Let (Am) ⊂ U(k, l) be a sequence tending strongly to infinity,
then there are:

• s natural numbers n1, . . . , ns ∈ N,
• (2s+ 1) pairs of projective subspaces P+

1 , . . . , P+
2s+1, P

−
1 , . . . , P−

2s+1,
• a pseudo-projective transformation Π+ ∈ QP(n,C), and
• a set of projective equivalences F = {γi : P−

i → P+
i }2s+1

i=2 ,

satisfying:

1. Im(Π+) = P+
1 .

2. Ker(Π+) = Span(
⋃2s+1

j=2 P−
j ).

3. dim(Span(
⋃2s+1

j=1 P±
j )) = 2s+ 1 +

∑2s+1
j=1 dim(P±

j ) = k + l − 1.

4. It holds [[Am]]
m→∞ �� Π+, in consequence

D([[Am]])(x) = Π+(x),

for each x ∈ Pk+l−1 \Ker(Π+).
5. Given j ∈ {2, . . . , 2s}, y ∈ P−

j and x ∈Span
(
{y} ∪ ⋃2s+1

i=j+1 P−
i

)
\Span

(⋃2s+1
i=j+1 P−

i

)
,

we have

D([[Am]])(x) = Span

(
{γj(y)} ∪

j−1⋃
i=1

P+
i

)
.

6. For each x ∈ P−
2s+1 we have

D([[Am]])(x) = Span

⎛⎝{γk(x)} ∪
2s⋃
j=1

P+
j

⎞⎠ .
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Remember that we defined D[[Am]](x) as the set of all the accumulation points
of all images gm(xm) of sequences xm converging to x for divergent gm sequences
in PU(k, l). The previous proposition describes the set D[[Am]](K), where K is a
compacts set, and gives bounds on the dimensions of this accumulation set.

Proof. In virtue of Lemma 3.1, we will restrict to the case where (γm) is a sequence
of diagonal matrices. Take s natural numbers n1, . . . , ns, real valued sequences
(α1m), (α2m), . . . , (αsm), and block matrices (D1m) ⊂ GL(n1,R), . . . , (Dsm) ⊂
GL(ns,R), and let D1, . . . , Ds ∈ GL(ns,R) be as in Definition 3.3. To make nota-
tion simpler, define

Ajm =

⎧⎨⎩
Djm if 1 < j ≤ s,
Id if j = s+ 1,
D2s−j+2,m if s+ 1 < j,

Aj =

⎧⎨⎩
Dj if 1 < j ≤ s,
Id if j = s+ 1,
D2s−j+2 if s+ 1 < j,

and

βjm =

⎧⎨⎩
eαjm if 1 < j ≤ s,
1 if j = s+ 1,
eα2s−j+2,m if s+ 1 < j.

We have

Am =

⎛⎜⎝ β1mA1m

. . .

β2s+1,mA2s+1,m

⎞⎟⎠ .

Since we are in the case where the sequence (γm) consists of diagonal matrices,
the spaces P+

j and P−
j coincide and are given by

P
+
j = P

−
j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Span({[el] : l ∈ {1, . . . , n1}}) if j = 1,

Span({[el] : l ∈ {1 +

j−1∑
i=1

ni, . . . ,

j∑
i=1

ni}}), if 2 < j ≤ s

Span({[el] : l ∈ {1 + k, . . . , l}}) if j = s + 1,
Span({[el] : l ∈ {1 + l, . . . , l + ns}}) if j = s + 2,

Span({[el] : l ∈ {1 + l +

j−s−3∑
i=0

ns−i, . . . , l +

j−s−2∑
i=0

ns−i}}) if s + 2 < j ≤ 2s + 1;

the pseudo-projective transformation is

Π+ =

[
A1

0

]
,

and

γj = [[Aj ]].

When the maps γn are not diagonal, the left and right actions given by the
Cartan Decomposition of the elements γn induce different projective spaces P+

j

and P−
j .

We have that Im(Π+) = P+
1 , Ker(Π+) = Span(

⋃2s+1
j=2 P−

j ) and k + l − 1 =

dim(Span(
⋃2s+1

j=1 P±
j )) = 2s+ 1 +

∑2s+1
j=1 dim(P±

j ).
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Let us show 4. Since γm n→∞ �� Π+ as pseudo-projective transformations,

we conclude γm|K n→∞ �� Π+|K uniformly. In consequence D(γm)(x) = Π+(x) for

every x ∈ Pk+l−1
C

\Ker(Π+).

Part 5. Given j ∈ {2, . . . , 2s}, y ∈ P−
j and x ∈ Span

(
{y} ∪⋃2s

i=j+1 P
−
i

)
\

Span
(⋃2s

i=j+1 P
−
i

)
. Then there is Y ∈ Cnj \{0} and w ∈ Cñ where ñ =

∑2s+1
i=j+1 ni

and such that x = [0, Y, w].
Let Bε(x̃) be the polydisc centered a x̃ = (0, Y, w) with radius ε then

[Am(Bε(x̃))] =

[
Πj−1

i=1

βi,m

βj,m
AimBε(0)×Aj,mBε(Y )×Π2s+1

i=j+1

βi,m

βj,m
AimBε(w)

]
,

thus we have the following limit in the Hausdorff topology:

[Am(Bε(x̃))] m→∞ �� B∞
ε (x̃) =

[
Πj−1

i=1C
ni ×Aj(Bε(Y ))× {0}

]
,

see [9] for a detailed discussion on this limit. By Lemma 3.2, we conclude

D([[Am]])(x) = Span

(
{γj(y)} ∪

j−1⋃
i=1

P+
i

)
,

which completes this part of the proof. The last part of this lemma can be proved
analogously to part 2. �

Now, after this technical step, we give some applications in the following
section.

4. Complex Schottky Groups in PU(k, l)

From the works of A. Guillot-M. Mendez (see [9]) and C. Frances (see [5]), it is
known that we can construct complex Schottky groups acting in P3

C
that admit

representations on PU(2, 2). Hence a natural question is:
Under which conditions is a discrete group Γ in PU(k, l) a complex Schottky

group?
The following are auxiliary lemmas to answer this question:

Lemma 4.1. Let γ ∈ PSL(n,C) be a non-elliptic element. If there is a sequence
(nm) ⊂ Z of distinct elements such that there is a point p and a hyperplane H
satisfying γnm

m→∞ �� p uniformly on compact sets of Pn−1
C

\ H, then p is a fixed

point of γ.

The proof is contained in [2]. Now we show:

Lemma 4.2. Let ([[Tm]]) be a sequence of different elements of PSL(k + l,C)
such that there is a point p = [w1 ∧ · · · ∧ wk] and a hyperplane H satisfying
[[∧kTm]]

m→∞ �� p uniformly on compact sets of P(∧k(Ck+l)) \ H. Then for all

U ∈ Gr(k, k + l) \ ι−1H we have that Tm(U) converges to W = Span(w1, . . . , wk)

in Pk+l
C

in the Hausdorff topology.



12 V. Alderete, C. Cabrera, A. Cano and M.

Proof. To prove this lemma observe that the Plücker Embedding restricted to
Gr(k, k + l) is an isomorphism. Then by the Commutative Diagram 1.2, we have
that for every U = Span({u1, . . . , uk}) ∈ Gr(k, k+ l)\ ι−1H the sequence (Tm(U))
converges to W = Span({w1, . . . , wk}) as points in Gr(k− 1, k+ l). Thus (Tm(U))

converges to W as closed sets of Pk+l
C , in the Hausdorff topology. �

The following theorem answers the question posed at the beginning of this
section. It gives a necessary condition under which a discrete group Γ in PU(k, l)
is a complex Schottky group.

Theorem 4.3. If a purely loxodromic free discrete subgroup of PU(k, l) is a complex
Schottky group, then k = l.

Proof. Let us proceed by contradiction. Suppose that k < l and let Γ ⊂ PU(k, l)
as in the hypothesis. Take a generator γ ∈ Γ and let γ̃ ∈ U(k, l) be a lift of γ.
Consider the Cartan Decomposition of γ̃m, then we obtain sequences (cm) and
(c̄m) in K and (Am) in U(k + l) satisfying γ̃m = cmAmc̄m.

Since (cm) and (c̄m) lie in a compact set, there is a subsequence (ms) ⊂ (m)
and elements C and C̄ in K such that cms converges to C and c̄ms converges to
C̄. Clearly, we can assume that (γms) tends simply to infinity and in the following
we will assume that (γms) tends strongly to infinity. The proof of the other case
is similar. We claim that there exist projective subspaces P and Q, satisfying the
following properties:

1. The dimensions satisfy dimP = dimQ = k − 1.
2. The spaces P,Q are invariant under the action of γ. Moreover, P is attracting

and Q is repelling.
3. If Rγ , Sγ are the disjoint open sets associated to γ given in the definition of

a complex Schottky group, then either P ⊂ Rγ and Q ⊂ Sγ , or Q ⊂ Rγ and
P ⊂ Sγ . In particular, it follows that P and Q are also disjoint and lie in
distinct connected components of ΛAP (Γ).

4. We have P⊥ * ΛAP (Γ) and Q⊥ * ΛAP (Γ).

Set P and Q the projectivizations of the spaces P ′ = C(Span({e1, . . . , ek}))
and Q′ = C̄−1(Span({el+1, . . . , ek+l})). The first part of the claim follows by
construction. Let us show part (2), consider the action of ∧kAnm on ∧kCk+l, then
a straightforward calculation shows the matrix of ∧kAnm with respect the standard
ordered basis β of ∧kCk+l is given by:

Am =


θ1

θ2

. . .

θ(kn)

 ,

where θi is the product of k elements taken from the set {eλi,m(γnm )} and ordered
in the lexicographical order in (i,m). In fact θ1 > θ2 > · · · > θ(kn)

. Hence [[Am]]

converges to x = [e1∧· · ·∧ek] uniformly on compact sets of P(∧k(Ck+l))\Span(β\

Mend ze´
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{x}). Therefore by Lemma 1.3, we conclude that [[∧kγ̃ms ]] converges to the point
[[∧kC]][e1 ∧ · · · ∧ ek] uniformly on compact sets of P(∧k(Ck+l)) \ [∧kC̄−1] Span(β \
{x}). Finally, from Lemma 4.1 we conclude that x is a fixed point of [[∧kγ̃ms ]], in
consequence P = [C] Span({[e1], . . . , [ek]}) is attracting and invariant under γ. In
a similar way, we can prove that Q is repelling and invariant.

Part 3. On the contrary, assume that there is x ∈ P ∩Pk+l−1
C \ (Rγ ∪Sγ) 6= ∅,

then there exists an open set U such that x ∈ U ⊂ Pk+l−1
C \ΛPA(Γ). By Proposition

3.4, we conclude that

Q⊥ ⊂ D(γnm )(x) ⊂
⋂
m∈N

γmSγ ⊂ Sγ .

Let γ1 ∈ Γ be a generator of Γ distinct from γ. Define Q1 = γ−1γ1Q
⊥ and observe

that Q1 ⊂ Rγ . As the dimensions of Q1 and Q⊥ are l − k, we have that Q1 ∩Q⊥
is not empty, which leads to a contradiction, because Rγ ∩ Sγ = ∅.

Part 4. Assume that P⊥ ⊂ ΛΓ. By the previous part, we can assume that
P ⊂ Sγ . Let γ1 ∈ Γ be a generator of Γ distinct from γ. By Lemma 4.2 we conclude

that γ−ms(γ1(P )) converges to Q, therefore γ−ms1 (γ(P⊥)) converges to Q⊥. Hence
Q⊥ ⊂ ΛΓ. As P ⊂ P⊥, Q ⊂ Q⊥ and P⊥∩Q⊥ 6= ∅ and all of these spaces are path
connected, which lead us to a contradiction.

To conclude the proof, let p ∈ P⊥ ∩ ΩΓ and q ∈ Q⊥ ∩ ΩΓ. Clearly, we can
assume that p ∈ P⊥ \P and q ∈ P⊥ \Q. By Lemma 3.4 there exist a, b ∈ P⊥∩Q⊥
such that Span(a, P )∪Span(b,Q) ⊂ ΛΓ. But Span(a, P ), Span(b,Q) and P⊥∩Q⊥
are path connected. Then we can construct a path in ΛΓ, passing along a and b
through W and connecting P with Q, which leads to a contradiction. �

With the previous results in mind let us show the main results:

Proof of Theorem 0.1. From Theorem 4.3 we know that every complex Schott-
ky group of PU(k, l) acting on Pk+l−1

C must satisfy that k = l. From the ar-
guments used in the proof of Theorem 4.3 we deduce that there are elements
γ1, . . . , γn ∈ Γ, disjoints open sets R1, . . . , Rn, S1, . . . , Sn and projective spaces
P1, . . . , Pn, Q1, . . . , Qn such that

1. the group Γ is generated by γ1, . . . , γn;
2. we have

⋃n
j=1Rj ∪ Sj 6= P2k−1

C ;

3. the set
⋃n
j=1 Pj ∪Qj is contained in the complex anti-de Sitter space;

4. the generating set satisfies that γj(Rj) = P2k−1
C \ Sj ;

5. for each j ∈ {1, . . . , n} we have Pj ⊂ Rj and Qj ⊂ Sj ;
6. the collection of projective spaces satisfy dim(Pj) = dim(Qj) = k − 1;

7. the set P2k−1
C \ Γ

(⋃n
j=1(Pj ∪Qj)

)
is the largest open set on which Γ acts

properly discontinuously on P2k−1
C .

On one hand this means that Γ acts as a complex Schottky group in the com-
plex anti-de Sitter space, and on the other hand, it is well known that a maximal

open set on which Γ acts properly discontinuously is Γ
(
P2k−1
C \

⋃n
j=1Rj ∪ Sj

)
,
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see [3]. Finally, by well-known arguments of complex Schottky groups, see [16],
we can ensure that ΛPA(Γ) is homeomorphic to the product of a Cantor set with

Pk−1
C , which concludes the proof. �

We continue with the proof of Theorem 0.2.

Proof of Theorem 0.2. Using similar arguments as in the proof of Theorem 4.3, we
can deduce that there are elements γ1, . . . , γn ∈ Γ, disjoint open sets R1, . . . , Rn,

S1, . . . , Sn in ∂Hk,kC and (k−1)-dimensional projective spaces P1, . . . , Pn, Q1, . . . , Qn
in ∂Hk,kC such that:

1. the group Γ is generated by γ1, . . . , γn;

2. we have
⋃n
j=1Rj ∪ Sj 6= ∂Hk,kC ;

3. the generating set satisfies that γj(Rj) = ∂Hk,kC \ Sj ;
4. for each j ∈ {1, . . . , n} we have Pj ⊂ Rj and Qj ⊂ Sj ;
5. the projective space Qj (resp. Pj) is an attracting (resp. repelling) fixed point

for
∧k

γj .

Thus, there are disjoints open sets U1, . . . , Un,W1, . . . ,Wn ⊂ P2k−1
C and n natural

numbers m1, . . . ,mn such that:

1. we have
⋃n
j=1 Uj ∪Wj 6= P2k−1

C ;

2. the generating set satisfies that γ
mj
j (Uj) = P2k−1

C \Wj ;

3. for each j ∈ {1, . . . , n} we have Pj ⊂ Uj and Qj ⊂Wj .

Taking N as the lowest common multiple of (mi) we have that ΓN , the group

generated by {γN1 , . . . , γNn }, is a complex Schottky group acting on P2k−1
C , which

concludes the proof. �

4.1. An example

From the arguments in the proof of the previous Theorem we are able to answer
a question by J. Seade and A. Verjovsky of whether the Kulkarni limit set always
coincides with the limit set of J. Seade and A. Verjovsky.

Proposition 4.4. There exists a complex Schottky group Γ such that the Kulkarni
limit set ΛKul(Γ) is different to ΛPA.

Proof. Let us consider two complex Schottky groups G = 〈γ1, γ2〉 and Ĝ = 〈γ̂1, γ̂2〉
in U(1, 1) such that the corresponding lifts in SL(2,C) of the maps γ1, γ̂1, γ2 and
γ̂2 are diagonalizable and have all pairwise different eigenvalues.

Now construct a new complex Schottky group Γ = 〈σ1, σ2〉, where σi is the
map in U(2, 2) given by

σi =

(
γi

γ̂i

)
.

By construction, Γ is purely loxodromic. The product of the defining curves of
G and Ĝ give corresponding curves for the elements of Γ. Thus Γ is a complex
Schottky group with signature (2, 2).

Mend ze´
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Moreover, for each γ in Γ there is a lift γ̃ in SL(4,C) such that γ̃ is diagonal-
izable with all the eigenvalues pairwise distinct.

By Theorem 0.1, part 2, ΛPA is homeomorphic to C × P1
C.

On the other hand, since Γ is generated by two elements with different eigen-
values, an application of Perron-Frobenius Theorem shows that Λ(Γ) consists of
the union of all eigenvectors of elements in Γ. Indeed, for every element γ of Γ we
have four eigenvectors:

• two repelling eigenvectors, the most repelling eigenvector p1 and the least
repelling p2 contained in the space P ;
• two attracting eigenvectors, the most attracting q1 and the least attracting
q2 contained in the space Q;

where P and Q are the spaces associated to γ constructed in Theorem 4.3. Let L
be the line passing through p1 and p2. Now take a point x ∈ L \ {p1, p2}. Hence
x does not belong to Λ(Γ). By construction, L is one of the projective subspaces
constructed in Proposition 3.4. By Proposition 3.4, if (xn) is a sequence in the
complement of L converging to x then the accumulation set Dγm(x) contains a
space of dimension 3. ButDγm(x) is contained in L2(Γ). Then we have that ΛKul(Γ)
contains subspaces of dimension 3. Hence ΛKul(Γ) 6= ΛPA. �

In the general case, with signature (k, k), we have that ΛKul is a union of
spaces of dimension 2k − 1 whereas ΛΓ is a union of spaces of dimension k.
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Puiseux Parametric Equations via the Amoeba
of the Discriminant
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Abstract. Given an algebraic variety we get Puiseux-type parametrizations
on suitable Reinhardt domains. These domains are defined using the amoeba
of hypersurfaces containing the discriminant locus of a finite projection of the
variety.
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1. Introduction

The theory of complex algebraic or analytic singularities is the study of systems
of a finite number of equations in the neighborhood of a point where the rank of
the Jacobian matrix is not maximal. These points are called singular points.

Isaac Newton in a letter to Henry Oldenburg [14], described an algorithm to
compute term by term local parameterizations at singular points of plane curves.
The existence of such parameterizations (i.e., the fact that the algorithm really
works) was proved by Puiseux [12] two centuries later. This is known as the
Newton-Puiseux theorem and asserts that we can find local parametric equations
of the form z1 = tk, z2 = ϕ(t) where ϕ is a convergent power series.

Singularities of dimension greater than 1 are not necessarily parameterizable.
An important class of parameterizable singularities are called quasi-ordinary. S.S.
Abhyankar proved in [1] that quasi-ordinary hypersurface singularities are param-
eterizable by Puiseux series.
For algebraic hypersurfaces J. McDonald showed in [11] the existence of Puiseux
series solutions with support in strongly convex cones. P.D. González Pérez [8]
describes these cones in terms of the Newton polytope of the discriminant. In [2]
F. Aroca extends this result to arbitrary codimension.

J.L. Cisneros-Molina et al. (eds.), Singularities in Geometry, Topology, Foliations and Dynamics,  
Trends in Mathematics, DOI 10.1007/978-3-319-39339-1 _2 
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In this paper we prove that, for every connected component of the com-
plement of the amoeba of the discriminant locus of a projection of an algebraic
variety, there exist local Puiseux parametric equations of the variety. The series
appearing in those parametric equations have support contained in cones which
can be described in terms of the connected components of the complement of the
amoeba. These cones are not necessarily strongly convex.

The results of Abhyankar [1], McDonald [11], González Pérez [8] and Aroca
[2] come as corollaries of the main result.

2. Polyhedral convex cones

A set σ ⊆ RN is said to be a convex rational polyhedral cone when it can be
expressed in the form

σ = {λ1u
(1) + λ2u

(2) + · · ·+ λMu
(M) | λj ∈ R≥0},

where u(1), . . . , u(M) ∈ ZN . The vectors u(1), . . . , u(M) are a system of generators
of σ and we write

σ = 〈u(1), . . . , u(M)〉.
A cone is said to be strongly convex if it contains no linear subspaces of

positive dimension.
As usual, here x · y denotes the standard scalar product in RN . Let σ ⊂ RN

be a cone. Its dual cone σ∨ is the cone given by

σ∨ := {x ∈ RN | x · u ≥ 0, ∀u ∈ σ}.

Let A ⊆ Rn be a non-empty convex set. The recession cone of A is the cone

Rec(A) := {y ∈ Rn | x+ λy ∈ A, ∀x ∈ A, ∀λ ≥ 0}.

From now on, by a cone we will mean a convex rational polyhedral cone.

Remark 2.1. Given p ∈ RN and a cone σ ⊂ RN , one has,

p+ σ = {x ∈ RN | x · υ ≥ p · υ, ∀υ ∈ σ∨}.

A cone σ ⊂ RN is called a regular cone if it has a system of generators that
is a subset of a basis of ZN .

Remark 2.2. Any rational polyhedral cone σ ⊂ RN is a union of regular cones
(see, for example, [6, section 2.6]).

For a matrix M, we denote by MT the transpose matrix of M.

Remark 2.3. Take u(1), . . . , u(N) ∈ RN and let M be the matrix that has as columns
u(i) i = 1, . . . , N. Suppose that the determinant of M is different from zero. If
σ = 〈u(1), . . . , u(N)〉, then σ∨ = 〈υ(1), . . . , υ(N)〉 where υ(i), i = 1, . . . , N are the
columns of (M−1)T (see, for example, [4, Example 2.13.2.0.3]).
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Lemma 2.4. Let σ = 〈u(1), . . . , u(s)〉 ⊂ RN be an s-dimensional regular cone and
let (u(s+1), . . . , u(N)) be a Z-basis of σ⊥ ∩ ZN . Let M be the matrix that has
u(1), . . . , u(N) as columns and let υ(1), . . . , υ(N) be the columns of (M−1)T . Then

σ∨ = 〈υ(1), . . . , υ(s),±υ(s+1), . . . ,±υ(N)〉.

Proof. Clearly 〈υ(1), . . . , υ(s),±υ(s+1), . . . ,±υ(N)〉 ⊆ σ∨. Let σ′ :=〈u(1), . . . , u(N)〉.
Since 〈υ(1), . . . , υ(N)〉 ⊆ 〈υ(1), . . . , υ(s),±υ(s+1), . . . ,±υ(N)〉, by Remark 2.3,

〈υ(1), . . . , υ(s),±υ(s+1), . . . ,±υ(N)〉∨ ⊆ σ′.

Now let x =
∑N
i=1 λiu

(i) be an element of 〈υ(1), . . . , υ(s),±υ(s+1), . . . ,±υ(N)〉∨.
Since λiu

(i) · υ(i) ≥ 0 and λiu
(i) · −υ(i) ≥ 0, we have that,

λi = 0 for i = s+ 1, . . . , N.

Then, x =
∑s
i=1 λiu

(i). �

3. Amoebas

Consider the map

τ : CN −→ RN≥0

(z1, . . . , zN ) 7→ (|z1|, . . . , |zN |).
(3.1)

A set Ω ⊆ CN is called a Reinhardt set if τ−1(τ(Ω)) = Ω.
Let log be the map defined by

log : RN>0 −→ RN
(x1, . . . , xN ) 7→ (log x1, . . . , logxN ).

(3.2)

We will denote µ := log ◦τ.
A Reinhardt set Ω ⊆ (C∗)N is said to be logarithmically convex if the set µ(Ω) is
convex.
A Laurent polynomial is a finite sum of the form

∑
(α1,...,αN )∈ZN cαX

α where

cα ∈ C. A generalization of Laurent polynomials are the Laurent series (for a
further discussion of Laurent series, see, for example, [13]).

For a Laurent polynomial f we denote by V(f) its zero locus in (C∗)N . Given
a Laurent polynomial f, the amoeba of f is the image under µ of the zero locus
of f, that is,

Af := µ(V(f)).

The notion of amoeba was introduced by Gelfand, Kapranov and Zelevinsky
in [7, Definition 1.4 ]. The amoeba is a closed set with non-empty complement and
each connected component F of the complement of the amoeba Af is a convex
subset [7, Corollary 1.6]. From now on, by complement component we will mean
connected component of the complement of the amoeba. For each complement
component F of Af , we have that µ−1(F) is a logarithmically convex Reinhardt
domain. An example of the amoeba of a polynomial is shown in Figure 1.
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Figure 1. Amoeba of f(x, y) := 50x3 +83x2y+24xy2 +y3 +392x2 +
414xy+ 50y2− 28x+ 59y− 100. (Taken from wikimedia commons, file:
Amoeba4 400.png; Oleg Alexandrov).

Proposition 3.1. Let F be a complement component of Af . The fundamental group
of µ−1(F) is isomorphic to ZN .

Proof. Let x := (x1, . . . , xn) be a point of the complement component F . By
definition,

µ−1(x) = {z = (z1, . . . , zN ) ∈ CN : Log(z) = x}
= {z : (log |z1|, . . . , log |zN |) = (x1, . . . , xN )} = {z : |zi| = exi}.

That is, µ−1(x) is the product of N circles of radius exi . The result follows from
the fact that F is contractible. �

4. The Newton polytope and the order map

Let f =
∑
α∈ZN cαz

α be a Laurent series. The set of exponents of f is the set

ε(f) := {α ∈ ZN | cα 6= 0}.

The set ε(f) is also called the support of f. When f is a Laurent polynomial, the
convex hull of ε(f) is called the Newton polytope of f. We will denote the Newton
polytope by NP(f). For p ∈ NP(f), the cone given by

σp(NP(f)) := {λ(q − p) : λ ∈ R+, q ∈ NP(f)} = R+(NP(f)− p),

will be called the cone associated to p. This cone is obtained by drawing half-lines
from p through all points of N and then translating the result by (−p) (see Figure
2).

Forsberg, Passare and Tsikh gave in [5] a natural correspondence between
complement components of the amoeba Af and integer points in NP(f) using the
“order map”:

ord :RN \ Af−→ NP(f) ∩ ZN

x 7→
(

1
(2πi)N

∫
µ−1(x)

zj∂jf(z)
f(z)

dz1···dzN
z1···zN

)
1≤j≤N

.
(4.1)
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Figure 2. The cone associated to a vertex of the polygon on the right.

Under the order map, points in the same complement component F of the
amoeba Af have the same value. This constant value is called the order of F and
it is denoted by ord(F). The order map is illustrated in Figure 3.

Proposition 4.1. The order map induces an injective map from the set of comple-
ment components of the amoeba Af to NP(f) ∩ ZN . The vertices of NP(f) are
always in the image of this injection.

Proof. See [5, Proposition 2.8]. �

Proposition 4.2. The vertices of the Newton polytope NP(f) are in bijection with
those connected components of the complement of the amoeba which contain an
affine convex cone (cone with vertex) with non-empty interior.

Proof. See [7, Corollary 1.8]. �

Forsberg, Passare and Tsikh also gave in [5] a relation between the order of a
complement component of the amoeba and the recession cone of the component.
They show that the recession cone of a complement component of order p is the
opposite of the dual of the cone of the Newton polytope at the point p.

Proposition 4.3. If F is a complement component of Af , then

σp(NP(f)) = −Rec(F)∨,

where p = ord(F).

Proof. The proposition is just a restatement of [5, Proposition 2.6]. �

5. Toric morphisms

Let {u(1), . . . , u(N)} ⊂ ZN be a N -tuple of vectors which is a basis of ZN . Let M
be the matrix that has u(1), . . . , u(N) as columns. Consider the map

ΦM :(C∗)N−→ (C∗)N

z 7→ (zu
(1)

, zu
(2)

, . . . , zu
(N)

).
(5.1)
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1 2 3

1

2

3

Figure 3. The order map between the complement components of
Af and NP(f) for f as in Figure 1. (Here Fi,j denotes the complement
component with order (i, j)).

The map ΦM is an isomorphism with inverse ΦM−1 .

Lemma 5.1. Let σ ⊂ RN be a cone and p ∈ RN . If % ∈ (R∗+)N is such that µ(%) = p,
then

µ−1(p+ σ) =
{
z ∈ (C∗)N | |z|υ ≥ %υ, ∀υ ∈ σ∨

}
.

Proof. We have that

µ−1(p+ σ)
Remark 2.1

=
{
z ∈ (C∗)N | µ(z) · υ ≥ µ(%) · υ, ∀υ ∈ σ∨

}
=
{
z ∈ (C∗)N

∣∣ e∑N
i=1 υi log |zi| ≥ e

∑N
i=1 υi log %i

}
=

{
z ∈ (C∗)N

∣∣∣ N∏
i=1

eυi log |zi| ≥
N∏
i=1

eυi log %i

}

=

{
z ∈ (C∗)N

∣∣∣ N∏
i=1

|zi|υi ≥
N∏
i=1

%υii , ∀υ = (υ1, . . . , υN ) ∈ σ∨
}
. �

Proposition 5.2. Let M be as in (5.1) and let σ ⊂ RN be a cone. Given p ∈ RN ,
one has

µ(ΦM(µ−1(p+ σ))) = q + MTσ,

where {q} = µ(ΦM(µ−1(p))).

Proof. We have that

ΦM(µ−1(p+ σ))

Lemma 5.1
=

{
z ∈ (C∗)N | |ΦM−1(z)|υ ≥ ΦM−1(ρ)υ, ∀υ ∈ σ∨; ΦM(ρ) = %

}
=
{
z ∈ (C∗)N | |z|M

−1υ ≥ ρM−1υ, ∀υ ∈ σ∨
}

=
{
z ∈ (C∗)N | |z|w ≥ ρw, ∀w ∈ M−1σ∨

}
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and

µ(ΦM(µ−1(p+ σ))) =
{
µ(z) ∈ RN | w · µ(z) ≥ log(ρw), ∀w ∈ M−1σ∨

}
=
{
y ∈ RN | w · y ≥ log(ρw), ∀w ∈ M−1σ∨

}
Remark 2.1

= q + (M−1σ∨)∨ = q + MTσ. �

Corollary 5.3. Let Ω ⊂ (C∗)N be a Reinhardt domain and let σ ⊂ RN be a cone.
If σ ⊂ Rec(µ(Ω)), then MTσ ⊂ Rec(µ(ΦM(Ω))).

Proposition 5.4. Let σ ⊂ RN be a cone. Let ϕ be a Laurent series and suppose
that ε(ϕ) ⊂ p+ σ where p ∈ RN . Then ε(ϕ ◦ ΦM) ⊂ Mp+ Mσ.

Proof. It is enough to make the substitution. �

6. Series development on Reinhardt domains

It is well known that the Taylor development of a holomorphic function on a disc
centered at the origin is a series with support in the non-negative orthant. In this
section we will get a similar result for holomorphic functions on ξ−1

d (Ω) where Ω
is a Reinhardt domain.

Proposition 6.1. If f(x) is a holomorphic function on a logarithmically convex
Reinhardt domain, then there exists a (unique) Laurent series converging to f(x)
in this domain.

Proof. See, for example, [13, Theorem 1.5.26]. �

Lemma 6.2. Let Ω ⊂ (C∗)N be a Reinhardt domain. Let (e(1), . . . , e(N)) be the
canonical basis of RN . If 〈−e(1), . . . ,−e(s)〉 ⊂ Rec(µ(Ω)), then for every w ∈ Ω,
the s-dimensional polyannulus

D∗τ(w),s :=
{
z ∈ (C∗)N | |zi| ≤ |wi|; 1 ≤ i ≤ s and zi = wi; s+ 1 ≤ i ≤ N

}
is contained in Ω.

Proof. Consider the cone σ := 〈−e(1), . . . ,−e(s)〉 and take w ∈ Ω. By Lemma
2.4, the dual cone of σ is σ∨ = 〈−e(1), . . . ,−e(s), es+1,−es+1, . . . , eN ,−eN 〉. Since
the cone σ ⊂ Rec(µ(Ω)), we have that µ(w) + σ ⊂ µ(Ω). Since Ω is a Reinhardt
domain, then

Ω ⊇ µ−1(µ(w) + σ)
Lemma 5.1

=
{
z ∈ (C∗)N | |z|υ ≥ |w|υ, ∀υ ∈ σ∨

}
= {z ∈ (C∗)N | |zi| ≤ |wi|, for i = 1, . . . , s;

and |zi| = |wi|, for i = s+ 1, . . . , N} ⊃ D∗τ(w),s. �

Given a natural number d, set

ξd : CN −→ CN
(z1, . . . , zN ) 7→ (zd1 , . . . , z

d
N )

(6.1)
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Lemma 6.3. Let Ω be a Reinhardt domain and suppose that

(−R≥0)s × {0}N−s ⊂ Rec(µ(Ω)).

Let f be a bounded holomorphic function on ξ−1
d (Ω). Then the set of exponents of

the Laurent series expansion of f is contained in (R≥0)s × RN−s.

Proof. Let ϕ =
∑
I∈ZN aIz

I be the Laurent series expansion of f on ξ−1
d (Ω). Take

w ∈ Ω. By Lemma 6.2 we have that D∗τ(w),s ⊆ Ω. Therefore, ϕ is convergent and

bounded on D∗
τ(ξ−1

d (τ(w))),s
. Let π be the map defined by,

π : (C∗)N −→ (C∗)N−s
(z1, . . . , zN ) 7→ (zs+1, zs+2, . . . , zN ).

The series in s variables, ϕw :=
∑
α∈Zs ψα(π(w))zα where

ψα(π(w)) =
∑

(α,is+1,...,iN )∈ε(ϕ)

aIw
is+1

s+1 · · ·w
iN
N ,

is convergent and bounded on the polyannulus

D∗ := {z ∈ (C∗)s | |zi| ≤ d
√
|wi|; 1 ≤ i ≤ s}.

By the Riemann removable singularity theorem (see, for example, [13, Theorem
4.2.1]), there exists a (unique) holomorphic map that extends ϕw on D and ϕw is
its Taylor development on that disc. Then ϕw cannot have negative exponents. �

Proposition 6.4. Let Ω be a Reinhardt domain. Let σ ⊂ RN be a cone. Suppose
that σ ⊆ Rec(µ(Ω)). Let f be a bounded holomorphic map on ξ−1

d (Ω). The set of

exponents of the Laurent series expansion ϕ of f on ξ−1
d (Ω) is contained in −σ∨.

Proof. By Remark 2.2, we can assume that σ is a regular cone. Let {υ(1), . . . , υ(s)}
be the generator set of σ. Let (υ(s+1), . . . , υ(N)) be a basis of σ⊥ ∩ ZN . Let A be
the matrix that has as columns υ(i) for i = 1, . . . , N. Set M := −(A−1)T . Since
σ ⊂ Rec(µ(Ω)), by Corollary 5.3, we have that

−A−1σ = 〈−e(1), . . . ,−e(s)〉 ⊆ Rec(µ(ΦM(Ω))).

The series h := ϕ ◦ Φ−1
M is convergent in ΦM(ξ−1

d (Ω)) then, by Lemma 6.3,

ε(h) ⊂ 〈e(1), . . . , e(s),±e(s+1), . . . ,±e(N)〉.

Therefore, by Proposition 5.4 and Lemma 2.4,

ε(ϕ) ⊆ M〈e(1), . . . , e(s),±e(s+1), . . . ,±e(N)〉 = −σ∨. �
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7. Parameterizations compatible with a projection

In what follows X ⊆ CN+M will denote an irreducible algebraic variety of dimen-
sion N such that the canonical projection

Π : X −→ CN
(z1, . . . , zN+M ) 7→ (z1, . . . , zN ),

(7.1)

is finite (that is, proper with finite fibers). In this case, there exists an algebraic
set A ⊂ CN such that, the restriction

Π : X \Π−1(A) −→ Π(X)\A

is locally biholomorphic (see, for example, [3, Proposition 3.7] or [9, §9]). The
intersection of all sets A with this property is called the discriminant locus of Π.
We denote the discriminant locus of Π by ∆.

Theorem 7.1. Let X, Π and ∆ be as above and let V(δ) be an algebraic hypersurface
of CN containing ∆. Given a complement component F of Aδ, set Ω := µ−1(F).
For every connected component C of Π−1(Ω) ∩ X, there exists a natural number d
and a holomorphic morphism Ψ : ξ−1

d (Ω)→ CM such that

C = {(ξd(z),Ψ(z)) | z ∈ ξ−1
d (Ω)}.

Proof. Note that Π : X ∩ Π−1(Ω) −→ Ω is locally biholomorphic. Let C be a
connected component of X∩Π−1(Ω) and let d be the cardinal of the generic fiber
of Π|C . Since both Π|C and ξd|ξ−1

d (Ω) are locally biholomorphic, the pairs (C,Π) and

(ξ−1
d (Ω), ξd) are a d-sheeted and a dN -sheeted covering of Ω respectively. Choose a

point z0 ∈ Ω, a point z1 ∈ ξ−1
d (z0) and a point z2 ∈ Π−1(z0)∩ C. Take the induced

monomorphisms on the fundamental groups:

π1(ξ−1
d (Ω), z1)

ξd∗ ''

π1(C, z2)

Π∗

��
π1(Ω, z0)

Note that:

i) An element γ ∈ π1(Ω, z0) is in the subgroup ξd∗π1(ξ−1
d (Ω), z1) if and only if

γ = αd for some α ∈ π1(Ω, z0).
ii) The index of Π∗(π1(C, z2)) in π1(Ω, z0) is equal to d (see, for example, [10,

V§7]).

By Proposition 3.1, π1(Ω, z0) is abelian, then the cosets of Π∗(π1(C, z2)) in
π1(Ω, z0) form a group of order d. By i) and ii), we have that for any α in π1(Ω, z0),
the element αd belongs to Π∗(π1(C, z2)). Then,

ξd∗(π1(ξ−1
d (Ω), z1)) ⊆ Π∗(π1(C, z2)).
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Applying the lifting lemma (see [10, Theorem 5.1]) we obtain a unique holomorphic
morphism ϕ, such that ϕ(z1) = z2 and the following diagram commutes:

ξ−1
d (Ω)

ϕ //

ξd
""

C

Π

��
Ω

The result follows from the fact that ϕ is a holomorphic morphism. �

Remark 7.2. For every P ∈ Π−1(z0)∩ C there exists a unique ϕ as in the proof of
Theorem 7.1 such that ϕ(z1) = P . It follows that there exist d different morphisms
ϕ,s.

8. The series development of the parameterizations

Let C be a connected component of Π−1(Ω) ∩ X where Π, Ω and X are as in
Theorem 7.1. By the same theorem, there exists ϕ : ξ−1

d (Ω)→ CN+M of the form

ϕ : ξ−1
d (Ω) −→ X

(z1, . . . , zN ) 7→ (zd1 , . . . , z
d
N , ϕ1, . . . , ϕM ),

(8.1)

where ϕi : ξ−1
d (Ω) −→ C is a holomorphic function for i = 1, . . . ,M . Since ξ−1

d (Ω)
is a Reinhardt domain, by Proposition 6.1 we have:

Proposition 8.1. For every connected component of Π−1(Ω)∩X there exist a natural
number d and Laurent series φi converging to ϕi in ξ−1

d (Ω) for i = 1, . . . ,M , such

that (zd1 , . . . , z
d
N , φ1(z), . . . , φM (z)) ∈ X, for all z ∈ ξ−1

d (Ω).

In fact, if k is the degree of the projection Π, by Remark 7.2, there are k
M-tuples (φ1, . . . , φM ) of convergent Laurent series such that

(zd1 , . . . , z
d
N , φ1(z), . . . , φM (z)) ∈ X, ∀ z ∈ ξ−1

d (Ω).

Now we describe the support set of the above Laurent series φi.

Proposition 8.2. Let F be a complement component of Aδ where δ is a polynomial
as in Theorem 7.1. Let φi for i = 1, . . . ,M be the Laurent series that converges
to ϕi as in Proposition 8.1. Then ε(φi) ⊆ σp(NP(δ)) for all i = 1, . . . ,M, where
p = ord(F).

Proof. By Proposition 4.3, we have that −σp(NP(δ))∨ = Rec(F). Since every

ϕi is a bounded holomorphic function on ξ−1
d (µ−1(F)), the result follows from

Proposition 6.4. �

Theorem 8.3. Let X be an algebraic set in CN+M with 0 ∈ X and dim(X) = N.
Let V(δ) be an algebraic hypersurface containing the discriminant locus of the
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projection π : X −→ CN . Then, given a complement component F of Aδ, there
exist local parametric equations of X of the form

zi = tdi i = 1, . . . , N, zN+j = φj(t1, . . . , tN ) j = 1, . . . ,M,

where d is a natural number, the φj are convergent Laurent series in ξ−1
d (µ−1(F))

and their support is contained in the cone −Rec(F)∨.

Proof. It is just a restatement of the Theorem 7.1 and Proposition 8.2. �

Corollary 8.4 (Aroca, [2]). Let X be an algebraic variety of CN+M , 0 ∈ X, dim(X) =
N. Let U be a neighborhood of 0, and let π be the restriction to X ∩ U of the pro-
jection (z1, . . . , zN+M ) 7→ (z1, . . . , zN ). Assume π is a finite morphism. Let δ be a
polynomial vanishing on the discriminant locus of π. For each cone σ of NP (δ) as-
sociated to a vertex, there exist k ∈ N and M convergent Laurent series s1, . . . , sM ,
such that

ε(si) ⊆ σ, i = 1, . . . ,M, and f(zk1 , . . . , z
k
N , s1(z), . . . , sM (z)) = 0

for any f vanishing on X, and any z in the domain of convergence of the si.

Proof. By Proposition 4.1, for every vertex V of NP (δ) there exists a complement
component of Aδ with order V. Then, by Theorem 8.3 there exist convergent
Laurent series with support in the cone associated to the complement component
of order V. �

Corollary 8.5 (McDonald, [11]). Let F (x1, . . . , xN , y) = 0 be an algebraic equation
with complex coefficients. There exists a fractional power series expansion (Puiseux
series) φ(x1, . . . , xN ) such that

F (x1, . . . , xN , φ) = 0

and the support of φ is contained in some strongly convex polyhedral cone.

Proof. The result follows by applying a similar argument as in the proof of Corol-
lary 8.4. �

Remark 8.6. P.D. González Pérez showed in [8], with an additional hypothesis,
that the supporting cone in Corollary 8.5 can be chosen to be a cone of the Newton
polytope of the discriminant of the polynomial defining the hypersurface with
respect to y. Thus, in this sense, by the proof of Corollary 8.5 we also get this
result.

Corollary 8.7 (Abhyankar-Jung [1]). Let 0 be a quasi-ordinary singularity of a
complex algebraic set X ⊆ CN+M , dim(X) = N. Then, there exists a natural
number d and M convergent power series φ1, . . . , φM such that

zi = tdi , i = 1, . . . , N, zN+j = φj(t1, . . . , tN ), j = 1, . . . ,M,

are parametric equations of X about 0.
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Proof. By definition of quasi-ordinary singularity, the discriminant locus of the
projection π is contained in the coordinate hyperplanes, then it is contained in
the algebraic hypersurface defined by β(z) := z1 · · · zN . Note that NP (β) has just
one cone contained in the non-negative orthant. The result follows from Theorem
8.3. �

Example. Consider the hypersurface defined by f := z2−x−y+ 1 in C3. The dis-
criminant of the projection to the (x, y)-plane is ∆ := x+y−1. By the generalized
binomial theorem, we have a series expansion of ∆1/2

ϕ1 :=

∞∑
k=0

(
1/2
k

)
yk(−1 + x)1/2−k =

∞∑
k=0

(
1/2
k

) ∞∑
j=0

(
1/2−k
j

)
(−1)jykx1/2−k−j .

We know by Theorem 8.3 that ϕ1 converges in µ−1(F) for some complement com-
ponent F of the amoeba. Since ϕ1 converges in the region |x| > 1, |y| < |x|−1 and
this region is mapped under µ to the complement component A of the amoeba
(see figure 4), we have that ϕ1 converges in µ−1(A). Since σ(1,0) is the unique
cone of NP(∆) such that a translation of −σ∨(1,0) is contained in the complement

component A, by Proposition 4.2 this complement component is associated to the
vector (1, 0). According to the Theorem 8.3 we must have that

ε(ϕ1) ⊂ 〈(−1, 0), (−1, 1)〉
which is true, because

ε(ϕ1) = {(1/2− k − j, k) | j, k ∈ N ∪ {0}}
and

(1/2− k − j, k) = j − 1/2(−1, 0) + k(−1, 1).

Reasoning analogously as before, we get another series expansion of ∆1/2,

ϕ2 :=

∞∑
k=0

(
1/2
k

)
xk(−1 + y)1/2−k =

∞∑
k=0

(
1/2
k

) ∞∑
j=0

(
1/2−k
j

)
(−1)jxky1/2−k−j ,

which converges in the region |y| > 1, |x/y − 1| < 1. Therefore, ϕ2 converges in
µ−1(B). As before, by Proposition 4.2 we can see that this complement component
is associated to the vector (0, 1). Therefore, by Theorem 8.3 we must have that

ε(ϕ2) ⊂ 〈(0,−1), (1,−1)〉.
This is true because

ε(ϕ2) = {(k, 1/2− k − j) | j, k ∈ N ∪ {0}}
and

(k, 1/2− k − j) = j − 1/2(0,−1) + k(1,−1).

Analogously, for

ϕ3 :=

∞∑
k=0

(
1/2
k

)
(−1)1/2−k(x+ y)k
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we have that ϕ3 converges in µ−1(C). The complement component C is associated
to the vector (0, 0) and the support of ϕ3 is contained in the non-negative orthant.

Figure 4. The amoeba of x+y−1 (taken from wikimedia commons;
Oleg Alexandrov).
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Some Open Questions on Arithmetic Zariski Pairs

Enrique Artal Bartolo and José Ignacio Cogolludo-Agustín

Dedicado con cariño a Pepe, singular matemático y amigo

Abstract. In this paper, complement-equivalent arithmetic Zariski pairs will
be exhibited answering in the negative a question by Eyral-Oka [14] on these
curves and their groups. A complement-equivalent arithmetic Zariski pair is
a pair of complex projective plane curves having Galois-conjugate equations
in some number field whose complements are homeomorphic, but whose em-
beddings in P2 are not.

Most of the known invariants used to detect Zariski pairs depend on the
étale fundamental group. In the case of Galois-conjugate curves, their étale
fundamental groups coincide. Braid monodromy factorization appears to be
sensitive to the difference between étale fundamental groups and homeomor-
phism class of embeddings.

Mathematics Subject Classification (2000). Primary 14N20, 32S22, 14F35;
Secondary 14H50, 14F45, 14G32.

Keywords. Zariski pairs, number fields, fundamental group.

Introduction

In this work some open questions regarding Galois-conjugated curves and arith-
metic Zariski pairs will be answered and some new questions will be posed. The
techniques used here combine braid monodromy calculations, group theory, repre-
sentation theory, and the special real structure of Galois-conjugated curves.

A Zariski pair [2] is a pair of plane algebraic curves C1, C2 ∈ P2 ≡ CP2

whose embeddings in their regular neighborhoods are homeomorphic (T (C1), C1) ∼=
(T (C2), C2) but their embeddings in P2 are not (P2, C1) 6∼= (P2, C2). The first condi-
tion is given by a discrete set of invariants which we refer to as purely combinatorial
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in the following sense. The combinatorics of a curve C with irreducible components
C1, . . . , Cr is defined by the following data:

(C1) the degrees d1, . . . , dr of C1, . . . , Cr;
(C2) the topological types T1, . . . , Ts of the singular points P1, . . . , Ps ∈ Sing(C);
(C3) each Ti is determined by the topological types T 1

i , . . . , T ni
i of its local irre-

ducible branches δ1i , . . . , δ
ni
i and by the local intersection numbers (δji , δ

k
i )Pi

of each pair of irreducible branches. The final data for the definition of the
combinatorics is the assignment of its global irreducible component for each
local branch δji .

The first Zariski pair was found by O. Zariski in [28, 30] and it can be described
as a pair of irreducible sextics with six ordinary cusps. This example has two
main features. On the one hand, the embeddings of the curves in P2 are not
homeomorphic because their complements are not. On the other hand, one of the
curves of the pair satisfies a nice global algebraic property (which is not part of its
combinatorics): its six singular points lie on a conic. The first fact can be proved
directly by showing that the fundamental groups of their complements are not
isomorphic. Also, using [29] it is possible to prove this by means of a weaker, but
more tractable, invariant which was later called the Alexander polynomial of the
curve by Libgober [20] which is sensitive to global aspects such as the position of
the singularities. The second feature is the fact that one of the sextics is a curve
of torus type, i.e., a curve whose equation is of the form f32 + f23 = 0, where fj is
a homogeneous polynomial of degree j.

Since then, many examples of Zariski pairs (and tuples) have been found by
many authors, including J. Carmona, A. Degtyarev, M. Marco, M. Oka, G. Ryb-
nikov, I. Shimada, H. Tokunaga, and the authors, (see [7] for precise references).

By the work of Degtyarev [9] and Namba [22], Zariski pairs can appear only
in degree at least 6, and this is why the literature of Zariski pairs of sextics is
quite extensive. Given a pair of curves, it is usually easy to check that they have
the same combinatorics. What is usually harder to prove is whether or not they
are homeomorphic. Note that two curves which admit an equisingular deformation
are topologically equivalent and this is why the first step to check whether a given
combinatorics may admit Zariski pairs is to find the connected components of the
space of realizations of the combinatorics. Namely, given a pair of curves with the
same combinatorics, a necessary condition for them to be a Zariski pair is that they
are not connected by an equisingular deformation, in the language of Degtyarev,
they are not rigidly isotopic.

Most of the effective topological invariants used in the literature to prove that
a pair of curves is a Zariski pair can be reinterpreted in algebraic terms, in other
words, they only depend on the algebraic (or étale) fundamental group, defined
as the inverse limit of the system of subgroups of finite index of a fundamental
group. This is why, in some sense when it comes to Zariski pairs, the most diffi-
cult candidates to deal with are those of an arithmetic nature, i.e., curves C1, C2
whose equations have coefficients in some number field Q(ξ) and they are Galois
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conjugate. Note that Galois-conjugate curves have the same étale fundamental
group.

There are many examples of pairs of Galois-conjugate sextic curves which
are not rigidly isotopic. The first example of an arithmetic Zariski pair was found
in [4] in degree 12 and it was built up from a pair of Galois-conjugate sextics (see
also [1, 19, 23] for similar examples on compact surfaces).

In another direction, the equivalence class of embeddings, i.e., the homeo-
morphism class of pairs (P2, C), can be refined by allowing only homeomorphisms
that are holomorphic at neighborhoods of the singular points of the curve (called
regular by Degtyarev [11]). Also, one can allow only homeomorphisms that can be
extended to the exceptional divisors on a resolution of singularities. Curves that
have the same combinatorics and belong in different classes are called almost-
Zariski pairs in the first case and nc-Zariski pairs in the second case.

Interesting results concern these other Zariski pairs, for instance Degtyarev
proved in [11] that sextics with simple singular points and not rigidly isotopic are
almost Zariski pairs, and among them there are plenty of arithmetic pairs.

Shimada developed in [24, 25] an invariant denoted NC which is a topolog-
ical invariant of the embedding, but not of the complements. He found the first
examples of arithmetic Zariski pairs for sextics. None of these examples is of torus
type.

In [14], Eyral and Oka study a pair of Galois-conjugated curves of torus type.
They were able to find presentations of the fundamental groups of their comple-
ments and was conjectured that these groups are not isomorphic, in particular this
would produce an arithmetic Zariski pair. The invariant used by Shimada to find
arithmetic Zariski pairs of sextics does not distinguish Eyral-Oka curves. Also,
Degtyarev [10] proposed alternative methods to attack the problem, but it is still
open as originally posed by Eyral-Oka.

This paper answers some questions on the Eyral-Oka example. The first part
of the conjecture is solved in the negative by proving that the fundamental groups
of both curve complements are in fact isomorphic. The question about them being
an arithmetic Zariski pair remains open but, using the techniques in [7], several
arithmetic Zariski pairs can be exhibited by adding lines to the original curves. It
is right hence to conjecture that they form an arithmetic Zariski pair themselves.
Moreover, some of these Zariski pairs are complement-equivalent Zariski pairs,
(cf. [7]) that is, their complements are homeomorphic (actually analytically and
algebraically isomorphic in this case) but no homeomorphism of the complements
extends to the curves.

Also, a very relevant fact about these curves that makes computations of braid
monodromies, and hence fundamental groups, very effective from a theoretical
point of view is that they are not only real curves, but strongly real curves, that
is, their singular points are also real plus the real picture and the combinatorics
are enough to describe the embedding. Some of the special techniques used for
strongly real curves were outlined in [6]. In this work we will describe them in
more detail.
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The paper is organized as follows. In Section 1 the projective Eyral-Oka
curves will be constructed. Their main properties are described and one of the
main results of this paper is proved: after adding a line to the projective Eyral-Oka
curve we obtain the affine Eyral-Oka curve and we show that their complements
are homeomorphic in Theorem 1.10. Section 2 is devoted to giving a description of
the braid monodromy factorization of the affine Eyral-Oka curves as well as a theo-
retical description of the fundamental groups of their complements in Theorem 2.9
which allow us to show that the fundamental groups of the projective Eyral-Oka
curve complements are isomorphic in Corollary 2.10. Finally, in Section 3 we define
a new invariant of the embedding of fibered curves and use it to produce examples
of complement-equivalent arithmetic Zariski pairs in Theorem 3.7.

1. Construction of Eyral-Oka curves
In [14] M. Oka and C. Eyral proposed a candidate for an arithmetic Zariski pair of
sextics. This candidate is the first one formed by curves of torus type, i.e., which
can be written as f32 + f23 = 0, for fj a homogeneous polynomial in C[x, y, z] of
degree j.

Eyral-Oka curves are irreducible, they have degree 6, and their singularities
are given by: two points of type E6, one A5, and one A2. The equisingular stratum
of such curves is described in [14], however for the sake of completeness, an explicit
construction of this space will be provided here. In particular, this realization space
has two connected components of dimension 0 up to projective transformation.

To begin with proving the basic properties of these curves, let us fix a sextic
curve C : f(x, y, z) = 0 with the above set of singularities.

Lemma 1.1. The curve C is rational and irreducible.

Proof. Recall that E6 singularities have a local equation of the form x3 + y4 for
a choice of generators of the local ring OC2,0. In particular it is an irreducible
singularity whose δ-invariant is 3 and thus it can only be present in an irreducible
curve of degree at least 4. Since the total degree of C is 6, this implies that both
E6 singularities have to be on the same irreducible component. Again, by a genus
argument, the irreducible component containing both E6 singularities needs to
have degree at least 5, but then the existence of the irreducible singularity A2

implies that C cannot be a quintic and a line (note also that no quintic with
two E6 singularities exists, because of Bézout’s Theorem). Hence, if it exists, it
has to be irreducible. Also note that the total δ-invariant of the singular locus
2E6 + A5 + A2 is 10, which implies that the sextic has to be rational. �

We are going to prove now that C is of torus type. Using an extension of the
de Franchis method [15] to rational pencils (see [8, 27]), it follows that C is of torus
type if and only if the cyclotomic polynomial of order 6, ϕ6(t) = t2− t+ 1, divides
the Alexander polynomial ∆C(t) of the curve C. Moreover, a torus decomposition
is unique (up to scalar multiplication) if, in addition, the multiplicity of ϕ6(t) in
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∆C(t) is exactly 1. The Alexander polynomial of a curve V (F ) = {F (x, y, z) = 0}
was introduced by Libgober in [20]. It can be interpreted as the characteristic
polynomial of the monodromy action on the first homology group of the cyclic
covering of P2 \ V (F ) defined as the affine surface td − F (x, y, z) = 0 in C3.
Following the notation in [2] (see also [20, 13, 21]) and ideas coming back from
Zariski [29], the Alexander polynomial can be computed as follows.

Proposition 1.2 ([2, Proposition 2.10]). Let V (F ) be a reduced curve of degree d.
All the roots of the Alexander polynomial ∆F (t) of V (F ) are d-th roots of unity.
Let ζkd := exp( 2iπk

d ). Then the multiplicity of ζkd as a root of ∆F (t) equals the
number dk + dd−k, where dk is the dimension of the cokernel of the natural map

ρk : H0(P2;OP2(k − 3)) −→
⊕

P∈Sing(V (F ))

OP2,P

JP,d,k
,

where JP,d,k ⊂ OP2,P is an ideal which depends on the germ of V (F ) at P ∈
Sing(V (F )) and k

d .

Remark 1.3. Note that dk can also be described as

dk =
∑

P∈Sing V (F )

dim
OP2,P

JP,d,k
−
(
k − 1

2

)
+ dim ker ρk. (1.1)

In fact, ker ρk = H0(P2;Jd,k(k−3)) the global sections of an ideal sheaf supported
on Sing V (F ) whose stalk at P is JP,d,k. Curves in this ideal sheaf will be said to
pass through the ideal JP,d,k for all P ∈ Sing(V (F )) or simply pass through Jd,k.

We can be more precise in the description of the ideal JP,d,k by means of
an embedded resolution σ : X̂ → P2 of the point P as a singular point of V (F ).
Assume for simplicity that P = [0 : 0 : 1] and let EP1 , . . . , EPn be the exceptional
divisors over P . Let Ni be the multiplicity of σ∗(F (x, y, 1)) along EPi and let νi−1
be the multiplicity of σ∗(dx ∧ dy) along EPi . Then,

JP,d,k :=

{
h ∈ OP2,P

∣∣∣∣ the multiplicity of σ∗h along Ei is >

⌊
kNi
d

⌋
− νi

}
.

It is an easy exercise to compute these ideals for the singular points of C.

Lemma 1.4. Let mP be the maximal ideal of OP2,P and let `P be the local equation
of the tangent line of C at P . Then, the ideal JP,6,5 ⊂ OP2,P equals

(1) mP if P is an A2-point,
(2) 〈`P 〉+ m2

P if P is either an A5-point or an E6-point,

whereas JP,6,1 = OP2,P at any singular point P .

Proposition 1.5. The multiplicity m of ϕ6(t) as a factor of ∆C(t) equals 1. In
particular C admits exactly one torus decomposition.
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Proof. By Proposition 1.2, m = d1 + d5 = d5 since the target of morphism ρ1
is trivial. On the other hand, using equation (1.1) and Lemma 1.4 one obtains
d5 = 1 + dim ker ρ5. Finally, note that ker ρ5 = 0, since otherwise a conic curve
would pass through the ideal J6,5, contradicting Bézout’s Theorem. �

Therefore the result below follows.

Proposition 1.6. The curve C is of torus type and it has a unique toric decompo-
sition. �

In a torus curve V (F ), where F = f32 + f23 = 0, the intersection points of
the conic f2 = 0 and the cubic f3 = 0 are singular points of V (F ). It is an easy
exercise to check that singularities of type A2, A5, and E6 can be obtained locally
as u3 + v2 where u = 0 is the germ of a conic and v = 0 is the germ of a cubic
only as follows:
(T1) For A2, the curves f2 = 0 and f3 = 0 are smooth and transversal at the

point.
(T2) For A5, the curve f3 = 0 is smooth at the point and its intersection number

with f2 = 0 is 2, for instance (v + u2)3 + v2 = 0.
(T3) For E6, the curve f2 = 0 is smooth at the point, the curve f3 = 0 is singular

and their intersection number is 2, for instance u3 + (u2 + v2)2 = 0.
If Sing V (F ) = V (f2) ∩ V (f3), then V (F ) is called a tame torus curve, otherwise
V (F ) is non-tame.

Lemma 1.7. The curve C is a non-tame torus curve C = V (f32 − f23 ).
Moreover V (f2) is a smooth conic and V (f3), f3 = ` · q is a reducible cubic

where V (q) is a smooth conic tangent to V (f2) only at one point and the line V (`)
passes through the remaining two points of intersection of the conics.

In particular, the only non-tame singularity is the A2-point.

Proof. It follows from the explanation above (and Bézout’s Theorem) that the
only possible combination of singularities at the intersection points of V (f2) and
V (f3) is A5 + 2E6; they are the singularities of any generic element of the pencil
Fα,β = αf32 + βf23 . Note in particular, that the genus of a generic element of the
pencil is 1, and its resolution provides an elliptic fibration.

Since V (f3) has two double points (at the points of type E6), it must be
reducible and the line V (`) joining these two points is one of the components. Let
q := f3

` . Recall that C is tangent to V (f3) at the point of type A5; in fact, it must
be tangent to V (q). Using again Bézout’s Theorem V (q) must be smooth.

Let us resolve the pencil. It is easily seen that it is enough to perform the
minimal embedded resolution of the base points of the pencil. We obtain a map
Φ̃ : X̃ → P1 where χ(X̃) = 14 and the generic fiber is elliptic. The curve V (f3)
produces a singular fiber, see Figure 1, with four irreducible components: the strict
transforms of the line and the conic, and the first exceptional components A1, B1

of blow-ups of the E6-points. We can blow-down the −1-rational curves (the strict
transforms of the line and the conic) in order to obtain a relatively minimal map
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Φ : X → P1. The above fiber becomes a Kodaira singular fiber of type I2, while C
becomes a singular fiber of type II.

For the fiber coming from V (f2), its type changes depending on whether
V (f2) is smooth or reducible: it is of type Ẽ6 (smooth) or Ẽ7 (reducible), as it can
be seen from Figure 1. An Euler characteristic argument on this elliptic fibration
shows that V (f2) has to be smooth. �

After a projective change of coordinates, we can assume that P = [0 : 1 : 0]
(the A5-point), Q1 = [1 : 0 : 0], Q2 = [0 : 0 : 1] (the E6-points), ` = y and
q = xz − y2, where V (`) ∩ V (f2) = {Q1, Q2} and V (f2) ∩ V (f3) = {P,Q1, Q2}.
Note moreover that only the projective automorphism [x : y : z] 7→ [z : y : x] and
the identity globally fix the above points and curves. The equation of f2 must be:

(x− y)(z − y)− uy(x− 2y + z),

for some u ∈ C∗.

Proposition 1.8. Any Eyral-Oka curve C is projectively equivalent to

Ca : y2(xz − y2)2 − 48(26a+ 45)f2(x, y, z)3 = 0. (1.2)

where f2(x, y, z) = (x− y)(z − y) + 4(a+ 2)y(x− 2y + z) and a2 = 3.
Moreover, the curves C+ := C√3 and C− := C−√3 are not projectively equiva-

lent (in particular, they are not rigidly isotopic).

Proof. For a generic value of u, the meromorphic function f3
2

`2q2 has two critical
values outside 0,∞. Computing a discriminant we find the values of u for which
only one double critical value arises, obtaining the required equation f2.

The computation of the critical value gives the equations in the statement.
The result follows from the fact that C± are invariant by [x : y : z] 7→ [z : y : x]. �

Remark 1.9. If L denotes the tangent line to V (f2) (and V (q)) at P , then note
that (C ·L)P = 4. This can be computed using the equations but it is also a direct
consequence of the construction of C. Since C at P has an A5 singularity and L is
smooth, then using Noether’s formula of intersection (C · L)P can be either 4 or
6. The latter case would imply that (V (f3) · L)P = (V (q) · L)P = 3, contradicting
Bézout’s Theorem.

This construction was already given in [14]. Let us end this section with
another particular feature of these curves.

Let us perform a change of coordinates such that L = V (z) is the tangent
line to C at P and the normalized affine equation of C in x, y is symmetric by the
transformation x 7→ −x. One obtains:

0 = ha(x, y) = y2

(
y −

(
x2 − 1

)

4

)2

+
1

2

(
2a

3
y − 2a+ 3

24

(
x2 − 1

))3

. (1.3)
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A direct computation shows that ha(x,−y + x2−1
4 ) = h−a(x, y), i.e., these affine

curves are equal. After this change of variables the singularities have the following
coordinates:

P = [24 : −
√

26a+ 45 : 0], Q1 = [1 : 0 : 1], Q2 = [−1 : 0 : 1], R = [0 : a+ 1 : −8],
(1.4)

where P , Q1, and Q2 are defined as above and R is the A2 singularity.
Let us interpret it in a computation-free way. Recall from Remark 1.9 that

(C · L)P = 4. As in the proof of Lemma 1.7, we blow up the indeterminacy of the
pencil map P2 99K P1 defined as [x : y : z] 7→ [f32 : f23 ], whose fibers are denoted by
V (Fα,β), for Fα,β = αf32 +βf23 . A picture of these fibration is depicted in Figure 1.
Most of the exceptional components of this blow-up are part of fibers. The last
components A4, B4 over the E6-points are sections while the last component E3

over the A5-point is a 2-section, that is, the elliptic fibration restricted to this
divisor is a double cover of P1. It is ramified at the intersections with E2 (in the
fiber of V (F1,0)) and the strict transform of V (q) (in the fiber of V (F0,1)); they
have both multiplicity 2.

In Figure 1, we show also the strict transform of L, the tangent line at the A5-
point. One check that this strict transform becomes a 2-section; one ramification
point is the intersection with E2 (in the fiber of V (F1,0)) and the other one is
the intersection with the strict transform of V (`) (in the fiber of V (F0,1)). In
particular, there is no more ramification and hence L intersects all other fibers
V (Fα,β) at two distinct points.

It is clear in Figure 1 that the combinatorics of E3 and L coincide. In other
words, interchanging the roles of E3 and L and blowing down accordingly, then
one obtains a birational transformation of P2 recovering a sextic curve C− with the
same combinatorics as C and a line L− (the transformation of E3) which is tangent
at the A5-point. Note that this birational transformation exchanges the line V (`)
(resp. the conic V (q)) and the corresponding conic V (q−) (resp. line V (`−)). In
particular, this implies that the transformation cannot be projective. Thus, this
transformation exchanges the curves C+(:= C), C− and the lines L+(:= L), L−
resulting in the following.

Theorem 1.10. The complements P2 \ (L± ∪ C±) are analytically isomorphic. �

2. Fundamental group of Eyral-Oka curves
The main tool to compute the fundamental group of the complement of a plane
curve is the Zariski-van Kampen method. In fact, in this method the computation
of the fundamental group of C2 \ Caff for a suitable affine part of the projective
curve C is obtained first. Namely, a line L is chosen (the line at infinity) so that
C2 ≡ P2 \ L is defined and thus C2 \ Caff ≡ P2 \ (L ∪ C). Once π1(C2 \ Caff) is
obtained, the fundamental group of P2 \ C can be recovered after factoring out by
(the conjugacy class of) a meridian of L [16]. This is particularly simple if L t C,
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(A1,−4)

(A2,−2)
m = 2

(A3,−2)

(A4,−1)

(B1,−4)

(B2,−2)
m = 2

(B3,−2)

(B4,−1)

(E1,−2)

(E2,−2)
m = 2

(E3 = L−,−1)

(L = L+,−1)

(F, 0)
g = 1

(C, 0)

(V (f2),−2)
m = 3

(V (q),−1)
m = 2

(V (`),−1)
m = 2

Figure 1. Elliptic fibration

but the argument also follows for arbitrary lines. Applying Theorem 1.10, one only
needs to compute the fundamental group for one of the affine curves, since they
are isomorphic. Finally, factoring out by (the conjugacy class of) a meridian of L
or E3 will make the difference between the groups of the respective curves C±.

The Zariski-van Kampen method uses a projection C2 → C, say the vertical
one. In Figure 4, we have drawn a real picture of the affine curves Caff+ in P2 \L+.
For each vertical line, we have also drawn the real part of the complex-conjugate
part as dotted lines.

First, we study the situation at infinity.

2.1. The topology at infinity
In order to understand the topology at infinity, let us simplify the construction of
the elliptic fibration, carried out at the end of the previous section by minimizing
the amount of blowing ups and blowing downs as follows.

Let us consider a sequence of blow-ups as in Figure 2 which yields a birational
morphism σ+ := σ+

3 ◦ σ+
2 ◦ σ+

1 : X3 → P2.

(B1) The first picture represents a neighborhood of L in P2.
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P

A5

(C · L)P = 4

(L, 1)

σ1,+

P2 X1,+

A3

(L, 0)

(E1,−1)

σ2,+

X2,+

(L,−1)

(E2,−1)

(E1,−2)

σ3,+

X3

(L,−1)

(E2,−2)

(E3,−1)

(E1,−2)

Figure 2. Sequence of blowups

(B2) The second picture is a neighborhood of the total transform of L by the
blowing-up of P . Let us denote by E1 the exceptional divisor (this notation
will also be used for its strict transforms). Note that E1∩L is a point of type
A3 in C which is transversal to both divisors.

(B3) The third part is a neighborhood of the total transform of the divisorE1+L by
the blow-up of E1∩L. In this case E2 denotes the new exceptional component,
which intersects C at a nodal point not lying on L ∪ E1.

(B4) The fourth picture is obtained by blowing up that nodal point. For conve-
nience, E3 = L− will denote the new exceptional component. Note that the
divisors L− and L = L+ are combinatorially indistinguishable.

As a consequence there is an analogous sequence of blow-ups σ− := σ3,− ◦
σ2,−◦σ1,− : X3 → P2 where (σi,−) are the blow-ups whose exceptional components
are (the strict transforms of) E3 = L− (i = 3), E2 (i = 2) and E1 (i = 1). We
obtain a birational map

Φ := σ−1− ◦ σ+ : P2 99K P2. (2.1)

Consider the birational transformation σ2,+ ◦ σ1,+ from the sequence of the
first two blow-ups shown in Figure 2 (first at the A5-point P , second at the A3-point
E1 ∩ L). We compose it with the blowing-down of L ⊂ X2,+, which corresponds
to a blowing-up τ+ : X2,+ → Σ2, where Σ2 is the ruled surface with fiber and
base P1 and one section E1 with self-intersection −2. This process yields birational
transformation σ := σ2,+ ◦ σ1,+ ◦ τ−1 : Σ2 99K P2 which is depicted in Figure 3,
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with special attention to the neighborhood at the E2 divisor (which is a fiber in
Σ2). An analogous blow-up τ− : X2,− → Σ2 of the other node can be done.

Lemma 2.1. The birational transformation σ converts the projection from P into
the projection π : Σ2 → P1 such that the strict transform of C is disjoint with the
section E1.

The exceptional components of the blowing-ups of the nodal points of the strict
transform of C on E2 (see Figure 3) are the strict transforms of the lines L±.

(L,−1)

(E2,−1)

(E1,−2)

τ+
Σ2X2,+

(E2, 0)

(E1,−2)

Figure 3. Ruled surface Σ2 near infinity.

A2

E6

A2

E6

Figure 4. Real affine picture of Eyral-Oka’s curve

Let us explain how we have constructed Figure 4. Recall (1.3) and (1.4) for
the definition of the equation of the curve and description of the singular points
respectively.
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(F1) We compute the discriminant of ha(x, y) of (1.3) with respect to y. This
allows to check that the A2 point is on the line x = 0 and the E6 point Q1

(resp. Q2) is on the line x = 1 (resp. x = −1).
(F2) We factorize the polynomials ha(x0, y) for x0 = 0,±1 and we obtain which

intersection points are up and down.
(F3) For x0 = 0,±1, let y0 be the y-coordinate of the singular point. For the A2

point, y0 = −a+1
8 we check that the cusp is tangent to the vertical line, and

the Puiseux parametrization is of the form y = y0 + y1x
2
3 + . . . . We obtain

that y1 < 0 and it implies that the real part of the complex solutions is bigger
than the real solution, near x = 0.

(F4) We proceed in a similar way for the point of type E6; in this case, a Puiseux
parametrization is of the form y = y0 + y1x+ y2x

4
3 + . . . , and y2 < 0.

(F5) With this data, we draw Figure 4. Note that between the vertical fibers
x = 0, 1, we have an odd number of crossings. We show later that the actual
number is irrelevant for the computations.

(F6) If we look the situation at ∞ in Σ2 (Figure 3), we check that the imaginary
branches are still up. Hence, from x = 1 to ∞ there is an even number of
crossings with the real parts and, as before, the actual number is irrelevant.

Remark 2.2. The two real branches that go to infinity are the real part of the
branches of C− at P−, while the two conjugate complex branches belong to the
branches of C+ at P+.

2.2. Strongly real curves and braid monodromy factorization
The curve in Figure 4 is said to be strongly real since it is real, all its affine
singularities are real, and thus Figure 4 contains all the information to compute
the braid monodromy of Caff and, as a consequence, the fundamental group of its
complement.

Let f(x, y) ∈ C[x, y] be a monic polynomial in y. The braid monodromy
of f with respect to its vertical projection is a group homomorphism ∇ : Fr →
Bd, where d := degy f and r is the number of distinct roots {x1, . . . , xr} of the
discriminant of f with respect to y (i.e., the number of non-transversal vertical
lines to f = 0). In our case, r = 3 and d = 4. In order to calculate ∇, one starts
by considering x = x0 a transversal vertical line and {y1, . . . , yd} the roots of
f(x0, y) = 0. By the continuity of roots, any closed loop γ in C based at x0 and
avoiding the discriminant defines a braid based at {y1, . . . , yd} and denoted by
∇(γ). Since the vertical projection produces a locally trivial fibration outside the
discriminant, the construction of the braid only depends on the homotopy class of
the loop γ. This produces the well-defined morphism ∇.

Moreover, the morphism ∇ can be used to define an even finer invariant of
the curve called the braid monodromy factorization, via the choice of a special
geometrically-based basis of the free group Fr. Note that the group Fr can be
identified with π1(C \ {x1, . . . , xr};x0) and a basis can be chosen by meridians γi
around xi such that (γr · . . . · γ1)−1 is a meridian around the point at infinity (this
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is known as a pseudo-geometric basis). A braid monodromy factorization of f is
then given by the r-tuple of braids (∇(γ1), . . . ,∇(γr)).

The morphism ∇ is enough to determine the fundamental group of the com-
plement to the curve, however a braid monodromy factorization is in fact a topo-
logical invariant of the embedding of the fibered curve resulting from the union of
the original curve with the preimage of the discriminant (see Theorem 3.2).

In order to compute a braid monodromy factorization, two important choices
are required. First a pseudo-geometric basis in π1(C \ {x1, . . . , xr};x0) ≡ Fr and
second, an identification between the braid group based at {y1, . . . , yd} and the
standard Artin braid group Bd. This is done with the following choices, see [4].

∗ x0. . .
α1α2α3α4αr

x1
δ+1

δ−1

x2
δ+2

δ−2

x3
δ+3

δ−3

xr

δr

Figure 5. Pseudo-geometric basis

(C1) For a strongly real curve, a pseudo-geometric basis is chosen as in Figure 5,
where the points are arranged on the base line so that xr < · · · < x1 < x0.
Let

δi := δ+i · δ−i
1≤i<r

, βi :=
i−1∏

j=1

αj · δ+j
1<i≤r

.

The basis is:

γ1 := α1 · δ+1 · δ−1 · α−11 , γi := (βi · αi) · δ+i · δ−i · (βi · αi)
−1
, 1 < i ≤ r. (2.2)

Applied to our case, paths γ1, γ2, γ3 are required around the points −1, 0, 1
respectively.

0 1

√
−1

Figure 6. Complex line

(C2) The identification of the braid group on {y1, . . . , yd} is made using a lexico-
graphic order of the roots on their real parts (<y) and imaginary parts (=y)
such that <y1 ≥ · · · ≥ <yd and =y < =y′ whenever <y = <y′. A very useful
fact about this canonical construction is that it allows one to identify the
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braids over any path in Figure 5 (whether open or closed) with braids in Bd.
These conventions can be understood from Figure 6. Namely, projecting the
braids onto the real line R, and for complex conjugate numbers we slightly
deform the projection such that the positive imaginary part number goes to
the right and the negative one to the left. In a crossing, the upward strand
is the one with a smaller imaginary part.

In our case, note that the braid group is B4 generated by the Artin
system σi, i = 1, . . . , 3, the positive half-twist interchanging the i-th and
(i+ 1)-th strands.

x = x2 x = x1

x = x1

x = x2

− + R

− +R

Figure 7. Crossing of a real branch with a couple of complex
conjugate branches

(C3) Given a strongly real curve one can draw its real picture. This real picture
might be missing complex conjugate branches. For those, one can draw their
real parts as shown in Figure 4 with dashed curves. This picture should pass
the vertical line test, that is, each vertical line should intersect the picture in
d points counted appropriately, that is, solid line intersections count as one
whereas dashed line intersections count as two.

At this point, the braids can be easily recovered as long as the dashed
lines have no intersections as follows:
• At intersections of solid lines one has a singular point. The local braid

over δ+ and δ− can be obtained via the Puiseux pairs of the singularity.
• At an intersection of a solid and a dashed line as in Figure 7, the local

braid on three strands σ−11 · σ2 is obtained as a lifting of the open path
α crossing the intersection, where the generators σi are chosen locally
and according the identification given in (C2). In the reversed situation
(that is, when the solid and dashed lines are exchanged), the inverse
braid is obtained. This justifies the assertions in (F5) and (F6).

In our case the following braids in B4 are obtained:

α1 7→ 1, α2 7→ σ−12 · σ1, α3 7→ σ−11 · σ2.
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In order to finish the computation of the braid monodromy factorization of
Caff, we need to compute the braids associated to δ±i , i = 1, 2, and δ3. Next lemma
provides the key tools.

Lemma 2.3. Let f(x, y) = y3− x; following the above conventions, the braid in B3

obtained from the path α : t 7→ x = exp(2
√
−1πt), t ∈ [0, 1], equals σ2 · σ1. For

g(x, y) = y3 + x, the braid associated with α equals σ1 · σ2.
Proof. Note that for x = 1, the values of the roots of the y-polynomial f(1, y)

are 1, ζ, ζ̄, for ζ := exp
(

2
√−1π
3

)
, and thus the associated braid is nothing but the

rotation of angle 2
3π.

1

ζ

ζ̄

2π
3

− + R

− +R

Figure 8. Braid for y3 = x.

The result follows from the identification described in (C2) and Figure 8. �

Applying this in our situation one obtains (see Figure 4):

δ±1 7→ (σ1 · σ2)2 =⇒ δ1, δ3 7→ (σ1 · σ2)4 δ±2 7→ σ2 · σ3 =⇒ δ2 7→ (σ2 · σ3)2.
(2.3)

Combining all the braids obtained above, one can give the monodromy fac-
torization.

Proposition 2.4. The braid monodromy factorization of Caff is (τ1, τ2, τ3) where:

τ1 :=(σ1 · σ2)4,

τ2 :=(σ1 · σ2 · σ2
1) · (σ2 · σ3)2 · (σ1 · σ2 · σ2

1)−1, (2.4)

τ3 :=(σ2 · σ2
1 · σ2 · σ3) · (σ2 · σ1)4 · (σ2 · σ2

1 · σ2 · σ3)−1.

Remark 2.5. Note that the closure of Caff in the ruled surface Σ2 is disjoint from
the negative section E1. As stated in [18, Lemma 2.1], the product of all braids
(associated to paths whose product in the complement of the discriminant in P1

is trivial) equals (∆2)2. Hence ∆4 · (τ3 · τ2 · τ1)−1 is the braid associated to two
disjoint nodes, see Figure 3. The following equality is a straightforward exercise:

(σ2
1 · σ2

3) · (τ3 · τ2 · τ1) = ∆4.
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2.3. A presentation of the fundamental group
Our next step will be to compute G := π1(C2 \ Caff). The main tool towards this,
as mentioned before, entails considering a braid monodromy factorization and its
action on a free group. Before stating Zariski-van Kampen’s Theorem precisely, let
us recall this natural right action of Bd on Fd with basis g1, . . . , gd which will be
denoted by gσ for a braid σ ∈ Bd and an element g ∈ Fd. It is enough to describe
it for gi a system of generators in Fd and σj an Artin system of Bd:

g
σj

i :=





gi+1 if i = j,

gi · gi−1 · g−1i if i = j + 1,

gi otherwise.
(2.5)

The following is the celebrated Zariski-van Kampen Theorem, which allows
for a presentation of the fundamental group of an affine curve complement from a
given braid monodromy factorization.

Theorem 2.6 (Zariski-van Kampen Theorem). If (τ1, . . . , τr) ∈ Brd is a braid mon-
odromy factorization of an affine curve C, then:

π1(C2 \ Caff) =
〈
g1, . . . , gd | gi = g

τj
i , 1 ≤ j ≤ r, 1 ≤ i < d

〉
.

If τi = α−1i · βi · αi, and βi is a (usually positive) braid involving strands ki +
1, . . . , ki +mi, then:

π1(C2 \ Caff) =
〈
g1, . . . , gd | gαj

i = (g
βj

i )αj , 1 ≤ j ≤ r, kj < i < kj +mj

〉
.

(2.6)

Remark 2.7. In our case, r = 3, d = 4, k1 = k3 = 0, m1 = m3 = 2, k2 = 1, m2 = 1,
and

α1 = 1 β1, = (σ1 · σ2)4,

α2 = (σ1 · σ2 · σ2
1)−1, β2 = (σ2 · σ3)2, (2.7)

α3 = (σ2 · σ2
1 · σ2 · σ3)−1, β3 = (σ2 · σ1)4.

The previous sections where a braid monodromy factorization allow us to
give a presentation of the fundamental group of an affine curve complement.

Corollary 2.8. Let Caff be the affine Eyral-Oka curve as described at the beginning
of Section 2, consider a braid monodromy factorization as described in Proposition
2.4 and (2.7). Then the group G = π1(C2 \ Caff) admits a presentation as

〈
g1, . . . , g4 : gβ1

1 = g1, g
β1

2 = g2, g
α2
2 = (gβ2

2 )α2 ,

gα2
3 = (gβ2

3 )α2 , gα3
1 = (gβ3

1 )α3 , gα3
2 = (gβ3

2 )α3

〉
.

(2.8)

Presentation (2.8) contains 6 relations for a total length of 40. For the sake
of clarity, instead of showing an explicit presentation, we will describe the group
G in a more theoretical way that would allow to understand its structure. The
following description characterizes the group G completely.
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Theorem 2.9. The fundamental group G can be described as follows:

(1) Its derived subgroup G′ ⊂ G can be decomposed as a semidirect product KoV ,
where:
(a) The subgroup V is the Klein group 〈a, b | a2 = b2 = a · b · a−1 · b−1 = 1〉.
(b) The subgroup K is the direct product of a rank-2 free group and a cyclic

group of order 2 with presentation

〈x, y, w | w2 = x · w · x−1 · w = y · w · y−1 · w = 1〉.
(c) The action of V on K is given by:

xa = x, ya = y · w, wa = w, xb = x · w, yb = y, wb = w.

In particular, w is central in G′.
(2) There exists a meridian g of Caff such that G = G′ oZ, where Z is identified

as 〈g | −〉 and the action is defined by:

g·x·g−1 = y−1, g·y·g−1 = y·x·b, g·w·g−1 = w, g·a·g−1 = b, g·b·g−1 = a·b.
(3) There is a central element z such that z · g6 = [y, x]. The center of G is

generated by z, w.
(4) There is an automorphism of G sending z to z · w.

Proof. A presentation of this sort can be obtained using Sagemath [26] (which
contains GAP4 [17] as main engine for group theory). We indicate the steps of the
proof:

(G1) The original presentation (2.8) (with four generators and six relations) can
be simplified to have only two generators and four relations, both generators
being meridians of Caff. Any of such meridians can play the role of g in (2).

(G2) From the simplified presentation above, one can find a central element z ∈ G
whose image by the standard abelianization morphism is −6. Recall the
abelianization of G is Z. Moreover, the abelianization can be fixed by set-
ting the image of any meridian to be 1, this is what we call the standard
abelianization.

Since z is central, note that G′ ∼= (G/〈z〉)′, see e.g. [12]. Since the latter
derived group is of index 6 in G/〈z〉, we can apply Reidemeister-Schereier
method to find a finite presentation of G′ with 5 generators x, y, a, b, w ∈ G′.

(G3) From the previous steps it is a tedious computation to verify the structure
of G′ indicated in the statement as well to check the conjugation action of g.
In particular, that w is central in G′ and z = g−6 · [y, x].

(G4) Note that the center ofG is the group generated by z and w and that z, z·w are
the only central elements which are sent to −6 by the standard abelianization.
Moreover, it is straightforward to prove that

g 7→ g, x 7→ y−1 · a, y 7→ y · x · w, a 7→ b, b 7→ a · b, w 7→ w

defines an automorphism of G such that z 7→ z · w. �
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Going back to the discussion about the topology at infinity, one can detect
the meridians of the tangent line L = L+ and the meridian corresponding to
the exceptional divisor E3 = L−. These are required to recuperate the original
fundamental groups of the complement to the projective Eyral-Oka sextics.

Corollary 2.10. The central element z is a meridian of L+ while z ·w is a meridian
of L−. In particular, the groups π1(P2 \ C±) are isomorphic.

Proof. Starting from the Zariski-van Kampen presentation (2.8), and using the
blow-up blow-down process described in Figure 2, it is straightforward that a
meridian of L+ (resp. L−) is given by e2 · (g2 · g1) (resp. e2 · (g4 · g3)), where
e = (g4 · . . . ·g1)−1. The result follows from tracing these meridians along the steps
described in Theorem 2.9. �

Corollary 2.10 answers negatively a question in [14]. In the following section
this curve will be used to construct arithmetic Zariski pairs that are complement
equivalent.

3. Zariski pairs and braid monodromy factorizations

In Corollary 2.10, we have proved that the fundamental groups of the Eyral-Oka
curve complements are isomorphic, and hence this invariant cannot be used to de-
cide whether these two curves, which are not rigidly equivalent, form an arithmetic
Zariski pair.

Degtyarev [11] proved that any two non-rigidly equivalent equisingular sextic
curves with simple singularities cannot have regularly homeomorphic embeddings,
where a regular homeomorphism is a homeomophism that is holomorphic at the
singular points.

In particular, by Degtyarev’s result, Eyral-Oka curves are close to being
an arithmetic Zariski pair. Shimada was able to refine Degtyarev’s arguments
in [24, 25] and developed an NC-invariant that was able to exhibit that some of
these candidates to Zariski pairs were in fact so. Unfortunately, the NC-invariant
coincides for the Galois-conjugate projective Eyral-Oka curves.

As we showed in §1, the curves C± ∪ L± have homeomorphic complements
(even more, analytically isomorphic) via the birational morphism shown in Fig-
ure 2. The Cremona transformation that connects both complements is not a
homeomorphism of the pairs (P2, C± ∪ L±), so these curves are candidates to be
complement equivalent Zariski pairs.

We are not able to decide on that problem, but we are more successful when
adding more lines to the original curves C± ∪ L±. Let us consider the two lines
L2
± joining the points P± (of type A5) and the A2-points in C±. Analogously,

we denote by L6,j
± , j = 1, 2, the four lines joining the points P± and Qj,± (the

E6-points in C±). Note that these extra lines correspond to the preimage of the
discriminants in C ⊂ P1 of the projections of C± from P± (see Figure 4).
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Proposition 3.1. There is an analytic isomorphism

P2 \ (C+ ∪ L+ ∪ L2
+ ∪ L6,1

+ ∪ L6,2
+ )→ P2 \ (C− ∪ L− ∪ L2

− ∪ L6,1
− ∪ L6,2

− ).

Proof. Let us consider the birational transformation Φ : P2 99K P2 of (2.1), graphi-
cally described in Figure 2. This transformation defines an analytic isomorphism Φ|
from P2 \ (C+ ∪ L+) onto P2 \ (C− ∪ L−).

Let us consider the line L2
+; its strict transform is a fiber of the ruled surface

X1,+ passing through the preimage by σ1,+ of the A2-point of C+; this strict
transform intersects E1 outside E1 ∩ L. In particular, it is not affected by the
blowups and blowdowns σ2,+, σ3,+, σ−13,−, σ

−1
2,−. Hence, the blowdown σ−11,− sends it

to the line L2
−, since it passes through P− and the A2-point of C−. Hence

Φ|(L
2
+ \ (L+ ∪ C+)) = (L2

− \ (L− ∪ C−).

A similar argument yields

Φ|
((
L6,1
+ ∪ L6,2

+

)
\ (L+ ∪ C+)

)
=
(
L6,1
− ∪ L6,2

−
)
\ (L− ∪ C−).

The restriction of Φ| yields the desired isomorphism. �

Our goal is to prove that C±∪L±∪L2
±∪L6,1

± ∪L6,2
± is a complement-equivalent

arithmetic Zariski pair.

3.1. Fibered curves and braid monodromy factorization
These curves are called fibered (see [4]) since their complements induce a locally
trivial fibration on a finitely punctured P1 (the complement of the discriminant).
A fibered curve has a horizontal part (the curve that intersects the generic fibers
in a finite number of points) and a vertical part (the preimage of the discriminant).
As mentioned above, the braid monodromy of its horizontal part is a topological
invariant of a fibered curve.

Let us recall this result. Consider C ⊂ P2 a projective curve, L ⊂ P2 be a line
and P ∈ L. Let us assume that, if P ∈ C, then L is the tangent cone of C. Consider
L1, . . . , Lr the lines in the pencil through P (besides L) which are non-transversal
to C. The curve Cϕ := C∪L∪⋃rj=1 Lj is the fibered curve associated with (C, L, P ).

Consider now the braid monodromy factorization (τ1, . . . , τr) ∈ Brd of the
affine curve Caff := C \L, with respect to the projection based at P , where d is the
difference between deg C and the multiplicity of C at P . We are ready to state the
result.

Theorem 3.2 ([3, Theorem 1]). Let us suppose the existence of a homeomorphism
Φ : (P2, Cϕ1 )→ (P2, Cϕ2 ) such that:
(1) The homeomorphism is orientation preserving on P2 and on the curves.
(2) Φ(P1) = P2, Φ(L1) = L2.
Then, the braid monodromies of the two triples (C1, L1, P1) and (C2, L2, P2) are
equivalent.
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To understand the statement, let us recall the notion of equivalence of braid
monodromies. Let (τ1, . . . , τr) ∈ Brd be a braid monodromy factorization; for its
construction we have identified the Artin braid group Bd with the braid group
based at some specific d points of C; two such identifications differ by conjugation,
i.e.,

(τ1, . . . , τr) ∼ (τ τ1 , . . . , τ
τ
r ), ∀τ ∈ Bd.

There is a second choice, the choice of a pseudo-geometric basis in Fr. Two such
bases differ by what is called a Hurwitz move. The Hurwitz action of Br on Gr

(where G is an arbitrary group) is defined as follows. Let us denote by s1, . . . , sr−1
the Artin generators of Br (we replace σ by s to avoid confusion when G is a braid
group). Then:

(g1, . . . , gr)
si 7→ (g1, . . . , gi−1, gi+1, gi+1 · gi · g−1i+1, . . . , gi+2, . . . , gr).

Definition 3.3. Two braid monodromies in Brd are equivalent if they belong to the
same orbit by the action of Br × Bd described above.

Note that it is hopeless to apply directly Theorem 3.2 to our case: the braid
monodromies are equal! In [5], we refined Theorem 3.2 to work with ordered line
arrangements: the classical braid groups were replaced everywhere by pure braid
groups. We are going to state now an intermediate refinement of Theorem 3.2.

Let us think about our case. If we color in a different way the two first strands
and the two last strands, we take into account, that the first ones are the branches
of the node in Σ2 which provides L+, while the last ones provide L−. Let us set
that (τ1, τ2, τ3) is the braid monodromy factorization for C+ with this coloring. To
compare both curves, the braid monodromy factorization of C− would have the
strands associated to L− in the first place; this is accomplished, considering:

(τ̃1, τ̃2, τ̃3) := (τ τ1 , τ
τ
2 , τ

τ
3 ), τ = (σ2 · σ3 · σ1)2

since the braid τ exchanges the two pairs of strands.

Definition 3.4. Let A be a partition of the set {1, . . . , n}. The braid group B(A)
relative to A is the subgroup of Bn consisting of the braids that respect the given
partition.

Remark 3.5. For instance, note that both the total and the discrete partition pro-
vide recognizable groups: Bn = B({{1, . . . , n}}) whereas B({{1}, . . . , {n}}) pro-
vides the pure braid group.

The proof of the following result follows along the same lines as that of [3,
Theorem 1].

Theorem 3.6. Let Ad, Ar be partitions of {1, . . . , d} and {1, . . . , r}, respectively,
such that Ad induces partitions on Li ∩ Ci. Assume that there exists a homeomor-
phism Φ : (P2, Cϕ1 ) → (P2, Cϕ2 ) satisfying the hypotheses in Theorem 3.2, and also
satisfying:
(1) The blocks of lines through P1, P2 associated to the partition are respected.
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(2) The partitions on Li ∩ Ci are respected.

Then, the triples (C1, L1, P1) and (C2, L2, P2) have braid monodromy factorizations
(τ j1 , . . . , τ

j
r ) ∈ Brd, j = 1, 2 (respecting the above partitions) which are equivalent

by the action of B(Ad)× B(Ar).

Theorem 3.7. There is no homeomorphism

(P2, C+ ∪ L+ ∪ L2
+ ∪ L6,1

+ ∪ L6,2
+ )→ (P2, C− ∪ L− ∪ L2

− ∪ L6,1
− ∪ L6,2

− ).

Proof. Let us assume that such a homeomorphism Φ exists. From the topological
properties of P2, it must respect the orientation of P2. The intersection form in P2

implies that Φ either respects or reverses all the orientations on the irreducible
components of the curves. Since the equations are real, in the latter case one can
compose Φ with the complex conjugation. This composition respects the orienta-
tions of the irreducible components. Therefore, one may assume that Φ respects
the orientation of the curves.

By the topology of the curve at the singularities, it is easy to see that Φ(C+) =
C−, Φ(L+) = L− and Φ(L2

+) = L2
−. In particular, Φ(P+) = P−. Also note that

Φ(L6,1
+ ∪ L6,2

+ ) = L6,1
− ∪ L6,2

− .
Moreover, the homeomorphism must respect the two branches of the A5 point

and, hence, the two other points in C± ∩ L± (globally).
Let us consider the partition Ad4 = {{1, 2}, {3, 4}} for the strands of the

braids. In the base, we consider the partition Ar3 = {{1, 3}, {2}}. Then, from
Theorem 3.6, the braid monodromies T := (τ1, τ2, τ3) and T̃ := (τ̃1, τ̃2, τ̃3) are
equivalent under the action of B(Ad4)× B(Ar3).

We are going to show that this does not happen and, in particular, the ex-
pected homeomorphism does not exist.

There is no algorithm ensuring that two braid monodromy factorizations are
equivalent. In order to look for necessary conditions, we consider a finite represen-
tation ϕ : B4 → F , where F is a finite group. We need to check if ϕ(T ) and ϕ(T̃ )
are equivalent under the action of ϕ(B(Ad4)) × B(Ar3). Since the orbits are finite,
this approach should lead to an answer.

Let us denote FA := ϕ(B(Ad4)); let F̂ := F 3/FA, i.e., the quotient of the carte-
sian product F 3 under the diagonal conjugation action of FA. The group B(Ar3)

acts by Hurwitz moves on it. We want to check if the classes [T ], [T̃ ] ∈ F̂ are in the
same orbit under this action. Note that in general, this can be computationally
expensive.

There is a natural way to obtain representations of the braid group. Consider
the reduced Burau representation φ : B4 → GL(3,Z[t±1]). Let R be either Z/m,
for some m ∈ N, or Fq, q some prime power. Let s be a unit in R; then we define

ϕ : B4 → F := ϕ(B4) ⊂ GL(3, R)

by considering the natural map Z → R and specializing t to s. Let us do it for
R = Z/4 and s ≡ −1 mod 4. We have:
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B4 F ⊂ GL(3,Z/4)

σ1

(
1 0 0
1 1 0
1 0 1

)

σ2

(
2 3 0
1 0 0
0 0 1

)

σ3

(
1 0 0
0 2 3
0 1 0

)
,

ϕ

where F is a finite group of order 768. The class of T̃ is

[T̃ ] =
[(

2 2 3
0 3 1
3 0 3

)
,
(

3 3 0
0 1 3
2 1 0

)
,
(

3 3 2
3 0 2
1 0 1

)]

and the orbit of [T ] is
[(

0 3 2
0 2 3
1 2 2

)
,
(

3 0 3
1 3 0
3 2 2

)
,
(

1 0 1
0 2 1
0 1 1

)]
,
[(

3 0 3
1 3 0
3 2 2

)
,
(

0 1 2
1 3 2
2 1 1

)
,
(

1 0 1
0 2 1
0 1 1

)]
,
[(

0 3 2
0 2 3
1 2 2

)
,
(

1 0 1
0 2 1
0 1 1

)
,
(

2 3 0
1 3 2
0 3 3

)]
,

[(
0 1 2
1 3 2
2 1 1

)
,
(

0 3 2
0 2 3
1 2 2

)
,
(

1 0 1
0 2 1
0 1 1

)]
,
[(

1 0 1
0 2 1
0 1 1

)
,
(

1 2 1
1 3 0
1 0 0

)
,
(

2 3 0
1 3 2
0 3 3

)]
,
[(

0 1 2
1 3 2
2 1 1

)
,
(

1 0 1
0 2 1
0 1 1

)
,
(

1 2 1
1 3 0
1 0 0

)]
.

It is easily checked that T̃ is not conjugate to any element of the orbit of T .
The group B(Ar3) is generated by s−21 , s−22 , s1·s2·s−11 ; they induce the following

permutations in the orbit of T :

[(1, 2, 4)(3, 5, 6), (1, 3, 5)(2, 4, 6), (1, 3, 4)(2, 5, 6)],

showing that it is actually an orbit. Since we have shown that the braid mon-
odromies are not conjugate, we deduce that no homeomorphism exists. The com-
putations have been done with Sagemath [26] and GAP4 [17]. �

3.2. Final comments
Eyral-Oka curves give rise to other arithmetic Zariski pairs, namely using the
projections from the singular points of type E6 and A2. When projecting from a
point of type E6 it does not matter which one because of the symmetry of the
curves which exchanges both points.

One can compute the braid monodromy factorizations using again the fact
that they are strongly real curves. In these cases, it is more involved to prove
that the braid monodromy factorizations are not equivalent. In a future work we
will use the computed representations to distinguish the braid monodromies using
diagonal representations.
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Logarithmic Vector Fields and the Severi Strata
in the Discriminant

Paul Cadman, David Mond and Duco van Straten

Abstract. The discriminant, D, in the base of a miniversal deformation of an
irreducible plane curve singularity, is partitioned according to the genus of
the (singular) fibre, or, equivalently, by the sum of the delta invariants of the
singular points of the fibre. The members of the partition are known as the
Severi strata. The smallest is the δ-constant stratum, D(δ), where the genus
of the fibre is 0. It is well known, by work of Givental’ and Varchenko, to be
Lagrangian with respect to the symplectic form Ω obtained by pulling back
the intersection form on the cohomology of the fibre via the period mapping.
We show that the remaining Severi strata are also co-isotropic with respect
to Ω, and moreover that the coefficients of the expression of Ω with respect to
a basis of Ω2(logD) are equations for D(δ). Similarly, the coefficients of Ω∧k

with respect to a basis for Ω2k(logD) are equations for D(δ − k + 1). These
equations allow us to show that for E6 and E8, D(δ) is Cohen-Macaulay (this
was already shown by Givental’ for A2k), and that, as far as we can calculate,
for A2k all of the Severi strata are Cohen-Macaulay.

Mathematics Subject Classification (2000). 32S30 14B07 14H50 (53D17).

Keywords. Explicit equations, Delta-constant, intersection form.

1. Introduction: the discriminant and its Severi strata

Two of the most basic invariants of a plane curve singularity (C, 0) are its Milnor
number μ and its delta invariant δ. If f : (C2, 0) → (C, 0) is a holomorphic map
defining (C, 0) = f−1(0), then μ(C) is the dimension of the Jacobian algebra

OC2,0 /Jf and equals the dimension of the vanishing cohomology. If n : C̃ −→ C
denotes the normalisation of (C, 0), then δ(C) is the dimension n∗ OC̃ /OC and
equals the number of double points appearing in a generic perturbation of the map
n. These invariants are related by the relation

μ = 2δ + r − 1



56 P. Cadman, D. Mond and D. van Straten

where r denotes the number of branches of (C, 0). See [10, pp. 206–211]. The num-
ber µ also appears as the number of parameters of an Re miniversal deformation
F : (C2 × Cµ, 0) → (C, 0) of the function f : (C2, 0) → (C, 0) defining (C, 0). The
restriction π : X := F−1(0) → S = (Cµ, 0) is a versal deformation of the plane
curve singularity (C, 0). The fibre Cu over u ∈ S is the curve defined by zero
level of the deformed function fu := F ( , u) and discriminant D ⊂ S is the set of
parameter values u for which the fibre Cu is singular. This set is stratified by the
types of singularities that appear in the fibres. In this paper we will focus on the
so-called Severi strata, where the sum of the delta-invariants add up to a value
≥ k:

D(k) = {u ∈ S : δ(Cu) ≥ k}
where δ(Cu) =

∑
x∈Cu δ(Cu, x). Clearly D(0) = S and D(1) = D, and as D(i) is

contained in D(i− 1) we obtain a chain

D(δ) ⊂ D(δ − 1) ⊂ . . . ⊂ D(1) ⊂ D(0) = S.

The smallest non-empty Severi stratum, D(δ), is the classical δ-constant stratum.
The term “stratum” here is a bit of a misnomer, since the Severi strata are not in
general smooth.

It is a classical fact, going back at least to Cayley [5], that any curve singu-
larity with δ = k can be deformed into a curve with precisely k A1 points, a fact
which explains the name virtual number of double points for the δ-invariant. For a
very nice proof see the paper by C. Scott [20]. Thus the set D(kA1) of parameter
values u for which Cu has precisely k A1 singularities is dense in D(k). Moreover,
D(k) is smooth at such points, for there, by openness of versality, D(k) is a normal
crossing of k local smooth components of the discriminant D. A curve singularity
with δ-invariant k > 1 is also adjacent to a curve with one A2 singularity and k−1
A1 singularities. Hence D(k)reg = D(kA1). We refer to [23] for more background
on this.

In the famous Anhang F to his Vorlesungen über Algebraische Geometrie [21],
Severi considered the variety of plane curves of degree d with a given number of
nodes which he used to argue for the irreducibility of the space of all curves of
a given genus. A complete argument along these lines with given much later by
J. Harris, [12], and by Harris and Diaz in [6], which started the interest in the
local case. This seems to justify the name Severi-strata for the D(k)’s, which was
introduced in [22] . Recently, these strata have been the subject of several papers
and their geometry appears to hide some great mysteries. In [7] the multiplicity
of D(δ) was shown to be equal to the Euler number of the compactified Jacobian
of (C, 0). This was further explored in [22], where multiplicities of the other D(k)
were related to the puntual Hilbert-schemes Hilbn(C, 0). Most surprisingly, these
invariants turn out to be related to the HOMFLY-polynomial of the knot in the
3-sphere defined by (C, 0), [17].

If the curve (C, 0) is irreducible, its Milnor fibre Cu has just one boundary
component, and it follows that the intersection form Iu on H1(Cu;C) is non-
degenerate. In [9], Givental’ and Varchenko used the period map associated to a
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non-degenerate 1-form η on the total space of the Milnor fibration of F , together
with the Gauss-Manin connection, to pull back the intersection form from the
cohomology bundle H ∗ over S to get a symplectic form Ω on S rD, and proved

Theorem 1.1. (a) Ω extends to a symplectic form on S, and
(b) the δ-constant stratum D(δ) in the discriminant is Lagrangian with respect

to Ω.

Below we complement their results and show the following theorems.

Theorem 1.2. All of the Severi strata are coisotropic with respect to Ω.

The form Ω can also be used to obtain equations defining the Severi-strata.
Let ∧kΩ be the k-fold wedge product of Ω. Although it is a regular form, it can
be considered as an element of Ω2k

S (logD). Let Ik be the ideal generated by its
coefficients with respect to a basis of Ω2k

S (logD).

Theorem 1.3. For k = 1, . . ., δ, the Severi stratum D(k) is defined by the ideal
Iδ−k+1:

D(k) = V (Iδ−k+1).

Equivalently, if χ1, . . ., χµ form a basis for the free module of logarithmic
vector fields ΘS(− logD), then D(k) is defined by the ideal generated by the
Pfaffians of size 2δ − 2k + 2 of the skew matrix (Ω(χi, χj))1≤i,j,≤µ.

We do not know whether in general the ideals Ik are radical. Our calculations
suggest that they are, but we have not been able to show this. In [10, II. Proposition
2.57] it was shown that the strata are analytic.

Givental’ proved in [8] that for curve singularities of type A2k+1, D(δ) is
Cohen-Macaulay and it can be conjectured that this is always the case,[24]. In the
first author’s PhD thesis, [4], Theorem 1.3 was used to show that D(δ) is Cohen
Macaulay also for E6 and E8. Calculations using Theorem 1.3 suggest that the
remaining Severi strata are Cohen-Macaulay in the case of A2k, but show that for
E6 the stratum D(2) is not Cohen-Macaulay.

In the process of proving these theorems we noticed that Ω determines a
natural rank 2 maximal Cohen-Macaulay module over the discriminant D, which
seems to be of independent interest.

2. Preliminaries

Let f : (Cn+1, 0) → (C, 0) define an isolated singularity (C, 0) and let

g1, g2, . . . , gµ = 1 ∈ OCn+1,0

be functions giving a basis for the Jacobian algebra O /Jf . We consider a good
representative of a miniversal deformation of f of the form

F : B × S → C, F (x, u) = f(x) +

µ∑
i=1

uigi(x) ,
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where B is a Milnor ball for C and S is a sufficiently small ball in Cµ,[16]. The
set X := F−1(0) comes with a map π : X −→ S, with Cu as fibre over u ∈ S.

2.1. The critical space Σ

The relative critical set Σ of F is defined to be

Σ =

{
(x, u) ∈ B × S :

∂F

∂xi
(x, u) = 0, i = 0, . . ., n

}
.

It is smooth and the projection π : Σ → S is a µ-fold branched cover: its fibre over
u ∈ S consists of the critical points of F (−, u). As the partial derivatives form a
regular sequence,

OΣ = OB×S /(∂F/∂x0, . . ., ∂F/∂xn)

is a free OS-module of rank µ. Miniversality of F is equivalent to the statement
that the Kodaira-Spencer map

dF : ΘS → OΣ, ϑ 7→ ϑ(F ) = dF (ϑ)

is an isomorphism. The set X ∩ Σ is the union over u ∈ S of the set of singular
points of Cu, and its image under π is the discriminant, D. For brevity we denote

X ∩ Σ by D̃. It is indeed the normalisation of D.

2.2. D as a free divisor

Let F̄ : (B×S, (0, 0)) → (C×S, (0, 0)) be the unfolding of f corresponding to the
deformation F . Then Σ ⊂ B × Cµ is the (absolute) critical locus of F̄ . We write
∆ = F̄ (Σ) ⊂ C×S for the set of critical values of F̄ . It is well known that Σ is the
normalisation of ∆: it is smooth, and the map F̄ | : Σ → ∆ is generically one-to-
one. Then D = ∆ ∩ {0} × S. As usual, ΘC×S(− log ∆) denotes the OC×S-module
of vector fields on C × S which are tangent to ∆, and ΘS(− logD) denotes the
OS-module of vector fields on S which are tangent to D.

Proposition 2.1. (i) ΘC×S(− log ∆) is the OC×S-module of vector fields on C×S
which are F̄ -liftable to B × S.

(ii) ΘS(− logD) is the OS-module of vector fields on S which are π-liftable to
V (F ).

Proof. ([16]) (i) Let ϑ ∈ ΘC×S(− log ∆). Since F | : Σ → ∆ is the normalisation of

∆, there is a vector field ϑ̃0 on Σ lifting ϑ. For any extension ϑ̃1 of ϑ̃0 to B × S,
ωF (ϑ)−tF (ϑ̃1) vanishes on Σ, and since the Jacobian ideal (∂F/∂x0, . . ., ∂F/∂xn)

is radical, there exists a second vector field ξ on B×S such that ωF (ϑ̃1)−tF (ϑ̃1) =

tF (ξ). Then ϑ̃1 + ξ is an F̄ -lift of ϑ.

Conversely, suppose ϑ̃ is a F̄ -lift of ϑ. Then ϑ̃ must be tangent to Σ, for the
integral flows Φ̃t and Φt of ϑ̃ and ϑ satisfy Φ1◦ F̄ = F̄ ◦Φt, showing that Φ̃t defines
an isomorphism F̄−1(u) → F̄−1(Φt(u)), and must therefore map singular points
of F̄−1(u) to singular points of F̄−1(Φt(u)). It follows that ϑ is tangent to ∆.

(ii) Let i0 : S → C × S be the inclusion u 7→ (0, u). Then D = i−1
0 (∆).

Now i0 is logarithmically transverse to ∆, i.e., transverse to the distribution
ΘC×S(− log ∆). If F is the standard deformation f(x) +

∑
i uigi, with gµ = 1,



Logarithmic Vector Fields and the Severi Strata in the Discriminant 59

then this transversality is obvious: the vector field ∂/∂t+ ∂/∂uµ on C× S has F̄ -
lift ∂/∂uµ, and therefore lies in ΘC×S(− log ∆). Any other miniversal deformation
is parametrised R-equivalent to the standard deformation, so the transversality
holds there too.

Identifying Cµ with {0} × Cµ, from the logarithmic transversality of i0 to
∆ it follows that ΘS(− logD) is equal to θC×S(− log ∆)

⋂
θC×S(− log({0} × S))

restricted to Cµ, and that every vector field in ΘS(− logD) extends to a vec-
tor field in ΘC×S(− log ∆). Clearly, any lift to Cn+1 × S of a vector field in
θC×S(− log ∆)

⋂
θC×S(− log({0} × S)) must be tangent to V (F ), and any vector

field whose F̄ -lift is tangent to V (F ) must lie in θC×S(− log ∆)
⋂
θC×S(− log({0}×

S)). �

Therefore we have a diagram

0 OD̃
=

��

oo ΘS

dF

��

oo ΘS(− logD)

dF
F

��

? _oo

0 OD̃oo OΣ
oo OΣ

Foo 0oo

(2.1)

where the vertical maps are isomorphisms. This diagram can be used to find a
basis for ΘS(− logD). The germs FdF (∂/∂ui) generate (F )OΣ, therefore if

dF (χi) = FdF

(
∂

∂ui

)
, (2.2)

then the χi generate ΘS(− logD). This shows that ΘS(− logD) is a locally free
module, so that D is a free divisor.

2.3. Stratification of D

The discriminant D is stratified in various ways. Of special relevance to us are the
local R and K strata.

Suppose as before that F : B × S → C is a good representative of a versal
deformation of f , where B is open in Cn+1 and S is open in Cµ. Write fu = F ( , u),
and suppose that p1, . . ., pk are the critical points of fu lying on f−1

u (0). For each
point pi, the germ

F : (B × S, (pi, u)) → (C, 0)

is an Re-versal deformation of the germ of fu at pi, by openness of versality.
Hence there is a germ of submersion hi from (S, u) to the base of an Re-miniversal
deformation

Gi : (B × Cµi , (pi, 0)) → (C, 0)

of this germ, such that the germ of deformation F : (B × S, (pi, u)) → (C, 0) is
isomorphic to h∗i (Gi). We set

Ri(u) = h−1
i (0).

This is independent of the choice of miniversal deformation Gi and submersion
hi, since any two choices can be related by a commutative diagram of spaces and
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maps. Again by openness of versality, the Ri(u), i = 1, . . ., k are in general position
with respect to one another, and we set

R(u) =

k⋂
i=1

Ri(u).

This is the R stratum through u. It is smooth of dimension µ−
∑
i µ(fu, pi).

If in the above definition we replace F : B × S → C by the projection
V (F ) → S, and replace each Gi by a Ke-miniversal deformation Hi of the hyper-
surface singularity (Cu, pi), then we obtain the K -strata Ki(u) and their inter-
section K (u), the K -stratum through u, which is once again smooth, by openness
of versality, and has dimension µ−

∑
i τ(Cu, pi). Since R ⊂ K , R(u) ⊂ K (u).

If, for example, the fibre Cu has k A1 singularities and no other singular
points, then R(u) = K (u) and its germ at u coincides with the germ at u of the
set of points u′ such that Cu′ has k A1 points and no other singularities.

Definition 2.2. The logarithmic tangent space T logD
u S is the vector subspace of

TuS spanned at u by the logarithmic vector fields.

Proposition 2.3. One has the equality of vector spaces

T logD
u S = TuK (u).

Proof. We have the exact sequence

0 → ΘS(− logD) → ΘS → π∗(OD̃) → 0

which gives
ΘS

ΘS(− logD)
' π∗(OD̃)

and so
TuCµ

T logD
u S

' ΘS

ΘS(− logD) + mS,uΘS,u
'
⊕
i

T 1
Ke

(fu, xi)

This means that to show
T logD
u S = TuK (u)

we need show only one inclusion. If ϑ ∈ ΘS(− logD)u, then it has a lift ϑ̃ tangent

to V (F ). The integral flows of ϑ and ϑ̃, ϕt on (S, u) and ϕ̃t on V (F ), satisfy
π◦ϕ̃t = ϕt◦π. It follows that ϕ̃t maps Cu to Cϕt(u), and therefore for each singular
point pi in Cu, the curve germ {ϕt(u) : t ∈ (C, 0)} lies in the set Ki(u) defined
above. Hence {ϕt(u) : t ∈ (C, 0)} ⊂

⋂
i Ki(u) = K (u), and ϑ(0) ∈ TuK (u). �

2.4. Isomorphism OΣ → ΩF

A choice of a nowhere-vanishing relative (n+ 1)-form ω ∈ Ωn+1
B×S/S determines an

isomorphism
OΣ ' Ωn+1

F , g 7→ gω

where
Ωn+1
F := Ωn+1

B×S/S/dF ∧ ΩnB×S/S .
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Such an isomorphism leads to many additional structures. First of all, there
is a canonical perfect pairing, the residue pairing,

Res : Ωn+1
F × Ωn+1

F → OS ,

from which one obtains a perfect pairing on OΣ.

〈 , 〉 : OΣ×OΣ → OS .

Furthermore, because Ω1
S and Ω1

S(logD) are OS-dual to ΘS and ΘS(− logD), such
a choice of ω also determines isomorphisms

α : Ω1
S → OΣ and β : Ω1

S(logD) → OΣ

via the formulas

〈dF (ϑ), α(ξ)〉 = ξ(ϑ), and 〈dF
F

(ϑ), β(ξ)〉 = ξ(ϑ).

As a result ΘS ,ΘS(− logD),Ω1
S and Ω1

S(logD) are all identified with OΣ

and hence with one another. For example we have the isomorphism

k−1 ◦ β : Ω1
S(logD) → ΘS ,

where k : ΘS → OΣ is the Kodaira-Spencer map dF .

Note that for any a, b, c ∈ OΣ, the pairing satisfies

〈a, bc〉 = 〈ab, c〉,

and so multiplication by F on OΣ is self-adjoint:

〈g, Fh〉 = 〈Fg, h〉.

As a result, if ǧi, i = 1, . . ., µ denotes the OS basis of OΣ dual to the basis
gi = ∂F/∂ui, i = 1, . . ., µ, then replacing FdF (∂/∂ui) in (2.2) by ǧi, we get
generators χ1, . . ., χµ for ΘS(− logD) whose matrix of coefficients with respect to
the ∂/∂uj is the symmetric matrix with i, j entry χij = 〈ǧi, F ǧj〉.

In our calculations in section 7 we always use such a basis. We note that if
ω1, . . ., ωµ is the basis for Ω1(logD) dual to χ1, . . ., χµ then

k−1β(ωi) =
∂

∂ui
, and k−1α(dui) = χi. (2.3)

3. The Gauß-Manin connection

The study of the Gauß-Manin connection for hypersurface singularities was initi-
ated by Brieskorn in [3] and has since then developed into a very detailed theory.
We can only outline the parts of the theory that are relevant to our application.
For a more detailed accounts we refer to [11], [16], [2], [15], [13] and the original
papers quoted there.
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3.1. The cohomology bundle and its extensions

The spaces Hn(Xu) = Hn(Xu;C) fit together into the cohomology bundle

H∗ =
⋃

u∈SrD
Hn(Xu)

over S r D. It is a flat vector bundle and the associated sheaf of holomorphic
sections

H ∗ = H∗ ⊗C OSrD
is equipped with a natural flat connection, the Gauss Manin connection,

∇ : H ∗ → H ∗ ⊗OS Ω1
S\D. (3.1)

As usual, we write
∇ϑ : H ∗ −→ H ∗

for the action of a vector field ϑ ∈ ΘSrD. The sheaf H ∗ over S rD has various
extensions to S. Most relevant to us is the parameterised version of Brieskorn’s
module H ′:

H ′ := π∗(Ω
n
X/S)/dπ∗(Ω

n−1
X/S). (3.2)

A section of H ′ over U ⊂ S is represented by a (relative) holomorphic n-form η
on π−1(U) ⊂ X. If U ⊂ S rD and u ∈ U , the restriction of η to the smooth fibre
Xu is a closed form n-form and thus determines a cohomology class

[η|Xu ] ∈ Hn(Xu).

In this way one obtains an isomorphism H ′(U) → H ∗(U) and thus H ′ can be
considered as an extension of H ∗, that is, there is a map of OS-modules

H ′ −→ j∗H
∗,

which is an isomorphism over SrD, where j : SrD↪→S is the inclusion. The sheaf
H ′ is a locally free sheaf of rank µ, but for a general ϑ ∈ ΘS the Gauß-Manin
connection maps H ′ into a bigger extension H ′′ ⊃ H ′. This second Brieskorn
module H ′′ can be defined as

H ′′ := π∗ωX/S/dπ∗(dΩn−1
X/S),

where ωX/S denotes the relative dualising module, [16, page 158]. Elements from
ωX/S are most conviently described as residues of n+ 1-forms, that is, as Gelfand-
Leray forms. There is an exact sequence

0 −→ H ′ −→ H ′′ −→ Ωn+1
X/S −→ 0. (3.3)

When we restrict to logarithmic vector fields, the connection maps H ′ and
H ′′ to themselves, so we have logarithmic connections

∇ : H ′ −→ H ′ ⊗OS Ω1
S(logD),

∇ : H ′′ −→ H ′′ ⊗OS Ω1
S(logD)

extending the Gauss-Manin connection (3.1). (As there is no possibility of confu-
sion, we denote all these maps by the same symbol ∇.)
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The action of χ ∈ ΘS(− logD) on a local section [η] represented by a relative
n-form η is given by the Lie derivative with respect to a lift χ̃ of χ:

∇χη = [Lieχ̃(η)]

([16, p. 148]).

3.2. H ′ and the cohomology of singular fibres

We have seen that for u ∈ S \D, the restriction of a global relative n-form η to a
smooth fibre Xu determines a cohomology class

[η|Xu ] ∈ Hn(Xu).

If u ∈ D, then the fiber Xu is singular, but the form η still can be integrated over
n-cycles in Xu and gives rise to a well defined cohomology class in Hn(Xu). We
sketch the argument. Suppose γ1 and γ2 are n-cycles in Cu and Γ is a n+ 1-chain
in Xu with ∂Γ = γ1 − γ2. After subdivision, we can write Γ = Γ′ + Γ′′ where Γ′ is
a n+ 1-chain in the smooth part of Cu and Γ′′ = Γ ∩

⋃
iBε(pi), where the pi are

the singular points of Cu. Then∫
γ1

η −
∫
γ2

η =

∫
∂Γ′

η +

∫
∂Γ′′

η.

The first integral on the right-hand side vanishes by Stokes’s Theorem. The contri-
bution

∫
∂Γ′′

η tends to 0 as ε → 0, as the integrand is regular and one is integrating
over ever smaller sets.

In general, if Z is any analytic space with singularities we can look at the
de Rham complex (Ω•Z , d) of Kähler forms, and integration over p-cycles is well-
defined and determines a de Rham evaluation map

DR : Hp(Γ(Z,Ω•Z)) → Hp(Z,C).

If Z is a Stein space, then this map is even surjective. The reason is the following:
because Z is Stein, the group at the left hand side is equal to the p-th hyper-
cohomology group Hp of the de Rham complex (Ω•Z , d). The map of complexes
CZ → (Ω•Z , d) (induced by the inclusion map CZ → OZ) induces a map

α : Hp(Z;C) = Hp(CZ) → Hp((Ω•Z , d)) = Hp(Γ(Z,Ω•Z)),

and it is shown in [16], p. 141, that DR is a section of the map α, i.e., DR◦α = Id.
In particular, DR is surjective.

Proposition (8.5) of [16] provides a relative version of this argument, that
we specialise to our situation of π : X −→ S. For this we look at the (truncated)
relative de Rham complex

0 −→ OX −→ Ω1
X/S −→ . . . −→ Ωn−1

X/S −→ ΩnX/S .

The cohomology sheaves are π−1OS in degree 0 and

Hn := ΩnX/S/dΩn−1
X/S ,
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a sheaf supported on D̃, in degree n. The direct image (π∗Ω
•
X/S , d) also has two

non-vanishing cohomologies, namely π∗π
−1OS in degree 0 and H ′ in degree n.

The two hypercohomology spectral sequences now produces a short exact sequence

0 −→ Rnπ∗(CX)⊗OS
α−→H ′ β−→ π∗Hn −→ 0

([16, Proposition 8.5]). Restriction to a (geometrical) fibre over u gives an exact
sequence

0 −→ Hn(Xu) −→ H ′|u −→ π∗Hnu −→ 0.

In the middle we have a vector space of dimension µ, at the right-hand side a
direct sum of vector spaces of dimension µi, the Milnor numbers of the singularities
appearing in the fibre over u. So indeed

dim Hn(Xu) = µ−
∑

µi.

The composition

Rnπ∗(CX) −→ Rnπ∗(CX)⊗OS
α−→ H ′

is for any u ∈ S a section to the deRham-evaluation map

DRu : H ′
u −→ Hn(Xu,C).

Corollary 3.1. For all u ∈ S, the deRham evaluation map

H ′
u → Hn(Xu); η → [η|Xu ]

is surjective.

3.3. The period map

The theory of the period map was developed independently by Varchenko and
K. Saito around the same time and has numerous applications. The basic idea
is quite simple. Let us first fix a relative n-form η and a point u ∈ S r D and a
horizontal basis γ1(s), γ2(s), . . . , γµ(s) ∈ Hn(Xs) for points s in a neighbourhood
U of u. The period map

Pη : U −→ Cµ, s 7→

(∫
γ1(s)

η,

∫
γ2(s)

η, . . . ,

∫
γµ(s)

η

)
sends a point s to the tuple of periods of the form η. By further parallel transport
one extends Pη to a (multi-valued) map

Pη : S rD −→ Cµ

between spaces of the same dimension µ. The form η is called non-degenerate if
it is non-degenerate at all points u ∈ S r D, which means that Pη is a local
isomorphism near u. Of course, this can be tested by looking at the derivative of
this map, which can be identified with the map

∇Pη,u : TuS → H1(Xu), ϑ 7→ [∇ϑη|Xu] ∈ Hn(Xu)

which is the geometrical fibre at u of the sheaf map

ΘSrD −→ H ∗, ϑ 7→ ∇ϑη.
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This map extends to a sheaf map

ΘS −→ H ′′, ϑ 7→ ∇ϑη

which is an isomorphism in case η is non-degenerate.

Proposition 3.2. A non-degenerate relative n-form η gives rise to a commutative
diagram

0 // H ′ // H ′′ // Ωn+1
X/S

// 0

0 // ΘS(− logD) //

OO

ΘS
//

OO

OD̃ //

OO

0

with exact rows and where the vertical maps are the isomorphisms described in the
last paragraph and where the map at the right-hand side is induced by multiplication
by ω = dη.

This diagram can be found in [19, p. 1248].
From this we get immediately the following

Theorem 3.3. If η is non-degenerate, then for each point u ∈ S one obtains an
isomorphism

∇Pη,u : T logD
u S −→ H ′

u .

The composition with the de Rham evaluation map gives a surjection

DR ◦ ∇Pη,u : T logD
u S −→ Hn(Xu).

In fact the restriction of DR ◦ ∇Pη,u to TuR(u) is an isomorphism. This
statement was shown by Varchenko to hold in special cases and conjectured to
hold in general, [25]. A proof basically along these lines was sketched to us in a
letter by Hertling, [14].

4. The case of curves

We specialise to the case n = 1, so C := X0 is a plane curve singularity. If C has
r branches then by the formula of Milnor

µ = 2δ − r + 1,

and for u ∈ S r D the fibre Cu := Xu is a smooth Riemann surface of genus
δ − r + 1 with r boundary circles. In the case where C is irreducible, then µ = 2δ
and for u /∈ D, Cu is a smooth Riemann surface of genus δ. For u ∈ D the curve Cu
is a singular, say with singularities (Cu, pi), i = 1, 2, . . . , N , then its normalisation

C̃u has genus

δ(C)− δ(Cu)

where δ(Cu) =
∑N
i=1 δ(Cu, pi).
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4.1. Intersection form

Now assume that C is irreducible. For fixed u ∈ S let C∗u = Cu/∂Cu be the closed

Riemann surface obtained by shrinking ∂Cu to a point, and let C̃u and C̃∗u be the
normalisations of Cu and C∗u.

The diagram

C̃u
� � //

n

��

C̃∗u

n

��
Cu

� � j // C∗u

gives rise to the diagram H1(C̃u) H1(C̃∗u)
'oo

H1(Cu)

n∗

OO

H1(C∗u)

n∗

OO

'oo

in which the vertical arrows are surjections. Write Iu and Ĩu for the intersection

forms on Cu and C̃u. These are pulled back from the intersection forms on the

closed curves C∗u and C̃∗u by means of the isomorphisms in the preceding diagram.

Because n∗ : H2(C̃u, ∂C̃u) ' H2(C, ∂C), it follows by functoriality that

Ĩu(n∗a, n∗b) = Iu(a, b). (4.1)

Note that the form Ĩu is non-degenerate.

4.2. de Rham version of Iu

The pairing Iu has the following de Rham description. We choose a a pair of
collars U ⊂ V ⊂ Cu around the boundary ∂Cu and a C∞ bump-function ρ, equal
to 1 on U and 0 outside V . If η is a holomorphic (Kähler) 1-form on Cu, it follows
from Stokes theorem that ∫

∂C

η = 0.

By integration we can therefore find a holomorphic function α on V with dα = η
on V . The form η is cohomologous to η̃ := η − dρα and as ρ = 1 on U and there
dα = η, it follows that η̃ is a form with compact support, contained in C \U . It is
holomorphic and equal to η outside V , but only C∞ on the annulus V \ U . One
then has, using Stokes theorem

Iu([η], [η′]) = Iu([η̃], [η′]) = −
∫
∂C

αη′.

More details are given in Section 7.

4.3. Extension to H ∗ and H ′

The pairings Iu on H1(Cu) combine to give a perfect duality

I : H ∗ ×H ∗ → OS
over S r D. Because of its topological origin, the intersection form is horizontal
with respect to the Gauss-Manin connection: for any two sections s1, s2 of H ∗,

d
(
I(s1, s2)

)
= I(∇s1, s2) + I(s1,∇s2).
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Using a relative version of the above de Rham-description of the intersection
pairing one obtains an extension of I, still called I, to H ′:

I : H ′ ×H ′ → OS .

For two sections η1, η2 of H ′ one has

I(η1, η2)(u) = Iu([η1|Cu], [η2|Cu]). (4.2)

4.4. Pulling back the intersection form

Using the period map one can pull-back the intersection form on H1(Cu) to obtain
a 2-form on S. Let us first start with an arbitrary section s ∈ H ∗ over S \ D.
From it we obtain a 2-form

Ω = s∗I ∈ Ω2
SrD

on S rD by the formula

Ω(ϑ1, ϑ2) := I(∇ϑ1s,∇ϑ2s).

Proposition 4.1. The form Ω is closed.

Proof. This is ‘clear’ as we are pulling back the ‘constant form I’, but here is a
nice direct calculation: if a, b and c are germs of commuting vector fields on S,
then

d(s∗I)(a, b, c) = d
(
I(a, b)

)
(c)− d

(
I(a, c)

)
(b) + d(

(
I(b, c)

)
(a)

= I(∇c∇as,∇bs) + I(∇as,∇c∇bs)
− I(∇b∇as,∇cs)− I(∇as,∇b∇cs)
+ I(∇a∇bs,∇cs) + I(∇bs,∇a∇cs). (4.3)

Because a and b commute and ∇ is flat, ∇a∇b = ∇b∇a, and similarly for ∇a∇c
and ∇b∇c. This means that all terms on the right hand side in (4.3) cancel, except
the first and last. These cancel because of the anti-symmetry of I. �

Theorem 4.2. ([9]) If s = η is a non-degenerate section of H ′, then Ω is itself non-
degenerate and hence symplectic, and moreover extends to all of S as a symplectic
form.

5. Results

In [9] one find the formulation of a principle that the types of degeneration that
occur in the fibres Cu are reflected in the lagrangian properties of the corresponding
strata. Our results can be seen as a vindication of this principle in some special
cases.

As before, we will consider the versal deformation π : X −→ S of an irre-
ducible curve singularity, a non-degenerate section η of the Brieskorn-module H ′

and the resulting symplectic form Ω on S, obtained by pulling back the intersection
form on the fibres H1(Cu).
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5.1. The rank of Ω on the logarithmic tangent space

Recall that for a point u ∈ S, the logarithmic tangent space T logDu S ⊂ TuS is the
sub-space spanned by the logarithmic vector fields at u.

Theorem 5.1. The rank of Ω restricted to T logD
u S is equal to the rank of Iu on

H1(Cu), which is equal to dim H1(C̃u) = 2(δ(C)− δ(Cu)).

Proof. Let R(u) and K (u) denote, respectively, the right-equivalence stratum and
the K -equivalence stratum containing u. Recall that by 3.3 the period map maps
the space TuK (u) surjectively to H1(Cu); its restriction to TuR(u) ⊆ TuK (u)
maps isomorphically to H1(Cu). From (4.2) it follows that the rank of Ω on T log

u D
at u is equal to the rank of the intersection form Iu on H1(Cu), which is equal to

the rank of H1(C̃u), and therefore is equal to µ(C)−2δ(Cu) = 2δ(C)−2δ(Cu). �

5.2. Coisotropicity of the Severi strata

Recall that a subspace V of a symplectic vector space (W, 〈 , 〉) is coisotropic if
V ⊥ ⊂ V , where V ⊥ = {w ∈ W : 〈v, w〉 = 0 for all v ∈ V }. A submanifold X
of a symplectic manifold M is coisotropic if for all x ∈ X, TxX is a coisotropic
subspace of TxM . A singular subset X of the symplectic manifold M is coisotropic
if Xreg is coisotropic.

Theorem 5.2. All the Severi strata

D(δ) ⊂ D(δ − 1) ⊂ · · · ⊂ D(1) = D

are coisotropic with respect to Ω.

Proof. Suppose that u is a regular point of D(k), so Cu has exactly k ordinary
double points as singularities. As R(u) = K (u) = D(k) near u, the tangent space
TuD(k) is the same as T logDu S. From theorem 5.1 the rank of Ω|TuD(k) is equal to
µ− 2k, hence dim ker Ω|TuD(k) = k. But from the non-degeneracy of Ω it follows

that TuD(k)⊥ has dimension equal to the codimension of D(k), namely k. Thus
both sides in the relation

TuD(k)⊥ ⊃ ker(Ωu|TuD(k))

have dimension k, and are therefore equal. It follows that TuD(k)⊥ ⊂ TuD(k).
That is, D(k) is coisotropic. �

The principle mentioned above explains this result by simply saying the near
a regular point u ∈ D(k) there are k mutually non-intersecting cycles vanishing
at u, which make up an isotropic subspace of H1. However, making this into an
honest proof is another matter and leads to the considerations outlined above. The
form Ω is not unique, and moreover is determined globally rather than locally. One
cannot prove anything by using a local normal form N(`) := {u1· · ·u` = 0} for
D at a generic point u0 of a Severi stratum D(`), since the symplectic form one
picks there will not in general coincide with the pullback of the form Ω by an
isomorphism identifying (D,u0) with (N(`), 0).
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5.3. Equations for the D(k)

Let χ1, . . ., χµ be a basis for for ΘS(− logD), and let ω1, . . ., ωµ be the dual basis
for Ω1

S(logD). Considering Ω as an element of Ω2
S(logD), it can be expressed as

the sum

Ω =
∑
i<j

Ω(χi, χj)ωi ∧ ωj .

We denote the skew matrix with i, j’th entry Ω(χi, χj) by χtΩχ. Then

∧kΩ =
∑

1≤i1<···<i2k≤µ

Pf(χtΩχ(i1, . . ., i2k))ωi1 ∧ · · · ∧ ωi2k , (5.1)

where χtΩχ(i1, . . ., i2k) is the submatrix of χtΩχ consisting of rows and columns
i1, . . ., i2k and Pf denotes its Pfaffian. The ideal generated by the coefficients of
∧kΩ with respect to the basis ωi1 ∧· · ·∧ωi2k of Ω2k(logD) is the same as the ideal
Pf2k(χΩχ) of 2k × 2k Pfaffians of χtΩχ.

Theorem 5.3. D(k) = V
(

Pf2(δ−k+1)(χ
tΩχ)

)
. In particular, the δ-constant stra-

tum D(δ) is defined by the entries of χtΩχ.

Proof. Consider an arbitrary u ∈ S. The rank of the matrix χtΩχ at u is the rank
of Ω restricted to the space of evaluations at u of the vector fields in ΘS(− logD)u,
which is precisely the logarithmic tangent space T logD

u S. Theorem 5.1 states that
the rank of Ω on T log

u D at u is equal to 2δ(C) − 2δ(Cu). As the rank of a skew-
symmetric matrix is always even and equal to the size of the largest non-vanishing
Pfaffian, it follows that D(k) is precisely cut out by the Pfaffians of size 2(δ−k+1)
of the matrix χtΩχ, i.e., D(k) = V

(
Pf2(δ−k+1)(χ

tΩχ)
)
. �

A symplectic form Ω on a manifold S gives rise to a Poisson bracket { , }
on the sheaf of functions on S, as follows: Ω determines an isomorphism Ω1

S → ΘS

sending a 1-form α to a vector field α[. Then for functions f, g,

{f, g} = Ω((df)[, (dg)[).

The vector field χf := (df)[ is called the Hamiltonian vector field associated to f .
If V ⊂ S is a sub-variety and I(V ) ⊂ OS the ideal of functions vanishing on V ,
then it is easy to show that for a regular point x ∈ V one has

TxV
⊥ = {χf (x) : f ∈ I(V )x}. (5.2)

The following is well known:

Proposition 5.4. V ⊂ S is coisotropic if and only if the ideal I(V ) is Poisson-
closed:

{I(V ), I(V )} ⊂ I(V ).

For the convenience of the reader we include a proof.
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Proof. Let x ∈ V be a regular point, v, w ∈ TxV ⊥, and f, g ∈ I(V ) two functions
with χf (x) = v, χg(x) = w (using (5.2)). Then

Ω(v, w) = Ω(χf (x), χg(x)) = {f, g}(x).

From this we see that {f, g} vanishes at x if and only if Ω(v, w) = 0, which means
that TxV

⊥ ⊂ (TxV
⊥)⊥ = TxV , that is, V is coisotropic. �

Thus, for each of the Severi strata D(k), the ideal I(D(k)) is involutive. But
note that an ideal defining a coisotropic subvariety is not necessarily involutive;
the proof only shows that this holds if the ideal is radical.

Conjecture 5.5. For all k = 1, 2, . . . , δ,

(a) Pf2k(χtΩχ) is involutive;
(b) Pf2k(χtΩχ) is radical.

By the theorem 1.2, (b) =⇒ (a), as vanishing ideals of coisotropic varieties
are involutive. Nevertheless, involutivity of the ideals Pf2k(χtΩχ) may hold even
without their being radical.

Problem: How to write the Poisson bracket of two Pfaffians of χtΩχ as a linear
combination of Pfaffians? Is there a universal formula?

6. The symplectic form as Extension

The matrix χtΩχ can be considered as an endormorphism of OµS and its cokernel
NΩ defines a rank 2 Cohen-Macaulay module on OD. If the basis χ of ΘS(− logD)
is chosen to be symmetric, as described in Subsection 2.4, then NΩ sits in an exact
sequence

0 OD̃oo NΩ
oo OD̃oo 0oo . (6.1)

In fact, we show that the extension (6.1) has a coordinate-independent meaning,
depending only on the choice of ω used in the definition of the period map. As
such it represents an element in the ΩD̃-module

1

Ext
D

(OD̃,OD̃)

and therefore an infinitesimal deformation of OD̃ as OD-module. We refer to NΩ

as the intersection module. For a vector field ϑ, let ϑ# denote the contraction of
Ω by ϑ. Begin with the exact sequence

0← Ω1
S(logD)

Ω1
S

← Ω1
S(logD)

ΘS(− logD)#
← ΘS

ΘS(− logD)
← 0. (6.2)

This exists for every divisor D and non-degenerate 2-form Ω. Here the first ar-
row is induced by contraction with Ω, which maps ΘS to Ω1

S and ΘS(− logD) to
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ΘS(− logD)#. Then the exact sequence we consider is obtained from (6.2) by com-
posing the last arrow with the isomorphism k−1 ◦ β : Ω1

S(logD) → ΘS described
in Subsection 2.4, inducing an isomorphism

ΘS

ΘS(− logD)
← Ω1

S(logD)

Ω1
S

.

Since we have a canonical isomorphism ΘS/ΘS(− logD) → OD̃ defined by dF ,
we obtain the exact sequence (6.1). Thus provided the pairing on OΣ is chosen
canonically, the extension class of (6.1) depends only on F and on the symplectic
form.

Remark 6.1. If we apply k−1 ◦ β also to the middle term of the sequence (6.2) as
well as the third, we obtain (6.1) in the slightly different form

0← ΘS

ΘS(− logD)
← ΘS

k−1 ◦ β(ΘS(− logD)#)
← ΘS

ΘS(− logD)
← 0. (6.3)

Note that k−1 ◦β(ΘS(− logD)#) is generated over OS by vector fields whose com-
ponents with respect to the usual basis ∂/∂u1, . . ., ∂/∂uµ are given by the columns
of the matrix χΩχ. It is interesting that in all of the examples where we have
made the calculations, k−1 ◦β(ΘS(− logD)#) ⊂ ΘS is a Lie sub-algebra, evidently
contained in ΘS(− logD). We cannot at present prove this or explain it.

6.1. Calculation of Ext groups

We state without proof the results of some relatively straightforward calculation of

Ext groups. Let C denote the conductor ideal of the projection n = π| : D̃ → D.

Lemma 6.2. (i) Both Ext1
D(OD̃,OD̃) and Ext2

D(OD̃,OD̃) are OD̃ /C -modules.

(ii)
1

Ext
OD

(OD̃,OD̃) '
{OD̃ -syzygies of g1, . . ., gµ}
OD̃ ·{OD -syzygies of g1, . . ., gµ}

;

(iii)
2

Ext
OD

(OD̃,OD̃) ' OD̃ /C .

Proposition 6.3. Ext1
D(OD̃,OD̃) is a maximal Cohen-Macaulay module over

OD̃ /C presented by the matrix χ̃ obtained from the symmetric matrix χ of the
basis for ΘS(− logD) by deleting its last row and column.

In [1] it is shown that if n : D̃ → D has corank 1, then Cokerχ̃ ' π∗OD2(n),

where, by D2(n), we mean the double-point scheme of the map n:

D2(n) = closure{(x1, x2) ∈ D̃ × D̃ : x1 6= x2, n(x1) = n(x2)}.

The isomorphism holds only if n has corank 1. The map n : D̃ → D, normalising
the discriminant in the base of a versal deformation, has corank 1 exactly for the
Aµ singularities. Thus, for the Aµ, and only for these, Ext1

D(OD̃,OD̃) ' OD2(n).
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7. Computations and Examples

It was described in [8] how the symplectic form Ω can be computed in the case of
irreducible quasi-homogeneous curve singularities. The projective closure of such
a curve has a unique point at infinity ∞.

Proposition 7.1. Let C be a curve, ∞ ∈ C a smooth point and ω, η two meromor-
phic differential form, holomorphic on C \ {∞}. Then the intersection form of the
cohomology classes [ω], [η] ∈ H1(C) is

I([ω], [η]) = 2πiRes∞(αη)

where α is a meromorphic function in a neighbourhood of ∞ with dα = ω.

Proof. Choose two small open discs U ⊂ V ⊂ C around ∞, and a C∞ bump
function ρ on C, equal to 1 on U and 0 outside V . Choose a function α mero-
morphic on V with dα = ω. Then ω − d(ρα) is a C∞ compactly supported form,
cohomologous to [ω]. Using ω ∧ η = 0, we find

I([ω], [η]) = −
∫
C

d(ρα) ∧ η = −
∫
U

d(ρα · η)

and by Stokes theorem

−
∫
U

d(ρα · η) = −
∫
∂U

αη

which, noticing the reverse of orientation in the boundary, gives the above formula.
�

This proposition can be used to calculate intersections using Laurent-series
exapansions. If the curve C is given by an affine equation f(x, y) = 0 and has a
single point at infinity, we can find a Laurent parametrisation of C around ∞

x(t), y(t) ∈ C[[t]][1/t]

If ω = A(x, y)dx and η = B(x, y)dx are the differential forms on C, then by
substitution we obtain expansions

ω = a(t)dt, η = b(t)dt

where a(t), b(t) ∈ C[[t]][1/t] are Laurent series. Integrating up one we find

α(t) =

∫
a(t)dt ∈ C[[t]][1/t]

and we can compute the cohomological intersection as:

I([ω], [η]) = Res0α(t)b(t)dt.

Proposition 7.2. ([9]) Suppose that f is quasihomogeneous. Then for ω = dx∧ dy,
the period map Pω is non-degenerate.
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Case A4

We consider the versal deformation of A4 given by

F (x, a, b, c, d) = y2 + x5 + ax3 + bx2 + cx+ d.

We take the symmetric basis for ΘS(− logD) with Saito matrix

χ :=


10a 15b 20c 25d
15b −6a2 + 20c −4ab+ 25d −2ac
20c −4ab+ 25d −6b2 + 10ac −3bc+ 15ad
25d −2ac −3bc+ 15ad −4c2 + 10bd

 . (7.1)

The symplectic form pulled back by the period mapping induced by the 1-form
ydx is

Ω = ada ∧ db+ da ∧ dd+ 3db ∧ dc. (7.2)

Therefore the ideal of entries of the matrix χΩχ, defining the δ-constant stratum
D(2), is generated by

a4 +
27

4
ab2 − 9a2c+ 20c2 − 25

2
ad, a3b+

27

4
b3 − 9abc− 10a2d+ 50cd, (7.3)

and

a3c+
27

4
b2c− 4ac2 − 20abd+

125

4
d2.

Case A6

A versal deformation of A6 is given by

F (x, a, b, c, d, e, f) = x7 + ax5 + bx4 + cx3 + dx2 + ex.

We take the basis of ΘS(− logD) with Saito matrix
2a 3b 4c 5d 6e 7f
3b − 10

7 a
2 + 4c − 8

7ab+ 5d − 6
7ac+ 6e − 4

7ad+ 7f − 2
7ae

4c − 8
7ab+ 5d − 12

7 b
2 + 2ac+ 6e − 9

7 bc+ 3ad+ 7f − 6
7 bd+ 4ae − 3

7 be+ 5af
5d − 6

7ac+ 6e − 9
7 bc+ 3ad+ 7f − 12

7 c
2 + 2bd+ 4ae − 8

7 cd+ 3be+ 5af − 4
7 ce+ 4bf

6e − 4
7ad+ 7f − 6

7 bd+ 4ae − 8
7 cd+ 3be+ 5af − 10

7 d
2 + 2ce+ 4bf − 5

7de+ 3cf
7f − 2

7ae − 3
7 be+ 5af − 4

7 ce+ 4bf − 5
7de+ 3cf − 6

7 e
2 + 2df


and symplectic form

Ω =


0 −3a2 − c −6b 9a 0 −3

3a2 + c 0 −5a 0 −5 0
6b 5a 0 −15 0 0
−9a 0 15 0 0 0

0 5 0 0 0 0
3 0 0 0 0 0

 .

Each of the ideals Pf2` is Poisson-closed, and defines a Cohen-Macaulay variety of
codimension 3− `+ 1.

Case A8

For A8, each of the ideals Pf2` is Poisson-closed, and defines a Cohen-Macaulay
variety of codimension 4− `+ 1.
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Case E6 and E8

A versal deformation of E6 is given by

F (x, y, a, b, c, d, e, f) = x3 + y4 + axy2 + bxy + cy2 + dx+ ey + f.

We take the basis of ΘS(− logD) with symmetric Saito matrix χ equal to
2a 5b 6c 8d

5b −a4
6 − 4ac+ 8d a2b

2 + 9e − a3b12 −
3bc+ae

2

6c a2b
2 + 9e − 5b2+2a2c+10ad

3 + 7ab2

12 −
4a2d

3 + 12f

8d − a3b12 −
3bc+ae

2
7ab2

12 −
4a2d

3 + 12f − a2b224 + 4cd− 7be
2 + 6af

9e ab2−a3c
6 + a2d−9c2

3 + 12f 7abc
6 − 13bd+4a2e

3
5b3−a2bc

12 − 7abd
6 − 3ce

2

12f abd
6 −

a3e
12 −

3ce
2 − 8d2

3 + 7abe
12 − 2a2f 10b2d−a2be

24 − 4ad2

3 − 9e2

4 + 6cf

9e 12f
ab2−a3c

6 + a2d−9c2

3 + 12f abd
6 −

a3e
12 −

3ce
2

7abc
6 − 13bd

3 − 4a2

3 e − 8d2

3 + 7abe
12 − 2a2f

5b3−a2bc
12 − 7abd

6 − 3ce
2

10b2d−a2be
24 − 4ad2

3 − 9e2

4 + 6cf
4b2c

3 − a2c2

6 + 8acd−8d2−5abe−6a2f
3

bcd
2 + 5b2e−a2ce

12 + 5ade
6 − 3abf

bcd
2 + 5b2e−a2ce

12 + 5ade
6 − 3abf − 4cd2

3 + 11bde
6 − a2e2

24 − b
2f − 2adf

 . (7.4)

The symplectic form Ω has matrix
0 − 1

15ab
1
5c

2
15a

2 0 1
5

1
15ab 0 0 0 1

2 0
− 1

5c 0 0 1 0 0
− 2

15a
2 0 −1 0 0 0

0 − 1
2 0 0 0 0

− 1
5 0 0 0 0 0

 . (7.5)

The ideal of 2 × 2 Pfaffians (i.e., the ideal of entries) of χΩχ, defining the δ-
constant stratum, is Cohen-Macaulay of codimension 3, and Poisson-closed. Below
we comment on the computations involved in proving Cohen-Macaulayness. The
ideal J of 4×4 Pfaffians is also Poisson closed, and has codimension 2 but projective
dimension 3.

For both E6 and E8 we check the Cohen Macaulay property for the ideal
generated by the entries in the matrix χΩχ using the Depth package of Macaulay
2. To show that this ideal is radical, we use the result of [7], that the geometric
degree of D(δ) is equal to the Euler characteristic of the compactified Jacobian.
This Euler characteristic is calculated in [18]: for E6 it is 5 and for E8 7. Using
Singular we computed the algebraic degree of OD(δ), as defined by the ideal of
entries of χΩχ, and found that it took these values, showing, in view of Cohen-
Macaulayness, that this is the reduced structure.

Betti numbers of the Severi strata for A2k

The following table shows the non-zero betti numbers of minimal free resolutions
of the ideals of Pfaffians, Pf2`, of the matrix χΩχ for singularities of type A2k for
1 ≤ k ≤ 4.
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A2 A4 A6 A8

` β0 β0 β1 β0 β1 β2 β0 β1 β2 β3

1
2
3
4

1
−
−
−

3 2
1 −
− −
− −

6 8 3
5 4 −
1 − −
− − −

10 20 15 4
15 24 10 −
7 6 − −
1 − − −

(7.6)

Since depth + projective dimension = dimension S and codimD(j) = j, it follows
from the data in the table that for A2k with k ≤ 4, each of the rings OS /Pf2`, and
therefore each of the Severi strata D(k−`+1) = V (Pf2`) ⊂ S, is Cohen-Macaulay.

Conjecture 7.3. For all ` and k with ` ≤ k, each of the Severi strata D(`) in the
base of a miniversal deformation of A2k is Cohen Macaulay.
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Polar Weighted Homogeneous Singularities
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Abstract. Polar weighted homogeneous polynomials are real analytic maps
which generalize complex weighted homogeneous polynomials. In this arti-
cle we give classes of mixed polynomials in three variables which generalize
Orlik and Wagreich classes of complex weighted homogeneous polynomials.
We give explicit conditions for this classes to be polar weighted homogeneous
polynomials with isolated critical point. We prove that under small pertur-
bation of their coefficients they remain with isolated critical point and the
diffeomorphism type of their link does not change.
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1. Introduction

Let f : C3 → C be a complex weighted homogeneous polynomial with isolated
critical point. Let V = f−1(0) be its zero-set and consider its link given by K =
V ∩ S5. It is now a classical result by Orlik and Wagreich [9, §3.1] that the link of
such polynomial is equivariantly diffeomorphic to the link of a polynomial in one
of six classes given explicitly in the aforementioned paper.

In this article we generalize Orlik and Wagreich classes for polar weighted ho-
mogeneous polynomials with isolated critical point. These are real analytic maps
which generalize complex weighted homogeneous polynomials, they are polyno-
mials in complex variables and their conjugates (mixed functions) and they are
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weighted homogeneous with respect to an R+-action and also with respect to a
S1-action. The first examples of polar weighted homogeneous polynomials were
twisted Brieskorn-Pham polynomials given in [10] by Ruas, Seade and Verjovsky
to give explicit examples of real analytic maps f with isolated critical point which
Milnor fibration is given by f/‖ f ‖ as for holomorphic maps. Inspired by these
examples polar weighted homogeneous polynomials were introduced by Cisneros-
Molina in [4] and later they were studied by Oka in [6, 7, 8].

The organization of the article is as follows. In Section 2 we recall some basic
facts about mixed functions, in particular, when a mixed polynomial is full and
the definition of polar weighted homogeneous polynomials. We also generalize a
lemma by Arnold about the existence of certain monomials in mixed polynomials
with isolated critical point. In Section 3 we prove that polar weighted homogeneous
polynomials with isolated critical point at the origin under small perturbation of
their coefficients remain with isolated critical point (Corollary 3.6). In Section 4 we
give the classes of mixed polinomials which generalize Orlik and Wagreich classes.
In contrast with the complex case, these classes of mixed polynomials are not
automatically polar weighted homogeneous, so we compute the explicit conditions
for these families to be polar weighted homogeneous with isolated singularity at the
origin (Theorem 4.5 and Theorem 4.10). As a result of these computations we list
the classes which are full polar weighted homogeneous polynomials (Corollary 4.7).
In Section 5 we prove that the diffeomorphism type of the link of a polar weighted
homogeneous polynomial with isolated singularity at the origen does not change
under small perturbation of the coefficients of the polynomial (Theorem 5.3).

2. Mixed functions

Consider Cn with coordinates z1, . . . , zn. Let z̄j be the complex conjugate of zj .
We will write zj = xj + iyj with xj , yj ∈ R. To simplify notation we shall write
z = (z1, . . . , zn), z̄ = (z̄1, . . . , z̄n), x = (x1, . . . , xn) and y = (y1, . . . , yn). We also
denote by 0 the origin in Cn, by C∗ the non-zero complex numbers and by R+ the
positive real numbers.

Let µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) with µj , νj ∈ N ∪ {0}, set zµ =
zµ1

1 . . . zµnn and z̄ν = z̄ν11 . . . z̄νnn . Consider a complex valued function f : Cn → C
expanded in a convergent power series of variables z and z̄,

f(z) =
∑
µ,ν

cµ,νz
µz̄ν .

We call f a mixed analytic function (or a mixed polynomial, if f is a polynomial).
We consider f as a function f : R2n → R2 in the 2n real variables (x,y)

writing f(z) = g(x,y) + ih(x,y), taking zj = xj + iyj where g, h : Cn ∼= R2n → R
are real analytic functions. Recall that for any real analytic function k : R2n → R
we have

∂k

∂zj
=

1

2

(
∂k

∂xj
− i ∂k

∂yj

)
,

∂k

∂z̄j
=

1

2

(
∂k

∂xj
+ i

∂k

∂yj

)
.
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So we have
∂f

∂zj
=

∂g

∂zj
+ i

∂h

∂zj
,

∂f

∂z̄j
=

∂g

∂z̄j
+ i

∂g

∂z̄j
.

As usual, we define the real gradients of g and h by

dRg(x,y) =

(
∂g

∂x1
, . . . ,

∂g

∂xn
,
∂g

∂y1
, . . . ,

∂g

∂yn

)
,

dRh(x,y) =

(
∂h

∂x1
, . . . ,

∂h

∂xn
,
∂h

∂y1
, . . . ,

∂h

∂yn

)
.

Following Oka [6] set

df(z) =

(
∂f(z)

∂z1
, . . . ,

∂f(z)

∂zn

)
, d̄f(z) =

(
∂f(z)

∂z̄1
, . . . ,

∂f(z)

∂z̄n

)
.

The following proposition is an useful criterium to determine whether a point
z ∈ Cn is a critical point of a mixed function f .

Proposition 2.1 (Oka’s Criterium [6, Proposition 1]). Let z ∈ Cn. The following
two conditions are equivalent,

1. The vectors dRg(z) and dRh(z) are linearly dependent over R.

2. There exists a complex number α ∈ S1 such that df(z) = αd̄f(z).

We need the following condition which will be automatically satisfied by the
family of polar weighted homogeneous polynomials that we will consider later.

Condition 2.2. If the monomial zj appears in f , then the monomial zj does not
appear in f .

The following lemma is a generalization of [1, Proposition 11.1] by Arnold.

Lemma 2.3. Fix i ∈ {1, . . . , n}. If f is a mixed polynomial with isolated singularity
at the origin of Cn satisfying Condition 2.2, then there exist a, b ∈ N ∪ {0} with
a+b 6= 0, such that the monomial zai z̄

b
ix appears in f , with x ∈ {z1, z̄1, . . . , zn, z̄n}.

Proof. Assume that for all a ≥ 0, b ≥ 0 there are no monomial zai z̄
b
ix. By Condi-

tion 2.2, f does not have a linear term, if so, f = 0 has no singularity at the origin.
Consider df and d̄f on the axis z1 = · · · = zi−1 = zi+1 = · · · = zn = 0. This axis is
a subset of f−1(0) and we have that both gradient vectors vanish simultaneously.
This means that the axis is included in the singular locus, which contradicts the
fact that f has an isolated singularity at the origin. �

Following Oka [6, §2.3] we have the following definition.

Definition 2.4. Let µj = (µj,1, . . . , µj,n) and νj = (νj,1, . . . , νj,n) be multi-indices
and let f : Cn → C be a mixed polynomial written as

f(z) =

m∑
j=1

cjz
µj z̄νj ,
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where c1, . . . , cm are non-zero. Consider the following matrices

P =

(
µ1,1+ν1,1 ... µ1,n+ν1,n

...
...

...
µm,1+νm,1 ... µm,n+νm,n

)
, Q =

(
µ1,1−ν1,1 ... µ1,n−ν1,n

...
...

...
µm,1−νm,1 ... µm,n−νm,n

)
.

We say that f is radial full (respectivelly angular full) if n = m and P (respectively,
Q) has rank n. If f is radial and angular full, then we say that f is full. We call
the matrix P the radial matrix and Q the angular matrix of f .

Define the associated Laurent polynomial f̂ : C∗n → C by

f̂(w) =

m∑
j=1

cjw
µj−νj .

Theorem 2.5 ([6, Theorem 10]). Let f(z) be a full mixed polynomial and let f̂(w)
be its associated Laurent polynomial. Then there exists a diffeomorphism φ : C∗n →
C∗n such that f̂ ◦ φ = f |C∗n .

Corollary 2.6. The associated Laurant polynomial f̂ : C∗n → C has no critical
points.

Proof. Let Q be the angular matrix. As in [5, page 68] define the map ψQ : C∗n →
C∗n by

ψQ(w) = (w
µ1,1−ν1,1
1 . . . wµ1,n−ν1,n

n , . . . , w
µm,1−νm,1
1 . . . wµm,n−νm,nn ),

and define h : C∗n → C by h(w) = c1w1 + · · ·+ cmwm. Then we have that f̂(w) =
h(ψQ(w)). By [5, Assertion (1.3.2), page 109] ψQ is a det(Q)-fold covering and
clearly h has no critical points. �

An useful property of a radial full or angular full polynomial is that we can
have more control on the coefficients cj .

Lemma 2.7. Let f be a mixed polynomial and suppose that k rows of the radial
matrix P are linearly independent. Then under a change of coordinates we can
assume that k coefficients are on S1.

Lemma 2.8. Let f be a mixed polynomial and suppose that k rows of the angular
matrix Q are linearly independent. Then under a change of coordinates we can
assume that k coefficients are on R+.

Corollary 2.9 ([8, Lemma 8]). If f is full, then under a change of coordinates we
can assume that all the coefficients are 1.

We are just going to prove Lemma 2.7 (actually it is just an adaptation of
the proof of [8, Lemma 8]).



Classification of Isolated Polar Weighted Homogeneous Singularities 81

Proof of Lemma 2.7. We have f(z) =
∑m
j=1 cjz

µj z̄νj . We can apply a change of

coordinates zj → zσ(j) with σ a permutation of {1, . . . , n} so that the matrix

P ′ =

µ1,1 + ν1,1 . . . µ1,k + ν1,k

...
...

...
µk,1 + νk,1 . . . µk,k + νk,k


is invertible.

We are going to construct a change of coordinates of the form zj → etjzj
where tj ∈ R with j = 1, . . . , k. Write cj = eajθj and notice that we want some
numbers etj ∈ R+ such that

(µj,1 + νj,1)t1 + · · ·+ (µj,k + νj,k)tk = −aj
then we have the system

P ′(t1, . . . , tk)> = (−a1, . . . ,−ak)> .

Since P ′ is invertible we can solve this system. �

2.1. Polar weighted homogeneous polynomials

Let p1, . . . , pn and q1, . . . , qn be non-zero integers such that gcd(p1, . . . , pn) = 1
and gcd(q1, . . . , qn) = 1. Let w ∈ C∗ written in its polar form w = tτ , with t ∈ R+

and τ ∈ S1. A polar C∗-action on Cn with radial weights (p1, . . . , pn) and angular
weights (q1, . . . , qn) is given by:

tτ • z = (tp1τ q1z1, . . . , t
pnτ qnzn) . (2.1)

Definition 2.10. A mixed function f : Cn → C is polar weighted homogeneous if
there exists p1, . . . , pn positive integers, q1, . . . , qn non-zero integers, a, c positive
integers, and a polar C∗-action given by (2.1) such that f satisfies the following
functional equation:

f(tτ • z) = taτ cf(z) . (2.2)

We say that the polar weighted homogeneous function f has radial weight type
(p1, . . . , pn; a) and angular weight type (q1, . . . , qn; c).

Sometimes it is more convenient to consider the normalized radial weights
(p′1, . . . , p

′
n) given by p′i = pi

a and the normalized angular weights (q1, . . . , qn)
given by q′i = qi

c .
We will say that f is generalized polar weighted homogeneous if it satisfies

(2.2) with p1, . . . , pn and q1, . . . , qn integers, i.e. some pj or qj can be zero or
negative.

Remark 2.11. The definition of polar weighted homogeneous functions follows the
original definition given in [4] but allowing the qi’s to be negative. Other authors
(for instance [6, 3]) call polar weighted homogeneous functions to more general
notions allowing the pi’s or qi’s to be zero; we call this more general definition
generalized polar weighted homogeneous functions to emphazise the difference.
Originally, the angular weights were called polar weights and this has caused some
confusion in the literature because some authors (for instance [7, 3]) call polar
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weighted homogeneous to mixed functions which are weighted homogeneous with
respect to the angular weights and not to both radial and angular weights. To
avoid this ambiguity in [2] the authors propose to use the term mixed weighted
homogeneous instead of what we call polar weighted homogeneous. We think it
is better to keep the term polar weighted homogeneous for the original definition
given in [4] and use the term angular weights instead of polar weights and re-
spectively angular weighted homogeneous; the reason is that the polar coordinate
system on the plane consists of two coordinates: the radial coordinate and the
angular coordinate, and polar C∗-actions are defined writing the acting element
w ∈ C∗ in its polar form.

Remark 2.12. Notice that a complex weighted homogeneous polynomial is a par-
ticular case of a polar weighted homogeneous polynomial with pj = qj .

Notice that given a polar C∗-action on Cn, we get a radial R+-action on Cn
given by

t ∗ z := (tp1z1, . . . , t
pnzn).

Sometimes we will be interested in the general case of real analytic maps
f : Rn → Rk, so we also consider the following definition.

Definition 2.13. Let p1, . . . , pn be integers with gcd(p1, . . . , pn) = 1. Let f : Rn →
Rm be an analytic map and consider an R+-action on Rn given by

t ∗ x := (tp1x1, . . . , t
pnxn) .

Let a be a positive integer. We call f a radial weighted homogeneous map of type
(p1, . . . , pn; a) if

f(t ∗ x) = taf(x) ,

where pj is a positive integer for j = 1, . . . , n. We say that f is a generalized radial
weighted homogeneous if p1, . . . , pn are arbitrary integers.

Proposition 2.14 ([4, §3],[6, §2]). Let f(z) be a generalized polar weighted homo-
geneous function with radial weight type (p1, . . . , pn; a) and angular weight type
(q1, . . . , qn; c). Then it satisfies the following properties:

1. Euler identities:

af(z) =

n∑
j=1

pjzj
∂f

∂zj
(z) +

n∑
j=1

pj z̄j
∂f

∂z̄j
(z) ,

cf(z) =
n∑
j=1

qjzj
∂f

∂zj
(z)−

n∑
j=1

qj z̄j
∂f

∂z̄j
(z) .

2. The maps ∂f
∂zj

and ∂f
∂z̄j

are also generalized weighted homogeneous.

3. The only critical value of f is 0.
4. The fiber Fα := f−1(α) is a manifold of real dimension 2(n − 1) and it is

canonical diffeomorphic to F1 = f−1(1).
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5. If the weights p1, . . . , pn are positive, then:
(a) The function f is indeed a polynomial.
(b) The zero-set V = f−1(0) is contractible to the origin.
(c) The restriction f : (Cn \ V )→ C∗ is a locally trivial fibration.
(d) The map

φ =
f

|f |
: S2n−1

ε \Kε → S1 (2.3)

is a fiber bundle, for any ε > 0.
(e) The fibration fS1 := f |f−1(S1) : f−1(S1) → S1 is equivalent to the fibra-

tion (2.3).

Furthermore, if the origin is an isolated singularity of V
(f) V \ {0} is smooth.
(g) The sphere S2n−1

ε of radius ε around 0 is transverse to V for any ε > 0.
(h) Let Kε := V ∩ S2n−1

ε . Then for any ε′, ε > 0, Kε′ and Kε are S1-
equivariantly diffeomorphic (compare with [9, Proposition 3.1.3]).

Remark 2.15. If f : Rn → Rm is a radial weighted homogeneous map analogous to
item 2.14 of Proposition 2.14 we have that ∂f

∂xi
is also radial weighted homogeneous.

In this article we restrict to the case when the radial weights are positive
and non-zero angular weights, that is, we are only interested in polar weighted
homogeneous polynomials.

Lemma 2.16. If f : Cn → C is polar weighted homogeneous and z is a critical point
of f , then tλ • z is a critical point for all tλ ∈ C∗.

The analogous statement is true for a radial weighted map.

Proof. We will prove it for polar weighted homogeneous polynomials, the other
case is analogous. Suppose f has radial weight type (p1, . . . , pn; a) and angular
weight type (q1, . . . , qn; c).

Since z is a critical point of f , by Lemma 2.1 there exists α ∈ S1 such that

∂f(z)

∂zj
= α

∂f(z)

∂z̄j
, j ∈ {1, . . . , n} .

Since ∂f
∂zj

and ∂f
∂z̄j

are also polar weighted homogeneous, for any t ∈ R+ and λ ∈ S1

∂f(tλ • z)

∂zj
= ta−pjλ−c+qj

∂f(z)

∂zj
= ta−pjλc+qj

α

λ2c

∂f(z)

∂z̄j
=

α

λ2c

∂f(tλ • z)

∂z̄j
,

therefore tλ • z is a critical point of f . �

3. Isolated critical point under perturbation of coefficients

The aim of this section is to prove that given a polar weighted homogeneous
polynomial with isolated critical point, with a small perturbation of its coefficients
it still has isolated critical point.
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Definition 3.1. Let f = (f1, . . . , fm) : (Rn,0)→ (Rm,0) be a map where fj : Rn →
R is a polynomial for j ∈ {1, . . . ,m}. Suppose that

fj(x) =

kj∑
l=1

cj,lPj,l(x) ,

where cj,l ∈ R∗ and Pj,l are monomials with coefficient 1.

We can identify the set of coefficients cj,l of f (up to a permutation) with a
point in Rk1+···+km . Let ε > 0 and B(0, ε) be the open ball in Rk1+···+km centered at
the origin with radius ε and let p ∈ B(0, ε) with coordinates p = (pj,l), j = 1, . . . ,m
and l = 1, . . . , kj .

We can consider the polynomials

fj,p(x) =

kj∑
l=1

(cj,l + pj,l)Pj,l(x) ,

and the map

fp = (f1,p, . . . , fk,p) : Rn → Rm . (3.1)

Suppose that f has an isolated critical point at the origin. We say that f
is stable under a small perturbation of its coefficients, if there exist ε > 0 small
enough such that fp has an isolated critical point at the origin for all p ∈ B(0, ε).

Remark 3.2. Suppose that f has an isolated critical point at the origin, let x ∈ Rn
be a regular point of f and let M1, . . . ,Mk be all the minors of size m×m.

Each minor Mj is a polynomial on the variables x1, . . . , xn and if we fix the
variables and allow to change the coefficients of f , we have that Mj is also a
polynomial on the coefficients c1,1, . . . , cm,km .

Therefore we think Mj as a polynomial

Mj : Rn × Rk1+···+km → R . (3.2)

That f is stable under a small perturbation of its coefficient is equivalent to
say that there exist ε > 0 such that for any x ∈ Rn \ {0} we have Mj(x, p) 6= 0 for
some j ∈ {1, . . . , k} and every p ∈ B(0, ε) ⊂ Rk1+···+km .

The following lemma is a direct consequence of Lemma 2.16.

Lemma 3.3. Let f be a polar weighted homogeneous polynomial and z0 ∈ C a re-
gular point of f . Let M(z) be a 2× 2 minor of the Jacobian matrix of f , seen as
a real analytic map, such that M(z0) 6= 0. Then M(t • z0) 6= 0 for all t ∈ R+.

The analogous statement is true for a radial weighted homogeneous map.

Proof. Suppose that

M(z) =
∂g(z)

∂xj

∂h(z)

∂yk
− ∂g(z)

∂xk

∂h(z)

∂yj
.
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Since the partials derivatives are polar weighted homogeneous (in particular
radial weighted homogeneous) then

M(t • z) = t2a−pj−pk
(
∂g(z)

∂xj

∂h(z)

∂yk
− ∂g(z)

∂xk

∂h(z)

∂yj

)
,

therefore M(t • z0) = t2a−pj−pkM(z0) 6= 0 for all t ∈ R+. �

Proposition 3.4. Let f : Rn → Rm be a radial weighted homogeneous map. If f has
an isolated critical point at the origin, then f is stable under a small perturbation
of its coefficients.

Proof. Let x ∈ Sn−1
1 . By Lemma 2.16 the origin is the only critical point of f ,

therefore x is a regular point of f and there exist a minor Mx of size m×m with
Mx(x) 6= 0 and an open set Ux ⊂ Rn such that x ∈ Ux and

|Mx(x)−Mx(y)| < |Mx(x)|
2

, for every y ∈ Ux.

Therefore we have a cover of Sn−1
1 consisting of {Ux}x∈Sn−1

1
and since it is

compact, we have a finite subcover {Uj}. Denote by Mj the minor corresponding
to the open set Uj and consider Mj as in (3.2). Now consider the following function

Dj : U j → R+

Dj(y) = sup {ε > 0 |Mj(y, p) 6= 0 for every p ∈ B(0, ε) ⊂ Rk1+···+km} ,
where U j is the closure of Uj and take εj = min{Dj(y) | y ∈ U j }. Consider

ε = min{ε1, . . . , εj}, therefore for every 0 < ε′ ≤ ε, y ∈ Sn−1
1 and p ∈ B(0, ε′) we

have Mj(y, p) 6= 0, for some minor Mj .
Now using Lemma 3.3 we have that the same holds for any y ∈ Rn \ {0} and

any p ∈ B(0, ε′) for every 0 < ε′ ≤ ε. �

Corollary 3.5. Let fp = (f1,p, . . . , fk,p) : Rn → Rm be a family of radial weighted
homogeneous maps as in (3.1). Then the subspace U of Rk1+···+km of parameters
p for which fp has an isolated singularity is an open set.

Corollary 3.6. If f is a polar weighted homogeneous polynomial with isolated sin-
gularity, then f is stable under a small perturbation of its coefficients.

4. Classification of polar weighted homogeneous polynomials in C3

In this section we want to study polar weighted homogeneous polynomials f : C3 →
C with isolated singularity at the origin. We do it in four steps:

First step. We define families of mixed polinomials which contain terms which
are necessary in order to have isolated singularity.

Second step. We give conditions on the exponents of the elements of these fam-
ilies to be polar weighted homogeneous polinomials.

Third step. Under a suitable change of coordinates we simplify the coefficient
of these families taking them to a special form.
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Fourth step. In the special form we give conditions to have isolated singularity.

Following Orlik and Wagreich [9, §3.1] we have the following definition.

Definition 4.1. A mixed function f(z) is said to be of class I (respectively II,. . . ,
V) if there is a permutation σ of the set {1, 2, 3} and non-zero complex numbers
α1, α2, α3 such that f(zσ(1), zσ(2), zσ(3)) is equal to

I. α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 + α3z

a3
3 z̄b33 ,

II. α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 + α3z

a3
3 z̄b33 g2,

III. α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 g3 + α3z

a3
3 z̄b33 g2,

IV. α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 g1 + α3z

a3
3 z̄b33 g2,

V. α1z
a1
1 z̄b11 g2 + α2z

a2
2 z̄b22 g3 + α3z

a3
3 z̄b33 g1,

where gj ∈ {zj , z̄j}.

Remark 4.2. Notice that if a mixed polynomial does not satisfies Condition 2.2
it cannot be weighted homogeneous with respect to the S1-action, therefore polar
weighted homogeneous polynomials satisfy Condition 2.2. Definition 4.1 lists all
possible polynomials that one can get applying Lemma 2.3 to a mixed function
with isolated singularity. Notice that taking bi = 0 and gi = zi for i = 1, 2, 3 in
classes I to V we recover Orlik and Wagreich classes I to V of irreducible complex
weighted homogeneous polynomials, their class VI corresponds to class III taking
a2 = a3 = 1.

In contrast with Orlik and Wagreich the classes in Definition 4.1 are not
necessarily polar weighted homogeneous, for example,

f(z) = |z1|2 + |z2|2 + |z3|2

is a mixed function of class I but it is not polar weighted homogeneous. For this
reason one has to find the conditions that the ai and bi should satisfy in order to
get a polar weighted homogeneous polynomial.

Remark 4.3. Using the change of coordinates zi 7→ z̄i we can always assume that
gi = zi but in this case ai − bi can be positive, negative or zero. Hereafter we
assume that gj = zj .

We will frequently use the following basic lemma.

Lemma 4.4. Let z ∈ C and t ∈ R. If z + tz̄ belongs to R, then t = 1 or z ∈ R.

Theorem 4.5. Let f be a mixed function of one of the classes of Definition 4.1.
Then the following conditions must be satisfied in order to f be polar weighted
homogeneous:

Class I. aj − bj 6= 0 with j = 1, 2, 3.
Class II. One of the following conditions is satisfied:

a) aj − bj 6= 0 with j = 1, 2, 3 and a2 ± b2 6= 1.
b) a1 − b1 6= 0, a2 − b2 = 1, b2 6= 0 and a3 = b3.

Class III. a1 − b1 6= 0 and a2 − b2, a3 − b3 are not both −1. Also one of the
following conditions is satisfied:
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a) a2 ± b2 and a3 ± b3 are not 1.
b) (a2 + b2)(a3 + b3) > 1, a2 − b2 = 1 and a3 − b3 = 1.
c) a2 = a3 = 1 and b2 = b3 = 0.

Class IV. One of the following conditions is satisfied:
a) ai − bi 6= 0 for i = 1, 2, 3, a1 ± b1 6= 1 and (a1, a2) 6= (b1 − 1, b2 + 2).
b) a2 = b2, a1 − b1 = 1 and b1 6= 0.
c) a3 = b3, a1 − b1 6= 0, a1 + b1 > 1 and (a1, a2) = (b1 − 1, b2 + 2).

Class V. (a1 − b1)(a2 − b2)(a3 − b3) 6= −1 and{
(ai−1, ai+1) 6= (bi−1 + 1, bi+1),

(ai−1, ai+1) 6= (bi−1 − 1, bi+1 + 2),
i = 1, 2, 3.

Proof. Class I. Suppose that

f(z) = α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 + α3z

a3
3 z̄b33 .

In this case the radial and angular matrices are

P =

(
a1+b1 0 0

0 a2+b2 0
0 0 a3+b3

)
, Q =

(
a1−b1 0 0

0 a2−b2 0
0 0 a3−b3

)
.

In order to f be polar weighted homogeneous we want to find solutions
to the system

P (p1, p2, p3)> = (1, 1, 1)> , Q(q1, q2, q3)> = (1, 1, 1)> ,

with pj ∈ Q+ and qj ∈ Q \ {0}.
If some aj−bj = 0, then we can not solve the system, therefore aj−bj 6=

0 for j = 1, 2, 3.
The solution of the system give us the normalized radial and angular

weights so we need to take m, m′, M and M ′ to get the weights.
Class II. Suppose that

f(z) = α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 + α3z

a3
3 z̄b33 z2 .

In this case the radial and angular matrices are

P =

(
a1+b1 0 0

0 a2+b2 0
0 1 a3+b3

)
, Q =

(
a1−b1 0 0

0 a2−b2 0
0 1 a3−b3

)
.

We have two cases:
a) The easiest case is that P and Q are invertible. In this case we have

that
aj − bj 6= 0 , j = 1, 2, 3 .

The weights are just the solution of the system given by P and Q as in
the previous case.

b) By construction, P is always invertible, so suppose that Q is not in-
vertible but the system has solution. In this case we have that a1 − b1,
a2 − b2 6= 0 and a3 − b3 = 0. Therefore we have

Q =
(
a1−b1 0 0

0 a2−b2 0
0 1 0

)
,
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and since we want Q(q1, q2, q3)> = (1, 1, 1)>, therefore we have q2 = 1
and a2 − b2 = 1. Under this assumptions we have

P =
(
a1+b1 0 0

0 2a2−1 0
0 1 2a3

)
,

although the matrix is invertible, if b2 = 0 (i.e., a2 = 1), then p2 = 1,
so p3 must be 0 but we do not allow this kind of solutions. Therefore
b2 6= 0. If f satisfies the aforementioned conditions, then it is polar
weighted homogeneous and the weights are just the solutions to the
systems given by P and Q.

Class III. Suppose that

f(z) = α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 z3 + α3z

a3
3 z̄b33 z2 .

In this case the radial and angular matrices are

P =

(
a1+b1 0 0

0 a2+b2 1
0 1 a3+b3

)
, Q =

(
a1−b1 0 0

0 a2−b2 1
0 1 a3−b3

)
.

We have basically two cases:
a) If P and Q are invertible, then we have

detP = (a1 + b1) ((a2 + b2)(a3 + b3)− 1) 6= 0 ,

detQ = (a1 − b1) ((a2 − b2)(a3 − b3)− 1) 6= 0 ,

and since we always have a1 + b1 6= 0, then the conditions are

(a2 + b2)(a3 + b3) 6= 1 ,

(a1 − b1) ((a2 − b2)(a3 − b3)− 1) 6= 0 .

b) Suppose Q is not invertible but P it is invertible. Since a1− b1 must be
different from 0, then suppose that (a2 − b2)(a3 − b3) = 1.
We have two cases, the first one is a2 − b2 = a3 − b3 = −1, then

Q =
(
a1−b1 0 0

0 −1 1
0 1 −1

)
,

but in this case we can not find q2 and q3 such that q2 − q3 = 1 and
q3 − q2 = 1, so we do not have to consider this case.
The second case is a2 − b2 = a3 − b3 = 1. Under this assumption, we
have

Q =
(
a1−b1 0 0

0 1 1
0 1 1

)
.

The angular weights are deduced from this matrix and the additional
condition comes from the requirement to have non-zero integers.

c) Suppose P is not invertible but Q it is invertible, therefore a2 + b2 =
a3 + b3 = 1 and the only solutions to this equation are:

a2 = a3 = 1 and b2 = b3 = 0,
a2 = b3 = 1 and b2 = a3 = 0,
a3 = b2 = 1 and a2 = b3 = 0,
a2 = a3 = 0 and b2 = b3 = 1,
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and since (a2 − b2)(a3 − b3) 6= 1, then the solutions are
a2 = b3 = 1 and b2 = a3 = 0,
a3 = b2 = 1 and a2 = b3 = 0.

Consider the equations

a2 = b3 = 1 and b2 = a3 = 0,

therefore

P =
(
a1+b1 0 0

0 1 1
0 1 1

)
, Q =

(
a1−b1 0 0

0 1 1
0 1 −1

)
,

but in this case q2 = 1 and q3 = 0 but all the angular weights must
be non-zero rational numbers, therefore this case does not happen. The
case a3 = b2 = 1 and a2 = b3 = 0 does not happen by an analogous
argument.

d) Suppose P and Q are not invertible. Using the last ideas we have that
the only solution (up to a change of coordinates) is

a2 = a3 = 1 and b2 = b3 = 0,

therefore

P =
(
a1+b1 0 0

0 1 1
0 1 1

)
, Q =

(
a1−b1 0 0

0 1 1
0 1 1

)
,

therefore f is polar weighted homogeneous.
Class IV. Suppose that

f(z) = α1z
a1
1 z̄b11 + α2z

a2
2 z̄b22 z1 + α3z

a3
3 z̄b33 z2 .

In this case the radial and angular matrices are

P =

(
a1+b1 0 0

1 a2+b2 0
0 1 a3+b3

)
, Q =

(
a1−b1 0 0

1 a2−b2 0
0 1 a3−b3

)
.

a) Suppose P and Q are invertible, then aj − bj 6= 0.
Now if a1 + b1 = 1, then p1 = 1 but this gives us that p2 = 0 and this
can not happen. Using the same idea we can check that a1 − b1 6= 1.
Consider the system Q(q1, q2, q3)> = (1, 1, 1)>, solving this system we
get that

q3 =
(a1 − b1)(a2 − b2 − 1) + 1

(a1 − b1)(a2 − b2)(a3 − b3)
,

and since q3 can not be 0, then (a1 − b1)(a2 − b2 − 1) 6= −1. Since P is
always invertible, hence we just have to consider the following cases:

b) Suppose a2 = b2, then the angular matrix is

Q =
(
a1−b1 0 0

1 0 0
0 1 a3−b3

)
,

hence a1− b1 must be 1. Notice that if b1 = 0, then the radial matrix is

P =
(

1 0 0
1 2a2 0
0 1 a3+b3

)
,

but this implies that p2 = 0 but this can not happen.
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c) Suppose a2 6= b2 and a3 = b3. Then the angular matrix is

Q =
(
a1−b1 0 0

1 a2−b2 0
0 1 0

)
,

therefore q2 = 1 and since q1 = 1
a1−b1 , then we have 1 + (a2 − b2)(a1 −

b1) = (a1 − b1).
The radial matrix is

P =

(
a1+b1 0 0

1 a2+b2 0
0 1 2a3

)
,

notice that if a1 + b1 = 1, then again p2 = 0 but this can not happen.
Class V. Suppose that

f(z) = α1z
a1
1 z̄b11 z2 + α2z

a2
2 z̄b22 z3 + α3z

a3
3 z̄b33 z1 .

In this case the radial and angular matrices are

P =

(
a1+b1 1 0

0 a2+b2 1
1 0 a3+b3

)
, Q =

(
a1−b1 1 0

0 a2−b2 1
1 0 a3−b3

)
.

We have that

detP = (a1 + b1)(a2 + b2)(a3 + b3) + 1 ,

detQ = (a1 − b1)(a2 − b2)(a3 − b3) + 1 ,

hence P is always invertible. Suppose that Q is invertible, therefore

P−1 =
1

detP

(
(a2+b2)(a3+b3) −(a3+b3) 1

1 (a1+b1)(a3+b3) −(a1+b1)
−(a2+b2) 1 (a1+b1)(a2+b2)

)
,

Q−1 =
1

detQ

(
(a2−b2)(a3−b3) −(a3−b3) 1

1 (a1−b1)(a3−b3) −(a1−b1)
−(a2−b2) 1 (a1−b1)(a2−b2)

)
,

and since the normalized weights satisfy

(p1, p2, p3)> = P−1(1, 1, 1)>,

(q1, q2, q3)> = Q−1(1, 1, 1)>,

hence

pj =
(aj−1 + bj−1)(aj+1 + bj+1 − 1) + 1

detP
,

qj =
(aj−1 − bj−1)(aj+1 − bj+1 − 1) + 1

detQ
,

for j = 1, 2, 3 mod 3.
Since qj must be non zero, then

(aj−1 − bj−1)(aj+1 − bj+1 − 1) 6= −1 ,

for j = 1, 2, 3 mod 3.
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If detQ = 0, then the only solutions (up to a change of coordinates) are

a1 − b1 = −1 and a2 − b2 = a3 − b3 = 1 ,

a1 − b1 = a2 − b2 = a3 − b3 = −1 .

In both cases the system given by Q has no solutions. �

Corollary 4.6. Let f : C3 → C be a polar weighted homogeneous polynomial belong-
ing to some class of Theorem 4.5 and n ∈ Q \ {0}. Then its normalized radial and
angular weights are given by:

Class I. p′i := 1
ai+bi

, q′i := 1
ai−bi .

Class II.a.

p′1 : = 1
a1+b1

, p′2 : = 1
a2+b2

, p′3 : = a2+b2−1
(a2+b2)(a3+b3) ,

q′1 : = 1
a1−b1 , q′2 : = 1

a2−b2 , q′3 : = a2−b2−1
(a2−b2)(a3−b3) .

Class II.b.

p′1 : = 1
a1+b1

, p′2 : = 1
1+2b2

, p′3 : = b2
(1+2b2)b3

,

q′1 : =
1

a1 − b1
, q′2 : = 1 , q′3 : =

n

a1 − b1
.

Class III.a.

p′1 : = 1
a1+b1

, p′2 : = 1−(a3+b3)
(1−(a2+b2)(a3+b3)) , p′3 : = 1−(a2+b2)

(1−(a2+b2)(a3+b3)) ,

q′1 : = 1
a1−b1 , p′2 : = 1−(a3−b3)

(1−(a2−b2)(a3−b3)) , p′3 : = 1−(a2−b2)
(1−(a2−b2)(a3−b3)) .

Class III.b. The radial weights are the same as in Class III.a but

q′1 :=
1

a1 − b1
, q′2 :=

a1 − b1 − n
a1 − b1

, q′3 :=
n

a1 − b1
, n 6= a1 − b1.

Class III.c. The angular weights are the same as in Class III.a but

p′1 :=
1

a1 + b1
, p′2 :=

a1 + b1 − n
a1 + b1

, p′3 :=
n

a1 + b1
, 1 ≤ n ≤ a1 + b1 − 1.

Class IV.a.

p′1 : = 1
a1+b1

, p′2 : = a1+b1−1
(a1+b1)(a2+b2) , p′3 : = (a1+b1)(a2+b2−1)+1

(a1+b1)(a2+b2)(a3+b3) ,

q′1 : = 1
a1−b1 , q′2 : = a1−b1−1

(a1−b1)(a2−b2) , q′3 : = (a1−b1)(a2−b2−1)+1
(a1−b1)(a2−b2)(a3−b3) .

Class IV.b.

p′1 := 1
1+2b1

, p′2 := b1
(1+2b1)a2

, p′3 := a2(1+2b1)−b1
(1+2b1)a2(a3+b3) ,

q′1 := 1 , q′2 := 1− q′3(a3 − b3) , q′3 ∈ Q with q′3 6= 0 and q′3(a3 − b3) 6= 1.
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Class IV.c.

p′1 : = 1
a1+b1

, p′2 : = a1+b1−1
(a1+b1)(a2+b2) , p′3 := (a1+b1)(a2+b2−1)+1

(a1+b1)(a2+b2)2b3
,

q′1 : =
1

a1 − b1
, q′2 : = 1 , q′3 :=

n

a1 − b1
.

Class V. Define

ri := (1 + (ai + bi)(ai+1 + bi+1)− (ai−1 + bi−1)),

si := (1 + (ai − bi)(ai+1 − bi+1)− (ai−1 − bi−1)),

for i = 1, 2, 3. Then

p′i := ri
1+(a1+b1)(a2+b2)(a3+b3) , q′i := si

1+(a1−b1)(a2−b2)(a3−b3) .

Proof. Solving the systems appearing in the proof of Theorem 4.5 for each of the
classes. �

Corollary 4.7. Let f : C3 → C be a polar weighted homogeneous polynomial belong-
ing to some class of Theorem 4.5. Then

1. f is full if it is of one of the classes: I, II.a, III.a, IV.a, V.
2. f is radial full if it is of one of the classes: II.b, III.b, IV.b, IV.c.

Corollary 4.8. Let f : C3 → C be a polar weighted homogeneous polynomial belong-
ing to some class of Theorem 4.5. Then there exists a change of coordinates such
that we get:

Class I.

za11 z̄b11 + za22 z̄b22 + za33 z̄b33 .

Class II.a.

za11 z̄b11 + za22 z̄b22 + za33 z̄b33 z2.

Class II.b.

za11 z̄b11 + za22 z̄b22 + τza33 z̄b33 z2, τ ∈ S1.

Class III.a.

za11 z̄b11 + za22 z̄b22 z3 + za33 z̄b33 z2.

Class III.b.

za11 z̄b11 + za22 z̄b22 z3 + τza33 z̄b33 z2, τ ∈ S1.

Class III.c.

za11 z̄b11 + z2z3.

Class IV.a.

za11 z̄b11 + za22 z̄b22 z1 + za33 z̄b33 z2.

Class IV.b.

za11 z̄b11 + τza22 z̄b22 z1 + za33 z̄b33 z2, τ ∈ S1.

Class IV.c.

za11 z̄b11 + τza22 z̄b22 z1 + za33 z̄b33 z2, τ ∈ S1
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Class V.
za11 z̄b11 z2 + za22 z̄b22 z3 + za33 z̄b33 z1.

Proof. By Corollary 4.7 the polynomials in classes I, II.a, III.a, IV.a, V are full,
so just apply Lemma 2.7 and Lemma 2.8. Also by Corollary 4.7 the polynomials
in classes II.b, III.b, IV.b, IV.c are only radial full. Applying Lemma 2.7 we can
assume that all the coefficients are in S1. Now, consider for instance Class IV.c. Its
angular matrix has rows pairwise linearly independent, hence, applying Lemma 2.8
we can make any two coefficients equal to 1. Suppose α1 = α2 = 1, taking the
change of coordinates (z1, z2, z3) 7→ (z1, ᾱ3z2, z3) we get

za11 z̄b11 + αb2−a23 za22 z̄b22 z1 + za33 z̄b33 z2.

For α2 = α3 = 1, let α1 = eiθ and let τ = ei
θ

a1−b1 . Taking the change of coordinates
(z1, z2, z3) 7→ (τz1, z2, z3) we get the expresion we want.

The other classes which are radial full are analogous. �

Definition 4.9. Each of the polynomials given in Corollary 4.8 are called the special
representative of its corresponding subclass.

Theorem 4.10. Let f : C3 → C be the special representative of some subclass. Then

1. If f is of one of the classes I, II.a, III.a, III.c, IV.a or V, then f has an
unique singularity at the origin.

2. If f is of one of the classes II.b, III.b or IV.b, then f has an unique singu-
larity at the origin if and only if τ 6= −1.

3. If f is of the classe IV.c then f has an unique singularity if and only if τ 6= 1.

Proof. Class I. We have

df(z) = (a1z̄
a1−1
1 zb11 , a2z̄

a2−1
2 zb22 , a3z̄

a3−1
3 zb33 ) ,

d̄f(z) = (b1z
a1
1 z̄b1−1

1 , b2z
a2
2 z̄b2−1

2 , b3z
a3
3 z̄b3−1

3 ) .
(4.1)

Suppose that (z1, z2, z3) is a critical point of f , then by Proposition 2.1 there
exist α ∈ S1 such that

df(z) = αd̄f(z) .

The previous equality and (4.1) give us the following system

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 ,

a2z̄
a2−1
2 zb22 = αb2z

a2
2 z̄b2−1

2 ,

a3z̄
a3−1
3 zb33 = αb3z

a3
3 z̄b3−1

3 .

(4.2)

Suppose zj 6= 0 for some j ∈ {1, 2, 3}, then by (4.2) we have

aj z̄
aj−1
j z

bj
j = αbjz

aj
j z̄

bj−1
j ,

computing the norm we have

aj |zj |aj+bj−1 = bj |zj |aj+bj−1 ,

so aj = bj which can not occur. Then 0 is the only critical point.
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Class II.a. We have that aj − bj 6= 0 with j = 1, 2, 3 and a2 ± b2 6= 1. Again,

computing df(z), d̄f(z) and using Proposition 2.1, there exist α ∈ S1 which
gives the following system

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 , (4.3)

a2z̄
a2−1
2 zb22 + z̄a33 zb33 = αb2z

a2
2 z̄b2−1

2 , (4.4)

a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 . (4.5)

Using the ideas of the previous case, it is clear that z1 = 0. Now suppose that
z2 6= 0, we have two cases:

1. If z3 6= 0, considering equation (4.5) and using the norm we get that
a3 = b3 which can not occur.

2. If z3 = 0, considering equation (4.4) and again using the norm we get
a2 = b2.

We conclude that z2 = 0 and using equation (4.4) we get that z3 = 0.
Therefore the only critical point is 0.

Class II.b. We have that a1 6= b1, a2 − b2 = 1, a3 = b3 and b2 6= 0. By Proposi-
tion 2.1, there exist α ∈ S1 such that

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 , (4.6)

a2z̄
a2−1
2 zb22 + τ̄ z̄a33 zb33 = αb2z

a2
2 z̄b2−1

2 , (4.7)

τ̄ a3z̄
a3−1
3 zb33 z̄2 = ατb3z

a3
3 z̄b3−1

3 z2 . (4.8)

Again, we have that z1 = 0 and we can simplify the equations to get

a2|z2|2(a2−1) + τ̄ |z3|2a3 = α(a2 − 1)za22 z̄a2−2
2 ,

τ̄a3|z3|2(a3−1)z3z̄2 = ατa3z3|z3|2(a3−1)z2 .
(4.9)

If z3 = 0, then

a2|z2|2(a2−1) = α(a2 − 1)za22 z̄a2−2
2 ,

therefore z2 must be 0.
If z2 = 0, then

τ̄ |z3|2a3 = 0 ,

therefore z3 must be 0.
Now suppose z2, z3 6= 0. We can simplify equations (4.9) to the following

equations

a2|z2|2(a2−1) + τ̄ |z3|2a3 = α(a2 − 1)za22 z̄a2−2
2 ,

τ̄ z̄2 = ατz2 ,

so we get

τa2|z2|2(a2−1) + τ τ̄ |z3|2a3 = τ̄(a2 − 1)|z2|2(a2−1) ,

therefore

|z2|2(a2−1)(τa2 − τ̄(a2 − 1)) + |z3|2a3 = 0 , (4.10)
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in particular τa2 − τ̄(a2 − 1) must be a real number and by Lemma 4.4 we
have that τ ∈ R, hence τ = ±1.

We can simplify equation (4.10) to

|z2|2(a2−1)τ + |z3|2a3 = 0 , (4.11)

so we have that:
1. If τ 6= −1, then the only critical point is the origin.
2. If τ = −1, then f does not have isolated singularity, for instance the

point (0, 1, 1) satisfies (4.11) and by Lemma 2.16 all the points of the
form (0, tp2 , tp3) for t ∈ R+ are singular.

Class III.a. Suppose that (z1, z2, z3) is a critical point of f . We have that a1 −
b1 6= 0 and a2 − b2, a3 − b3 are not both −1, also a2 ± b2 and a3 ± b3 are not
1. By Proposition 2.1, there exist α ∈ S1 such that

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 ,

a2z̄
a2−1
2 zb22 z̄3 + z̄a33 zb33 = αb2z

a2
2 z̄b2−1

2 z3 ,

z̄a22 zb22 + a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 .

(4.12)

As before, we have that z1 = 0. Since a2 + b2 and a3 + b3 are not 1, then
z2 = 0 if and only if z3 = 0.

For z1 = 0 and z2z3 6= 0 by Theorem 2.5 and Corollary 2.6 the point
(0, z2, z3) is not a critical point of za22 z̄b22 z3 + za33 z̄b33 z2.

Class III.b. We have a1 − b1 6= 0 and a2 − b2, a3 − b3 are not both −1, also
a2 + b2, a3 + b3 are not 1 and a2 − b2 = a3 − b3 = 1. The set of equations
given by Proposition 2.1 is also given by (4.12). As before, the first equation
implies that z1 = 0.

Suppose that (0, z2, z3) is a critical point of f , we can simply equations
(4.12) to get

a2z̄
a2−1
2 za2−1

2 z̄3 + z̄a33 za3−1
3 = α(a2 − 1)za22 z̄a2−2

2 z3 , (4.13)

z̄a22 za2−1
2 + a3z̄

a3−1
3 za3−1

3 z̄2 = α(a3 − 1)za33 z̄a3−2
3 z2 . (4.14)

It is clear that z2 = 0 if and only if z3 = 0.
Suppose z2, z3 6= 0. Now we have that

f(0, z2, z3) = z2z3(za2−1
2 z̄a2−1

2 + τza3−1
3 z̄a3−1

3 )

= z2z3(|z2|2(a2−1) + α|z3|2(a3−1)) = 0 .

Just as for the class II.b we have that if α = −1, then (0, tp2 , tp3) are singular
points of f . Therefore f has an isolated singularity if and only if τ 6= −1.

Class III.c. It is immediate.
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Class IV.a. We have that aj−bj 6= 0, a1±b1 6= 1 and (a1−b1)(a2−b2−1) 6= −1.
We have the following equations

a1z̄
a1−1
1 zb11 + z̄a22 zb22 = αb1z

a1
1 z̄b1−1

1 , (4.15)

a2z̄
a2−1
2 zb22 z̄1 + z̄a33 zb33 = αb2z

a2
2 z̄b2−1

2 z1 , (4.16)

a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 . (4.17)

If z1 = 0, then by (4.15) and (4.16)

z̄a22 zb22 = 0 ,

z̄a33 zb33 = 0 ,

therefore z2 = z3 = 0.
If z2 = 0, then by (4.15)

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 ,

which implies

a1|z1|a1+b1−1 = b1|z1|a1+b1−1 ,

and this only happens if z1 = 0.
If z3 = 0, then by (4.16)

a2z̄
a2−1
2 zb22 z̄1 = αb2z

a2
2 z̄b2−1

2 z1 ,

therefore

a2|z2|a2+b2−1|z1| = b2|z2|a2+b2−1|z1| ,
so z1 = 0 or z2 = 0.

Finally suppose z1, z2, z3 are not 0, then by (4.17)

a3|z3|a3+b3−1|z2| = b3|z3|a3+b3−1|z2| ,

but this implies a3 = b3.
Therefore f has an isolated singularity at the origin.

Class IV.b. We have that a2 = b2, a3 − b3 6= 0, a1 − b1 = 1 and b1 6= 0. Using
the ideas of the previous cases, we have

a1z̄
a1−1
1 zb11 + τ̄ z̄a22 zb22 = αb1z

a1
1 z̄b1−1

1 , (4.18)

τ̄ a2z̄
a2−1
2 zb22 z̄1 + z̄a33 zb33 = ατb2z

a2
2 z̄b2−1

2 z1 , (4.19)

a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 . (4.20)

Let (z1, z2, z3) be a critical point of f .
If z1, z2, z3 are not 0, then by (4.20)

a3|z3|a3+b3−1|z2| = b3|z3|a3+b3−1|z2| ,

so a3 = b3 but this can not happen.
Suppose z1 = 0, then by (4.18)

τ̄ z̄a22 zb22 = 0 ,
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so z2 = 0 and by (4.19)

z̄a33 zb33 = 0 ,

therefore z3 = 0.
If z2 = 0, then by (4.18)

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 ,

hence
a1|z1|a1+b1−1 = b1|z1|a1+b1−1 ,

but this only happen if z1 = 0 and therefore z3 = 0.
If z3 = 0 and z1, z2 6= 0, then by (4.18) and (4.19)

a1|z1|2(a1−1) + τ̄ |z2|a2+b2 = αb1z
2
1 |z1|2(a1−2) , (4.21)

τ̄ z2|z2|2(a2−1)z̄1 = ατz2|z2|2(a2−1)z1 . (4.22)

We have using (4.22)

τ̄ z̄1 = ατz1 ,

therefore by (4.21) and since a1 − b1 = 1,

|z1|2(a1−1)(a1τ − a1τ̄ + τ̄) + |z2|2a2 = 0

and by Lemma 4.4 this only happen if τ = ±1.
If τ = 1, then

|z1|2(a1−1) + |z2|2a2 = 0

but this can not happen.
If τ = −1, then all the points of the form (tp1 , tp2 , 0) are singular points.
Therefore f has an isolated singularity if and only if τ 6= −1.

Class IV.c. We have that a3 = b3, 1 + (a2 − b2)(a1 − b1) = a1 − b1, a1 + b1 6= 1
and a1 − b1, a2 − b2 are not 0. The system is

a1z̄
a1−1
1 zb11 + τ̄ z̄a22 zb22 = αb1z

a1
1 z̄b1−1

1 , (4.23)

τ̄ a2z̄
a2−1
2 zb22 z̄1 + z̄a33 zb33 = ατb2z

a2
2 z̄b2−1

2 z1 , (4.24)

a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 . (4.25)

If z1 = 0, then by (4.23)

τ̄ z̄a22 zb22 = 0 ,

therefore z2 = 0 and by (4.24)

z̄a33 zb33 = 0 ,

so z3 = 0.
If z2 = 0, then by (4.23)

a1z̄
a1−1
1 zb11 = αb1z

a1
1 z̄b1−1

1 ,

computing the norm

a1|z1|a1+b1−1 = b1|z1|a1+b1−1 ,
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this only happen if z1 = 0.
If z3 = 0, then by (4.24)

τ̄ a2z̄
a2−1
2 zb22 z̄1 = ατb2z

a2
2 z̄b2−1

2 z1 ,

using the norm

a2|z2|a2+b2−1|z1| = b2|z2|a2+b2−1|z1| ,
hence if z2, z3 are not 0, then a2 = b2 but this can not happen, therefore
z1 = 0 or z2 = 0.

If z1, z2, z3 are not 0, then the equation (4.25)

a3z̄
a3−1
3 zb33 z̄2 = αb3z

a3
3 z̄b3−1

3 z2 ,

give us
z̄2 = αz2 .

Using the polar action we can assume that z2 ∈ R+, therefore the last
equality give us α = 1 and we can simplify equation (4.24) to

a2w + r = b2w̄ , (4.26)

where w = τ̄ za2+b2−1
2 z̄1 and r = |z3|2a3 .

Therefore a2w−b2w̄ must be a real and by Lemma 4.4 this only happen
if w ∈ R, so τz1 ∈ R. We can simplify the equation (4.26) to

w(a2 − b2) + r = 0 . (4.27)

Notice that 1 + (a2 − b2)(a1 − b1) = a1 − b1 only has the solutions

a2 = b2 , a1 − b1 = 1 , or

a2 − b2 = 2 , a1 − b1 = −1 ,

but a2 6= b2, therefore a2 − b2 = 2 and a1 − b1 = −1.
So we can simplify (4.27) to

2w + r = 0 ,

this only happen if τz1 ∈ R−.
Multiplying equation (4.23) by z̄1 we get

a1z̄
a1
1 zb11 + τ̄ z̄a22 zb22 z̄1 = b1z

a1
1 z̄b11 ,

since w = τ̄ za2+b2−1
2 z̄1,

a1z̄
a1
1 zb11 + z2w = b1z

a1
1 z̄b11 ,

and b1 = a1 + 1, therefore

a1z̄
a1
1 za1+1

1 + z2w = (a1 + 1)za11 z̄a1+1
1 ,

so
|z1|2a1(a1z1 − (a1 + 1)z̄1) + z2w = 0 , (4.28)

but |z1|, z2w ∈ R, so by Lemma 4.4 the only solution is z1 ∈ R\{0} and since

w = τ̄ za2+b2−1
2 z̄1 ∈ R−, then τ must be ±1.
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If τ = −1, equation (4.28) becomes

−|z1|2a1z1 − za2+b2
2 z1 = 0 ,

hence
z2a1

1 + za2+b2
2 = 0 ,

but this can not happen since z1 and z2 are real numbers different from 0.
If τ = 1, equation (4.28) becomes

−z2a1
1 + za2+b2

2 = 0 ,

therefore (−1, 1, 2
1

2a3 ) is a singular point.
Then f has an isolated singularity if and only if τ 6= 1.

Class V. We have 1 + (a1 − b1)(a2 − b2)(a3 − b3) 6= 0. The system is

a1z̄
a1−1
1 zb11 z̄2 + z̄a33 zb33 = αb1z

a1
1 z̄b1−1

1 z2 , (4.29)

z̄a11 zb11 + a2z̄
a2−1
2 zb22 z̄3 = αb2z

a2
2 z̄b2−1

2 z3 , (4.30)

z̄a22 zb22 + a3z̄
a3−1
3 zb33 z̄1 = αb3z

a3
3 z̄b3−1

3 z1 . (4.31)

If z1 = 0, then by (4.31)

z̄a22 zb22 = 0 ,

so z2 = 0 and by (4.29)

z̄a33 zb33 = 0 ,

therefore z3 = 0.
If z2 = 0, then z3 = 0 and by (4.30)

z̄a11 zb11 = 0,

so z1 = 0.
For z1z2z3 6= 0 by Theorem 2.5 and Corollary 2.6 the point (z1, z2, z3)

is not a critical point of f .
Therefore the origin is the only singularity. �

5. Diffeomorphism type of the link under perturbation of the
coefficients

In Section 3 we proved that given a polar weighted homogeneous polynomial with
isolated critical point, with a small perturbation of its coefficients it still has iso-
lated critical point. In this section we prove that under such perturbation the
diffeomorphism type of the link does not change. We follow the proof of [9, Theo-
rem 3.1.4] by Orlik and Wagreich.

Proposition 5.1. Let f : C3 → C be a polar weighted homogeneous polynomial of
radial weight type (p1, p2, p3; a) and angular weight type (q1, q2, q3; b) with isolated
singularity at the origin. Then f can be written as

f(z) = h(z) + g(z),
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where h belongs to one of the classes of Definition 4.1, h and g have no monomials
in common and both are also polar weighted homogeneous polynomials of radial
weight type (p1, p2, p3; a) and angular weight type (q1, q2, q3; b).

Proof. Applying Lemma 2.3 several times we obtain that f must contain a poly-
nomial h in one of the classes. �

Definition 5.2. Let f : C3 → C be a polar weighted homogeneous polynomial. By
Proposition 5.1 it can be written in the form f(z) = h(z) + g(z) where h belongs
to one of the classes of Definition 4.1. We say that f corresponds to that class.

Let f : C3 → C be a polar weighted homogeneous polynomial with isolated
singularity at the origin. Let V = f−1(0) and K = V ∩ S5. By Proposition 5.1 we
can write f(z) = h(z) + g(z). Let

f =

r∑
j=1

αjMj ,

where Mj is a monomial on the variables zi, z̄i for i = 1, 2, 3 and

h =

3∑
j=1

αjMj , g =

r∑
j=4

αjMj .

Given w = (w1, . . . , wr) ∈ Cr consider the mixed function

fw(z) =

r∑
j=1

wjMj(z)

and let Vw = f−1
w (0) ⊂ C3 be its zero-locus and Kw = Vw ∩ S5 its link. Notice

that for α = (α1, . . . , αr) ∈ Cr we have fα = f , Vα = V and therefore K = Kα.
Hence we have a family of polar weighted homogeneous polynomials fw : Cn → C
where the parameter w belongs to the parameter space Cr.

We want to construct a manifold M with a S1-action, an open set U ⊂ Cr
and a map φ : M → U , such that the action leaves φ−1(w) invariant for all w ∈ U ,
φ−1(w) ∼= Kw equivariantly and φ is a locally trivial fibration.

Consider the function k : Cr+3 → C given by

k(z, w1, . . . , wr) =

r∑
j=1

wjMj(z) ,

let

N := k−1(0) =
⊔

w∈Cr
Vw × {w } ⊂ Cr+3 ,

C := S5 × Cr,

let φ0 : Cr+3 → Cr be the projection onto the last r coordinates and set φ1 := φ0|N .
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Define

U := {w ∈ Cr |φ−1
1 (w) = Vw × {w } has an isolated singularity at 0} ,

M := C ∩ φ−1
1 (U) =

⊔
w∈U

Kw × {w } ⊂ Cr+3 ,

φ := φ1|M : M → U .

Notice that for any w ∈ U we have that φ−1(w) = Kw×{w } and by Corollary 3.5
and Corollary 3.6 U is an open set. If fw is a family of polar weighted homogeneous
polynomials, another way to see that U is open (pointed out to us by the referee)
is the following: the singular locus

W =

{
(z,w) ∈ S2n+1 × Cr

∣∣ fw(z) = 0 is singular at (z,w)
as a mixed variety in {p} × Cn

}
is a real algebraic set as it is defined by the vanishing of 2×2 minors of the Jacobian
matrices of the real and imaginary part of fp(z). In particular it is a closed set.
So the projection of the complement of W onto Cr is open and it is precisely U .
We have that

τ ◦ (z1, z2, z3, w1, . . . , wr) = (τ q1z1, τ
q2z2, τ

q3z3, w1, . . . , wr) , τ ∈ S1

is the required S1-action on M .

Theorem 5.3. The map φ : M → U is a locally trivial fibration.

Proof. The proof is a generalization of the proof of [9, Theorem 3.1.4] by Orlik
and Wagreich.

Step 1: The map φ : M → U has no critical points.

Let m = (z, w1, . . . , wr) ∈ M and w = (w1, . . . , wr). Let k1, k2 : Cr+3 ∼=
R2(r+3) → R be the real and imaginary parts of k respectively. Consider the
matrix of partial derivatives at m

A =

(
∂k1
∂x1

(m) ∂k1
∂y1

(m) . . . ∂k1
∂yr+3

(m)
∂k2
∂x1

(m) ∂k2
∂y1

(m) . . . ∂k2
∂yr+3

(m)

)
,

we are taking coordinates zj = xj + iyj for j = 1, 2, 3 and wj−3 = xj + iyj for
j = 4, . . . , r.

Since m ∈ φ−1
1 (U), the point z ∈ C3 is a regular point of fw and the six first

columns of A are precisely the Jacobian of fw at z ∈ C3 therefore the rank of A
is 2 and m is a regular point of k.

Let TmN and TmC denote the tangent spaces at m to N and C respectively.
We know that TmC is the real hyperplane orthogonal to (z, 0, . . . , 0).

Using the radial action given by f , we have an action on Cr+3 given by

t ∗ (z, w1, . . . , wr) := (t • z, w1, . . . , wr)

for any t ∈ R+.
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With this, we have that k(t ∗ (z, w1, . . . , wr)) = tak(z, w1, . . . , wr), therefore
if we denote by

v :=
d

dt
(t ∗m)|t=1 = (p1z1, p2z2, p3z3, 0, . . . , 0)

then v ∈ TmN and v 6∈ TmC, therefore TmN and TmC intersect transversely at
m.

So we can denote by TmM the tangent space at m to M and we have that
TmM = TmN ∩ TmC.

We need to prove that

kerφ0 + TmM = Cr+3 .

Since TmC = {(v1, v2, v3) ∈ C3 | <〈z, (v1, v2, v3)〉 = 0} × Cr and TmM = TmN ∩
TmC, then it is enough to prove that

kerφ0 + TmN = Cr+3.

Denote by {e1, . . . , e2(r+3)} the canonical basis of R2(r+3) ∼= Cr+3, so we have that
ej ∈ kerφ0 for j = 1, . . . , 6.

Notice that

Ae>2j−1 =

(
∂k1

∂xj
(m),

∂k2

∂xj
(m)

)>
, Ae>2j =

(
∂k1

∂yj
(m),

∂k2

∂yj
(m)

)>
for j = 1, 2, 3.

Since m ∈ φ−1
1 (U), then there exists two vectors ej1 , ej2 such that Ae>j1 6= 0,

Ae>j2 6= 0 and Ae>j1 + tAe>j2 6= 0 for all t ∈ R. Therefore we have two vectors
ej1 , ej2 ∈ kerφ0 such that ej1 , ej2 6∈ TmN and

span {ej1 , ej2} ∩ TmN = 0 ,

therefore the intersection is transversal.
Step 2: The map φ : M → U is proper.

Let L be a compact subset of U ⊂ Cr. We have that

M = (S5 × Cr) ∩N ∩ (C3 × U) ,

and

φ−1(L) = (S5 × Cr) ∩N ∩ (C3 × L) = (S5 × L) ∩N ⊂ C3+r .

Since S5×L is close and bounded and N is closed in C3+r, hence φ−1(L) is compact
in C3+r, therefore φ−1(L) it is also compact in M with the subspace topology. This
proves that φ is proper.

Since φ : M → U is a proper submersion, by Ehresmann Fibration Theorem
it is a smooth fibre bundle over it image. �

Corollary 5.4. Let φ : M → U be as in Theorem 5.3. Let w̃ ∈ U and consider the
polar weighted homogeneous polynomial with isolated critical point fw̃. Then there
exist a ball B(w̃, ε) centred at w̃ such that for any w ∈ B(w̃, ε) the link Kw of fw
is diffeomorphic to the link Kw̃ of fw̃.
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Remark 5.5. Recall that we considered f : C3 → C be a polar weighted ho-
mogeneous polynomial with isolated singularity at the origin written as f(z) =
h(z) + g(z) by Proposition 5.1 and such that

f =

r∑
j=1

αjMj ,

where Mj is a monomial on the variables zi, z̄i for i = 1, 2, 3 and

h =

3∑
j=1

αjMj , g =

r∑
j=4

αjMj .

By Theorem 4.10 the vector w0 = (1, 1, 1, 0, . . . , 0) ∈ U (except for the class
IV.c for which we take w0 = (1,−1, 1, 0, . . . , 0) ∈ U), and also α ∈ U . It may
happen that the set U ⊂ Cr is not connected, in this case we cannot conclude that
Kw0 = φ−1(w0) is diffeomorphic to Kα = φ−1(α) as in the complex case. If this
is the case, one has to study the connected components of U .

This phenomenon is shown in two variables in an example given by Oka in
[7, Example 59] or [2, §3.2].

Corollary 5.6. Let f be a polar weighted homogeneous polynomial with isolated
singularity at the origin and let K be its link.

• In the classes II.b, III.b IV.b or IV.d, the diffeomorphism type of the link
K of f is the same for any τ 6= −1. In particular, we can take τ = 1.

• In the classe IV.c, the diffeomorphism type of the link K of f is the same for
any τ 6= 1. In particular we can take τ = −1.

Proof. Let f be a special representative of each of the aforementioned classes. If
we vary τ in C by Theorem 4.10 for classes II.b, III.b IV.b or IV.d the locus where
f has non-isolated critical point is the non-positive real ray. Also by Theorem 4.10
for class IV.c the locus where f has non-isolated critical point is the non-negative
real ray. Therefore in these cases U is connected. �

The word classification in the title is meant in a coarse sense: by Proposi-
tion 5.1 every polar weighted homogeneous polynomial with isolated singularity
corresponds to one of the subclasses of Corollary 4.8. By Remark 5.5 the param-
eter space can have several connected components, so the natural step to follow
is to study the topology of the Milnor fibre (Milnor number, characteristic poly-
nomial, etc.) for the special representatives of each subclass and then study how
this topology change when we change connected component. This will appear in
a future work.
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Rational and Iterated Maps, Degeneracy Loci,
and the Generalized Riemann-Hurwitz Formula

James F. Glazebrook and Alberto Verjovsky

Dedicated to Professor José Seade on his 60th birthday

Abstract. We consider a generalized Riemann-Hurwitz formula as it may be
applied to rational maps between projective varieties having an indeterminacy
set and fold-like singularities. The case of a holomorphic branched covering
map is recalled. Then we see how the formula can be applied to iterated
maps having branch-like singularities, degree lowering curves, and holomor-
phic maps having a fixed point set. Separately, we consider a further appli-
cation involving the Chern classes of determinantal varieties when the latter
are realized as the degeneracy loci of certain vector bundle morphisms.
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1. Introduction

This paper has to main aims: Firstly we consider (generalized) higher dimensional
versions of the classical Riemann-Hurwitz formula as initially applied to rational
maps of complex projective varieties f : X −→ Y , where X and Y have the same
complex dimension. The main results presented here (Theorem 2.1 and Theorem
2.2) are derived from the general setting of [12] formulated mainly in the cate-
gory of CW-complexes, and then applying the basics of the topological theory of
characteristic classes of G-bundles (for suitable groups G) and associated vector
bundles. Other versions of a generalized Riemann-Hurwitz formula, such as in the
differentiable category, had previously been obtained in [6, 28, 25]. In this first part
we will be applying the main results to operations involving rational maps, as for
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instance, realized in various algebraic-geometric and complex-dynamical construc-
tions (beyond, that is, the familiar case of holomorphic branched covering maps).
Applications and examples include:

(1) iterates of rational maps f : X −→ Y [4](cf. [10]);
(2) rational self-maps f : X −→ X, with respect to their fixed point sets [1], and

degree lowering curves [10].

In the second part, we will apply those same main results and the allied construc-
tions to the study of determinantal varieties when the latter are realized as the
degeneracy loci of morphisms ψ : E −→ F , of complex vector bundles over X.
From a general formula established in §5.1, we pay attention to two particular
cases: general symmetric bundle maps [19] and flagged bundles [11].

Throughout, the formulas are established in terms of Chern classes, as by now
the traditional method for studying invariants in the algebraic-geometric category.
Specifically, such formulas regulate the necessary topological conditions for the
existence of a given class of rational maps (or morphisms), just as the classical
Riemann-Hurwitz formula applies when studying holomorphic maps of algebraic
curves (viz. compact Riemann surfaces).

The construction and main results of [12] were adapted in [14] to cover the
case of generalized monoidal transformations. A further work [15] is intended to
further elaborate on this construction, as well as to bring into focus a number of
results obtained by other authors concerning the blowing-up process of (singular)
Chern classes following the original study undertaken by I. R. Porteous [26, 27]
and R. Thom [29] (see also [2, 13]).

2. The topological background

Given a topological group G, we start by recalling from [12] a general result valid
in the characteristic ring of G-bundles when defined initially within the category
of CW-complexes.

2.1. Adapted pairs

Following [12], let Λ be a given (commutative) coefficient ring and (M,M1) a pair
of CW-complexes, with M of dimension n and M1 a subcomplex of codimension
r ≥ 2, so that Hq(M,Λ) = 0 for q > n, and Hq(M1,Λ) = 0 for q ≥ n − 1. Then
the pair (M,M1) is called (n,Λ)-adapted if Hn(M,Λ) ∼= Λ, and the following
condition holds: there exists a neighborhood N(M1) of M1, such that M1 is a
deformation retract of the interior N0(M1) of N(M1), and the inclusion map
p : M −→ (M,M −N0(M1)) induces an isomorphism

p∗ : Hn(M)
∼=−→ Hn(M,M −N0(M1)). (2.1)

Having defined an adapted pair we next form the subspace K of M×I, where

K = (M × ∂I) ∪ ((M,M −N0(M1))× I), (2.2)
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together with the double S(M1) ⊂ K, given by

S(M1) = (∂N(M1)× I) ∪ (N(M1)× ∂I). (2.3)

Now let

K1 = (M × {0}) ∪ ((M,M −N0(M1))× [0,
3

4
],

and

K2 = (M × {1}) ∪ ((M,M −N0(M1))× [0,
1

4
],

and let S(M1)i = S(M1) ∩ Ki, for i = 1, 2.
By this construction, the spaces Ki are homotopically equivalent to M1 and

the spaces K/K1 and S(M1)/S(M1)1, are both homotopically equivalent to the
generalized Thom space M/(M −N0(M1)).

It follows from the cofibration

S(M1)1 −→ S(M1) −→ S(M1)/S(M1)1 (2.4)

and the above definition that

Hn(S(M1)1,Λ) ∼= Hn(S(M1)/S(M1)1) ∼= Λ. (2.5)

A choice of generators forHn(M,Λ) andHn(S(M1),Λ) will be called an orientation
or a fundamental class [M ] of M and [S(M1)] of S(M1), respectively.

Remark 2.1. Observe that the conditions defining an (n,Λ)-adapted pair above are
immediately satisfied when M is a closed (compact without boundary) connected
orientable n-manifold, and M1 is a closed connected and orientable submanifold
of codimension r ≥ 2, with Λ any coefficient ring. This example also applies to
topological, PL, as well as smooth (sub)manifolds, with S(M1) a corresponding
normal sphere bundle (also closed, connected and orientable for Hn(S(M1),Λ) ∼=
Λ, given the above topological type of M1).

More generally, M could be considered as an orientable simple n-circuit (or
‘triangulated pseudomanifold’ in the sense of [16]; see also [9, 23]), and M1 an arbi-
trary subcomplex of codimension r ≥ 2, such that (M,M1) satisfies the conditions
of an (n,Λ)-adapted pair.

Let BG denote the classifying space of the topological group G. If P ∈
Hq(BG,Λ) is a cohomology class, and E −→ X is a G-bundle over a space X,
then we shall denote by P (E) ∈ Hq(X,Λ) the class defined by the characteristic
class P (E) = Φ∗E(P ) where ΦE : X −→ BG is the classifying map (for the basic
details see, e.g., [5, 7, 21]).

If τ ∈ Hq(X,Λ), then we denote the Kronecker pairing by 〈P (E), τ〉, which
by definition is zero in the case where the cohomological degree of P (E) is different
from the homological degree (or dimension) of the cycle τ .

We have then the general result from [12, Theorem 1.1]:

Theorem 2.1. Suppose (M,M1) is an (n,Λ)-adapted pair and E,F are G-bundles
over M , such that on M −M1 there exists a homotopy

θ : ΦE |M−M1 ∼ ΦF |M−M1 . (2.6)
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Then there exists a G-bundle ξθ −→ S(M1) and orientations [M ] and [S(M1)],
such that for any class P ∈ Hn(BG,Λ), we have the following equality of Kro-
necker pairings as established in [12, Th. (1.1)]:

〈P (E)− P (F ), [M ]〉 = 〈P (ξθ), [S(M1)]〉. (2.7)

Remark 2.2. An analogous result in the context of generalized monoidal transfor-
mations was given in [14].

2.2. The clutching construction

We now give a more explicit construction of the G-bundle ξθ −→ S(M1) which
can be used for the applications which are to follow.

Suppose now that the n-adapted pair (M,M1) is a pair of closed and con-
nected orientable manifolds of dimension n, respectively of codimension r ≥ 2
(as in Remark 2.1; again, this could be taken in the topological, PL, or smooth
context). Also, without much loss of generality, we suppose that G is one of the
Lie groups SU(`),SO(`) or Sp(`), corresponding to a complex, real oriented or
symplectic vector bundle of rank `, respectively. We may also consider G = O(`)
and real vector bundles of rank ` when Λ = Z2. For ease of notation, we retain E
and F to denote the associated vector bundles to those G-bundles as previously.

Suppose now we have a homomorphism ψ : E −→ F , such that

i) ψ : E|M−M1

∼=−→ F |M−M1 ;
ii) ψ|M1 has constant rank.

Here ψ is viewed as a ‘clutching function’ [3, 22] used to clutch E and F over S(M1)
(cf. [25]). With these assumptions, we have then the following exact sequence of
vector bundles on M1:

0 −→ K1 −→ E|M1

ψ−→ F |M1
−→ K2 −→ 0, (2.8)

where K1
∼= kerψ, and K2

∼= coker ψ. Further, let

L := ψ(E|M1) ⊂ F |M1 . (2.9)

From this we may exhibit on S(M1) vector bundle isomorphisms for the clutched
bundle as given by

E|M1
∼= K1 ⊕ L, and F |M1

∼= K2 ⊕ L. (2.10)

In the development of ideas that follow, the vector bundle L in (2.9) along with
its characteristic classes will be essential objects for producing formulas that will
specialize the righthand side of (2.7).

In this setting, a geometric realization of S(M1) can be given as follows. Let
B(M1) be a closed tubular neighborhood of M1. For i = 1, 2, let Bi(M1) be two
distinct copies of B(M1). Identifying B1(M1) and B2(M1) along their common
boundary ∂B(M1) = ∂B1(M1) = ∂B2(M1), then S(M1) may be realized as the
‘double’ S(M1) obtained by setting

S(M1) = B1(M1) ∪∂B(M1) B2(M1). (2.11)
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This induces a closed Sr-fibration q : S(M1) −→M1, with restriction maps

qi = q|Bi(M1) : Bi(M1) −→M1, (2.12)

that can be seen to be deformation retracts (see, e.g., [3, 22]).
Observe that ψ : E −→ F is a isomorphism when restricted to the common

boundary ∂B1(M1) = ∂B2(M1).
As in [25], we may exhibit a vector bundle isomorphism

ξ = (E,ψ, F ) ∼= (q∗1K1, η, q
∗
2K2)⊕ q∗L, (2.13)

where η is the appropriate clutching function. For ease of notation, let us set the
clutched bundle (q∗1K1, η, q

∗
2K2) = K, so that ξ is expressed as the direct sum

ξ = K ⊕ q∗L. (2.14)

2.3. The result in the characteristic ring

Observe that given an oriented sphere bundle q : S(M1) −→ M1 with fibre Sr as
above, we have the associated (long exact) Gysin sequence (see, e.g., [5, 21])

. . . Hi(S(M1))
q∗−→ Hi−r(M1)

∪e−→ Hi+1(M1)
q∗−→ Hi+1(S(M1)) . . . (2.15)

in which the maps q∗, ∪e, and q∗ are integration along the fibre, the product with
the Euler class, and the natural pull-back, respectively.

For a given vector bundle E of rank ` over M and with the corresponding
characteristic class P = PE ∈ H∗(BG,Λ), for G = U(`),SO(`) or Sp(`), typi-
cally one considers the image Φ∗E(P ) in H∗(M,Λ). Recall (from, e.g., [5, 21]) that
H∗(BG,Λ) is a polynomial ring in the Chern classes (for complex vector bundles,
with Λ = Z); in the Pontrjagin classes and Euler class (for real oriented vector
bundles, with Λ = Z[ 1

2 ]); or the corresponding Pontrjagin classes (for symplectic
vector bundles, with Λ = Z), and in the Stiefel-Whitney classes (for real vector
bundles, with Λ = Z2).

A differentiable version of the following result was established [25] and stated
explicitly in terms of the Chern forms of a principal U(q)-bundle (for some q).

Theorem 2.2. Let K and L be as in (2.14), with q : S(M1) −→ M1 the r-sphere
bundle as above. With respect to the clutched bundle ξ = (E,ψ, F ) in (2.14) and
the classifying map Φ, suppose

1) there exists a splitting Φ∗ξ(P ) = Φ∗K(P ) ∪ Φ∗q∗L(P ), and

2) the cohomological degree of PK ≤ rank(K) = r.

Then we have the following equality in characteristic numbers,

〈Φ∗ξ(P ), [S(M1)]〉 = 〈Φ∗K(P ) ∪ Φ∗q∗L(P ), [S(M1)]〉 = k〈Φ∗L(P ), [M1]〉, (2.16)

and hence

〈P (E)− P (F ), [M ]〉 = 〈P (ξ), [S(M1)]〉 = k〈P (L), [M1]〉, (2.17)

for some constant k ∈ Λ.
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Proof. Let α ∈ Φ∗L(P ), and β ∈ Φ∗K(P ). Then if q∗ and q∗ are the maps in (2.15),
we have via fibre-integration along S(M1)|x∈M1

, the equality q∗(q
∗(α) ∪ β) =

α ∪ q∗(β), which on integrating over M1, yields

〈Φ∗L(P )〈Φ∗K(P ), [S(M1)x]〉, [M1]〉 = 〈Φ∗K(P ), [S(M1)x]〉〈Φ∗L(P ), [M1]〉. (2.18)

Now 〈Φ∗K(P ), [S(M1)x]〉 = 〈Φ∗Kx
(P ), [S(M1)x]〉, where

Kx = (q∗1K1|B1(M1)x , ηx, q
∗
2K2|B2(M1)x), (2.19)

the vector bundle over S(M1)|x∈M1 constructed via the transition function ηx seen
as the restriction of η to ∂B(M1)x. Accordingly, we have an isomorphism

ηx : q∗1K1|∂B(M1)x

∼=−→ q∗2K2|∂B(M1)x . (2.20)

If c(x, y) is a curve in M1 joining two points x, y ∈ M1, then the restrictions
K1|c(x,y), and K2|c(x,y) are trivial. We have then the following diagram in which
the vertical maps are isomorphisms

q∗1K1|∂B(M1)x

ηx−−−−→ q∗2K2|∂B(M1)x

∼=
y y∼=

q∗1K1|∂B(M1)y

ηy−−−−→ q∗2K2|∂B(M1)y

(2.21)

and modulo these isomorphisms, ηx, and ηy are homotopic. Thus Kx and Ky

regarded as bundles on Sr ∼= S(M1)x ∼= S(M1)y, are isomorphic. Since M1 is
connected, this implies 〈Φ∗Kx

(P ), [S(M1)x]〉 is a constant, k, say, independent of x
from which (2.16) follows. Then (2.17) follows by (2.7). �

In particular, if Φ∗P ( ) = e( ) is the Euler class of a real oriented vector
bundle, assumptions 1) and 2) in Theorem 2.2 are satisfied, and we obtain as in
[25]:

Corollary 2.1. For ξ as defined above, we have in terms of Euler classes

〈e(E)− e(F ), [M ]〉 = 〈e(ξ), [S(M1)]〉 = k〈e(L), [M1]〉, (2.22)

where k ∈ Z is a constant.

Proof. It is instructive to include the straightforward proof from [12, Lemma1.2]
which implements the maps in (2.15) (cf. [25]). Starting from (2.14), we have

〈e(ξ), [S(M1)]〉 = 〈e(q∗L) ∪ e(K), [S(M1)]〉
= 〈q∗e(L), e(K) ∩ [S(M1)]〉
= 〈e(L), q∗(e(K) ∩ [S(M1)])〉
= k〈e(L), [M1]〉. �

Remark 2.3. The applications in the following sections of this paper mainly involve
complex vector bundles (so that Λ = Z), with P corresponding to the total (or
top) Chern class c∗ (or ctop), so that both assumptions 1) and 2) in Theorem 2.2
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are satisfied (with r the rank of L as a complex vector bundle), so that M1 is of
real codimension 2r, with cohomological degree c∗(L) ≤ 2r.

3. Rational maps of projective varieties

In the following, we shall be applying the general construction and results of §2 in
the category of complex manifolds with morphisms the meromorphic maps. Here
M and M1 are assumed to be closed connected and oriented smooth manifolds.
In this case there will be a slight adjustment in the roles played by M and M1 as
result of redefining certain terms. When the context is clear, it is assumed that
complexified tangent bundles are taken in each case.

The natural examples in this context include rational maps of (algebraic)
projective varieties, and this fully enriched situation is the one to which we pay
some attention. But we will point out now (as the astute minded reader can see)
that the development of ideas, and constructions, etc. apply equally well if the
spaces in question are just taken to be compact complex manifolds. But restricting
to the algebraic case affords us some access to using significant numerical data,
which otherwise might not necessarily be the case in the more general setting.

3.1. Application of the general result

Let X and Y be compact projective manifolds, dimCX = dimC Y = n, and let
f : X ⊃ U −→ Y be a rational map. In general, such a map will have a closed
algebraic indeterminacy set If , namely the locus of points in X for which f fails
to be defined, with open complement U = X − If .

Let the locally closed complex algebraic subset

X(s) := {x ∈ X : rankC(df(x)) ≤ s < n} ⊂ X, (3.1)

be such that f−1(f(X(s)) = X(s).
Letting Z be the complex algebraic subset Z = If ∪ X(n − 1), we con-

sider (X,Z), or more generally (M,M ∩ Z), as an (n,Z) adapted pair (with
r = codimCZ ≥ 1, respectively 2r = codimR(M ∩ Z)), with M ⊂ X a closed
and connected smooth oriented submanifold transversal to Z.

More specifically, M does not intersect the singular locus Zsing of Z, and
is transversal to the regular part Zreg of Z, with M1 = M ∩ Z a closed and
connected smooth oriented submanifold, codimRM1 = 2r ≥ 2. In particular, when
M = X is connected of real dimension 2n, the space Zsing is assumed empty, with
Z connected.

Remark 3.1. The point of taking s = n − 1 in the definition of Z, is because
at a later stage we will need ψ = df to be an isomorphism outside of Z, and
∂B1(N) = ∂B2(N).

Remark 3.2. We recall from, e.g., [18] that such a rational map f : X −→ Y can

be specified by a holomorphic map f̃ : X − If −→ Y , for which codimCIf ≥ 2.
Thus for now, we are motivated to take r ≥ 2, and view Z as a ‘singular projective
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variety’. Also, in cases where X = Y , for instance, we might replace X(s) above,
by the fixed point set Fix(f) of f , in the case of a self-map f : X −→ X (see, e.g.,
§4.4).

3.2. A certain 2p-cycle and application of Theorem 2.1

We fix the smooth submanifold M ⊂ X, with dimRM = 2p (for a fixed p with
1 ≤ p ≤ n) that intersects Z transversally, and set

N = M ∩ Z = M ∩ (X(n− 1) ∪ If ), (3.2)

so that dimCN = p − r, for p ≥ r. On applying our general result, we note that
the isomorphisms in question are simply topological unless otherwise stated.

To this extent, we take (M,N) to be a (2p,Z)-adapted pair, and take B(N)
to be a tubular neighborhood of N in M . Thus, N now plays the role of M1 in
§2.1. With this slight modification in mind, we construct as in §2.2, the smooth
double S(N) producing the S2r-fibration q : S(N) −→ N , along with projections
qi : Bi(N) −→ N (for i = 1, 2) as in (2.12). Note this produces a 2p-cycle [S(N)].

Here we will set

E = TX|B1(N), and F = f∗TY |B2(N), (3.3)

where, as before, ψ = df : TX −→ f∗TY is a isomorphism when restricted to
∂B1(N) = ∂B2(N).

Following Theorem 2.1, and from the construction of §2.2 in the context of
complex vector bundles with structure group U(q), for some q, we straightaway
obtain

〈Φ∗E(P )− Φ∗F (P ), [M ]〉 = 〈Φ∗ξ(P ), [S(N)]〉, (3.4)

in terms of Chern polynomials Φ3(P ).
On applying (3.2) together with (3.3), then (3.4) with Φ∗3(P ) = cp(3) reduces

to the following form (cf. [6, 25]):

〈cp(X)− f∗cp(Y ), [M ]〉 = 〈cp(ξ), [S(N)]〉, (3.5)

where ξ = (E,ψ, F ) is given by §2.2.

3.3. The righthand side of (3.5)

In order to deal with enumerating the righthand side of (3.5), we return to the
setting and conditions of §2.2. Here we take ψ to have constant rank n− r along
N , and following (2.9) we have the isomorphism

TZ|N ∼= L = ψ(TZ)|N , (3.6)

so that rankCL = n− r. We also recall from §2.2, the relations

E|N ∼= K1 ⊕ L, F |N ∼= K2 ⊕ L,
E ∼= q∗1(K1)⊕ q∗1(L), F ∼= q∗2(K2)⊕ q∗2(L),

(3.7)

while noting that N is a deformation retract of Bi(N), for i = 1, 2. Hence on S(N)
we have the isomorphism ξ ∼= (q∗1K1, η, q

∗
2K2)⊕ q∗L = K ⊕ q∗L, as in (2.14), with

rankCξ = n, from which we deduce rankCK = r (note that we have identified
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K1 with the restriction to N of a complex rank r vector bundle normal to TZ in
TX|Z).

As deduced from the total Chern classes of K and q∗(L), it is straightforward
to show that

ck(K ⊕ q∗L) =

r∑
ν=1

cν(K) ∪ q∗ck−ν(L) + q∗ck(L), 1 ≤ k ≤ n− 1,

cn(K ⊕ q∗L) =

r∑
ν=1

cν(K) ∪ q∗cn−ν(L).

(3.8)

Remark 3.3. Following from [6, §4](cf. [28, pp. 408-409]), the existence on S(N) of `
linearly independent trivializing sections of q∗(L), with ` = (n−r)−(k−r) = n−k,
leads to the result

〈q∗ck(L), [S(N)]〉 = 0, if 1 ≤ k ≤ n− 1. (3.9)

Theorem 3.1. With regards to (3.2) and 3.6, we have

〈cp(TX|M)− cp(f∗TY |M), [M ]〉 = k〈cp−r(L), [N ]〉, (3.10)

for some constant k ∈ Z, with dimRM = 2p and dimRN = 2(p− r).

Proof. In view of Theorem 2.2, we will here set E = TX|M , F = f∗TY |M , and
consider the clutched bundle ξ = (E,ψ, F ) over M . Note that on recalling Remark
2.3, the hypotheses 1) and 2) of Theorem 2.2 are satisfied in this case. To proceed,
it suffices to consider total Chern classes c∗, which are multiplicative, and then
commence by substituting this data into the left hand side of (2.17).

We have rankCK = r, rankCL = n − r, and the total Chern class c∗(K) is
of cohomological degree ≤ 2r = codimRN , so Theorem 2.2, in particular (2.17),
can be applied. Finally, we have 〈c∗(L), [N ]〉 = 〈cp−r(L), [N ]〉, since dimRN =
2(p− r). �

3.4. Interpreting Theorem §3.1

In view of applying the clutching construction of §2.2, Theorem §3.1 produces a
significantly general formula that can be observed when regulating the topology
of a rational map f : X −→ Y of compact projective varieties of equal (complex)
dimension in terms of the cycles [M ] and [N ] as defined. Note that [N ] is a cycle
which contains part of the (possibly singular) variety Z = X(n− 1) ∪ If , once Z
is intersected by the 2p-cycle [M ] as in (3.2).

A working principle is to ‘resolve’ the indeterminacy set If , for instance by
blowing up along f(If ), and then reduce matters to considering a holomorphic

map f̂ : X −→ Y .

For instance, if M = X (so p = n), then (3.10) in this case reduces to:

〈cn(X)− f̂∗cn(Y ), [X]〉 = k〈cn−r(X(n− r)), [X(n− r)]〉, (3.11)
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for a constant k ∈ Z, with X(n − r) = {x ∈ X : rankC(df̂(x)) ≤ n − r} smooth

and connected, codimCX(n− r) = r ≥ 1, and df̂ of constant (complex) rank n− r
along Z = N = X(n− r) (so that L ∼= TZ ∼= TX(n− r)).

More specifically, given f : X −→ Y , one may pass to a proper modification

f̂ : X̂ −→ Y , and apply the formula in Theorem 3.1 for a holomorphic map,

provided X̂ is a compact complex manifold.

Remark 3.4. We recall from [17] that a proper modification f̂ : X̂ −→ Y means

that f̂ is a proper surjective holomorphic map, such that there exists nowhere

dense analytic subsets X ′ ⊂ X and Y ′ ⊂ Y , such that: i) f̂(X ′) ⊂ Y ′, ii) f̂ :

X̂ − X ′ −→ Y − Y ′ is a biholomorphism, and iii) each fiber f̂−1(y), for y ∈ Y ′,
consists of more than one point. The set X ′ = f̂−1(y) is called the exceptional set.

Note that X̂ may not necessarily be an algebraic variety in general, even if X has
this property [20].

3.5. The case of a holomorphic ramified covering map

Consider the case where s = n−1 is constant, and let f : X −→ Y be a holomorphic
branched covering map for which X1 := X(n− 1) ⊂ X is the ramification divisor
on which rankCf |X1

= n − 1, with r = codimCX1 = 1. As before, let M ⊂ X
be any compact oriented smooth submanifold with dimRM = 2p that meets X1

transversally (with 1 ≤ p ≤ n), with N = M∩X1. From (3.6), we have L = TX1|N .
This leads to a version of the higher dimensional Riemann-Hurwitz formula as
given in [6, Proposition 2] (see also [28, p. 409]):

〈f∗cp(Y )− cp(X), [M ]〉 = (µ− 1)〈cp−1(X1), [N ]〉, (3.12)

where µ = deg(f |X(1)) ∈ Z is the local topological degree of f along X1. Note that
in general, the global degree deg(f) := δ 6= µ.

Together with (3.10), this case reveals the interest in enumerating the right-
hand side of (2.7) and (2.16) in general.

Example 3.1. Let n = 2, where X is now a compact complex surface, and let
Y = CP 2. Consider a holomorphic map f : X −→ CP 2 which is branched over
a curve C of genus g with normal crossings. Thus f : X − X1 −→ CP 2 − C
is an unramified covering map of degree deg f = δ say, where the branch set
X1 = f−1(C).

As an example of showing consistency in the data, suppose in this case X is
a K-3 surface. One can construct a map with δ = µ = 4, branched over a quartic
curve C (see, e.g., [24]). In this top dimension, we have 〈c2(X), [X]〉 = χ(X) = 24,
and 〈f∗c2(CP 2), [X]〉 = 4(χ(CP 2) = 4(3) = 12. From (3.12), with n = p = 2,
and the adjunction formula (e.g., [18, p.221]), it is straightforward to see that
〈c1(X1), [X1]〉 = χ(C) = −4, and therefore g = 3.
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4. Rational self-maps

4.1. Iterated self-maps of projective varieties

Now we consider the case where X = Y , and f : X −→ X is a rational map with
k-th iterate denoted fk. Let

X(k, s) := {x ∈ X : rankC(dfk(x)) ≤ s < n}, (4.1)

and set Z = X(k, n − 1) ∪ Ifk , with codimCZ = rk. Let ∆k = deg(fk), and note

that in general, ∆k 6= δk = deg(f)k.

We recall from §3.1, making slight modifications, that M ⊂ X is a closed
and connected smooth oriented submanifold, dimRM = 2p, transversal to Z =
X(k, n− 1) ∪ Ifk . Again, M does not meet Zsing, and is transversal to Zreg, with
M1 = M ∩ Z a closed and connected smooth oriented submanifold, codimRM1 =
2rk ≥ 2. When M = X is connected, dimRM = 2n, then Zsing = ∅, and Z is
connected.

Also, we take E = TX|B1(N), and F = (fk)∗TX|B2(N). These are only
the essential differences, otherwise the basic construction leading to the various
formulas remains the same. In particular, Theorem 3.1 holds withX(n−1) replaced
by X(k, n− 1) in (4.1).

4.2. Holomorphic and analytically stable maps

Let us deal first with a holomorphic map f : X −→ X, where the k-th iterate fk is a
holomorphic branched covering map with ramification divisor X1,k := X(k, n−1),
with rk = 1. Then (3.12) reads as

〈(fk)∗cp(X)− cp(X), [M ]〉 = (µk − 1)〈cp−1(X1,k), [N ]〉, (4.2)

where µk ∈ Z is the local topological degree of fk along X1,k. We have ∆k 6= µk,
in general.

However, in this case where f is holomorphic and X = CPn, we do have
∆k = δk [10]. On the other hand, it is clear for M = CPn, and p = n, that such
maps are thus regulated by the expression derived from (4.2):

(n+ 1)(∆k − 1) = (µk − 1)〈cn−1(X1,k), [X1,k]〉. (4.3)

For instance:

Proposition 4.1. Let f : CP 2 −→ CP 2 be a holomorphic map. Suppose that the
k-th iterate fk : CP 2 −→ CP 2 is a holomorphic branched covering map over a
curve of genus g. Then necessarily the global degree ∆k 6= µk (the local degree).

Proof. A straightforward enumeration of (4.3) leads to

3(∆k − 1) = 3(δk − 1) = (µk − 1)(2− 2g), (4.4)

which is meaningless if ∆k = µk. �
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Taking n = 2, a bimeromorphic map f : X −→ X is said to be analytically
stable if: i) for all k ≥ 0, we have (fk)∗ = (f∗)k, and ii) for each curve C in X,
fk(C) /∈ If (see [10]). Recall that the blow-up of Y at y, is the proper modification

f̂ : X̂ −→ Y which replaces y with the exceptional curve π−1(y) ∼= CP 1, the set

of holomorphic tangent directions at y, and f̂ is a biholomorphism elsewhere. In

fact, in this instance, any proper modification f̂ : X̂ −→ Y arises as a composition
of finitely many point blow ups (see, e.g., [8, Th. 1.1]). Following [8, Th. 01], if f :
X −→ X is a bimeromorphic map, then there always exists a proper modification

f̂ : X̂ −→ X that lifts f to an analytically stable map.

Remark 4.1. In [4] it is shown, that for n = 2, there are countably many sequences
{d`} ⊂ N for which a rational map f : CP 2 −→ CP 2 exists, satisfying ∆` = d`,
for all ` ∈ N.

It would be interesting to see how the topology of these procedures can be
regulated by results of the type Theorem 3.1, and by the known results for the
Chern classes of the blowing-up process (e.g., [2, 26]).

4.3. Degree lowering curves

For a general rational map f : CPn −→ CPn, there may be any amount of peculiar
behavior. For instance, it is possible that an iteration fk may, for some k, map an
(irreducible) curve C into the indeterminacy set Ifk (thus f cannot be analytically

stable). In this case one sees that ∆k < δk [10], and so enumerating (3.10), for
p = n, can easily be seen to give

∆k = 1− 1

n+ 1
(k〈cn−r(L), [N ]〉) < δk, (4.5)

where N is given by (3.2), codimRN = 2r, and L is as in (3.6).

4.4. Holomorphic maps with fixed point set

Next we will consider a holomorphic map f : X −→ X, with a (possibly singular)
fixed point set S = Fix(f), with r = codimCS. In the general setting of §2, we will
regard (X,S) or (M,M ∩S) as an (n,Z)-adapted pair with S playing the role of Z
as in §3.2, and M1 = N = M ∩ S. Again, the transversality and other conditions
relating to M , Zreg, and Zsing as made in §3.1 and §4, also apply here.

This application is partially motivated by certain constructions in [1] (where
X can be taken more generally to be a complex manifold) to which we will apply
the general results of Theorem 2.1 and Theorem 2.2. But this will necessitate
assigning some different data compared to that of the previous sections and re-
defining terms accordingly.

Specifically, let us start by letting QS denote the normal bundle to S in X.
Then let

E = (QS)⊗νf , and F = TX, (4.6)

where νf ∈ N. We take up the hypotheses in §2.2 in terms of a homomorphism
ψ : (QS)⊗νf −→ TX.
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In particular, as in [1], the restricted morphism ψ|S : (QS)⊗νf −→ TX|S , is
identified with a holomorphic section of TX|S ⊗ (Q∗S)⊗νf . The bundles K and L
are taken to be as in §2.2, with

L = Im(ψ|S) ⊂ TX|S . (4.7)

Let M be a 2p-dimensional submanifold M ⊆ X intersecting S transversally. As
before, we set N = M ∩ S, with dimCN = p− r (for p ≥ r).

Having made these adjustments for the bundles E and F , etc., we apply
Theorem 2.1 together with essentially the same proof as that used in proving
Theorem 3.1, to obtain

〈cp((QS)⊗νf )− cp(X), [M ]〉 = k〈cp−r(L), [N ]〉. (4.8)

Example 4.1. Consider the case r = 1, and S is a (possibly singular) hypersurface
regarded as an oriented (n−1)-circuit. Then we have rankCQS = 1, and rankCL =
n− 1, following which (4.8) gives

〈cp((QS)⊗νf )− cp(X), [M ]〉 = k〈cp−1(L), [N ]〉, (4.9)

with c1((QS)⊗νf ) = νfc1(OS), and cp((QS)⊗νf ) = 0 for p ≥ 2 (since QS is a line
bundle). Note that applying (4.9) for M = X (p = n), we have N = S.

Remark 4.2. In the setting of [1], the quantity νf is considered as a measure of
‘order of contact’ between the map f and S. For the case of such a hypersurface
S there are the connected components Λα of the union of singular sets Sing(Xf )∪
Sing(S), where Sing(Xf ) is the set of zeros of a vector field Xf associated to f
that induces a (generally singular) holomorphic foliation. This leads to a residue
formula

∑
α Res(Xf , S,Λα) = 〈cn−1

1 (S), [S]〉 as in [1, Th. 01]. Our approach leads
to somewhat different formulas as seen above. Though enumerating (4.9) for the
case n = p = 2, reveals the right-hand (up to a constant) to be such a residual
quantity.

5. Determinantal varieties

5.1. The degeneracy locus

In this section we commence the second part of the paper by turning to a related,
but essentially more general setting. In the previous sections we considered apply-
ing the general result of §2 to rational maps of projective varieties. But now we
tweak the setting of those sections somewhat with several terms redefined for the
sake of replacing maps of projective varieties by vector bundle morphisms over a
compact complex manifold X.

More specifically, consider a morphism ψ : E −→ F of complex (smooth)
vector bundles of the same complex rank ` ≥ 1, over a projective variety X (where
dimCX = n). For some given s ∈ N, we have the degeneracy locus of ψ, as defined
by

Ω(s) := {x ∈ X : rankCψ(x) ≤ s < `}. (5.1)
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As in §3.2, we fix a smooth submanifold M ⊂ X, with dimRM = 2p (1 ≤ p ≤ n)
that intersects Ω(` − 1) transversally (as previously s = ` − 1 is taken since we
require ψ to be an isomorphism outside of Ω(`− 1)).

Once again we will apply the general setting of §2, where (X,Ω(` − 1)) (re-
spectively, (M,M ∩ Ω(`− 1))) is regarded as an n-adapted pair, so that Ω(`− 1)
(respectively,M∩Ω(`−1)) plays the role ofM1 in §2), with r = codimCΩ(`−1) ≥ 1.

Theorem 2.1, in particular, (2.7) immediately applies to give the general
statement

〈P (E)− P (F ), [X]〉 = 〈P (ξθ), [S(Ω(`− 1))]〉. (5.2)

Remark 5.1. The cohomology class {Ω(s)} of Ω(s) in X can be determined by
polynomials in the Chern classes of E and F , and in certain cases the codimension
of Ω(s) can be determined (see [11, 19] which also cover a historical background
to the general problem in the algebraic geometric context). Note that [19] deals
initially with results in the differentiable category, thus (5.2) applies in that case
as well.

Example 5.1. Let V be a vector space and V ∗ its dual vector space. A linear map
ψ : V −→ V ∗ is said to be symmetric if (ψ(x), y) = (ψ(y), x) , for all x, y ∈ V ,
where ( , ) is the dual pairing between V ∗ and V . Equivalently, ψ is symmetric
if ψ = ψT . The precise meaning of ‘general’ is explained in [19, Note 2, p.72].
Likewise, ψ is skew-symmetric if ψ = −ψT .

If E −→ X is a complex vector bundle, rankCE = `, F = E∗, and ψ :
E −→ E∗ is a general symmetric bundle map, then following [19, Th. 1], the
cohomology class {Ω(s)} is given by a polynomial Ps(c1(E∗), . . . , c`(E

∗)). This
latter polynomial has an explicit expression given in terms of the determinant

2`−s


c`−s c`−s+1 c`−s+2

c`−s−2 c`−s−1 c`−s
... c`−s−2

... . . .
. . . c1

 = {Ω(s)}, (5.3)

where ci = ci(E
∗), and further, Ω(s) has codimension r =

(
`−s+1

2

)
(for s < `).

In keeping with the previous sections, we will be interested in finding expres-
sions linking the Chern classes of some degree (p, say) of the spaces in question.

Let N = M ∩ Ω(` − 1), with dimCN = p − r, for p ≥ r (again, the case
r ≥ p can be treated likewise). We recall the tubular neighborhoods Bi(N) of N
(for i = 1, 2), and consider E,F as restricted to B1(N) and B2(N) respectively,
so that in accordance with §2.2, we have E|∂B1(N) ∼= F |∂B2(N). Note that we
do not yet assume that ψ has constant rank on Ω(`− 1), since we are still in the
context of Theorem 2.1. We also recall from §2.2 the S2r-fibration q : S(N) −→ N .

We shall be applying the same basic strategy as in §3 (and in §4). Thus (5.2)
reduces to a statement that is more general than (3.5):

〈cp(E)− cp(F ), [M ]〉 = 〈P (ξθ)
[2p], [S(N)]〉, (5.4)
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where P (ξθ) ∈ H∗(BU(`)) is a characteristic class whose component P (ξθ)
[2p] ∈

H2p(BU(`)) corresponds to the p-th Chern class cp (e.g., P corresponds as before
to the total Chern class c∗). Again, it is interesting to enumerate the right-hand
side of (5.4) once the cohomology class {Ω(`− 1)} has been determined.

Remark 5.2. In view of this last comment, if the cohomology class {N} of N in M
happens to be cohomologous to {Ω(` − 1)}[2p] in H∗(Ω(` − 1),Z), then the class
P (ξθ)

[2p] is expressible in the form

P (ξθ)
[2p] = q∗{Ω(`− 1)}[2p] ∪ γ, (5.5)

for some γ ∈ H2(p−r)(S(N),Z).

The following observations summarized as a proposition shows that, in the
context of the symmetric bundle map of Example 5.1, there is indeed a restriction
on components of the class P (ξθ).

Proposition 5.1. With regards to the context of Example 5.1, we have the following
relationships:

(1) For p odd,

2〈cp(E), [M ]〉 = 〈P (ξθ)
[2p], [S(N)]〉. (5.6)

(2) For p even, the class P (ξθ)
[2p] is trivial in H2p(S(N),Z).

Proof. Noting that cp(E
∗) = (−1)pcp(E) (see, e.g., [18, p.411]), we have from (5.4)

(1 + (−1)p+1)〈cp(E), [M ]〉 = 〈P (ξθ)
[2p], [S(N)]〉, (5.7)

for 1 ≤ p ≤ `, from which the results follow. �

Further enumeration of the righthand side of (5.7), can be carried out under
the conditions of §2.2 which we will deal with next.

5.2. Constant rank case

Suppose now that rankCψ|Ω(`−1) = s < `, is constant (so that Ω(s) = Ω(` − 1)),
and the bundle map ψ is taken as a clutching map between E and F , as in §2.2. In
this case, there is the class of the 2p-component given by P (ξθ)

[2p] = cp(E,ψ, F ).
Also, Theorem §2.2 applies to give

〈P (E)− P (F ), [X]〉 = k〈P (L),Ω(`− 1)]〉, (5.8)

where, as before L = ψ(E|Ω(`−1)) ⊂ F |Ω(`−1), with rankCL = `− 1. In particular,
P (L) ∈ H∗(Ω(`− 1),Z); so knowing the cohomology of Ω(`− 1) gives us a handle
on the class P (L). Applying Theorem 2.2 (cf. Theorem 3.1), we then have

〈cp(E)− cp(F ), [M ]〉 = k〈cp−1(L), [N ]〉. (5.9)

Example 5.2. In view of the above remarks, let us return to the context of Example
5.1. Here we have L = ψ(E|Ω(`−1)) ⊂ E∗|Ω(`−1), and the cohomology class P (L) =
P (c1(E∗), . . . , c`−1(E∗)). On applying (5.9), we thus obtain for p odd,

2〈cp(E), [M ]〉 = k〈cp−1(E∗), [N ]〉 = κ〈P (c1(E∗), . . . , c`−1(E∗)), [N ]〉, (5.10)

for some constants k and κ.
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Example 5.3. There are analogous results in [19] for the cohomology class {Ω(s)}
in the case of skew-symmetric maps (morphisms) ψ : E −→ E∗. The cases ψ :
E −→ E∗⊗L, for L a complex line bundle, are also studied in the symmetric and
skew-symmetric cases. For instance, when ψ : E −→ E∗⊗L is a general symmetric
bundle map, then the cohomology class {Ω(s)} is given by (5.3), but now taking

ci = ci(E
∗ ⊗
√
L) [19, Th. 10]. The (general) skew -symmetric case can likewise

be treated.

Example 5.4 (Application to variation of Hodge structure following [19]). Con-
sider a family $ : C −→ X of curves of genus g. Let H1,0,H0,1 denote the cor-
responding Hodge bundles. We have then a period map Υ : X −→ Gr(g, 2g)/Γ,
where Gr(g, 2g) denotes a certain isotropic Grassmannian, and Γ ⊂ Aut(Gr(g, 2g))
is a discrete subgroup. Consequently, there is a bundle morphism ψ : TX −→
Hom(H1,0,H0,1), that can be expressed alternatively as a symmetric bundle map
TX −→ S2(H1,0)∗ [19].

When X is an algebraic curve of genus gX , and there are no singular fibres of
$, then one can enumerate matters as follows. Setting E = H1,0 (so rankCE = g),
we have from [19, p.82] c1(det(S2E∗ ⊗ O(1)) ≥ 0. Observing that c1(S2E∗) =
(g + 1)c1(E∗), then this previous expression simplifies to g(gX − 1) ≥ c1(E).

It can be argued that if the variation of Hodge structure over X is non-
trivial, then by the local Torelli theorem, the period map Υ has maximal rank at
some point of X, and by [19, Th. 10], the degeneracy locus Ω(g − 1) in this case,
is not all of X. In the context of a general symmetric bundle map, here given by
ψ : E −→ E∗⊗O(−1), and from the remarks in Example 5.3 above, it follows that
the cohomology class {Ω(g − 1)} = −2c1(E ⊗ O(− 1

2 )) = −2(c1(E) − g(gX − 1)).
This provides us with an enumeration of (5.9) with M = X, N = Ω(g − 1), and
F = O(− 1

2 ), in the case of p = 1 and s = g − 1. In this case there is just a single

constant k = kν = − 1
2 .

5.3. Flagged bundles

Suppose now we consider, as in [11], the more general situation of §5.1 for a
morphism ψ : E −→ F , over X, for which

E1 ⊂ E2 ⊂ · · · ⊂ Eu = E

F = Fv � Fv−1 � · · ·� F1
(5.11)

are flags of subbundles and quotient bundles, respectively. Here we will take inte-
gers s(α, β) ∈ N specified across the intervals 1 ≤ α ≤ u, and 1 ≤ β ≤ v, and the
degeneracy locus is then defined by

Ω(s) := {x ∈ X : rankC(Eα(x) −→ Fβ(x)) ≤ s(α, β),∀α, β}, (5.12)

where s is regarded as a certain rank function. As shown in [11], conditions on
s determine the irreducibility of Ω(s) as a projective variety, and further, the
cohomology class {Ω(s)} can be determined in terms of the Chern classes of E
and F .
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In the case ψ|Ω(s) has constant rank s(α, β), and ψ is a clutching map as
before, we apply Theorem §2.2 to obtain 〈P (E)− P (F ), [X]〉 = k〈P (L), [Ω(s)]〉.

5.4. Complete flags

Following [11], we will exemplify matters in the case of ‘complete flags’ for the data
u = v = m, and Ei, Fi having (complex) rank i. In this case, Ω(s) is characterized
by permutations in the symmetric group Sm. Given w ∈ Sm, let `(w) be the length
of w (in other words, the number of inversions). Let sw(β, α) = card{i ≤ β : w(i) ≤
α}, and

xi = c1(Ker(Fi � Fi−1)), and yi = c1(Ei/Ei−1), for 1 ≤ i ≤ m. (5.13)

Then one restricts attention to

Ω(w) = Ω(sw) := {x ∈ X : rankC(Eα(x) −→ Fβ(x)) ≤ sw(β, α),∀α, β}. (5.14)

Here we make several observations from [11]:

(i) The space Ω(w) has a natural structure of a scheme given by the vanishing

of the induced maps from
∧sw(β,α)+1

(Eα) −→
∧sw(β,α)+1

(Fβ).
(ii) The expected (maximum) value of r = codimCΩ(w), is r = `(w).
(iii) The cohomology class {Ω(w)} = Sw(x, y), where

Sw(x, y) = S(x1, . . . , xm, y1, . . . , ym), (5.15)

is the double Schubert polynomial for w, this being a homogeneous polyno-
mial in the 2m variables of degree `(w) (see [11] for details of the latter).

Theorem 2.1 applies directly to give

〈P (E)− P (F ), [X]〉 = 〈P (ξθ), [S(Ω(s))]〉, (5.16)

In the case ψ|Ω(w) has constant rank (less than maximal), we deduce from Theorem
2.2, that

〈P (E)− P (F ), [X]〉 = 〈Ŝw(x, y), [Ω(s)]〉, (5.17)

where Ŝw(x, y) is a double Schubert polynomial in the class {Ω(w)}. Thus, with
respect to the cycles [M ] and [N ] as previously defined, we have

〈cp(E)− cp(F ), [M ]〉 = 〈(Ŝw(x, y))[2p], [N ]〉. (5.18)

5.5. Final remark and a further example

We have already mentioned, in the Introduction, the modification of the main
result of [12] to the topology of generalized monoidal transformations [14, 15].
In closing, we should add that there are likely to be further situations to which
Theorem §2.1 can be applied. As an example of such a situation, in a similar vein
to the development of §5.1, consider the following.

Example 5.5. This follows from [27]. Let L −→ X be complex line bundle (X here
can be a complex manifold), and let h : L −→ C`+1 be a transversal linear system
on X in the sense of [27]. Let E = QL be the vector bundle on X whose sections
consist of the C-invariant vector fields on L, and let F = Hom(QL,C`+1). From h,
one can define a complex vector bundle morphism ψ : E −→ F , whose singular set,
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called the Jacobian set J(h), can be formulated in a similar way to (5.1) (and plays
a similar role to Ω(s)). The main results of §2 likewise apply to the adapted pair
(X,J(h)) (cf. (5.2)), and further enumeration in the constant rank case produces
a formula similar to (5.9) for Chern classes of appropriate order (cf. [27]).
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On Singular Varieties with Smooth Subvarieties

Maŕıa del Rosario González-Dorrego

Dedicated to Professor José Seade

Abstract. Let k be an algebraically closed field of characteristic 0. Let C be
an irreducible nonsingular curve such that rC = S ∩ F , r ∈ N, where S and
F are two surfaces and all the singularities of F are of the form z3 = xs− ys,
s prime, with gcd(3, s) = 1. We prove that C can never pass through such
kind of singularities of a surface, unless r = 3a, a ∈ N. The case when the
singularities of F are of the form z3 = x3s − y3s, s ∈ N, were studied in [3].
Next, we study multiplicity-r structures on varieties for any positive integer
r. Let Z be a reduced irreducible nonsingular (n − 1)-dimensional variety
such that rZ = X ∩ F , where X is a normal n-fold with certain type of
singularities, F is a (N − 1)-fold in PN , such that Z ∩Sing(X) 6= ∅. We study
the singularities of X through which Z passes.

Mathematics Subject Classification (2000). Primary 14B05, 14E15, 32S25,
14J17, 14J30; Secondary 14J35, 14J40, 14J70.

Keywords. Brieskorn singularities, fundamental cycle, maximal cycle, resolu-
tion of singularities.

1. Introduction

The simplest cases of smooth subvarieties passing through the singular locus of
varieties are nonsingular curves passing through rational double points of a sur-
face. For example, there are irreducible nonsingular curves of degree 8 and genus
5 passing through the 16 nodes of a quartic Kummer surface in P3, [1]. If an irre-
ducible nonsingular curve of degree 6 and genus 3 lies on a singular cubic surface
F in P3, F only has rational double points [4]. An irreducible nonsingular curve
C of degree 6 and genus 3 on a quartic surface S with t nodes, 10 ≤ t ≤ 16, must
pass through 10 of these nodes; C satisfies that 2C = S ∩ F , where F is a cubic
surface of Cayley, and C passes through its 4 nodes [4].

To define a multiplicity-2 structure Ỹ on a codimension 2 nonsingular variety
Y is equivalent to defining a subbundle L ⊂ NY |Pn

J.L. Cisneros-Molina et al. (eds.), Singularities in Geometry, Topology, Foliations and Dynamics,  
Trends in Mathematics, DOI 10.1007/978-3-319-39339-1 _7 
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We believe that our study of nonsingular varieties which are complete inter-
sections with a non reduced structure on them could be used in the construction
of vector bundles in Pn. The study of multiplicity-r structures passing through the
singular locus of another variety provides a better understanding of the geometry.

We would like to thank the Department of Mathematics at the University of
Toronto for their hospitality during the preparation of this manuscript and Mark
Spivakovsky for useful discussions. We also thank the referee for his comments.

2. Surface singularities of type (V3,s,s, O), s prime, gcd(3, s) = 1

Definition 1. Let X be an n-dimensional normal variety and P a point of X. Let
P be an n-fold isolated singularity (that is, the spectrum of an equicharacteristic
local noetherian complete ring of Krull dimension n, without zero divisors, whose
closed point P is singular). Let π : X̃ → X be the minimal desingularization of X
at P. The genus of a normal singularity P is defined to be dimk (Rn−1π∗OX̃)

P
. If

the genus is 0, the singularity is said to be rational. If the genus is 1, it is elliptic.

Notation 2. Let F be a reduced surface and P a point of F. Let (F, P ) be a surface
singularity (that is, the spectrum of an equicharacteristic complete local ring of

Krull dimension 2 whose closed point P is singular). Let π : F̃ → F be the minimal
desingularization of F at P.

Definition 3. Let F be a reduced surface with a singular point at the origin O. We
shall denote by (Va0,a1,a2

, O) the singularity of the form

(Va0,a1,a2
, O) = {(x0, x1, x2) ∈ U ⊂ k3 such that x0

a0 + x1
a1 = x2

a2}
with 2 ≤ a0 ≤ a1 ≤ a2 and U is a small neighborhood of O.

Notation 4. Let l = gcd(a0, a1, a2), li =
gcd(aj ,ak)

l , αi = ai

lj lkl
, i, j, k ∈ {0, 1, 2},

i 6= j, i 6= k, j 6= k.

Proposition 5. (Va0,a1,a2
, O), 2 ≤ a0 ≤ a1 ≤ a2, is a Kodaira singularity if and

only if α0α1l2 ≤ α2.

Proof. See [6, Prop.4.4]. �

Proposition 6. (V3,s,s, O), s prime, with gcd(3, s) = 1, is not a Kodaira singularity.

Proof. According to 4, l = 1, l0 = s, l1 = l2 = 1, α0 = 3, α1 = α2 = 1. By
Proposition 5,(V3,s,s, O), s prime, with gcd(3, s) = 1, is not a Kodaira singularity
since α0α1l2 = 3 > α2 = 1. �

Definition 7. • We call maximal cycle ZF̃ the cycle ZF̃ =
∑
miEi, defined

by the divisorial part of MOF̃ , where M is the maximal ideal MaxOF,P of
OF,P ; the Ei are the irreducible components of dimension 1 of the exceptional
fiber π−1(P ) and the mi are nonnegative integers. A component Ej such that
mj = 1 is called a reduced component of the cycle.



On Singular Varieties with Smooth Subvarieties 127

• Consider positive cycles Z =
∑
riEi, ri ≥ 0 such that (Z.Ei) ≤ 0, for all

i. The unique smallest cycle Z satisfying (Z.Ei) ≤ 0, for all i, is called the

fundamental cycle of F̃ .
• We denote by pf (Z) the arithmetic genus of the fundamental cycle Z. We

call it the fundamental genus. Since it is independent of the resolution we
can also write pf (F,O).

Proposition 8. (a) Let (F,O) be a normal surface singularity. Let pa(F,O) be the
arithmetic genus of F. Let pg(F,O) be the genus defined in (1). We have that

0 ≤ pf (F,O) ≤ pa(F,O) ≤ pg(F,O).

(b) Let l2 ≤ α2. The fundamental genus of (Va0,a1,a2 , O), 2 ≤ a0 ≤ a1 ≤ a2, is

pf (Z) =
1

2
{(a0 − 1)(a1 − 1)− 2[

α0α1l2
α2

]− 1) gcd(a0, a1) + 1},

where [a] =: min{n ∈ Z|n ≥ a}, a ∈ R.

Proof. (a) See [8].
(b) See [6, Theorem 1.7]. �

Lemma 9. The fundamental genus of (V3,s,s, O), s prime, with gcd(3, s) = 1, is
s− 3.

Proof. According to 4, l = 1, l0 = s, l1 = l2 = 1, α0 = 3, α1 = α2 = 1. By
Proposition 8 (b), (V3,s,s, O), s prime, with gcd(3, s) = 1, pf (Z) = s− 3. �

2.1. Study of the fundamental cycle for (V3,s,s, O), s prime, gcd(3, s) = 1

Let us denote x0 = z, x1 = y, x2 = x. We consider the surface singularity (F,O)
given by z3 = xs − ys. We want to desingularize F at O.

• Case s = 5: We consider the surface singularity (F,O) given by z3 = x5− y5.
We want to desingularize F at O. Applying to z3 = x5 − y5 the change
z(1) = z

x , y(1) = y
x , x(1) = x, we obtain in F(1) that z(1)

3 = x(1)
2(1 − y(1)5);

π1 : F(1) − −− > F, E = π1
−1(O) exceptional divisor given by x(1) = 0.

Let us apply to z(1)
3 = x(1)

2(1 − y(1)5) the change z(2) = z(1), x(2) =
x(1)

z(1)
,

y(2) = y(1). We obtain z(2) = x(2)
2(1 − y(2)5) in F(2); π2 : F(2) − −− > F(1).

The fundamental cycle Z is
∑5

j=1Ej +3F, in a star shape with 5 arms, where
F.F = −2, Ej .Ej = −3, 1 ≤ j ≤ 5, Ei.Ej = 0, i 6= j. F.Ej = 1. In the picture
below, F is denoted by a star and the Ej , 1 ≤ j ≤ 5, are denoted by a circle.
It has 5 reduced components. Note that Z2 = −3.

3 11

1

1

1
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• Case s = 7: We consider the surface singularity (F,O) given by z3 = x7− y7.
We want to desingularize F at O. Applying to z3 = x7 − y7 the change
z(1) =

z
x , y(1) =

y
x , x(1) = x, we obtain in F(1) that z(1)

3 = x(1)
4(1 − y(1)

7);

π1 : F(1) − −− > F, E = π1
−1(O) exceptional divisor given by x(1) = 0.

Let us apply to z(1)
3 = x(1)

4(1 − y(1)
7) the change x(2) = x(1), z(2) =

z(1)
x(1)

,

y(2) = y(1). We obtain z(2)
3 = x(2)(1 − y(2)

7) in F(2); π2 : F(2) − −− > F(1).

Let us apply to z(2)
3 = x(2)(1 − y(2)

7) the change z(3) = z(2), x(3) =
x(2)

z(2)
,

y(3) = y(2). We obtain z(3)
2 = x(3)(1 − y(3)

7) in F(3); π3 : F(3) − −− > F(2).

Let us apply to z(3)
2 = x(3)(1 − y(3)

7) the change z(4) = z(3), x(4) =
x(3)

z(3)
,

y(4) = y(3). We obtain z(4) = x(4)(1 − y(4)
7) in F(4); π4 : F(4) − −− > F(3).

The fundamental cycle Z is 3F +
∑7

j=1 2Ej1 +
∑7

j=1 Ej2, where F.F = −5,
Eji.Eji = −2, 1 ≤ j ≤ 7 and 1 ≤ i ≤ 2. For each j, Ej1.Ej2 = 1. Ej1.Ek2 = 0,
1 ≤ k ≤ 7, k 
= j. For each j, F.Ej1 = 1 and F.Ej2 = 0. Note that Z2 = −3.
The fundamental cycle has a star shape with 7 arms; each arm is the weighted
dual graph of an A2 singularity. It has 7 reduced components. In the picture
below, F is denoted by a star and the Eji, 1 ≤ j ≤ 7, 1 ≤ i ≤ 2, are denoted
by a circle.

3 22

2

2

2
2

2

1

1 1

11

1

1

• Case s = 3t + 2, t odd: We consider the surface singularity (F,O) given by
z3 = xs − ys. We want to desingularize F at O. Applying to z3 = xs − ys

the change z(1) = z
x , y(1) = y

x , x(1) = x, we obtain in F(1) that z(1)
3 =

x(1)
s−3(1 − y(1)

s); π1 : F(1) − −− > F, E = π1
−1(O) exceptional divisor

given by x(1) = 0. Let us apply to z(1)
3 = x(1)

s−3(1 − y(1)
s) the change

x(2) = x(1), z(2) =
z(1)
x(1)

, y(2) = y(1). We obtain z(2)
3 = xs−6

(2) (1− y(2)
s) in F(2);

π2 : F(2) − −− > F(1). We keep on doing similar changes. x(t−1) = x(t−2),

z(t−1) =
z(t−2)

x(t−2)
, y(t−1) = y(t−2). We obtain z(t−1)

3 = x5
(t−1)(1 − y(t−1)

s).

We make the change x(t) = x(t−1), z(t) =
z(t−1)

x(t−1)
, y(t) = y(t−1). We obtain

z(t)
3 = x2

(t)(1 − y(t)
s). We make the change z(t+1) = z(t), x(t+1) =

x(t)

z(t)
,

y(t+1) = y(t). We obtain z(t+1) = x2
(t+1)(1− y(t+1)

s). The fundamental cycle

Z is 3F+
∑s

j=1 Ej , where F.F = −(t+1), Ej .Ej = −3, 1 ≤ j ≤ s. Ei.Ej = 0,
i 
= j. F.Ej = 1. It has a star shape with s arms. It has s reduced components.
Note that Z2 = −3.
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• Case s = 3t+ 1, t even: We consider the surface singularity (F,O) given by
z3 = xs − ys. We want to desingularize F at O. Applying to z3 = xs − ys

the change z(1) = z
x , y(1) = y

x , x(1) = x, we obtain in F(1) that z(1)
3 =

x(1)
s−3(1 − y(1)

s); π1 : F(1) − −− > F, E = π1
−1(O) exceptional divisor

given by x(1) = 0. Let us apply to z(1)
3 = x(1)

s−3(1 − y(1)
s) the change

x(2) = x(1), z(2) =
z(1)
x(1)

, y(2) = y(1). We obtain z(2)
3 = xs−6

(2) (1− y(2)
s) in F(2);

π2 : F(2) − −− > F(1). Let us apply to z(2)
3 = xs−6

(2) (1 − y(2)
s) the change

z(3) = z(2), x(3) =
x(2)

z(2)
, y(3) = y(2). We obtain z(3)

3 = xs−9
(3) (1− y(3)

s) in F(3);

π3 : F(3) −−− > F(2).

We keep on doing similar changes. x(t−1) = x(t−2), z(t−1) =
z(t−2)

x(t−2)
,

y(t−1) = y(t−2). We obtain z(t−1)
3 = x4

(t−1)(1− y(t−1)
s). We make the change

x(t) = x(t−1), z(t) =
z(t−1)

x(t−1)
, y(t) = y(t−1). We obtain z(t)

3 = x(t)(1−y(t)
s). We

make the change z(t+1) = z(t), x(t+1) =
x(t)

z(t)
, y(t+1) = y(t). We obtain z2(t+1) =

x(t+1)(1 − y(t+1)
s)). We make the change z(t+2) = z(t+1), x(t+2) =

x(t+1)

z(t+1)
,

y(t+2) = y(t+1). We obtain z(t+2) = x(t+2)(1−y(t+2)
s). The fundamental cycle

Z is 3F +
∑s

j=1 2Ej1 +
∑s

j=1 Ej2, where F.F = −(2t + 1), Eji.Eji = −2,
1 ≤ j ≤ s and 1 ≤ i ≤ 2. For each j, Ej1.Ej2 = 1. Ej1.Ek2 = 0, 1 ≤ k ≤ s,
k 
= j. For each j, F.Ej1 = 1 and F.Ej2 = 0. The fundamental cycle has a star
shape with s arms; each arm is the weighted dual graph of an A2 singularity.
It has s reduced components. Note that Z2 = −3.

Proposition 10. The families of smooth curves on a normal surface singularity are
in one-to-one correspondence with the reduced components of the maximal cycle of
its minimal desingularization π.

Proof. See [5, 1.14]. �

Proposition 11. For a surface singularity of the type (Va0,a1,a2
, O), the maximal

cycle of π and the fundamental cycle of its weighted dual graph coincide if and
only if α2 ≥ l2.

Proof. See [6, Th. 3.6]. �

Corollary 12. For a surface singularity of the type (V3,s,s, O), s prime, with
gcd(3, s) = 1, the maximal cycle of π coincides with the fundamental cycle of
its weighted dual graph.

Proof. It follows from Proposition 11 since α2 = 1 ≥ l2 = 1. �

Proposition 13. The self-intersection of the fundamental cycle for a surface sin-
gularity of the type (Va0,a1,a2 , O), α2 ≤ l2 is

−Z2 = lα0α1α2.

Proof. See [6, Prop. 1.6]. �
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Corollary 14. For a surface singularity of the type (V3,s,s, O), s prime, with
gcd(3, s) = 1, Z2 = −3, where Z is the fundamental cycle of its weighted dual
graph.

Proof. It follows from Proposition 13 since α2 = 1 = l2 = 1, l = α1 = 1, α0 =
3. �

Theorem 15. Let C be an irreducible nonsingular curve such that rC = S ∩ V,
where S and W are surfaces and r ∈ N. Then C cannot pass through any singular
point of the surfaces of the type (V3,s,s, O), s prime, with gcd(3, s) = 1, unless
r = 3a, a ∈ N.

Proof. Let C be an irreducible nonsingular curve rC = S ∩W where S and W are
two surfaces and W has at most points of type V3,s,s, s prime, with gcd(3, s) = 1,

. Let us suppose that C passes through such a point O of W. Let W̃ be the
minimal desingularization of W at O, π : W̃ → W. Let Fk, 1 ≤ k ≤ n, be the
irreducible components of the exceptional divisor. The total transform π∗(rC) =∑n

j=1 βkFk + rE, where E is the strict transform of C, βk ∈ N. Consider the

fundamental cycle of a surface singularity of the type (V3,s,s, O), s prime, with
gcd(3, s) = 1. By Proposition 10 and Corollary 12, if an irreducible nonsingular
curve C passes through a singularity of W, then its strict transform must intersect
transversally only one exceptional divisor of multiplicity one in the fundamental
cycle. Moreover, since our curve C may not be a Cartier divisor, we consider rC,
r ∈ N. Let us consider its total transform; it must have intersection 0 with each
exceptional divisor.

• Case s = 5: Recall that F.F = −2, Ej .Ej = −3, 1 ≤ j ≤ 5, Ei.Ej = 0,
i 6= j. F.Ej = 1. Let a ∈ N. If C would pass through a singularity of type
(V3,5,5, O), we should be able to find a cycle like the one below:

3a aa

a

2a

a

r

In fact, for r = 3a, a ∈ N, such a cycle exists. For example, for a = 1,

3 11

1

2

1

3

Similarly, if the circle with multiplicity r were attached to another re-
duced component of the fundamental cycle.
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• Case s = 7:Recall that F.F = −5, Eji.Eji = −2, 1 ≤ j ≤ 7 and 1 ≤ i ≤ 2.
For each j, Ej1.Ej2 = 1. Ej1.Ek2 = 0, 1 ≤ k ≤ 7, k 6= j; for each j, F.Ej1 = 1
and F.Ej2 = 0. Let a ∈ N. If C would pass through a singularity of type
(V3,7,7, O), we should be able to find a cycle like the one below:

3a 2a2a

2a

2a

2a
3a

2a

a

a a

aa

a

3a

r

In fact, for r = 3a, a ∈ N, such a cycle exists. For example, for a = 1,

3 22

2

2

2
3

2

1

1 1

11

1

3

3

Similarly, if the circle with multiplicity r were attached to another reduced
component of the fundamental cycle.
• Case s = 3t+2, t odd: Similar reasoning to Case s = 5. Recall that F.F = −2,
Ej .Ej = −3, 1 ≤ j ≤ s, Ei.Ej = 0, i 6= j. F.Ej = 1.
• Case s = 3t+1, t even: Similar reasoning to Case s = 7. Recall that F.F = −5,
Eji.Eji = −2, 1 ≤ j ≤ s and 1 ≤ i ≤ 2. For each j, Ej1.Ej2 = 1. Ej1.Ek2 = 0,
1 ≤ k ≤ s, k 6= j. For each j, F.Ej1 = 1 and F.Ej2 = 0. �

3. Smooth subvarieties through certain type of singularities

Definition 16. (a) Let (OX,P ,MP ) be the local ring of a point P ∈ X of a k-
scheme. Let V ⊂MP be a finite dimensional k-vector space which generates
MP as an ideal of OX,P . By a general hyperplane through P we mean the
subscheme H defined in a suitable open neighbourhood U of P by the ideal
(v)OX , where v ∈ V is a k-point of a certain dense Zariski open set in V.
[7, (2.5)]. By a general linear variety of codimension r through P we mean
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the subscheme L ⊂ U defined in a suitable open neighbourhood U of P by
the ideal (v1, . . . , vr)OX , where v1, . . . , vr ∈ V are k-points of a certain dense
Zariski open set in V.

(b) Let X be a singular n-fold. We say that a point Q ∈ Sing(X) is a general
point of Sing(X) if, for a general hyperplane H such that Q ∈ H and for
some divisorial resolution f : V → X, the preimage f−1(Q) of Q and the
strict transform f−1∗ (X ∩H) satisfy f−1(Q) ⊂ f−1∗ (X ∩H).
See [2, 2.4].

Definition 17. Let X be a singular n-fold embedded in PN such that dim Sing(X) >
0.

(a) Let H be a hyperplane in PN such that H ∩ Sing(X) 6= ∅. Denote X ∩H by
X0. We say that X0 is a general hyperplane section meeting Sing(X) if it is
irreducible and, for some divisorial resolution f : V → X, the total transform
f∗(X0) is equal to the strict transform f−1∗ (X0).

(b) Let Lr+1 be a linear variety of codimension r+ 1, 0 ≤ r ≤ n− 3, in PN such
that Lr+1 ∩ Sing(X) 6= ∅. Denote X ∩ Lr+1 by Wr, 0 ≤ r ≤ n − 3. We say
that Wr is a general linear section meeting Sing(X) if it is irreducible and,
for some divisorial resolution f : V → X, the total transform f∗(Wr) is equal
to the strict transform f−1∗ (Wr).

Definition 18. Let X be a n-fold in in PN . A point P ∈ X is called a linear
compound V3s singularity or a lcV3s point, s prime, with gcd(3, s) = 1, if, for a
general linear variety W of codimension n − 2 through P, P ∈ W, X ∩W is a
singularity of the type V3,s,s, s prime, with gcd(3, s) = 1.

Remark 19. P ∈ X is lcV3s if it is locally analytically isomorphic to the hyper-
surface singularity of the form f + g, where f is a polynomial in k[x1, x2, x3] of

the form c3(x3)
3

= c1(x1)
s

+ c2(x2)
s

+ h(x1, x2, x3), s prime, with gcd(3, s) = 1,
c1, c2, c3 ∈ k, and g ∈ k[x1, ..., xN ], mult g > deg f ≥ 2s. This is so because any

monomial w of h would be divisible either by (x3)
2

or (x1)
s−1

or (x2)
s−1

which

would make possible to absorb w respectively in either (x3)
3

or (x1)
s

or (x2)
s
.

Definition 20. Let us consider the d-uple embedding ρd : PN → PM , M =
(
n+d
d

)
−1.

Let Y be a complete intersection nonsingular variety in PN defined by l equations∑M
i=0 aijyi, 1 ≤ j ≤ l, 1 ≤ l ≤ N−1, where all the yi, 0 ≤ i ≤M, are monomials of

degree d in x0, . . . , xN , for some l, d ∈ N. We call Y a (d, l) complete intersection
nonsingular variety. See [3, Def. 7].

Definition 21. Let X be a normal singular variety of dimension n in PN . Let Y be
a (d, l) complete intersection nonsingular variety in PN such that Y ∩Sing(X) 6= ∅.
Let us consider the d-uple embedding ρd : PN → PM , M =

(
n+d
d

)
− 1. We have

that, as abstract varieties, X ∩ Y = ρd(X) ∩ Ỹ , where Ỹ is a linear variety in PM

obtained from Y using ρd. We say that Y is a (d, l) general complete intersection

nonsingular variety in PN meeting SingX if Ỹ is a general linear variety in PM

meeting Sing ρd(X), according to Definition 18. See [3, Def. 9].
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Definition 22. Let X be a n-fold. A point P ∈ X is called a (d, l) complete
intersection compound V3s singularity or a dlcicV3s point if, for a general (d, l)
complete intersection nonsingular variety Y of codimension n−2 through P, P ∈ Y,
X ∩ Y is a singularity of type V3,s,s, s prime, with gcd(3, s) = 1.

Proposition 23. Let X be a quasiprojective scheme over any field. Let Rl+1 be a
general linear variety of codimension l+1 in PN , 0 ≤ l < N−1. Let Tl = X∩Rl+1.
Let r ∈ N. If X satisfies Serre’s condition Sr, then so does Tl. Thus, if X is a
normal variety, then so is Tl.

Proof. See [2, 3.4]. �

Proposition 24. Let Z be a reduced irreducible nonsingular (n − 1)-dimensional
variety such that rZ = X∩F , r ∈ N, r ≥ 2, where X is an n-fold and F is a (N−1)-
fold in PN , X normal with a lcV3s singularity P and such that Z ∩ Sing(X) 6= ∅.
Let Wn−3 be a general linear variety as above. Then Z has empty intersection with
a lcV3s singularity of X such that Wn−3∩X = Q, where Q is a surface singularity
of type V3,s,s, s prime, with gcd(3, s) = 1, unless r = 3a, a ∈ N.

Proof. Let us define recursively Wt. Let Ht+1, 0 ≤ t ≤ n− 4, be a general hyper-
plane meeting Sing(Wt)∩F. Given rZ = X ∩F, r ∈ N, r ≥ 2, we intersect it with
Ht, 0 ≤ t ≤ n− 3, as follows: rZ ∩H0 ∩ · · · ∩Hn−3 = F ∩X ∩H0 ∩ · · · ∩Hn−3. We
obtain a nonsingular curve C such that rC = F ∩X ∩H0 ∩ · · · ∩Hn−3 and that
C ∩ Sing(Wn−3) 6= ∅. We apply Theorem 15 to obtain the result. �

Corollary 25. Let Z be a reduced irreducible nonsingular (n−1)-dimensional variety
such that 2Z = X ∩ F , where X is an n-fold and F is a (N − 1)-fold in PN , X
normal with a dlcicV3s singularity P, s prime, with gcd(3, s) = 1, and such that
Z∩Sing(X) 6= ∅. Let Y be a general (d, l) complete intersection nonsingular variety
of codimension n − 2. Then Z has empty intersection with a dlcicV3s singularity
of X such that Y ∩X = Q, where Q is a surface singularity of type V3,s,s, s prime,
with gcd(3, s) = 1, unless r = 3a, a ∈ N.

Proof. Let us consider the d-uple embedding ρd : PN → PM , M =
(
n+d
d

)
− 1. Let

Y defined above. We have that, as abstract varieties, X ∩ Y = ρd(X) ∩ Ỹ , where

Ỹ is a linear variety in PM . To obtain the result we follow the proof of Proposition
24 substituting Wn−3 by Ỹ . �
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On Polars of Plane Branches
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Dedicated to Pepe Seade on occasion of his sixtieth birthday anniversary.

Abstract. It is well known that the equisingularity class, which is the same as
the topological type, of the general polar curve of a plane branch is not the
same for all branches in a given equisingularity class, but depends upon the
analytic type of the branch. It was shown in [1] that, for sufficiently general
branches in a given equisingularity class, the topology of the general polar is
constant. The aim of this paper is to go beyond generality and show how one
could describe the topology of the general polars of all branches in a given
equisingularity class, making use of the analytic classification of branches as
described in [5]. We will show how this works in some particular equisingular-
ity classes for which one has the complete explicit analytic classification, and
in particular for all branches of multiplicity less or equal than four, based on
the classification given in [4].

Mathematics Subject Classification (2000). Primary 32S15; Secondary 14H15.

Keywords. Polar curves, analytic classification of curves, equisingularity.

1. Introduction

Let f ∈ C{x, y} be such that (0, 0) is an isolated singular point of the germ of the
curve (f) : f = 0. Notice that because the singular point is isolated, we may assume
that all series under consideration are just formal power series (cf. [13]). A germ of
a curve at the origin of C2 determines its reduced equation up to multiplication by
a unit. An irreducible germ of curve will be called a branch. Two germs of curves
(f) and (g) are said analytically equivalent if they are isomorphic as immersed
germs, that is, if there exists a germ of analytic diffeomorphism ϕ at the origin of
C2 that transforms one germ into the other. In terms of equations, this translates
into the fact that there also exists a unit u in C{x, y} such that g = uf ◦ ϕ. In
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such a case we say that the series f and g are contact equivalent. When the above
ϕ is only a homeomorphism, we say that (f) and (g) are topologically equivalent
or equisingular. The equisingularity class of a curve is its class under this last
equivalence relation.

The polar curve of f in the direction (a : b) ∈ P1
C is the germ of curve defined

by the equation afx+bfy = 0. It is known (cf. [14, page 430] or [2, Theorem 7.2.10])
that, except for a finite set of directions, the polar is reduced and its equisingularity
class is constant, although its analytic type depends essentially upon the direction
(a : b), as we will see in an example at the end of the paper. From now on, when
we refer to the polar of f , we mean its general polar. Also, the equisingularity class
of the polar of f is constant in the contact class of f (see for example [2, Corollary
8.5.8]), but it is not constant in the equisingularity class of f , as one can easily
check by considering for example the curves y3−x11 and y3−x11 +x8y which are
equisingular but have no equisingular polars (cf. [12]). So, the topological type of
the polar of a given curve is not determined only by the topological type of the
curve, but it is determined by its analytical type. In the next section we will see to
what extent the analytic type of the curve will influence the topology of its polar.

We refer to [15] for the definitions and basic results we will use in the sequel.
It is a classical result that the equisingularity class of a branch (f) is determined
by its semigroup of values Γf , which is the subset of the integers consisting of all
intersection numbers I(f, h), for h ∈ C{x, y} and not a multiple of f , where

I(f, h) = dimC
C{x, y}
〈f, h〉

,

and 〈f, h〉 denotes the ideal generated by f and h in C{x, y}.
The equisingularity class of a reduced curve given by f = f1 · · · fr, where the

fi’s are irreducible, is determined by the semigroups of the branches (fi)’s and
their mutual intersection numbers I(fi, fj), for i 6= j.

The semigroup of values Γ of a branch will be given by its minimal set of
generators Γ = 〈v0, v1, . . . , vg〉 and the integer g will be called the genus of the
branch. Such semigroup has a conductor µ, that is µ−1 6∈ Γ and ν ∈ Γ for all ν ≥ µ.
If v0 > 2, then the equisingularity class that Γ determines may be parametrized by
a constructible set E in Cµ−v1−1, whose points are the coefficients of the Newton-
Puiseux parametrization

x(t) = tv0 , y(t) = tv1 +

µ−1∑
i=v1+1

cit
i,

in the sense that any element in the equisingularity class is analytically equivalent
to one with a Newton-Puiseux parametrization as above.

From a Newton-Puiseux parametrization x = tn, y = y(t), where n = v0, we
get an implicit equation f = 0 of a branch in the following way:

f(x, y) =

n∏
i=1

(y − yi(x
1
n )), (1.1)
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where yi(x
1
n ) = y(ωix

1
n ), and ω is a primitive n-th root of unity. So, the coefficients

of f(x, y) as a polynomial in y are aj(x) = (−1)jSj(x), where the Sj ’s are the

elementary symmetric functions in n variables evaluated at (y1(x
1
n ), . . . , yn(x

1
n )).

Given an equisingularity class of irreducible curves through a semigroup of
values Γ, it was proved in [3] and [5] that the parameter space E may be decom-
posed into a finite union of disjoint constructible sets E = E1 ∪ · · · ∪ Er, where on
each E`, the set Λ` of values of Kähler differentials on the corresponding curve,
which is an analytic invariant of the curve, is fixed.

Since Γ has a conductor and Γ \ {0} ⊂ Λ`, the set Λ` is determined by the
finite set Λ` \ Γ. If this last set is not empty, the natural number λ associated to
a curve represented by a point of E`, defined as

λ = min (Λ` \ Γ)− v0,

is an analytic invariant known as the Zariski invariant of the curve.

We will now recall a result that shows that the elements of E` admit a normal
form.

Normal Forms Theorem (cf. [5]). If C is a curve corresponding to a point in E`,
then either C is analytically equivalent to a curve with parametrization (tv0 , tv1),
when Λ` \ Γ = ∅, or to a curve with a parametrization of the form

x = tv0 , y = tv1 + tλ +
∑
i

cit
i,

where the summation is over all indices i which are greater than λ and do not
belong to the set Λ`−v0. Moreover, two curves C, with a parametrization as above,
and C′ with a similar parametrization but with coefficients (c′i) instead of (ci), are
analytically equivalent if and only if there exists a complex number ζ such that
ζλ−v1 = 1 and for all i, one has ci = ζi−v1c′i.

At this point it is natural to ask if the equisingularity class of the general
polar is constant on each stratum E`.

We will see in the next section that the answer may be negative, but positive
for a general member of each irreducible component of the stratum E`. This was
shown in [1, Theorem 11.3] in the particular case of the whole space E .

For the convenience of the reader, we will state a well known result about
Newton non-degenerate plane curve singularities that will be needed in our anal-
ysis.

Following [8], we say that a reduced curve (f), where f =
∑
ij aijx

iyj is
Newton non-degenerate if x and y do not divide f and for any side L of its Newton
polygon N(f), the polynomial fL =

∑
(i,j)∈L aijx

iyj has no critical points outside

the curve xy = 0. Since fL is a quasi-homogeneous polynomial, we may rephrase
the Newton non-degeneration as follows:
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Let Pk = (ik, jk) and Pk+1 = (ik+1, jk+1), where jk+1 < jk and ik+1 > ik, be
the extremal points of L and define

pL(z) = z−jk+1fL(1, z).

Then one has that fL has no critical points outside the curve xy = 0 if and only
if pL has no multiple roots. So, (f) is Newton non-degenerate if and only for each
side L of its Newton polygon N(f), the polynomial pL(z) has no multiple roots.
We will call pL(z) the associated polynomial to the side L.

The following result (cf. [11, Proposition 4.7]) will describe the equisingularity
class of a Newton non-degenerate curve (h).

Oka’s Lemma. Let (h) be a reduced plane curve germ and (x, y) be a local coordinate
system such that the tangent cone to (h) does not contain the line (x). If (h) is
non-degenerate, then for each side Lk of N(h) with extremal points (ik, jk) and
(i′k, j

′
k), with j′k > jk and ik > i′k, there correspond dk = GCD(nk,mk) branches

ξk,l, 1 ≤ l ≤ dk, where nk = j′k−jk and mk = ik− i′k, with semigroup generated by
nk
dk

and mk
dk

(allowing any one of them to be 1). If ξ and ξ′ are two of these branches
with semigroups generated by α0, α1 and β0, β1, respectively, then the intersection
number of these branches is given by I(ξ, ξ′) = min{α0β1, β0α1}.

This paper contains parts of the PhD thesis of the third author under the
supervision of the other two (cf. [7]).

2. Polars and Normal Forms

We will see in the following example how the Normal Forms Theorem may be
used to describe the equisingularity classes of the general polars of all members of
a given equisingularity class.

Example 1. Let Γ = 〈5, 12〉. The Normal Forms Theorem, together with the al-
gorithm to compute normal forms in [6], give us the complete classification of the
curves in the equisingularity class determined by Γ which is summarized in Table
2.1 at the end of the paper.

Now, from formula (1.1) one obtains the implicit equation of the family of
branches given by the parametrization in each row of Table 2.1. In what follows
we exhibit the polars of the members of these families of branches and describe
their equisingularity classes. The equations below describe the polars of the curves
given by their parametrizations in Table 2.1 and are numbered according to the
rows of the table they correspond. The symbols u1, u2, u3 and u4 will represent
units in C{x, y}, with ui(0, 0) = 1, for 1 ≤ i ≤ 4, not necessarily the same in all
cases.

P1. afx + bfy = 5by4 − 12ax11.
P2. afx + bfy = 5by4− 50ax9y3− 15bx10y2 + 100ax19y− 12ax11 + 5bx20− 38ax37.
P3. afx + bfy = 5by4 − 45ax8y3 − 15bx9y2 + 90ax17y − 12ax11 + 5bx18 − 33ax32.
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P4. afx + bfy = 5by4 − 40ax7y3 − 15bx8y2 + 80ax15y − 12ax11 + 5bx16 − 28ax27.
P5. afx + bfy = 5by4 − 40acx7y3 − 15bcu1x

8y2 − 10bu2x
10y − 12au3x

11.
P6. afx + bfy = 5by4 − 45acx8y3 − (15bc+ 50a)u1x

9y2 − 10bu2x
10y − 12au3x

11.
P7. afx + bfy = 5by4 − 35ax6y3 − 15bu1x

7y2 − 10bcu2x
10y − 12au3x

11.
P8. afx + bfy = 5by4 − 35acu1x

6y3 − 15bcu2x
7y2 − 10bu3x

9y − 12au4x
11.

P9. afx + bfy = 5by4 − 30ax5y3 − 15bu1x
6y2 − 10bcu2x

9y − 12au3x
11.

For general a and b, any one of the polars in the families P1–P9 has Newton
polygon with only one side L = [(0, 4); (11, 0)] that supports only its extremal
points associated to non-zero terms of that polar. This implies that all general
polars of branches whose paramatrizations are given in rows 1− 9 in Table 2.1 are
Newton non-degenerate, so their Newton polygons determine their equisingularity
classes, which in this case is given by only one branch with semigroup 〈4, 11〉.

P10. afx + bfy = 5by4 − 30acu1x
5y3 − 15bcu2x

6y2 − 10bu3x
8y − 12au4x

11.

In this case, for general a and b, the Newton polygon of the polar of the curve
given parametrically in row 10 of Table 2.1 has two sides:

L1 = [(0, 4); (8, 1)], that supports only its extremal points associated to the mono-
mials y4 and x8y.

L2 = [(8, 1); (11, 0)], that supports only its extremal points associated to the mono-
mials x8y and x11.

Again, for general a and b, any curve belonging to this family is Newton non-
degenerate, so from Oka’s Lemma it has two branches: g1 with semigroup 〈3, 8〉,
and g2 smooth, such that I(g1, g2) = 8.

P11.
afx + bfy = 5by4 − 30a(c+ d)u1x

5y3 − 15b(c+ d)u2x
6y2

−10b(1 + c)u3x
8y − 5bu4x

10.

P12.
afx + bfy = 5by4 + 10a(1− 3c− 4c2)u1x

5y3 + 5b(1− 3c− 4c2)u2x
6y2

−10b(1 + c)u3x
8y − 5bu4x

10.

P13.
afx + bfy = 5by4 − 5

2a(13 + 12c)u1x
5y3 − 5

4b(13 + 12c)u2x
6y2

− 125
6 bu3x

8y − 5bu4x
10.

P14. afx + bfy = 5by4 − 625
9 au1x

5y3 − 625
18 bu2x

6y2 − 125
6 bu3x

8y − 5bu4x
10.

P15. afx + bfy = 5by4 − 625
9 au1x

5y3 − 625
18 bu2x

6y2 − 125
6 bu3x

8y − 5bu4x
10.

P16. afx + bfy = 5by4 − 625
9 au1x

5y3 − 625
18 bu2x

6y2 − 125
6 bu3x

8y − 5bu4x
10.

The Newton polygon for general a and b of any member of the families P11–
P16 has only one side L = [(0, 4); (10, 0)], that supports just its extremal points
associated to the non-vanishing terms 5by4 and −5bx10 that do not depend upon
the parameters c, d and e. Therefore, these polars are Newton non-degenerate, so
they have two branches with semigroup 〈2, 5〉 that intersect with multiplicity 10.

P17. afx + bfy = 5by4 − 25au1x
4y3 − 15bu2x

5y2 + 5b
(

1−4c
2

)
u3x

8y + 15
2 bu4x

10.
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For a and b general, the Newton polygon of these curves has only one side
L = [(0, 4); (10, 0)], containing also the point (5, 2), with associated polynomial
pL(z) = 5bz4− 15bz2 + 15

2 b. Since pL(z) has only simple roots, the general polar is
Newton non-degenerate, so it has two branches with semigroup 〈2, 5〉 that intersect
with multiplicity 10.

P18.
afx + bfy = 5by4 − 25au1x

4y3 − 15bu2x
5y2

−10[b(c2 + c+ d)x8 + (b(d2 + e) + 5a(c− 1))u3x
9]y

+5b(1− c)x10 + (−5b(c3 + dc+ d)− 12au4)x11.

This is the only stratum in which the equisingularity class of the general
polars will depend upon the parameters in E` to which it belongs. We will split
the analysis is several cases.

(i) If c 6= 1, then the Newton polygon of the polar has the only side
L = [(0, 4); (10, 0)], that supports the points associated to the terms 5by4,
−15bx5y2 and 5b(1 − c)x10. In this case, the associated polynomial is pL(z) =
z4− 3z2 + (1− c), whose discriminant is −16(c− 1)(5 + 4c)2. So, the polar is New-
ton non-degenerate if and only if c 6= − 5

4 . In this case, the polar has two branches
with semigroup 〈2, 5〉 that intersect with multiplicity 10.

If c = − 5
4 , the parametrization of the polar, computed via Newton’s algo-

rithm, is given by

x =
320

221
(16d+ 5)2t4, y =

338

253
(16d+ 5)5t10 +

330

260
(16d+ 5)6t11 + · · · .

Therefore, when d 6= − 5
16 , the members of the family E18 for which

c = − 5
4 have irreducible polars whose semigroup 〈4, 10, 21〉, hence it is of genus

2. When d = − 5
16 , their general polars have two branches with parametrizations

(also computed via Newton’s algorithm)

xi =
3

2
t2, yi =

27

8
t5 + (−1)i

27

640b
(256ab− 125b)

1
2 t6 + · · · , i = 1, 2,

that is, branches with semigroup 〈2, 5〉 and with intersection multiplicity 10.

(ii) If c = 1, then the polar is given by

afx + bfy = 5by4 − 25au1x
4y3 − 15bu2x

5y2 − 10b(d+ 2)u3x
8y

−10b(d2 + e)u3x
9y − (5b+ 10bd+ 12au4)x11.

A verification shows that its Newton polygon has two sides:

L1 = [(0, 4); (5, 2)], that supports only its extremal points associated to nonzero
terms of the polar; and

L2 = [(5, 2); (11, 0)], that supports only its extremal points associated to nonzero
terms of the polar.

Therefore, any curve in this family with c = 1 has, for general values of a
and b, a Newton non-degenerate polar with a branch p having the semigroup 〈2, 5〉
and two non-singular branches g1 and g2 such that I(p, gi) = 5 and I(g1, g2) = 3.
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Remark 2.1. The stratum E18 gives us an example in which the equisingularity
classes of the general polars of its members are not constant. It also gives us a
somewhat unexpected example of a family of curves of genus 1 such that its general
member has a general polar of genus 2.

What is remarkable is that the analytic classification of the branches in this
equisingularity class allowed us to describe the equisingularity classes of all general
polars of its members.

Although, as we saw in the above example, the topological type of the polar
may not be constant in a given stratum E`, it is constant in an open dense set
of each irreducible component of the stratum, as we will show in general in the
sequel.

In fact, for the stratum associated to Λ1 = Γ \ {0}, the result follows easily
from the first assertion in the Normal Forms Theorem, which is essentially due to
Zariski (cf. [16]).

Let us consider a normal form in an equisingularity class parametrized by
E` associated to a set of values of differentials Λ` 6= Γ \ {0}. Putting v0 = n and
v1 = m, from the Normal Forms Theorem, we have

x = tn, y = tm + tλ +
∑
i>λ

i/∈Λ`−n

cit
i. (2.1)

The implicit equations of these curves obtained as in formula (1) are given
by

f = yn + a2(x)yn−2 + a3(x)yn−3 + · · ·+ an−1(x)y + an(x),

which are Weierstrass polynomials, since ordx(aj(x)) > j and ordxan(x) = m.
Moreover, the coefficients of the power series aj(x) are polynomials in the ci’s that
appear in (2.1).

Therefore, the polars of the curves in E` are given by the family

P (f) = afx + bfy
= bnyn−1 + aa′2(x)yn−2 +

(
(n− 2)ba2(x) + aa′3(x)

)
yn−3 + · · ·

+
(
2ban−2(x) + aa′n−1(x)

)
y + ban−1(x) + aa′n(x).

We will now show that in a dense open Zariski set in any irreducible compo-
nent of E` the value of the Milnor number of P (f) is constant.

From the equation of P (f) we have that

P (f)x = aa′′2(x)yn−2 +
(
(n− 2)ba′2(x) + aa′′3(x)

)
yn−3 + · · ·

+
(
2ba′n−2(x) + aa′′n−1(x)

)
y + +ba′n−1(x) + aa′′n(x), and

P (f)y = bn(n− 1)yn−2 + a(n− 2)a′2(x)yn−3 + · · ·
+
(
2ban−2(x) + aa′n−1(x)

)
.

Therefore, one has that P (f)y is the constant bn(n− 1) times a Weierstrass poly-
nomial in y and P (f)x ∈ C{x}[y], hence their intersection multiplicity, which is the
Milnor number of P (f), is the order in x of their resultant Ry in y. Because Ry 6≡ 0
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since the generic polar of f is reduced, we have for every irreducible component
E`,j of E` that

Ry
(
P (f)x, P (f)y

)
= Ajx

νj + higher order terms,

where each Aj is a non-zero polynomial in a, b and the ci’s (the coefficients in the
normal forms (2.1)). Moreover, these polynomials Aj are homogeneous in a and b.
So, there exists a Zariski open set in E`,j , where at each point this polynomial Aj
in a and b is not identically zero, hence the Milnor number of the general polar
of the corresponding curve is constant and equal to νj in this open set. From the
Lê-Ramanujan Theorem [9, Theorem 2.1], we obtain the following result:

Theorem 2.2. The equisingularity class of the polar of curves in E` is constant in
an open dense Zariski subset of any of its irreducible components.

3. Polars of branches up to multiplicity four

We will now give a detailed description of the equisingularity classes of the polars
of branches of multiplicity less or equal than four. This will be carried out by using
the classification done by the first two authors in [5]. Observe that the general polar
of a branch of multiplicity 2 is a smooth branch, so we have only to treat the cases
of multiplicities three and four.

3.1. Multiplicity three

For curves of multiplicity three, there is only one analytic representative in each
stratum which is determined by Zariski’s λ invariant, as shown in Table 3.1.

In the case of the monomial curve x = t3, y = tβ , corresponding to the
first row of Table 3.1, we have that the general polar curve has d = gcd(2, β − 1)
branches. When d = 1, the branch has semigroup 〈2, β − 1〉 and when d = 2, the

two branches are smooth and their intersection multiplicity is β−1
2 .

In the case of the second row of Table 3.1, the implicit equation of the curve
is f = y3 − 3x2q+k+εy − xβ − xβ+ε+3k and the general polar curve is

afx + bfy = 3by2 − 3a(2q + k + ε)x2q+k+ε−1y − 3bux2q+k+ε,

where u is a unit in C{x}. After a direct computation and the use of Oka’s Lemma,
one sees that the equisingularity class of the general polar may be described by
Table 3.2.

3.2. Multiplicity four and genus one

A branch of multiplicity 4 may have genus one or two. For the genus one case,
we describe in Table 3.3 the normal forms of such branches, where the symbol [α]
denotes the integer part of the rational number α.

We describe below the equisingularity classes of the polars in this situation.

First Normal Form in Table 3.3 (monomial curves)



On Polars of Plane Branches 143

In this case, the equation of the curve is y4 − xm = 0, so its polar is
4by3 − amxm−1, that has d = gcd(3,m − 1) branches. If d = 1, the branch has
semigroup 〈3,m− 1〉 and when d = 3, the three branches are smooth with mutual

intersection multiplicity equal to (m−1)
3 .

Second Normal Form in Table 3.3

This is the more complicated case. According to (1.1), the implicit equation of the
curve is given by

f = y4 − S1(x)y
3 + S2(x)y

2 − S3(x)y + S4(x) = 0,

where Sr(x) is the r-th symmetric polynomial computed in yl(x
1
4 ) = y(εlx

1
4 ),

l = 0, 1, 2, 3, with ε a primitive fourth root of 1.
From the definition of y(t), it is clear that S1 = 0. To determine the Newton

polygon of the polar, it is sufficient to consider in each of the polynomials Sr(x),
2 ≤ r ≤ 4 only the term that determines its multiplicity.

(I) We first consider the case a1 = a2 = · · · = aj−[m4 ]−2 = 0.

For each fixed j, the implicit equation of the curve is

f = y4 − 4xm−jy2 − xm + 2x2m−2j − x3m−4j = 0.

Therefore,

afx + bfy = 4by3 − 4a(m− j)xm−j−1y2 − 8bxm−jy − amuxm−1,

where u ∈ C{x} with u(0) = 1.

We have the following cases:

i. Case 2
m−j < 1

j−1 .

In this case, the Newton polygon of the polar has only one side L containing
only its end points (0, 3) and (m − 1, 0), associated to monomials of the polar.
The associated polynomial to the side L is pL(z) = 4bz3 − am. Then for a and
b general, pL(z) has three distinct roots {z1, z2, z3}. Therefore the general polar
has:

a) One branch with semigroup 〈3,m− 1〉, if gcd(3,m− 1) = 1.

b) Three smooth branches with parametrizations: (t, zit
m−1

3 + · · · ), and mutual
intersection numbers m−1

3 , if gcd(3,m− 1) = 3.

ii. Case 2
m−j > 1

j−1 .

In this case, the Newton polygon of the general polar has two sides
L1 = [(0, 3); (m − j, 1)] and L2 = [(m − j, 1); (m − 1, 0)], since the point
(m − j − 1, 2) lies above L1. The associated polynomials are pL1(z) = 4bz2 − 8b,
and pL2(z) = −8bz − am. Then, we have that:

Associated to L1 there is one branch p1 with semigroup 〈2,m − j〉 and

parametrization x = t2 y =
√
2tm−j + · · · , if gcd(2,m − j) = 1; or two smooths
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branches g1, g2 with parametrizations x1 = t, y1 =
√
2t

m−j
2 + · · · and x2 = t,

y2 = −√
2t

m−j
2 + · · · , if gcd(2,m− j) = 2.

Associated to L2, there is one smooth branch p2 with parametrization x = t,
y = −am

8b t
j−1 + · · · .

Finally, we have that I(p1, p2) = m− j and I(gi, p2) = I(g1, g2) =
m−j
2 .

iii. Case 2
m−j = 1

j−1 .

Since j > 2, because otherwise m = 4, which is not allowed, the Newton
polygon of the polar has only one side L with tree points with associated polyno-
mial pL(z) = 4bz3−8bz−am. Therefore, for a and b general, the polynomial pL(z)
has three distinct roots {z1, z2, z3} and since in this case gcd(3,m − 1) = 3, we
have three smooth branches associated to L with parametrizations (t, zit

j−1+· · · ),
i = 1, 2, 3, and mutual intersection numbers j − 1.

(II) Now we consider the case where some of the ai’s is non-zero. Set
k = min{i; ai 
= 0}.
As before, computing the implicit equation for the branch given parametrically in
the second row of Table 3.3, we get

f = y4 − (4xm−j + 2a2ku1x
m−2(j−[m4 ]−k))y2 − 4aku2x

m−j+[m4 ]+k)y − u3x
m,

where ui ∈ C{x} with ui(0) = 1 for i = 1, 2, 3. Hence, to determine the Newton
polygon of the polar afx + bfy = 0, it is sufficient to consider the polynomial

4by3 − 4a(m− j)xm−j−1y2 − 8bxm−jy − 4bakx
m−j+[m4 ]+k. (3.1)

We now split the analysis of this case into several sub-cases.

i. Case 2
m−j < 1

[m4 ]+k .

The Newton polygon of the polar has just one side L, containing only the
points (0, 3) and (m− j + [m4 ] + k, 0).

Since the polynomial pL(z) = 4bz3−4bak has three distinct roots {z1, z2, z3},
it follows that the polar has:

a) Only one branch, if gcd(3,m−j+[m4 ]+k) = 1, with semigroup 〈3,m−j+[m4 ]+k〉.

b) Three smooth branches, if gcd(3,m− j + [m4 ] + k) = 3, with parametrizations
(computed via Newton’s algorithm):

xi = t, yi = zit
m−j+[m

4
]+k

3 + · · · , i ∈ {1, 2, 3},
and mutual intersection numbers

m−j+[m4 ]+k

3 .

ii. Case 2
m−j > 1

[m4 ]+k .

In this case, the Newton polygon of the general polar has two sides
L1 = [(0, 3); (m − j, 1)] and L2 = [(m − j, 1); (m − j + [m4 ] + k, 0)], with on each
side only the extremal points that correspond to nonzero terms of the polar. This
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is obtained from polynomial (3.1), observing that the point (m− j− 1, 2) is above
the line supporting L1.

Considering the associated polynomials to these sides, pL1
(z) = 4bz2 − 8b

and pL2
(z) = −8bz − 4bak; and defining d = gcd(2,m− j), we have that:

a) Associated to the side L1, we have a branch p1 with semigroup 〈2,m− j〉 and
parametrization x = t2, y =

√
2tm−j + · · · , if d = 1; and two smooth branches

g1, g2, with parametrizations xi = t, yi = (−1)i−1
√
2t

m−j
2 + · · · , i = 1, 2, if d = 2.

b) Associated to the side L2, we have a smooth branch p2, with parametrization
x = t, y = −ak

2 t[
m
4 ]+k + · · · .

Finally, one has I(p1, p2) = m− j and I(gi, p2) = I(g1, g2) =
m−j
2 .

iii. Case 2
m−j = 1

[m4 ]+k .

In this case, the Newton polygon of the polar has a unique side L contain-
ing the three points (0, 3), (m − j, 1) and (m − j + [m4 ] + k, 0), whose associated
polynomial is

pL(z) = 4bz3 − 8bz − 4ak.

When ak 
= 4
√
6

9 (−1)α; α = 0, 1, from the condition 2
m−j = 1

[m4 ]+k , it follows

that the polar is Newton non-degenerate. In this case, the polynomial pL(z) has
three distinct roots {z1, z2, z3}, then the general polar has three smooth branches
with parametrizations (t, yi = zit

[m4 ]+k+ · · · ), i = 1, 2, 3, with mutual intersection

numbers equal to [m4 ] + k = m−j
2 .

Now we suppose that ak = 4
√
6

9 (−1)α; α = 0, 1.

In this case, pL(z) has the double root
√
6
3 (−1)α+1 and the simple root

2
√
6
3 (−1)α. The polar will have a smooth branch f1 corresponding to the sim-

ple root of pL(z) and some branches corresponding to the double root, which we
describe below.

We may suppose that the roots of pL(z) are
√
6
3 ,

√
6
3 and −2

√
6
3 , since the

other case is analogous.

a) If for all l > 0 one has ak+l = 0, then the normal form is y(t) = tm + t3m−4j +
akt

2m−4(j−[m4 ]−k), 1 ≤ j ≤ [m2 ]. Computing the implicit equation for this branch
and then its polar, a simple analysis shows that the general polar has the smooth
branch f1 and a branch with semigroup 〈2, 2m − 3j〉 with intersection number
m− j.

b) Suppose that there exists l > 0 such that ak+l 
= 0. We denote the least such l
by s. The parametrization in this case is given by

y(t) = tm + t3m−4j + akt
2m−4(j−[m4 ]−k) + ak+st

2m−4(j−[m4 ]−k−s) + · · · .
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The implicit equation of this branch reads

f = y4 + (−4xm−j − 2a2
kx

m−2(j−[m4 ]−k) − 4akak+sx
m−2(j−[m4 ]−k)+s

−2a2
k+sx

m−2(j−[m4 ]−k−s) + · · · )y2 − (4akx
m−j+[m4 ]+k

+4ak+sx
m−j+[m4 ]+k+s + 4akx

2m−2j−(j−[m4 ]−k)

+4ak+sx
2m−2j−(j−[m4 ]−k−s) + · · · )y − uxm,

where u ∈ C{x} with u(0) = 1.

Now, in order to apply the Newton-Puiseux algorithm to the general polar
of f at the double root of pL(z), we have to split our analysis in several subcases.

b.1) m− 2j > s.

b.1.1) s odd. Associated to the double root there is a branch g1 given by

x = t2, y = −
√

6

3
tm−j +

√
ak+s

4
√

6
tm−j+s + · · · .

In this case, the polar has the smooth branch f1 and a branch g1 with semigroup
〈2,m− j + s〉 such that I(f1, g1) = m− j.

b.1.2) s even. The polar splits into three smooth branches f1, g1 and g2, such that

I(f1, gi) = m−j
2 and I(g1, g2) = m−j+s

2 .

b.2) m − 2j < s. In this case, the polar has the smooth branch f1 and a branch
g1 associated to the double root with semigroup 〈2, 2m−3j〉, such that I(f1, g1) =
m− j.

b.3) m− 2j = s.

b.3.1) If ak+s 6= 4
√

6
81 (−1)α+1, we have, associated to the double root, a branch

g1 with semigroup 〈2, 2m − 3j〉. So, the polar has the smooth branch f1 and the
branch g1 such that I(f1, g1) = m− j.

b.3.2) If ak+s = 4
√

6
81 (−1)α+1, we have, associated to the double root, two smooth

branches g1 and g2. So, the polar has three smooth branches f1, g1 and g2 such
that I(f1, gi) = m−j

2 , i = 1, 2, and I(g1, g2) = m−j
2 + s.

Table 3.4 summarizes the above analysis for the second normal form.

Third to Fifth Normal Forms of Table 3.3

With a similar analysis which we omit because is much simpler, one gets that
the Newton polygon of the general polar has one side and the associated polyno-
mial has no multiple roots, then this polar is non-degenerate and its topology is
summarized in Table 3.5.
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3.3. Multiplicity four and genus two

The branches of multiplicity 4 and genus 2 have semigroups of the form 〈4, v1, v2〉
where gcd(4, v1, v2) = 1 and v2 > 2v1. In this situation one has v1 ≡ 2 mod 4,
and v2 ≡ 1 mod 4 or v2 ≡ 3 mod 4. It then follows that

v1 + v2, 3v1, 2v1 + v2, 3(v2 − v1) 
≡ 0 mod 4,
2v1, 2v2 − v1, v1 + 2v2 ≡ 0 mod 4.

From [4] one has that such equisingularity classes have only one normal form
given by

x(t) = t4, y(t) = tv1 + tv2−v1 + a1t
v2−4[

v1
4 ] + a2t

v2−4([
v1
4 ]−1) + · · ·+ a[ v14 ]−1t

v2−8.

Now, we use (1.1) to determine the implicit equation f = 0 for this family

of branches. A direct computation with yi = y(εix
1
4 ), i = 0, 1, 2, 3, where ε is a

fourth primitive root of unity, shows that

S2(x) =
∑

yiyj = −2x
2v1
4 + · · · ,

S3(x) =
∑

yiyjyk = 4x
2v2−v1

4 + · · · .
Considering k1 and k2 such that v1 = 2k1 and 2v2 − v1 = 4k2, we get

f = y4 + (−2xk1 + · · · )y2 + (−4xk2 + · · · )y + ux2k1 ,

where u is a unit in C{x} with u(0) = 1. It then follows that

afx = a[(−2k1x
k1−1 + · · · )y2 + (−4k2x

k2−1 + · · · )y + 2k1ux
2k1−1 + u′x2k1 ],

bfy = b[4y3 + (−4xk1 + · · · )y + (−4xk2 + · · · )].
(3.2)

Since 2k1 = v1 > 4 and v2 > 2v1, it follows that k2 > 3
2k1 and

k2 − 1 > k1. From this last inequality and from (3.2), we get that the Newton
polygon of afx + bfy = 0 is determined by the polynomial

4by3 − 2k1ax
k1−1y2 − 4bxk1y − 4bxk2 + 2k1ax

2k1−1. (3.3)

Since k1 > 2, we have that 2
k1

> 1
k1−1 . In this way, if we put

m = min{2k1 − 1, k2}, then, the Newton polygon of the general polar has two
sides L1 = [(0, 3); (k1, 1)] and L2 = [(k1, 1); (m, 0)], since the point (k1 − 1, 2) lies
above L1.

Associated to the side L1 we have the polynomial pL1
(z) = 4bz2− 4b. There-

fore, because gcd(2, k1) = 1, there is only one branch g1 associated to this side with
semigroup 〈2, k1〉. This branch admits a parametrization, calculated via Newton’s
algorithm, given by

x = t2, y = tk1 + · · · .
Associated to the side L2 we have the polynomial pL2

= −4bz+ cm where cm
is the coefficient of xm in (3.3). In this way, since we are taking a and b general,



148 A. Hefez, M.E. Hernandes and M.F. Hernández Iglesias

associated to L2 there is a smooth branch g2 with parametrization x = t and

y = k1a
2b t

k1−1 + · · · , if m = 2k1 − 1 < k2;

y = k1a−2b
2b tk1−1 + · · · , if m = 2k1 − 1 = k2;

y = tk1−1 + · · · , if m = k2 < 2k1 − 1.

From the condition 2
k1
> 1

k1−1 , it follows that I(g1, g2) = k1.

Summarizing the above analysis, we have the following:

The general polar of a branch of multiplicity 4 and genus 2 is always non-
degenerate and has two branches: one branch g1 with semigroup 〈2, k1〉 and one
smooth branch g2. Moreover, I(g1, g2) = k1.

In the next example we present a curve (f) for which the analytic type of its
polar curve (afx + bfy) depends essentially on the direction (a : b).

Example 2. Consider the curve (f) given parametrically by (t5, t12 + t21), that
belongs to the eighth family in Example 1. We know that, in this case, afx+bfy =
5by4−10bux9y−12avx11, where u and v are units in C{x}. This polar is irreducible
and is analytically equivalent to a branch with parametrization(

t4, t11 + t14 − 1

2
t17 +

15 3
√

2

2

(
12a

5b

)3

t21

)
.

This is a branch of multiplicity four belonging to the fourth Normal Form in
Table 3.1. So from the Normal Forms theorem, two such branches corresponding
to directions (a : b) and (a1 : b1) with bb1 6= 0 are analytically equivalent if and

only if one has a3

b3 =
a31
b31

.

As a final remark, we refer to [10] for a rough description of the polars of the
members of the equisingularity class determined by the semigroup 〈5, 11〉, which
could be completely described by the methods we exhibited in the present paper.
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4. Tables

Table 2.1. The normal forms of the equisingularity class of 〈5, 12〉:

Normal Form Λ` \ Γ
x(t) = t5

1. y(t) = t12 ∅
2. y(t) = t12 + t38 {43}
3. y(t) = t12 + t33 {38, 43}
4. y(t) = t12 + t28 {33, 38, 43}
5. y(t) = t12 + t26 + ct28, c 6= 0 {31, 38, 43}
6. y(t) = t12 + t26 + ct33 {31, 43}
7. y(t) = t12 + t23 + ct26 {28, 33, 38, 43}
8. y(t) = t12 + t21 + ct23 + dt28 {26, 31, 38, 43}
9. y(t) = t12 + t18 + ct21 + dt26 {23, 28, 33, 38, 43}
10. y(t) = t12 + t16 + ct18 + dt23 {21, 26, 31, 33, 38, 43}
11. y(t) = t12 + t14 + ct16 + dt18 + et23, {19, 26, 31, 33, 38, 43}

c 6= 13
12
, d 6= 4c2−1

3

12. y(t) = t12 + t14 + ct16 + ( 4c2−1
3

)t18 + dt23 + et28, {19, 26, 31, 38, 43}
c 6= 13

12

13. y(t) = t12 + t14 + 13
12
t16 + ct18 + dt21, c 6= 133

108
{19, 28, 31, 33, 38, 43}

14. y(t) = t12 + t14 + 13
12
t16 + 133

108
t18 + ct21 + dt23, {19, 31, 33, 38, 43}

d 6= 34c
11

15. y(t) = t12 + t14 + 13
12
t16 + 133

108
t18 + ct21 {19, 31, 38, 43}

+ 34
11
ct23 + dt28, d 6= 81c2

32
+ 5225

559872

16. y(t) = t12 + t14 + 13
12
t16 + 133

108
t18 + ct21 + 34

11
ct23 {19, 31, 43}

+( 81c2

32
+ 5225

559872
)t28 + dt33

17. y(t) = t12 + t13 − 1
2
t14 + ct16 + dt21 + et26 {18, 23, 28, 33, 38, 43}

18. y(t) = t12 + t13 + ct14 + dt16 + et21, c 6= − 1
2

{18, 23, 28, , 31, 33, 38, 43}
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Table 3.1. Normal forms for multiplicity three:

Γ = 〈3, β〉; β = 3q + ε, ε = 1, 2

x = t3, y = tβ

x = t3, y = tβ + tβ+ε+3k, 0 ≤ k ≤ q − 2

Table 3.2. The topology of the polars of curves of multiplicity three:

2q + k + ε = 2I + 1 One branch with semigroup 〈2, 2q + k + ε〉.
2q + k + ε = 2I Two smooth branches with intersection multiplicity I.

Table 3.3. Normal forms for multiplicity four and genus one:

Normal form Λ \ 〈4,m〉
x(t) = t4

1. y(t) = tm ∅
2. y(t) = tm + t3m−4j + a1t

2m−4(j−[m
4
]−1) {3m− 4s; 1 ≤ s ≤ j − 1}

+ · · ·+ aj−[m
4
]−2t

2m−8, 2 ≤ j ≤ [m
2

]

3. y(t) = tm + t2m−4j + akt
3m−(4[m

4
]+j+1−k) {2m− 4s; 1 ≤ s ≤ j − 1} ∪

+ · · ·+ aj−[m
4
]−2t

3m−4([m
4
]+3−k), {3m− 4s; 1 ≤ s ≤ [m

4
] + 1− k}

ak 6= 0, 2 ≤ j ≤ [m
4

], 1 ≤ k ≤ [m
4

]− j
4. y(t) = tm + t2m−4j + a[m

4
]−j+1t

3m−8j {2m− 4s; 1 ≤ s ≤ j − 1} ∪
+a[m

4
]−j+2t

3m−4(2j−1) {3m− 4s; 1 ≤ s ≤ j}
+ · · ·+ a[m

4
]−1t

3m−4(j+2),

a[m
4
]−j+1 6= 3m−4j

2m
, 2 ≤ j ≤ [m

4
]

5. y(t) = tm + t2m−4j + 3m−4j
2m

t3m−8j {2m− 4s; 1 ≤ s ≤ j − 1} ∪
+ a[m

4
]−j+2t

3m−4(2j−1) {3m− 4s; 1 ≤ s ≤ j − 1}
+ · · ·+ a[m

4
]t
3m−(j+1), 2 ≤ j ≤ [m

4
]
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Table 3.4. The polars for curves in the second Normal Form of Table 3.3:

y = tm + t3m−4j + a1t
2m−4(j−[m

4
]−1) + · · ·+ aj−[m

4
]−2t

2m−8; 2 ≤ j ≤ [m
2

]

a1 = a2 = · · · = aj−[m
4
]−2 = 0

The polar has one branch with semigroup 〈3,m− 1〉,
2

m−j <
1
j−1

if gcd(3,m− 1) = 1; otherwise it has three smooth branches

p1, p2, p3, with I(pi, pr) = m−1
3

.

The polar has one branch p1 with semigroup 〈2,m− j〉 and
2

m−j >
1
j−1

one smooth branch p2, with I(p1, p2) = m− j,
if gcd(2,m− j) = 1; otherwise it has three smooth

branches p1, p2, p3, with I(pi, pr) = m−j
2

.
2

m−j = 1
j−1

The polar has three smooth branches p1, p2, p3,

with I(pi, pr) = j − 1.

There exists i; ai 6= 0. Put k = min{i; ai 6= 0}
The polar has one branch with semigroup 〈3,m− j + [m

4
] + k〉,

2
m−j <

1
[m
4
]+k

if gcd(3,m− j + [m
4

] + k) = 1; otherwise it has three smooth

branches p1, p2, p3 with I(pi, pr) =
m−j+[m

4
]+k

3
.

The polar has a branch p1, with semigroup 〈2,m− j〉
2

m−j >
1

[m
4
]+k

and a smooth branch p2, with I(p1, p2) = m− j,
if gcd(2,m− j) = 1; otherwise it has three smooth branches

p1, p2, p3, with I(pi, pr) = m−j
2

.

For ak 6= 4
√
6

9
(−1)α; α = 0, 1, the polar has three smooth

branches p1, p2, p3, with I(pi, pr) = m−j
2

.

For ak = 4
√
6

9
(−1)α; α = 0, 1:

a) If ak+l = 0, ∀l > 0, then the polar has a smooth branch f1
and a branch g1 with semigroup 〈2, 2m− 3j〉,
with I(f1, g1) = m− j.
b) There exists s > 0 such that ak+s 6= 0 (let s be minimum).
b.1) m− 2j > s.
b.1.1) s odd. The polar has a smooth branch f1 and a branch
g1 with semigroup 〈2,m− j + s〉 with I(f1, g1) = m− j.
b.1.2) s even. The polar has three smooth branches f1, g1, g2
with I(f1, gi) = m−j

2
and I(g1, g2) = m−j+s

2
.

2
m−j = 1

[m
4
]+k

b.2) m− 2j < s. The polar has a smooth branch f1 and a

branch g1 with semigroup 〈2, 2m− 3j〉,
with I(f1, g1) = m− j.
b.3) m− 2j = s.

b.3.1) ak+s 6= 4
√
6

81
(−1)α+1. The polar has a smooth branch f1

and a branch g1 with semigroup 〈2, 2m− 3j〉,
with I(f1, g1) = m− j.
b.3.2) ak+s = 4

√
6

81
(−1)α+1. The polar has three smooth

branches f1, g1, g2 such that I(f1, gi) = m−j
2

and

I(g1, g2) = m−j
2

+ s.



152 A. Hefez, M.E. Hernandes and M.F. Hernández Iglesias

Table 3.5. The polars for curves in the third to fifth Normal Forms of Table 3.3:

gcd(3,m− j) = 1 One branch with semigroup 〈3,m− j〉.
gcd(3,m− j) = 3 Three smooth branches with mutual intersection numbers m−j

3
.
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tiques, Hermann (1997).

[12] Pham F., Deformations equisinguliéres des idéaux jacobiens des courbes planes. In
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Singular Intersections of Quadrics I

Santiago López de Medrano

Dedicated to Pepe Seade on his 60th anniversary

Abstract. Let Z ⊂ Rn be given by k + 1 equations of the form
n∑

i=1

Aix
2
i = 0,

n∑
i=1

x2
i = 1,

where Ai ∈ Rk. It is well known that the condition for Z to be a smooth
variety (known as weak hyperbolicity) is that the origin in Rk is not a convex
combination of any collection of k of the vectors Ai. We interpret this con-
dition as a transversality property in order to approach the case when it is
singular and we extend some results known for the smooth case, in particular
the computation of the homology groups of Z in terms of the combinatorics
of the natural quotient polytope. We show that Z cannot be an exotic ho-
motopy sphere nor a non-simply connected homology sphere and use this to
show that, except for some clearly characterized degenerate cases, when Z is
not smooth it cannot be a topological or even a homological manifold.

Mathematics Subject Classification (2000). Primary 14P25, 57R17; Secondary
14E15.
Keywords. Intersections of quadrics, moment-angle manifolds, topology of real
algebraic varieties, singular varieties.

Introduction
The topology of the intersection of several homogeneous quadrics in Rn has been
studied for many years in the smooth case ([17], [11], [14],[15]) with an important
boom in recent years ([4], [7], [12], [8], [9], [3],. . . ), especially after the discovery
of the connection with the theory of moment-angle complexes and their general-
izations (see [6], [5], [2] for a part of this story).
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A first element in this study was the characterization of the smooth varieties
in terms of the coefficients of the quadrics: the property we call now (after Marc
Chaperon) weak hyperbolicity. During the first talks I gave on the subject around
1985, in more than one occasion Pepe Seade asked if it could be possible that the
varieties were manifolds, even if this condition failed. At the moment I had no
answer for that.

In the autumn of 2014 I gave a course on the topology of intersections of
quadrics at the University of Zaragoza to an enthusiastic and critical audience. This
forced me to rethink many of the aspects of the theory, in particular, the concept
of weak hyperbolicity. I realized that it could be expressed as a transversality
condition of the associated polytope to the strata of the first orthant.

With these fresh ideas in mind, and with the workshop celebrating Pepe’s
60-th anniversary approaching, I recalled his old question and felt that now I had
the correct approach and the tools for answering it. At the moment of my talk
this goal was not achieved, but by the end of the workshop I was able to offer an
answer as a birthday present.

This article begins with a brief introduction to the subject, including the
concept of weak hyperbolicity and a new concept named non-degeneracy which is
unnecessary in the smooth case, but useful in the singular case to delimit some
artificial examples. It continues with some crucial singular examples and the proof
that an adequate formulation of the homology computation works in the general
case. Then it passes to the new results: first a Sphere Theorem showing that the
only homotopy or homology spheres that may appear as an intersection of quadrics
of the type we study is the standard round sphere. This result is interesting in itself,
but also as the main element in the proof of the Singularity Theorem that says
that, besides the perfectly delimited degenerate cases, when weak hyperbolicity
fails the intersection of quadrics cannot be a topological or even a homological
manifold.

It is not only an interesting question that I have to thank Pepe for. Although
we have never worked together, in all these 30 years my work in this and other
subjects has been encouraged and supported by Pepe in many, many ways.

1. Intersections of Quadrics
We recall here the main definitions, notations, concepts and simple properties
regarding the varieties we study. Most of them are essentially well known but
are formulated here in a slightly different form. The only new concept is that of
non-degeneracy that will be useful in section 5 to isolate some artificial cases.

1.1. Basic concepts
[n] will denote the set {1, 2, . . . , n} and R+ = {x ∈ R |x ≥ 0}.

We will think of Rn
+ as a stratified space, the strata being the subsets where

a certain sub-collection of coordinates are positive and the rest are 0.
Let A be a k × n matrix with entries in R and Ai ∈ Rk its columns.
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Let V = V (A) be the intersection of homogeneous diagonal quadrics in Rn

given by the equations
n∑

i=1

Aix
2
i = 0

and Z = Z(A) the intersection of V with the unit sphere
n∑

i=1

x2i = 1 .

Let further Π = Π(A) be the affine subspace of Rn given by
n∑

i=1

Aixi = 0,

n∑
i=1

xi = 1,

and P = P (A) be the convex polytope Π(A) ∩ (R+)n.
P is homeomorphic to Z∩ (R+)n and, topologically, Z can be recovered from

any of them by reflection in all the coordinate hyperplanes.
An interesting type of the above intersections of quadrics are those of the

form
n∑

i=1

Ai|zi|2 = 0,

n∑
i=1

|zi|2 = 1.

They have an action of the n-torus with quotient the same polytope P (A),
and, when smooth, are known as moment-angle manifolds.

It is well known that any convex polytope of dimension d with m facets can
be realized as P (A) ⊂ Rn for any n ≥ m and some k × n matrix A of rank
k = n−d−1. If n = m, then we can suppose that the facets of P coincide with its
intersections with the coordinate hyperplanes. In that case we say that we have a
geometric embedding of P .

Observe that a facet of P must have at least one coordinate equal to zero
and that if F1 is a proper face of F2, the number of zero coordinates is bigger in
F1 than it is in F2. Inductively, we have then

Proposition 1.1. A face of P of codimension c has at least c zero coordinates.

1.2. Smoothness
The fact that Z is a smooth variety can be expressed in terms of the matrix A,
the polytope P , or the subspace Π:

Theorem 1.2. The following are equivalent:
(WH) Weak Hyperbolicity: No collection of k columns of A has the origin in its

convex hull.
(T1) Every point in P has at least k + 1 positive coordinates.
(T2) Π is transversal to all the strata of Rn

+.
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(S1) V is a smooth variety outside the origin.
(S2) Z is a smooth variety.

Any of them implies that P is a simple polytope1, but not conversely.

Proof. (WH) ⇐⇒ (T1): This is immediate, since points of P are the same as
convex combinations of the Ai adding up to zero.

(T1) ⇐⇒ (T2): Let d be the dimension of Π. Then, since d ≥ n − (k + 1)
(because it is given by k+ 1 equations in Rn), Π is transversal to a k-dimensional
stratum of Rn

+ only if it does not intersect it, so (T2) implies (T1). Assuming (T1),
consider a vertex with c zero coordinates. Then we have more inequalities

n− (k + 1) ≤ d ≤ c ≤ n− (k + 1)

where the second one follows from the Proposition in the previous section and the
last one is (T1). So they are all equalities and c = d = n− (k+ 1). This means, by
the same Proposition, that Π is transversal to all (k+ 1)-dimensional strata of Rn

+

at vertices of P and that the intersections of Π with those of dimension k + 1 + s
must have dimension s for s = 1, . . . , d, which means that we have (T2). If P is
not empty, this also implies that it cannot be contained in an hyperplane of Rn

+

and the matrix A must have rank k.
(WH) ⇐⇒ (S1): Assuming no (WH), we have 0 as a convex combination

of k columns of A and, in particular those columns are linearly dependent. The
square roots of the coefficients give a non-zero point in V where the Jacobian
matrix of the equations of V is singular.

Reciprocally, if at a non-zero point x of V the Jacobian matrix is singular, let
I = {i ∈ [n] |xi 6= 0}. Then the set of Ai with i ∈ I lives in a (k − 1)-dimensional
subspace of Rk and has the origin in its convex hull. Caratheodory’s Theorem2

implies that the origin is in the convex hull of k of the Ai and (WH) fails.
(S1) ⇐⇒ (S2) is immediate since V is transversal to the unit sphere.
To prove the last statement observe that under (WH) any vertex v lies in

the positive orthant of a (k + 1)-dimensional coordinate space L. Since the d-
dimensional space Π intersects L in a single point, it projects bijectively onto de
complementary space L⊥. This means that a neighborhood of P projects bijectively
onto the complementary coordinate subspace. Thus a neighborhood of v in P looks
exactly like the neighborhood of the origin in Rd

+. Since this origin lies on d of the
faces of Rd

+ also v lies in d faces of P which is therefore simple3. �

There are many counterexamples of the reciprocal (see the examples below).
In fact, any simple polytope can be embedded as P (A) for some matrix A satisfying
(WH), but it can also be embedded non-transversally: add a new variable xn+1

and a new equation xn+1 = 0, so P is contained in a coordinate hyperplane. One

1Recall that a d-dimensional convex polytope is simple if every vertex lies in exactly d facets.
2If a set of points in Rm has the origin in its convex hull, so does a subset with no more than
m+ 1 points. A simple proof can be found in Wikipedia, Carathéodory’s theorem (convex hull).
3And any other local combinatorial property of P can be deduced from this local model.



Singular Intersections of Quadrics I 159

can then rotate P into the xn+1 > 0 region (with a result as in Figure 1b below)
so that it becomes non-degenerate in the sense we are going to define next.

1.3. Non-degeneracy
We are going to consider cases when Z is not smooth, but in order to isolate
extremely artificial situations (see examples at the end of 2a) and 2b)) in the
singular case we make the following:

Definition 1.3. We say that Z is non-degenerate4 if
a) the matrix A has rank k and
b) Z is not contained in a coordinate hyperplane of Rn.

From the theorem in section 1.2 it follows easily that a non-empty smooth Z is
always non-degenerate. But an empty Z is always degenerate because of condition
b).

The topology of Z can be studied even in the degenerate case, because one
can always eliminate redundant equations or variables without changing Z. Some
results are valid in general (like the ones in sections 3 and 4), but many others
have a simpler formulation in the non-degenerate case. For example:

If Z is non-degenerate, Z, Π and P have dimension d = n− k − 1.
On the other hand, when one takes Z0 = Z ∩ {x1 = 0} (see, e.g., [7]) it may

happen that Z0 is degenerate even if Z is not (it can be empty, to begin with) so
care must be taken in certain situations.

2. Some singular examples
Before continuing with the theory it is important to have some more examples in
mind. The topology of many smooth examples has been described in [11], [15], [4],
[7] and [8], so we will concentrate on some singular ones, contrasting them with
related smooth ones.

(a) The interval

Figure 1a shows a transverse interval with equations x1−x2+x3 = 0, x1+x2+x3 =
1. Reflecting the interval on the x1 = 0 and x3 = 0 planes we get a (piecewise
linear) S1. Reflecting this figure on the x2 = 0 plane gives a second copy. Z itself
is diffeomorphic to S1 × S0.

Figure 1b shows a non-transverse interval with equations x1 − x2 = 0, x1 +
x2 + x3 = 1. P is the interval joining a = (1/2, 1/2, 0) and b = (0, 0, 1) and
is simple. Reflecting the interval on the x1 = 0 and x2 = 0 planes we get four
segments stemming from the point b. Reflecting this figure on the x3 = 0 plane we
see that Z is the suspension of its four points on that plane (a and its reflections)
and is not a manifold (not even a homological one).

4Equivalently, Z is degenerate if all of its points are singular. Observe that in Algebraic Geometry
an algebraic set with no regular points is not considered to be a variety.
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(a) A transverse interval (b) A non-transverse interval

Figure 1.

This example generalizes as follows: for n = p+ q let P be an interval in Rn

where one vertex has p coordinates equal to zero and the other one has the other q
coordinates equal to zero. It is easy to show that Z is the complete bipartite graph
K2p,2q , in other words the join [2p] ∗ [2q] = (S0)p ∗ (S0)q. Only when p = q = 1 do
we have that Z is a manifold.

P can also be embedded in Rn+m by reducing it to half its size and making
all the new m coordinates equal 1/2m. In this case Z = ((S0)p) ∗ (S0)q)× (S0)m.

If one further embeds P in Rn+m+r by making all the new r coordinates
equal to zero one obtains the same space, a degenerate example.

With these cases we have covered all the possibilities for P one-dimensional.

(b) Triangles in R4

While in R3 there is only one way to have P be a triangle, in R4 there are various
possibilities.
b0. The transversal triangle, three transverse vertices.

Equations: x1 + x2 + x3 − x4 = 0, x1 + x2 + x3 + x4 = 1.

Vertices: (1/2, 0, 0, 1/2), (0, 1/2, 0, 1/2), (0, 0, 1/2, 1/2)).

Z = S2 × S0.

This follows from the equations: they imply

x4 = 1/2, x1 + x2 + x3 = 1/2,

so P is a triangle on the space x4 = 1/2. Reflecting P on the x1 = 0, x2 = 0
and x3 = 0 hyperplanes we get a sphere (as for the unit simplex in R3) and
reflecting this sphere on the x4 = 0 hyperplane we get two separate copies.

The topology of Z in the remaining cases follows by the arguments used
in examples a and b0.

b1. Two transverse vertices.

Equations: x2 + x3 − x4 = 0 x1 + x2 + x3 + x4 = 1.

Vertices: (1, 0, 0, 0), (0, 1/2, 0, 1/2), (0, 0, 1/2, 1/2)).
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Z =
∑

(S1 × S0).

Figure 2. Z is the suspension of S1 × S0.

b2. One transverse vertex.

Equations: x3 − x4 = 0, x1 + x2 + x3 + x4 = 1.

Vertices: (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1/2, 1/2)).

Z is the union of two maximal 2-spheres in S3 that intersect in a max-
imal S1. A projection in R3 could look like the union of two spheres inter-
secting transversely in a small circle:

Figure 3. Z is the double suspension of S0 × S0.

b3. No transverse vertices.

Equations: − x4 = 0, x1 + x2 + x3 + x4 = 1.

Vertices: (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0)).

Z = S2 .

One could continue the list of examples by considering the case with
equations

0 = 0, x1 + x2 + x3 + x4 = 1.
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These two last examples are degenerate: The first is not really a triangle in
R4 but in R3. The last one is not a triangle, but a tetrahedron and Z = S3, wrong
dimension! In both cases Z is not a smooth variety, but is nevertheless a smooth
manifold.

If we add to the above list the cases with equations

x1 + x2 + x3 + x4 = 0, x1 + x2 + x3 + x4 = 1

(where P and Z are empty), and

x1 + x2 − x3 − x4 = 0, x1 + x2 + x3 + x4 = 1

(where P is a square and Z is a torus), we obtain all cases with n = 4 and k = 1.
One can construct in the same way many examples where P is the d-simplex

in Rn.

(c) The suspension and the join

If to the equations of Z one adds one more variable xn+1 to obtain the system
n∑

i=1

Aix
2
i = 0,

n+1∑
i=1

x2i = 1,

the new intersection of quadrics is the suspension of Z and the new polytope is
the pyramid on P .

More generally, if we have two varieties Z(A) and Z(B) given by
n∑

i=1

Aix
2
i = 0,

n∑
i=1

x2i = 1,

m∑
j=1

Bjy
2
j = 0,

m∑
j=1

y2j = 1,

one can build up the system
n∑

i=1

Aix
2
i = 0,

m∑
j=1

Bjy
2
j = 0,

n∑
i=1

x2i +

m∑
j=1

y2j = 1,

which clearly represents the join P (A) ∗P (B) of the polytopes and the join of the
varieties Z(A) ∗ Z(B).

Compare with the equations of the product Z(A)×Z(B) obtained by adding
to the above the equation

n∑
i=1

x2i −
m∑
j=1

y2j = 0.
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(d) The non-simple polytopes geometrically embedded

Recall this means that each intersection with a coordinate hyperplane is a facet.
Many singular examples of this type can be constructed by taking cones or joins
of smooth examples. For example, if P is the pyramid with base a square, then Z
is the suspension of a torus which is singular but non-degenerate.

The algebraic topology of the corresponding singular moment-angle manifolds
has been studied by A. Ayzenberg and V. Buchstaber in [1].

Other interesting examples to consider are those with only one non-transverse
vertex which has k positive coordinates. The case where P is geometrically embed-
ded appears in the study of wall-crossing in [4, p. 70–82], where the combinatorial
relation between the two different nearby transverse polytopes is described (flip)
as well as the topological relation between the corresponding moment-angle mani-
fods (equivariant surgery). Observe that the singular moment-angle manifolds have
non-isolated singularities (due to the torus symmetry), so if seen as intersections of
quadrics in R2n they are not of the simplest singular kind. The information about
the polytopes should be helpful for the study of the corresponding intersections of
quadrics. The analogous results, as well as the description of the singular varieties
themselves, have not yet been considered.

3. The Homology Splitting

Here we compute the homology of Z in terms of the combinatorics of P as embed-
ded in Rn

+. We reproduce essentially the proof in [11], which works equally well
for any k > 2 in the smooth case ([3]) and, with some adaptations, in the general
case:

Let us call gi the reflection on the subspace {xi = 0} and for I ⊂ [n] let us
define the composition

gI =
∏
i∈I

gi.

For i ∈ [n] let Pi be the face5 of P :

Pi = P ∩ {xi = 0}

(which is the fixed point set of gi) and PI be the union of faces:

PI =
⋃
i∈I

Pi.

5Every facet of P is one of the Pi, and two different facets cannot be the same Pi. However, two
different Pi can be the same facet and a Pi can also be empty, all of P or a lower-dimensional
face. The reader may review section 2 to avoid having the wrong intuition (especially if he is
familiar with the smooth case where the non-empty Pi are in one-to-one correspondence with
the facets of P ), but may also skip this since in all that follows these possibilities need not be
considered separately.
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We now consider the cell decomposition of Z consisting of P and all its
reflections gJ(P ). The lower-dimensional cells are all of the form gI(F ) where F
is a face so these elements generate the groups of chains of Z.

But they do not form a basis since there are repetitions: for example, if a
face F is in Pi, then giF = F for i ∈ I, since in that case gi leaves F fixed. But if
we define for each face F

J(F ) = {j ∈ [n] |xj = 0 in F} = {j ∈ [n] |F ⊂ Pj},

we have a basis for the chains C∗(Z) of Z consisting of the elements

gI(F ), I ∩ J(F ) = ∅ .

Still, the boundary operation remains complicated: the boundary of a face F
consists of intersections of F with other coordinate subspaces, that is, faces with
a bigger J(F ), so the boundary of gI(F ) may contain summands of the form gIF

′

with J(F ′)∩ I 6= ∅, which are not in our basis and the boundary formula becomes
complicated. In particular, the set of gI(F ) with a given I do not generate a chain
subcomplex of C∗(Z).

This problem disappears if we construct a different basis as follows: gi induces
a chain map on C∗(Z) which we will denote again by gi, and we can consider the
chain maps hi and their compositions:

hi = (1− gi),

hI =
∏
i∈I

hi .

Then we have a new basis6 of C∗(Z) formed by the elements

hI(F ), I ∩ J(F ) = ∅.

Now hiF = 0 when i ∈ J(F ), so the terms of the boundary of hI(F ) of the
form hIF

′ with J(F ′) ∩ I 6= ∅ are 0, so only the terms hIF ′ with J(F ′) ∩ I = ∅
remain. So the basis elements hI(F ) with a fixed I generate a chain subcomplex
of C∗(Z) and we have a direct sum of subcomplexes:

C∗(Z) =
⊕
I⊂[n]

hIC∗(P ) .

Furthermore, hIC∗(Z) can be seen as the chains of P which have null coeffi-
cients in faces Pi with i ∈ I, so

hIC∗(Z) = C∗(P, PI)

and
C∗(Z) =

⊕
I⊂[n]

C∗(P, PI) .

6Any member of one collection can be expressed as a combination of members of the other one.
But observe that gI is induced by an actual map, while hI is just a chain map.
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This splitting at the chain level implies the homology splitting

H∗(Z) =
⊕
I⊂[n]

H∗(P, PI),

but also splittings for homology or cohomology with any ring of coefficients.
From the homology exact sequence of (P, PI) we get (since P is contractible)

Hi(P, PI) = H̃i−1(PI)

and we can also read directly the homology from the collection of subcomplexes
PI of ∂P :

Theorem 3.1. H∗(Z) =
⊕

I⊂[n]H∗(P, PI) =
⊕

I⊂[n] H̃∗−1(PI).

Observe that there is always a top class h[n]P associated with the top class
[P ] ∈ Hd(P, ∂P ) which gi multiplies by −1 and hi multiplies by 2, so these numbers
can be thought of as their degrees.

In the smooth case Z is homeomorphic to a generalized moment-angle com-
plex so behind the above homology splitting lies the very general stable homotopy
splitting of [2]. The more general homology splitting proved here suggests that
this could also be true for a singular Z. However, Ayzenberg and Buchstaber
have shown in [1] that when P is geometrically embedded in Rn

+, but not sim-
ple, Z is homotopically equivalent (but not always homeomorphic) to a general-
ized moment-angle complex. According to Anton Ayzenberg (private conversation)
their argument is valid in our case, so the stable homotopy splitting is valid also
for the suspension of any Z and the homology splitting is valid for any generalized
homology theory.

3.1. Examples of homology computations
a) The non transversal interval in R3

In this case (see Figure 1b) the subcomplexes PI of P are:

P∅ = ∅, P1 = {b}, P2 = {b}, P3 = {a},
P12 = {b}, P13 = {a, b}, P23 = {a, b}, P123 = {a, b}.

P∅ gives a basis of H0(Z) = Z and the three last ones give a basis of
H1(Z) = Z3, while the other four are contractible and give nothing.

Compare with the case where P is a transversal interval (Figure 1a.):

P∅ = ∅, P1 = {b}, P2 = ∅, P3 = {a},
P12 = {b}, P13 = {a, b}, P23 = {a}, P123 = {a, b}.

Here P∅ and P2 provide the basis of H0(Z) = Z2 and the P13 and P123

a basis of H1(Z) = Z2, while the other four complexes give nothing (recall
that Z is S1 × S0).

The reader may enjoy verifying the homology computations in the other
examples where P is an interval (section 2).

b) The triangles in R4

We detail two of the examples in section 2 b):
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b1. Two transverse vertices.

Vertices of P : A = (1, 0, 0, 0), B = (0, 1/2, 0, 1/2), C = (0, 0, 1/2, 1/2)).

Two transverse vertices.

In the figure, P1, P2 and P3 are the sides of the triangle while P4 is
just the vertex A. The reader can verify that there are only three non-
contractible, non-empty unions PI : the one with I = {1, 4} (the union
of the segment BC and the vertex A) and those with I = {1, 2, 3} and
I = {1, 2, 3, 4} (which are both the boundary of P ). They give the
generators of H1(Z) = Z and H2(Z) = Z ⊕ Z, respectively. (Compare
with Figure 2.)

b2. One transverse vertex.

Vertices of P : (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1/2, 1/2)).

One transverse vertex.

In the figure P1, P2 and P3 are the sides of the triangle but P4 is again the
side AB. There are only three non-contractible, non-empty unions PI : those with
I = {1, 2, 3}, I = {1, 2, 4} and I = {1, 2, 3, 4} (which are all the boundary of P ).
They give the three generators of H2(Z) = Z⊕ Z⊕ Z. (Compare with Figure 3.)

Examples b1 and b2 are typical of what happens in the homology of a non-
transverse polytope: in section 4 we will see that there are always at least two
independent elements in the top dimension, showing that the corresponding Z
cannot be a homology sphere.
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3.2. A connectivity theorem
Theorem 3.2. For any Z the following are equivalent:
(i) Any c of the faces Pi has a non-empty intersection.
(ii) Hi(Z) = 0 for i = 0, . . . , c− 1.

Proof. Let s1, s2 be the largest integers such that c = s1 satisfies (i) and c = s2
satisfies (ii). Then the following lemma implies that s1 = s2: �

Lemma 3.3. Let X1, . . . , Xq be q ≥ 2 compact convex sets in Rn X =
⋃q

i=1Xi and
Y =

⋂q
i=1Xi. Then:

(a) If Y is not empty, then X is contractible.
(b) If any q − 1 of the Xi have a non-empty intersection but Y is empty, then

H̃i(X) is trivial for i < q − 2 and H̃q−2(X) = Z.

(a) is immediate since X is star-shaped from any point in Y and (b) can be
proved by induction using the Mayer-Vietoris sequence. They also follow from the
Nerve Theorem (see [16] for a proof).

Remark 3.4. One can also add to the Theorem (iii) that Z is (c− 1)-connected as
an equivalent statement. This is well known in the smooth case and not difficult
to prove, but we will actually use only the following:

Corollary 3.5. If Hi(Z) = 0 for i = 0, . . . , c− 1, then any c of the facets Pi has a
non-empty intersection.

This is true, because the facets of P are included in the set of Pi.
In the smooth and geometrically embedded cases, the converse of the corol-

lary is true, because all Pi are facets (or are empty). But, for Z singular, that
converse is not necessarily true (in example b1 every pair of facets has a non-
empty intersection, but H1(Z) is not 0).

4. The Sphere Theorem
Let Z be any intersection of quadrics in Rn with polytope P , both of dimension
d. We start by a general

Proposition 4.1. Assume that
1) for some i ∈ [n] we have that Pi is not a facet, or
2) for some i, j ∈ [n], i 6= j we have Pi = Pj.

Then the Betti number βd is larger than 1.

Proof. In case 1), for J = [n] \ {i} we have that PJ is the whole boundary of P
(because every facet is a Pj which must happen for j 6= i) and hJ(P ) defines a
class in Hd(Z) which is independent of the top class h[n](Z) so βd ≥ 2.

In case 2), for J = [n] \ {i} and J = [n] \ {j} we have that PJ is the whole
boundary of P which, together with the top class, make three independent elements
of H[n](Z), so βd ≥ 3. �
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Remarks 4.2. a) Observe that case 1) includes the case where Pi is empty, and
that if in case 2) Pi is empty, then βd ≥ 4.

b) Cf. cases 1) and 2) with the examples in section 3.1: in b.1, P4 is a vertex
and β2 = 2; in b.2, P3 = P4 and β2 = 3.

Now we can prove the
Sphere Theorem. The following are equivalent:

i) Z is the unit sphere Sd in a (d+ 1)-dimensional coordinate subspace.
ii) Z is a homotopy sphere.
iii) Z is a homology sphere.

Proof. Clearly i) implies ii) implies iii). Now, assuming iii), the corollary in section
3.2 implies that any d facets of P have non-empty intersection. This implies easily
that P is a simplex (see also statement 4 in [10, p. 123]).

Now, assume that n > d + 1. Since there are many ways of embedding a
d-simplex in Rn for n > d+ 1 (see section 2, examples a) and b)) we have to check
that none of them give homology spheres. Now P falls in one of the two cases
of the previous proposition, because if all of the n Pi are facets, they cannot all
be different. But then the proposition contradicts the fact that Z is a homology
sphere. So the only possibility left is n = d + 1, so k = 0 and P is the unit
simplex. �

This result shows that Z is never an exotic sphere or a non-simply connected
homology sphere. This result is new even in the smooth case (but compare with
[12, p. 243]. and [4, p. 68, Proposition 2]).

5. The Singularity Theorem
We will now prove that singular non-degenerate Z cannot be a manifold.
Singularity Theorem. For any non-degenerate Z the following are equivalent:
(i) A is weakly hyperbolic.
(ii) Z is a smooth manifold.
(iii) Z is a topological manifold.
(iv) Z is a homology manifold.

Proof. When d = 0 every Z is a manifold, but a singular one must have at least
one zero coordinate so it is degenerate, so the Theorem is true in this case. So we
can assume from now on that d > 0.

Assume now that Z is non-degenerate and let v be a vertex of P having p
positive coordinates. We have seen in sections 1.1 and 1.2 that p ≤ k + 1 where
equality holds if, and only if, v is a transverse vertex.

The plane Π touches in one point the coordinate space S of the p positive
coordinates of v. This means that it projects injectively7 onto a subspace Π̄ on

7Compare with the last part of the proof in section 1.2.
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the complementary coordinate space S⊥. The image of P under the projection
is a polytope P̄ equivalent to P . The neighborhood of v in P is combinatorially
equivalent to the neighborhood of 0 in P̄ . This means that the link of v in P
is equivalent to the intersection of Π̄ with the unit simplex in S⊥. This is the
standard polytope of an intersection of quadrics obtained by reflecting it in all
coordinate subspaces of S⊥. This intersection of quadrics is clearly diffeomorphic
to the link of v in Z. (We could now write explicit equations for this link but for
our present purposes this is not relevant.)

Now assume that the link of v in Z is a homology sphere. Then by the
Sphere Theorem this link is a round sphere in some coordinate subspace of S⊥
of dimension d. Since P is not contained in a coordinate hyperplane of Rn, then
that d-dimensional coordinate subspace must be all of S⊥, so n− p = d, p = k+ 1
and v is a transverse vertex. Applying this to every vertex of P , and using the
equivalences of 1.2, we have proved that under the assumption that Z is non-
degenerate part (iv) implies (i), the only implication that is not evident in the
Theorem. �

Conclusion

So it is possible to construct examples where weak hyperbolicity fails and yet Z is
a smooth manifold, but only in two specific and very artificial ways: starting from
any smooth non-empty Z1, one can do one of the following operations (or both):

a) add to the equations of Z1 new homogeneous equations with all coefficients
equal to zero or

b) add to the equations of Z1 new variables yi and equations y2i = 0.

Then Z1 is Z (in case b) embedded in a larger space), so it is a smooth manifold,
but not a smooth variety.

In a colloquial way we can say that a singular Z can be a manifold, but only
in the artificial cases where k is not really k or n is not really n.

This is my answer to Pepe’s question.
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A New Conjecture, a New Invariant, and a New
Non-splitting Result

David B. Massey

Abstract. We prove a new non-splitting result for the cohomology of the Mil-
nor fiber, reminiscent of the classical result proved independently by Lazzeri,
Gabrielov, and Lê in 1973–74.

We do this while exploring a conjecture of Fernández de Bobadilla about
a stronger version of our non-splitting result. To explore this conjecture,
we define a new numerical invariant for hypersurfaces with 1-dimensional
critical loci: the beta invariant. The beta invariant is an invariant of the
ambient topological-type of the hypersurface, is non-negative, and is alge-
braically calculable. Results about the beta invariant remove the topology
from Bobadilla’s conjecture and turn it into a purely algebraic question.

Mathematics Subject Classification (2000). 32B15, 32C35, 32C18, 32B10.

Keywords. Milnor fiber, non-splitting, 1-dimensional critical locus, hypersur-
face, invariant.

1. Introduction

Throughout this paper, we suppose that U is an open neighborhood of the origin
in Cn+1, and that f : (U ,0)→ (C, 0) is a complex analytic function with a 1-
dimensional critical locus at the origin, i.e., dim0 Σf = 1. We use coordinates
(z0, . . . , zn) on U and, to omit the non-reduced curve case, we assume that n ≥ 2,
which implies that f is reduced.

We assume that L is a linear form which is generic enough so that

dim0 Σ
(
f|V (L)

)
= 0.

For convenience, possibly after a linear change of coordinates, we may assume that
L is the first coordinate z0, so that we have dim0 Σ

(
f|V (z0)

)
= 0.
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We assume that U is chosen (e.g., as a small enough open ball) so that, for
each irreducible component C of Σf :

• C contains the origin;
• C is contained in the vanishing locus V (f) of f ; and
• C − {0} is homeomorphic to a punctured disk.

Furthermore, we assume that U is so small that, for each irreducible compo-
nent C of Σf :

• the isomorphism-type of the reduced integral cohomology groups H̃∗(Ff,p;Z)
is independent of the choice of p ∈ C − {0}. This is the same isomorphism-
type as the reduced cohomology at p of the Milnor fiber of the hyperplane
slice f|V (z0−z0(p))

, for p ∈ C − {0} close enough to 0. Such a slice yields an

isolated critical point at p, and so this cohomology is non-zero in a single
degree, namely degree (n− 1), and

H̃n−1(Ff,p;Z) ∼= Z
◦
µC ,

where
◦
µC is the Milnor number at p of f|V (z0−z0(p))

.

We can now state the classic non-splitting result, proved independently by
Lê in [8], Lazzeri in [5], and Gabrielov in [4] in 1973–1974.

Theorem 1.1 (Lê-Lazzeri-Gabrielov). Suppose that the Milnor number of f|V (z0)
at

the origin is equal to ∑
C

(C · V (z0))0
◦
µC ,

where the sum is over the irreducible components C of Σf and (C · V (z0))0 is the
intersection number (which would be the multiplicity of C at 0 if z0 were generic
enough). That is, suppose that the Milnor number in the z0 = 0 slice “splits” over
the critical points of f in the slice where z0 = t for a small value of t 6= 0.

Then, in fact, Σf has a single irreducible component which is smooth and is
transversely intersected by V (z0) at 0.

Remark 1.2. We have stated the above theorem in a slightly more general form
than the original statements, but the proofs remain the same.

We should also comment that there is a pleasant priority “dispute” as to
which of Lê, Lazzeri, or Gabrielov first proved the above result. Many years ago,
we contacted all three authors, and each one claimed that one of the other two
proved the result first.

Now, roughly 40 years after Theorem 1.1 was proved, Javier Fernández de
Bobadilla has made a conjecture, which looks like it should be related to Theo-
rem 1.1:

Conjecture 1.3 (Fernández de Bobadilla). Suppose that the critical locus of f has
a single irreducible component C and that the isomorphism-type of the cohomol-

ogy groups H̃∗(Ff,p;Z) is independent of the choice of p ∈ C, i.e., suppose that
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H̃∗(Ff,0;Z) is non-zero only in degree (n− 1) and

H̃n−1(Ff,0;Z) ∼= Z
◦
µC .

Then, C is smooth.

However, this conjecture does not follow from Theorem 1.1 (in any way that
has yet been tried) and the conjecture remains a conjecture.

Before we continue, we give the obvious generalized Bobadilla conjecture for
the case where Σf may have more than a single irreducible component:

Conjecture 1.4. Suppose that H̃∗(Ff,0;Z) is non-zero only in degree (n− 1) and

H̃n−1(Ff,0;Z) ∼=
⊕
C

Z
◦
µC ,

where the sum is over all irreducible components C of Σf . Then, Σf has a single
irreducible component, which is smooth.

This paper represents our initial attack on the problem. Here, after recalling
earlier definitions and results, we obtain the following new results:

1. In Definition 3.1, we define a new invariant βf = βf,z0 , which is algebraically
calculable.

2. In Theorem 4.1, we prove that βf is an invariant of the the ambient topolo-
gical-type of the hypersuface and, in particular, is independent of the linear
form z0.

3. In Theorem 5.2, we show that βf ≥ 0, and that βf = 0 implies that

H̃n(Ff,0;Z) = 0.
4. We prove in Theorem 5.4 that, in fact, βf = 0 is precisely equivalent to the

hypotheses of our generalized Bobadilla conjecture, Conjecture 1.4. We thus
remove the topology from the hypotheses of the conjecture.

Furthermore, we prove in this theorem that βf = 0 implies that Σf
has a single irreducible component, i.e., the cohomology does not “split” over
various components. Hence, we are back in the setting of Bobadilla’s original
conjecture.

5. In Theorem 5.6, we discuss the case where βf = 1 and show that, in this
case, the critical locus must have precisely two irreducible components.

We thank Javier Fernández de Bobadilla for discussing his conjecture with
us, and Lê Dũng Tráng for valuable conversations on this topic.

2. Notation and Known Results

Our assumption that

dim0 Σ
(
f|V (z0)

)
= dim0 V

(
z0,

∂f

∂z1
, . . . ,

∂f

∂zn

)
= 0
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is precisely equivalent to saying that V
(
∂f
∂z1

, . . . , ∂f∂zn

)
is purely 1-dimensional (and

not empty) at the origin and is properly intersected at the origin by V (z0).

In terms of analytic cycles,

V

(
∂f

∂z1
, . . . ,

∂f

∂zn

)
= Γ1

f,z0 + Λ1
f,z0 ,

where Γ1
f,z0

is the relative polar curve of f , which consists of components not con-

tained in Σf , and Λ1
f,z0

is the 1-dimensional Lê cycle, which consists of components

which are contained in Σf . See Definition 1.11 of [10].

Note that V
(
∂f
∂z0

)
necessarily intersects Γ1

f,z0
properly at 0, and that V (z0)

intersects Λ1
f,z0

properly at 0 by our assumption.

Letting C’s denote the underlying reduced components of Σf at 0, at the
origin, we have

Λ1
f,z0 =

∑
C

◦
µC [C],

where we use the square brackets to indicate that we are considering C as a cycle,

and
◦
µC is the Milnor number of f , restricted to a generic hyperplane slice, at a

point p on C − {0} close to 0. See Remark 1.19 of [10].

The intersection numbers
(

Γ1
f,z0
· V
(
∂f
∂z0

))
0

and
(

Λ1
f,z0
· V (z0)

)
0

are the Lê

numbers λ0f,z0 and λ1f,z0 (at the origin). See Definition 1.11 of [10]. Note that

λ1f,z0 =
∑
C

(C · V (z0))0
◦
µC .

We give here a list of the numbers, other than the beta invariant, which will
be used throughout this paper:

1. As we have used several times already,
◦
µC is the Milnor number of a generic

hyperplane slice at a point p 6= 0 on the irreducible component C of Σf .
2. We use the Lê numbers λ0f,z0 and λ1f,z0 .

3. Throughout, we will use the Betti numbers b̃n−1 and b̃n of the reduced integral
cohomology of the Milnor fiber Ff,0 of f at the origin in degrees (n− 1) and
n. (We do not need to write “reduced” here and, yet, we do so because we
are thinking of the vanishing cycles, not the nearby cycles.)

4. We let σf :=
∑
C

◦
µC .

Note the lack of the intersection multiplicities in this summation. Thus,
λ1f,z0 = σf if and only if each irreducible component C of Σf is smooth

and transversely intersected at the origin by V (z0).

5. Since we are using cohomology, not homology, H̃n−1(Ff,0;Z) is free Abelian,

but H̃n(Ff,0;Z) may contain torsion. For each prime p, we let τp denote the

number of p-torsion direct summands of H̃n(Ff,0;Z). With this notation, and
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our notation for the Betti numbers, the Universal Coefficient Theorem tells
us that

dim H̃n−1(Ff,0;Z/pZ) = b̃n−1 + τp and dim H̃n(Ff,0;Z/pZ) = b̃n + τp.

6. Finally, we let cf denote the number of irreducible components of Σf .

In Corollary 10.10 of [10] (though there is an indexing typographical error),
we proved a fundamental result linking the Lê numbers and the Betti numbers of
the Milnor fiber, which continues to hold with coefficients in Z/pZ.

Theorem 2.1. There is an exact sequence

0→ H̃n−1(Ff,0;Z)→ Zλ
1
f,z0

δ−→ Zλ
0
f,z0 → H̃n(Ff,0;Z)→ 0, (†)

and so,

b̃n−1 ≤ λ1f,z0 , b̃n ≤ λ0f,z0 , and b̃n − b̃n−1 = λ0f,z0 − λ
1
f,z0 .

In addition, for each prime number p, there is an exact sequence

0→ H̃n−1(Ff,0;Z/pZ)→ (Z/pZ)λ
1
f,z0

δp−→ (Z/pZ)λ
0
f,z0 → H̃n(Ff,0;Z/pZ)→ 0,

(‡)
and so,

b̃n−1 + τp ≤ λ1f,z0 and b̃n + τp ≤ λ0f,z0 .

3. Definition of the beta invariant and examples

Definition 3.1. We define the beta invariant:

βf = βf,z0 :=

(
Γ1
f,z0 · V

(
∂f

∂z0

))
0

−
∑
C

◦
µC
[(
C · V (z0)

)
0
− 1
]

= λ0f,z0 − λ
1
f,z0 + σf = b̃n − b̃n−1 + σf .

Remark 3.2. Note that the final expression above does not depend on z0. Thus,
the value of βf,z0 is independent of the linear form z0 (provided that f , restricted
to where the linear form is zero, has an isolated critical point). Consequently, we
may drop the z0 from the notation, but sometimes include it to indicate what
linear form will actually be used in the calculation of βf .

In the notation of Siersma in [11], βf would be the rank of Hn(F, F ′), and
some of our later conclusions can be extracted from the second exact sequence in
9.4 of the Concluding Remarks of that paper.

Example 3.3. Suppose that all of the components C of Σf are smooth and trans-
versely intersected by V (z0) at 0. Then,

βf,z0 =

(
Γ1
f,z0 · V

(
∂f

∂z0

))
0

= λ0f,z0 .
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Thus, the only time that βf,z0 is really a “new” invariant is when the critical
locus itself has a singular component.

Example 3.4. Suppose f = z2 + (y2 − x3)d, where d ≥ 2. Both f|V (x)
and f|V (y)

have isolated critical points at the origin. We will calculate both βf,x and βf,y,
and see that they are the same.

First, we find that, as sets,

Σf = V

(
∂f

∂x
,
∂f

∂y
,
∂f

∂z

)
= V

(
d(y2 − x3)d−1(−3x2), d(y2 − x3)d−12y, 2z

)
= V (y2 − x3, z).

Now, as cycles, we calculate

V

(
∂f

∂y
,
∂f

∂z

)
= V

(
d(y2 − x3)d−12y, 2z

)
= V (y, z) + (d− 1)V (y2 − x3, z) = Γ1

f,x + Λ1
f,x.

Thus, we have Γ1
f,x = V (y, z), and that Σf consists of the single component

C = V (y2 − x3, z), with
◦
µC = d− 1. Therefore,

βf,x =

(
Γ1
f,x · V

(
∂f

∂x

))
0

−
∑
C

◦
µC
[(
C · V (x)

)
0
− 1
]

=
(
V (y, z) · V (d(y2 − x3)d−1(−3x2))

)
0

− (d− 1)(V (y2 − x3, z) · V (x))0 + (d− 1)

=
(
V (y, z) · V ((y2 − x3)d−1)

)
0

+
(
V (y, z) · V (x2))

)
0
− 2(d− 1) + (d− 1)

= 3(d− 1) + 2− (d− 1) = 2d.

To calculate βf,y, we proceed similarly.
As cycles, we calculate

V

(
∂f

∂x
,
∂f

∂z

)
= V

(
d(y2 − x3)d−1(−3x2), 2z

)
= 2V (x, z) + (d− 1)V (y2 − x3, z) = Γ1

f,y + Λ1
f,y.

Thus, we have Γ1
f,y = 2V (x, z), and, of course, that Σf consists of the single

component C = V (y2 − x3, z), with
◦
µC = d− 1. Therefore,

βf,y =

(
Γ1
f,y · V

(
∂f

∂y

))
0

−
∑
C

◦
µC
[(
C · V (y)

)
0
− 1
]

=
(
2V (x, z) · V (d(y2 − x3)d−1(2y))

)
0

− (d− 1)(V (y2 − x3, z) · V (y))0 + (d− 1)

=
(
2V (x, z) · V ((y2 − x3)d−1)

)
0

+ (2V (x, z) · V (y)))0 − 3(d− 1) + (d− 1)

= 4(d− 1) + 2− 2(d− 1) = 2d.
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As promised, we see that βf,x = βf,y, even though the separate terms in the
calculation are different.

4. Invariance

In this short section, we prove the topological invariance of βf and σf .

Theorem 4.1. If f : (U ,0)→ (C, 0) and g : (U ,0)→ (C, 0) are reduced with 1-
dimensional critical loci at the origin, and V (f) and V (g) have the same local
ambient topological-type at 0, then σf = σg and βf = βg.

Proof. As Lê proved in [6] and [7], the homotopy-type of the Milnor fiber is an
invariant of the ambient topological-type for reduced functions f ; thus, the topo-

logical invariance of βf would follow from the topological invariance of
∑
C

◦
µC .

However, this latter topological invariance is easy to establish.
The singular set of V (f) must map to the singular set under an ambient

homeomorphism and, as we require the origin to map to the origin, the punctured
singular set ΣV (f) − {0} must map to the punctured singular set, and so the
components of Σf at the origin must map bijectively to the components of the
singular set at the origin. Now the homotopy-type of the Milnor fiber of f at
a point p ∈ ΣV (f) near 0 is invariant under an ambient homeomorphism, and

this homotopy-type is that of a bouquet of
◦
µC (n − 1)-spheres, where C is the

component of ΣV (f) containing p. �

5. Non-negativity and Milnor fiber consequences

In this section, we first need to review a number of known results, and establish
some notation.

Recall that our choice of U implies that, for each irreducible component C of
Σf , C − {0} is topologically a punctured disk and so, is homotopy-equivalent to
a circle. There is an “internal” (also known as “vertical”) monodromy action, hC ,

on Z
◦
µC given by traveling once around this circle. This is the monodromy of the

local system obtained by considering the complex of sheaves of vanishing cycles
along f , and restricting to C − {0}.

Now, a result of Siersma in [11], or an easy exercise using perverse sheaves
(see the remark at the end of [11]) tells us that

Theorem 5.1 (Siersma). There is an inclusion

H̃n−1(Ff,0;Z) ↪→
⊕
C

ker{id−hC},

which commutes with the monodromy action on the vanishing cycles along f .
In particular,

rank H̃n−1(Ff,0;Z) ≤ σf ,
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and equality implies that each hC is the identity.

Furthermore, this result holds with Z/pZ coefficients, where the proof remains
identical. Thus,

dim H̃n−1(Ff,0;Z/pZ) ≤ σf .

Thus, we conclude immediately that:

Theorem 5.2. For all primes p,

b̃n−1 + τp ≤ σf and b̃n + τp ≤ βf .

In particular, 0 ≤ b̃n ≤ βf .

Recall that cf denotes the number of irreducible components of Σf .

Proposition 5.3. If rank H̃n−1(Ff,0;Z) = σf , then the trace of the Milnor mon-

odromy of f on H̃n−1(Ff,0;Z) is (−1)ncf .

Proof. Under the assumption, Theorem 5.1 tells us that the trace of the Milnor

monodromy on H̃n−1(Ff,0;Z) is the sum of the traces of the Milnor monodromy
on each ker{id−hC}. As hC is the identity, this is simply the Milnor monodromy
of f at a point p on C − {0} near the origin. By A’Campo’s result in [1], this is
(−1)n. �

The case where βf = 0 is extremely restrictive.

Theorem 5.4. The following are equivalent:

1. βf = 0; and

2. H̃n(Ff,0;Z) = 0, and H̃n−1(Ff,0;Z) ∼= Zσf .

In addition, when these equivalent conditions hold, Σf has a single irreducible
component C and the internal monodromy automorphism hC is the identity.

Proof. That (2) implies (1) follows immediately from Theorem 2.1. That (1) im-
plies (2) follows immediately from Theorem 5.2. That cf = 1 follows from Propo-
sition 5.3 and A’Campo’s Theorem applied to the cohomology of Ff,0. That the
internal monodromy automorphism hC is the identity is part of Theorem 5.1. �

Remark 5.5. The statement in Theorem 5.4 that Σf must have a single irreducible
component at the origin is a “non-splitting result”, of the flavor of the result proved
independently by Lê in [8], Lazzeri in [5], and Gabrielov in [4]; however, those three
works use the cohomology of Milnor fibers of f restricted to hyperplane slices,
rather than looking at the cohomology of the Milnor fiber of f itself.

The case where βf = 1 is also interesting to consider:

Theorem 5.6. Suppose that βf = 1. Then, cf = 2, and either

1. b̃n = 0, b̃n−1 = σf − 1 and, for all primes p, H̃n(Ff,0;Z) has at most one
direct summand with p-torsion; or
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2. b̃n = 1, b̃n−1 = σf , and H̃n(Ff,0;Z) has no torsion (and so is isomorphic to
Z).

Proof. By Theorem 5.2, b̃n ≤ βf , and we know that b̃n− b̃n−1 = βf −σf = 1−σf .

So we obtain the two cases to consider: (1) where b̃n = 0 and b̃n−1 = σf−1 and (2)

where b̃n = 1 and b̃n−1 = σf . The conclusions about torsion in both cases follow
from the p-torsion statement in Theorem 5.2. All that remains for us to show is
the claim about cf .

In case (2), by A’Campo’s result, the Lefschetz number of the Milnor mon-
odromy on H∗(Ff,0;Z) is zero. By Proposition 5.3, the trace of the monodromy

of f on H̃n−1(Ff,0;Z) is (−1)ncf . Since H̃n(Ff,0;Z) ∼= Z, the trace of the mon-
odromy of f in degree n is ±1. Thus, we obtain that 1− cf ± 1 = 0. Hence, cf = 0
or 2, but we are assuming that f has a 1-dimensional critical locus, so cf 6= 0.

Case (1) is very similar. Since b̃n = 0, A’Campo’s result tells us that the trace

of the monodromy of f on H̃n−1(Ff,0;Z) is (−1)n. On the other hand, restriction
induces the inclusion

H̃n−1(Ff,0;Z) ↪→
⊕
C

H̃n−1(Ff,pC
;Z) ∼= Zσf ,

where pC denotes a point of C − {0} close to the origin. This inclusion is com-

patible with the f monodromy action and, since b̃n−1 = σf − 1, the cokernel is
isomorphic to Z ⊕ T , where T is pure torsion. The trace of the map induced by
the f monodromy on this cokernel is ±1. Thus, from additivity of the traces, we
obtain (−1)n = (−1)ncf ± 1, and conclude once again that cf = 2. �

As we saw in Example 3.3, if all of the components of Σf are smooth at 0,
then, for generic z0, βf = λ0f,z0 ; in this case, results on λ0f,z0 imply even stronger
results when βf = 0 or 1.

For instance, the non-splitting result of Lê-Lazzeri-Gabrielov immediately
implies the first item below, while the main theorem of [9] immediately implies
the second item.

Proposition 5.7. Suppose that all of the components of Σf are smooth at 0.

1. If βf = 0, then Σf has a unique (smooth) component C at the origin, along
which the Milnor number of a generic hyperplane slice is constant. In partic-

ular, H̃n(Ff,0) = 0 and H̃n−1(Ff,0) ∼= Z
◦
µC .

2. If βf = 1, then H̃n(Ff,0) = 0 and H̃n−1(Ff,0) ∼= Zσf−1.

6. Concluding Remarks

As we stated earlier, our interest in the beta invariant is when the critical locus of
f is itself singular, since the reason we defined the beta invariant is because it arose
naturally while we were considering the conjecture, Conjecture 1.3, of Fernández
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de Bobadilla. We now refer to this conjecture as the beta conjecture or the βf
conjecture.

The beta conjecture is related to another conjecture: Lê’s conjecture (see, for
instance, [2]). The suspicion is that the proof of the beta conjecture will be very
difficult, and will require new techniques. Good candidates for counterexamples
are also hard to produce.

We believe that viewing the problem in terms of βf may help regardless of
whether the conjecture is true or false. If the beta conjecture is true, describing
the question in terms of βf may lead to an algebraic proof. If the beta conjecture
is false, showing that βf = 0 may be the easiest way to verify that one has a
counterexample.

However, even if a proof of, or counterexample to, the beta conjecture is
difficult, there are other questions which are interesting and, perhaps, more ap-
proachable.

Question 6.1. Is the beta conjecture true if f is quasi-homogeneous?

Question 6.2. Is the beta conjecture true if Σf is contained in a smooth surface?
That is, after an analytic change of coordinates, is the beta conjecture true if Σf
is contained in a 2-plane?

It seems to be difficult to produce hypersurfaces with a critical locus which is
1-dimensional, singular, irreducible, and with a small βf . The case where βf = 0
is what is conjectured not to be possible. The case where βf = 1 is not possible
by Theorem 5.6. Our question is:

Question 6.3. Is it possible for βf = 2 or 3, if f has a critical locus which is
1-dimensional, singular, and irreducible?

Related to the above question, we ask:

Question 6.4. Is there a relationship between βf and the Milnor number µ0(Σf)
of the curve Σf , using the Milnor number of Buchweitz and Greuel in [3]? Is there,
perhaps, some simple relationship, like something of the form βf ≥ 2µ0(Σf)?
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[9] Lê, D. T. and Massey, D. Hypersurface Singularities and Milnor Equisingularity.
Pure and Appl. Math. Quart., special issue in honor of Robert MacPherson’s 60th
birthday, 2, no.3:893–914, 2006.
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Lipschitz Geometry Does not Determine
Embedded Topological Type
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Dedicated to José Seade for a great occasion. Happy birthday, Pepe!

Abstract. We investigate the relationships between the Lipschitz outer geom-
etry and the embedded topological type of a hypersurface germ in (Cn, 0). It is
well known that the Lipschitz outer geometry of a complex plane curve germ
determines and is determined by its embedded topological type. We prove that
this does not remain true in higher dimensions. Namely, we give two normal
hypersurface germs (X1, 0) and (X2, 0) in (C3, 0) having the same outer Lips-
chitz geometry and different embedded topological types. Our pair consist of
two superisolated singularities whose tangent cones form an Alexander-Zariski
pair having only cusp-singularities. Our result is based on a description of
the Lipschitz outer geometry of a superisolated singularity. We also prove
that the Lipschitz inner geometry of a superisolated singularity is completely
determined by its (non-embedded) topological type, or equivalently by the
combinatorial type of its tangent cone.

Mathematics Subject Classification (2000). 14B05, 32S25, 32S05, 57M99.

Keywords. Complex surface singularity, bilipschitz, Lipschitz geometry, em-
bedded topological type, superisolated.

1. Introduction

A complex germ (X, 0) has two natural metrics up to bilipschitz equivalence, the
outer metric given by embedding (X, 0) in some (Cn, 0) and taking distance in Cn
and the inner metric given by shortest distance along paths in X.

In this paper we investigate the relationships between the Lipschitz outer
geometry and the embedded topological type of a hypersurface germ in (Cn, 0).

It is well known that the Lipschitz outer geometry of a complex plane curve
germ determines and is determined by its embedded topological type ([12], see
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also [5] and [9, Theorem 1.1.]). We prove that this does not remain true in higher
dimensions:

Theorem 1.1. There exist two hypersurface germs in (C3, 0) having same Lipschitz
outer geometry and distinct embedded topological type.

It is worth noting that for families of isolated hypersurfaces in C3, the con-
stancy of Lipschitz outer geometry implies constancy of embedded topological
type. Indeed, Varchenko proved in [13] that a Zariski equisingular family of hy-
persurfaces in any dimension has constant embedded topological type and it is
proved in [10] that for a family of hypersurface singularities (Xt, 0) ⊂ (C3, 0),
Zariski equisingularity is equivalent to constant Lipschitz outer geometry.

It should also be noted that the converse question, which consists of examin-
ing which part of the outer Lipschitz geometry of a hypersurface can be recovered
from its embedded topological type seems difficult. In particular the outer ge-
ometry of a normal complex surface singularity determines its multiplicity ([10,
Theorem 1.2 (2)]) so this question somehow contains the Zariski multiplicity ques-
tion.

In order to prove Theorem 1.1 we construct two germs of hypersurfaces in
(C3, 0) having the same Lipschitz outer geometry and different embedded topo-
logical types. They consist of a pair of superisolated singularities whose tangent
cones form an Alexander-Zariski pair of projective plane curves.

A surface singularity (X, 0) is superisolated (SIS for short) if it is given by an
equation

fd(x, y, z) + fd+1(x, y, z) + fd+2(x, y, z) + · · · = 0,

where d ≥ 2, fk is a homogeneous polynomial of degree k and the projective curve
{fd+1 = 0} ⊂ P2 contains no singular point of the projective curve C = {[x : y :
z] : fd(x, y, z) = 0}. In particular, the projectivized tangent cone C of (X, 0) is
reduced. In the sequel we will just consider SISs with equations

fd(x, y, z) + fd+1(x, y, z) = 0 .

Definition 1.2 (Combinatorial type of a projective plane curve). The combinatorial
type of a reduced projective plane curve C ⊂ P2 is the homeomorphism type of a
tubular neighborhood of it in P2 (see, e.g., [3, Remark 3]; a more combinatorial
version is also given there, which we describe in Section 3).

It is well known that the combinatorial type of the projectivized tangent cone
of a SIS (X, 0) determines the topology of (X, 0). In fact, we will show:

Theorem 1.3. (i) The Lipschitz inner geometry of a SIS determines and is de-
termined by the combinatorial type of its projectivized tangent cone.

(ii) There exist SISs with the same combinatorial types of their projectivized tan-
gent cones but different Lipschitz outer geometry.
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2. Proof of Theorem 1.1

The proof of Theorem 1.1 will need Lemma 2.2 and Proposition 2.3 below, which
will be proved in section 4. First a definition:

Definition 2.1. We say that two germs (C1, 0) and (C2, 0) of reduced irreducible
plane curves are weak RL-equivalent if for i = 1, 2 there are holomorphic maps
hi : (C2, 0) → (C, 0) with (h−1i (0), 0) = (Ci, 0), a homeomorphism ψ : (C2, 0) →
(C2, 0), a constant K ≥ 1 and a neighborhood U of the origin in C2 such that for
all a, a′ ∈ U .

1

K
||h2(ψ(a))(1, ψ(a))− h2(ψ(a′))(1, ψ(a′))||C3 ≤ ||h1(a)(1, a)− h1(a′)(1, a′)||C3

≤ K||h2(ψ(a))(1, ψ(a))− h2(ψ(a′))(1, ψ(a′))||C3 .

Lemma 2.2. Weak RL-equivalence of reduced irreducible plane curve germs (C1, 0)
and (C2, 0) does not depend on the choice of their defining functions h1 and h2.
Moreover, it is implied by analytic equivalence of (C1, 0) and (C2, 0) in the sense
of Zariski [14] (also called RL-equivalence or A-equivalence).

Proposition 2.3. Let (X, 0) be a SIS with equation fd + fd+1 = 0. The Lipschitz
outer geometry of (X, 0) is determined by the combinatorial type of its projectivized
tangent cone and by the weak RL-equivalence classes of corresponding singularities
of the projectivized tangent cones.

Proof of Theorem 1.1. Recall that a Zariski pair is a pair of projective curves
C1, C2 ⊂ P2 with the same combinatorial type but such that (P2, C1) is not
homeomorphic to (P2, C2). The first example was discovered by Zariski: a pair
of sextic curves C1 and C2, each with six cusps, distinguished by the fact that C1

has the cusps lying on a quadric and C2 does not. He constructed those of type
C1 in [14] and conjectured type C2, confirming their existence eight years later in
[15]. He distinguished their embedded topology by the fundamental groups of their
complements, but they can also be distinguished by their Alexander polynomials
(Libgober [7]) so they are called Alexander-Zariski pairs.

Let (X1, 0) and (X2, 0) be two SISs whose tangent cones are sextics of types
C1 and C2 as above. According to [16], the analytic type of a cusp is uniquely
determined, so its weak RL-equivalence class is determined (Lemma 2.2). Then by
Proposition 2.3, (X1, 0) and (X2, 0) are outer Lipschitz equivalent.
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On the other hand, Artal showed that (X1, 0) and (X2, 0) do not have the
same embedded topological type. In fact, he shows ([1, Theorem 1.6 (ii)]) that
a Zariski pair is distinguished by its Alexander polynomials if and only if the
corresponding SISs are distinguished by the Jordan block decompositions of their
homological monodromies. �

3. The inner geometry of a superisolated singularity

We first recall how the topological type of a SIS is determined by the combinatorial
type of its projectivized tangent cone. We refer to [2] for details.

A SIS (X, 0) ⊂ (C3, 0) is resolved by blowing up the origin of (C3, 0). The
exceptional divisor of this resolution of (X, 0) is the projectivized tangent cone C of
(X, 0) and one obtains the minimal good resolution by blowing up the singularities
of C which are not ordinary double points until one obtains a normal crossing
divisor C ′. Let Γ be the dual graph of this resolution. Following [4] we say L-curve
for a component of C ′ which is a component of C and L-node any vertex of Γ
representing an L-curve.

One can also resolve the singularities of C as a projective plane curve to
obtain the same graph Γ except that the self-intersection numbers of the L-curves
are different (in the example below the self-intersection number −9 becomes +3).
The graph Γ with these data is equivalent to the combinatorial type of C.

Example 3.1. Consider the SIS (X, 0) ⊂ (C3, 0) given by F (x, y, z) = y3 + xz2 −
x4 = 0. Blowing up the origin of C3 resolves the singularity: using the chart
(x, v, w) 7→ (x, y, z) = (x, xv, xw), the equation of the resolved X∗ is v3+w2−x = 0
and the exceptional curve has a cusp singularity x = v3 + w2 = 0. Blowing up
further leads to the following dual graph Γ, the black vertex being the L-node.

−2 −1 −3

−9

The self-intersection −9 of the L-curve is computed as follows. Let E1, . . . , E4

be the components of the exceptional divisor indexed so that E1 is the L-curve
and E2, E3 and E4 correspond to the string of non L-nodes indexed from left to
right on the graph. Since the tangent cone is reduced with degree 3, the strict
transform l∗1 of a generic linear form l1 : (X, 0) → (C, 0) consists of three smooth
curves transverse to E1. The total transform l1 is given by the divisor:

(l1) = E1 + 3E2 + 6E3 + 2E4 + l∗1 .

Since (l1) is a principal divisor, we have (l1).E1 = 0, which leads to E1.E1 = −9.

Proof of Theorem 1.3 (i). Let (X, 0) ⊂ (C3, 0) be a SIS with equation fd+fd+1 =
0. We set f = fd and g = −fd+1.



Lipschitz Geometry Does not Determine Embedded Topological Type 187

Let ` : C3 → C2 be a generic linear projection for (X, 0), let Π be the polar
curve of the restriction ` |X and ∆ = `(Π) its discriminant curve.

Let e be the blow-up of the origin of C3 and let p be a singular point of e−1(0)∩
X∗. Without loss of generality, we can assume ` = (x, y). We can also choose
our coordinates so that p = (1, 0, 0) in the chart (x, v, w) given by (x, v, w) 7→
(x, y, z) = (x, xv, xw) in the blow-up e (so p corresponds to the x-axis in the
tangent cone of X). Then X∗ has equation

f(1, v, w)− xg(1, v, w) = 0

and g(1, v, w) is a unit at p since {g = 0} ∩ Sing(f = 0) = ∅ in P2.
Let e0 : Y → C2 be the blow-up of the origin of C2. We consider e0 in the chart

(x, v) 7→ (x, y) = (x, xv), we set q = (1, 0) ∈ Y in this chart, and we denote by
˜̀: (X∗, p)→ (Y, q) the projection (x, v, w) 7→ (x, v). So we have the commutative
diagram:

(X∗, p)
e //

˜̀

��

(X, 0)

`

��
(Y, q)

e0 // (C2, 0) .

Now Π = X ∩ {fz − gz = 0}, so the strict transform Π∗ of Π by e has equations:

fw(1, v, w)− xgw(1, v, w) = 0 and f(1, v, w)− xg(1, v, w) = 0 ,

which are also the equations of the polar curve of the projection ˜̀: (X∗, p)→ (Y, q).

Since g(1, v, w) ∈ C{v, w} is a unit at p, the quotient h(v, w) := f(1,v,w)
g(1,v,w)

defines a holomorphic function germ h : (C2
(v,w), 0) → (C, 0). In terms of h(v, w)

the above equations for (Π∗, p) can be written:

hw(v, w) = 0 and h(v, w)− x = 0 .

Consider the isomorphism proj : (X∗, p) → (C2, 0) which is the restriction
of the linear projection (x, v, w) 7→ (v, w). Then Π∗ is the inverse image by proj
of the polar curve Π′ of the morphism `′ : (C2

(v,w), 0) → (C2
(x,v), 0) defined by

(v, w) 7→ (h(v, w), v), i.e., the relative polar curve of the map germ (v, w) 7→ h(v, w)
for the generic projection (v, w) 7→ v.

We set ∆′ = `′(Π′) and q = (1, 0) in C2
(x,v). We then have a commutative

diagram:

(C2,Π′, 0) oo proj

`′

&&

(X∗,Π∗, p)
e //

˜̀

��

(X,Π, 0)

`

��
(Y,∆′, q)

e0 // (C2,∆, 0)

Let (Π0, 0) be the part of (Π, 0) which is tangent to the x−axis (i.e., it
corresponds to p ∈ e−1(0) in our chosen coordinates) and let (∆0, 0) be its image
by `. Let V be a cone around the x-axis in (C3, 0). As in [4], consider a carrousel
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decomposition of (`(V ), 0) with respect to the curve germ (∆0, 0) such that the ∆-
wedges around ∆0 are D-pieces. We then consider the geometric decomposition of
(V, 0) into A-, B- and D-pieces obtained by lifting by ` this decomposition. Lifting
the carrousel decomposition of `(V ) by e0 we get a carrousel decomposition of
(Y, q) with respect to ∆′. On the other hand the lifting by e of the geometric
decomposition of V is a geometric decomposition of (X∗, p) which coincides with

the lifting by ˜̀ of the carrousel decomposition of (Y, q) just defined.

By the Lê Swing Lemma [8, Lemma 2.4.7], the union of pieces beyond the
first Puiseux exponents of the branches of ∆′ at q lift to pieces in X∗ which have
trivial topology, i.e., their links are solid tori. Therefore these are absorbed by the
amalgamation process consisting of amalgamating iteratively any D-piece which
is not a conical piece with the neighbor piece using [4, Lemma 13.1].

Moreover, since ∆′ is the strict transform of ∆ by e0, the rate of each piece
of the obtained decomposition of X∗ equals q + 1, where q is the first Puiseux
exponent of a branch of ∆′. Let Γp be the minimal resolution graph of the curve
h = 0 at p. Let us call a node of Γp any vertex having at least three incident edges
including the arrows representing the components of h and the root vertex of Γp
if h = 0 has more than one line in its tangent cone. According to [8, Théorème C],
the rate q equals the polar quotient

mEi
(l)

mEi(h)

where vi is the corresponding node in Γp and where l : (C2
v,w, p) → (C, 0) is a

generic linear form at p.

Now, set f̃(v, w) = f(1, v, w). Since g(1, v, w) is a unit at p, the curves h = 0

and f̃ = 0 coincide, so mEi(h) = mEi(f̃). Since the strict transform of f̃ coincides
with the germ of L-curves at p, Γp is a connected component of Γ minus its L-

nodes with free edges replaced by arrows. Therefore the rates
mEi

(l)

mEi
(f̃)

, and then

the inner rate of (X, 0) are computed from Γ. �

Example 3.2. Consider again the SIS (X, 0) of Example 3.1 with equation xz2 +
y3−x4 = 0. Its projectivized tangent cone xz2+y3 = 0 has a unique singular point,
and the corresponding graph Γp is the resolution graph of the cusp w2+v3 = 0, i.e.,
the graph Γ of Example 3.1 with the L-node replaced by an arrow. The multiplicity
of f̃ along the curve E3 corresponding to the node of Γp equals 6 while that of a
generic linear form (v, w) 7→ l(v, w) equals 2. We then obtain the polar quotient
mE3

(l)

mE3
(f̃)

= 1/3, which gives inner rate 1/3 + 1 = 4/3.

The Lipschitz inner geometry is then completely described (see [4, Section
15]) by the graph Γ completed by labeling its nodes by the inner rates of the
corresponding geometric pieces:
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−2 −1 −3

−9
1

4/3

Example 3.3. Consider the SIS (X, 0) with equation (zx2 +y3)(x3 +zy2)+z7 = 0,
that we already considered in [4, Example 15.2] and in [10]. The tangent cone
consists of two unicuspidal curves C and C ′ with 6 intersecting points p1, . . . p6,
the germ (C ∪ C ′, p1) consisting of two transversal cusps, and the remaining 5
points being ordinary double points of C ∪ C ′.

For each i = 1, . . . , 6, the tangent cone of (C ∪ C ′, pi) has two tangent lines

and the quotient mEv0
(l)/mEv0

(f̃) at the root vertex v0 of Γpi is then a polar
quotient in the sense of [8]. The root vertex v0 has valency 2 and it corresponds

to a special annular piece in the sense of [4], with inner rate mEv0
(l)/mEv0

(f̃) + 1.
For p2, . . . , p6, we obtain inner rate 1/2 + 1 = 3/2 for that special annular piece
and for p1, we obtain 1/4 + 1 = 5/4. The inner rates at the two other nodes of Γp1
both equal 2/10 + 1 = 6/5. We have thus recovered the inner geometry:

-2 -5 -2

-1 -1

-1 3/2

-1 3/2

1

-23

1

-23

6/5 6/5

5/4

This was also computed in [4] with the help of Maple, in terms of the carrousel
decomposition of the discriminant curve of a generic projection of (X, 0).

Proof of Theorem 1.3 (ii). Consider the two SISs (X1, 0) and (X2, 0) with equa-
tions respectively:

X1 : F1(x, y, z) = (y3 − z2x)(y3 + z2x) + (x+ y + z)7 = 0,

X2 : F2(x, y, z) = (y3 − z2x)(y3 + 2z2x) + (x+ y + z)7 = 0.

We will prove that they have same inner geometry and different outer geometries.
On one hand, the projectivized tangent cones of (X1, 0) and (X2, 0) have same

combinatorial type, so (X1, 0) and (X2, 0) have same Lipschitz inner geometry
(Theorem 1.3). The tangent cone consists of two unicuspidal components C and
C ′ with two intersection points: one, p1, at the cusps, with maximal contact there,
and one, p2, at smooth points of C and C ′ intersecting with contact 3 there. The
inner geometry is given by the following graph. In particular, the inner rates at
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the two non L-nodes are computed from the corresponding polar rates in the two
graphs Γp1 and Γp2 . They both equal 1/6 + 1 = 7/6.

−1 −2 −2

7/6

−21

−21

1

1

7/6
−1

−3

−2

On the other hand, let us compute the multiplicities of the three functions
x, y and z at each component of the exceptional locus. We obtain the following
triples (mEj

(x),mEj
(y),mEj

(z)) for both X1 and X2:

(3, 3, 2)(6, 5, 4)

(9, 7, 6)

(1, 1, 1)

(1, 1, 1)

(12, 14, 15)

(4, 5, 5)

(6, 7, 8)

We compute from this the partial derivatives ∂Fi

∂x , ∂Fi

∂y and ∂Fi

∂z along the

curves of the exceptional divisor. We obtain different values for two multiplicities
(in bold) for (X1, 0) and (X2, 0), written in that order on the graph:

(11, 12, 12)
(22, 24, 24)

(33, 35, 36)

(5, 5, 5)

(5, 5, 5)

(72,70 or 69, 69)

(24, 24, 23)

(36, 35,36 or 35)

We compute from this the resolution graph of the family of polar curves
a∂Fi

∂x + b∂Fi

∂y + c∂Fi

∂z = 0. In the X1 case one has to blow up once more to resolve a

basepoint. We then get the resolution graph of the polar curve of a generic plane
projection of (X1, 0) resp. (X2, 0) (the arrows represent the strict transform, the
numbers in parentheses are the multiplicities of the function a∂Fi

∂x + b∂Fi

∂y + c∂Fi

∂z

for generic a, b, c and the negative numbers are self-intersections):



Lipschitz Geometry Does not Determine Embedded Topological Type 191

(11)
(22)

(33)

(5)

(5)

(69)

(23)

(35)

(105)

(X1, 0)

−1
−2 −2

−21

−21

−2

−1

−3

−3

(11)
(22)

(33)

(5)

(5)

(69)

(23)

(35)

−1
−2 −2

−21

−21

−1

−2

−3

(X2, 0)

The polar curves of (X1, 0) and (X2, 0) have different Lipschitz geometry since
they don’t even have the same number of components. Therefore, by [10, Theorem
1.2 (6)], (X1, 0) and (X2, 0) have different outer Lipschitz geometries. �

4. The outer geometry of a superisolated singularity

Proof of Lemma 2.2. We first re-formulate the definition of weak RL-equivalence.
We will use coordinates (v, w) in C2 and (x, y, z) in C3. We have functions h1(v, w)
and h2(v, w) whose zero sets are the curves (C1, 0) and (C2, 0), a homeomorphism
ψ : (C2, 0) → (C2, 0) of germs, a constant K ≥ 1 and a neighborhood U of the
origin in C2 such that for all a, a′ ∈ U .
1

K
||h2(ψ(a))(1, ψ(a))− h2(ψ(a

′))(1, ψ(a′))||C3 ≤ ||h1(a)(1, a)− h1(a
′)(1, a′)||C3

≤ K||h2(ψ(a))(1, ψ(a))− h2(ψ(a
′))(1, ψ(a′))||C3 .

For i = 1, 2 we define Hi : (C2, 0) → (C3, 0) by

Hi(v, w) = hi(v, w)(1, v, w)

and denote by (Si, 0) the image of Hi in (C3, 0). Note that Hi maps (Ci, 0) to
0 and is otherwise injective. We can thus complete the maps ψ, H1 and H2 to a
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commutative diagram

(C2, 0)
H1 //

ψ

��

(S1, 0)

ψ′ (?)
��

(C2, 0)
H2 // (S2, 0)

and ψ′ is bijective. Weak RL-equivalence is now the statement that ψ′ is bilipschitz
for the outer geometry.

Now write h1 = Uh′1 and H1 = UH ′1 where U = U(v, w) ∈ C{v, w} is a unit.
Then we obtain a commutative diagram

(C2, 0)
H′

1 // (S′1, 0)

η

��
(C2, 0)

H1 // (S1, 0)

where η is (x, y, z) 7→ U( yx ,
z
x )(x, y, z). The factor U( yx ,

z
x ) = U(v, w) has the form

α0 +
∑
i,j≥0 αihv

iwj with α0 6= 0 so if the neighborhood U is small then the factor

is close to α0, so η is bilipschitz. Thus ψ′ ◦ η : (S′1, 0) → (S2, 0) is bilipschitz, so
we have shown that modifying h1 by a unit does not affect weak RL-equivalence.
The same holds for h2, so weak RL-equivalence does not depend on the choice of
defining functions for the curves (C1, 0) and (C2, 0).

It remains to show that analytic equivalence of (C1, 0) and (C2, 0) implies
weak RL-equivalence. Analytic equivalence means that there exists a biholomor-
phic germ ψ : (C2, 0) → (C2, 0) and a unit U ∈ C{v, w} such that Uh1 = h2 ◦ ψ.
We have already dealt with multiplication with a unit, so we will assume we have
h1 = h2 ◦ψ. If ψ is a linear change of coordinates, then we get a diagram as in (?)
above, with ψ′ given by the corresponding coordinate change in the y, z coordi-
nates of C3, so ψ′ is bilipschitz and we have weak RL-equivalence. For general ψ the
same is true up to higher order in v and w, so we still get weak RL-equivalence. �

Proof of Proposition 2.3. Let (X1, 0) and (X2, 0) be two SISs with equations re-
spectively

f1(x, y, z)− g1(x, y, z) = 0 and f2(x, y, z)− g2(x, y, z) = 0,

where for i = 1, 2, fi and gi are homogeneous polynomials of degrees d and d+ 1
respectively. We can assume that the projective line x = 0 does not contain any
singular point of the projectivized tangent cones C1 = {f1 = 0} and C2 = {f2 =
0}. We assume also that C1 and C2 have the same combinatorial types and that
corresponding singular points of C1 and C2 are weak RL-equivalent.

Since the tangent cone of a SIS (X, 0) is reduced, the general hyperplane
section of (X, 0) consists of smooth transversal lines. Therefore, adapting the ar-
guments of [11, Section 4] by taking simply a line as test curve, we obtain that the
inner and outer metrics are Lipschitz equivalent inside the conical part of (X, 0),
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i.e., outside cones around its exceptional lines. So we just have to control outer dis-
tance inside conical neighborhoods of the exceptional lines of (X1, 0) and (X2, 0)
whose projective points are corresponding singular points of C1 and C2.

Let p1 ∈ Sing(C1) and p2 ∈ Sing(C2) be two singular points in correspon-
dence. After modifying (X1, 0) and (X2, 0) by analytic isomorphisms, we can as-
sume that pi = (1, 0, 0) for i = 1, 2. We use again the notations of the proof of
Theorem 1.3, and we work in the chart (x, v, w) = (x, y/x, z/x) for the blow-up e.

Set hi(v, w) = fi(1, v, w)/gi(1, v, w). Then the germs (X∗i , pi) have equations
hi(v, w) + x = 0.

Since C1 and C2 are weak RL-equivalent and hi = 0 is an equation of Ci,
there exists a local homeomorphism ψ : (C2

(v,w), 0)→ (C2
(v,w), 0), a constant K ≥ 1

and a neighborhood U of the origin in C2 such that for all (v, w), (v′, w′) ∈ U .

1

K
||h2(ψ(v, w))(1, ψ(v, w))− h2(ψ(v′, w′))(1, ψ(v′, w′))||C3 ≤

||h1(v, w)(1, v, w)− h1(v′, w′)(1, v′, w′)||C3 ≤ (∗)
K||h2(ψ(v, w))(1, ψ(v, w))− h2(ψ(v′, w′))(1,ψ(v′, w′))||C3

Locally,

X∗1 = {x = h1(v, w)} and X∗2 = {x = h2(ψ(v, w))} .
As in the proof of Theorem 1.3 we consider the isomorphisms proji : (X∗i , pi) →
(C2, 0) for i = 1, 2, the restrictions of the linear projections (x, v, w) 7→ (v, w).
The composition proj−12 ◦ψ ◦ proj1 gives a local homeomorphism ψ′ : (W1, p1) →
(W2, p2), where Wi is an open neighborhood of pi in X∗i . Then, ψ′ induces a local
homeomorphism ψ′′ : e(W1) → e(W2) such that ψ′′ ◦ e = e ◦ ψ′. Notice that each
e(Wi) contains the intersection of Xi with a cone in (C3, 0) around the exceptional
line represented by pi.

Consider a pair of points q = (x, xv, xw) and q′ = (x′, x′v′, x′w′) in e(W1).
By definition of ψ′′, we have

||q − q′|| = ||h1(v, w)(1, v, w)− h1(v′, w′)(1, v′, w′)||C3 ,

||ψ′′(q)− ψ′′(q′)|| = ||h2(ψ(v, w))(1, ψ(v, w))− h2(ψ(v′, w′))(1, ψ(v′, w′))||C3 .

Then (∗) implies that the ratio ||ψ
′′(q)−ψ′′(q′)||
||q−q′|| is bounded above and below in a

neighborhood of the origin.

Now let W̃i be the union of the Wi’s and let ψ′ : W̃1 → W̃2 be the homeomor-

phism whose restriction to each W1 is the local ψ′. Then ψ′′ : e(W̃1) → e(W̃2) is
the outer bilipschitz homeomorphism induced by ψ′ and we must extend ψ′′ over
all of X1.

Let B be a Milnor ball for X1 and X2 around 0. We set

Ỹi = (e−1(B ∩Xi) r W̃i.

For i = 1, 2 we can adjust W̃i so that Ỹi is a D2-bundle over the exceptional divisor

Ci minus its intersection with W̃i, i.e., over C̃i := Ci r W̃i, and whose fibers are
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curvettes of Ci. We want to extend ψ′′ : e(W̃1)→ e(W̃2) to a bilipschitz map over

the conical regions e(Ỹ1) and e(Ỹ2). For this it suffices to extend ψ′ by a bundle

isomorphism Ỹ1 → Ỹ2, since the resulting e(Ỹ1)→ e(Ỹ2) is then bilipschitz.

(X1, 0) and (X2, 0) are inner bilipschitz equivalent by Theorem 1.3), so by

[4, 1.9 (2)] the image by ψ′′ of the foliation of e(W̃1) by Milnor fibers of a generic
linear form `1 has the homotopy class of the corresponding foliation by fibers of

`2 in e(W̃2). Since the projectivized tangent cones C1 and C2 are reduced, a fiber

of `i ◦ e intersects each D2-fiber over ∂C̃i in one point. This gives a trivialization

of the D2-bundle over each ∂C̃i and therefore determines a relative Chern class
for each component of the bundle Ỹi over C̃i. The map ψ′ restricted to the bundle

over ∂C̃1 extends to bundle isomorphisms between the components of Ỹ1 and Ỹ2
if and only if their relative Chern classes agree. But for i = 1, 2 these relative
Chern classes are given by the negative of the number of intersection points of `∗i
with each component of Ci (i.e., the degrees of these components of Ci), and these
degrees agree since C1 and C2 are combinatorially equivalent.

We have now constructed a map ψ′′ : (X1, 0)→ (X2, 0) which is outer bilip-
schitz if we restrict to distance between pairs of points x, y which are either both

in a single component of e(W̃1) or both in the conical region e(Ỹ1). Let NỸi be a

larger version of the bundle Ỹi, so e(NỸi) is a conical neighborhood of e(Ỹi). We
still have an outer bilipschitz constant for ψ′′ for any x and y which are both in a

single component of e(W̃1) or both in the conical region e(NỸ1). Otherwise, either

one of x, y is in e(W̃1) r e(NỸ1) and the other in e(Ỹ1) or x and y are in different

components of e(W̃1). The ratio of inner to outer distance is clearly bounded for
such point pairs, so since ψ′′ is inner bilipschitz, it is outer bilipschitz. �
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Projective Transverse Structures
for Some Foliations

Paulo Sad

A Pepe, com admiração e amizade

Abstract. We construct examples of regular foliations of holomorphic surfaces
which are generically transverse to a compact curve and have a projective
transverse structure.

Mathematics Subject Classification (2000). Primary 37; Secondary 37F75.

Keywords. Holomorphic foliations, transverse structures, conormal bundles.

1. Introduction

Let us consider a codimension 1 holomorphic foliation F of a complex manifold
M . A (singular) projective transverse structure for F is defined by the following
data:

1. a covering of the complement M∗ of a finite set of embedded leaves by open
sets {Ui}; in each Ui there is a trivialization of the foliation.

2. a collection {fi} of holomorphic functions fi : Ui → C̄ which are first integrals
of F in each Ui and a collection of Moebius transformations {φij} such that
fi = φij ◦ fj whenever Ui ∩ Uj 6= ∅.
In general, the map φij which relates fi to fj is simply a diffeomorphism

between open sets of C̄.
The presence of projective transverse structure leads to the existence of a

multivalued first integral of F in M∗; we start with some open set, say U1, and
extend f1 along paths starting at U1 just by composing it with a convenient choice
of functions φij .

Let us present some examples.

Example 1.1. A classical example comes from projective structures on Riemann
surfaces. Let C be a compact Riemann surface with an atlas of coordinate charts
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such that all changes of coordinates are given by elements of PSL(2, C̄) (Moebius
transformations of C̄). After applying the process mentioned above we get a de-

veloping map D : C̃ → C̄ where C̃ is the universal covering of C (C̃ = D when the

genus of C is greater than 1 and C̃ = C when the genus of C is 1) and a mon-
odromy representation ρ : π1(C) → PSL(2, C̄) which are related by the equality

D(γ(p)) = ρ(γ)D(p), for p ∈ C̃ and γ ∈ π1(C) view as a deck transformation.

Then π1(C) acts on C̃ × C̄: to each γ ∈ π1(C) we associate the map (p, z) 7→
(γ(p), ρ(γ)(z)). The action preserves the horizontal and vertical fibrations of C̃ ×
C̄; therefore, the space of orbits of the action is a compact surface that has a
rational fibration over C (coming from the vertical fibration) and a transversely
projective foliation F (coming from the horizontal fibration). The action preserves

also the graph {(p,D(p)); p ∈ C̃} of D (because (p,D(p)) 7→ (γ(p), ρ(γ)D(p)) =
(γ(p),D(γ(p))), which becames in the quotient a section of the rational fibration,
generically transverse to F . The foliation induces in this section the same projective
structure of C.

We may adapt this construction to some cases where the projective structure
of C has a number of singularities (for example, multivalued maps of the form
z 7→ zα). The local monodromy around the singularity has to be realized as the
monodromy of a foliation of D × C̄ which is transverse to the fibers {z} × C̄ for
z 6= 0 and has {0}×C̄ as a leaf; then we glue this foliation with the one constructed
as before outside the singularities.

Example 1.2. We mentioned in the last example the difficulties that arise in the
presence of singularities of the projective structure. There is a related construction
that avoids this problem by using ”pre-integration” data. We take a line bundle L
over a compact, holomorphic curve C. In some covering U = {Ui} of C we write
{λij} for the transition functions of L and take trivializations (xi, zi) of L with
zi = λijzj . Let now {ωi}, {ηi} and {ξi} be meromorphic 1-forms defined in the
open sets Ui satisfying ωi = λijωj , ηi − ηj = d log λij and ξj = λijξi. We notice

that the equations dzi = ziηi +
z2i
2
ξi +ωi define a foliation G in L. In fact, we may

compactify L as a C̄ over C and extend the foliation to the closure of L. Except by
the fibers over some pole (which are leaves), the other fibers are transverse to the
leaves. This implies the existence of a transverse projective structure for G outside
the vertical leaves. These are called Ricatti foliations (see [6]).

We may think of course that the pre-integration data produce a (singular)
projective structure for the curve C; we explain in Section 2 how this works.

In this paper we combine in Theorem 3.1 features of Examples 1.1 and 1.2.
We start with pre-integration data in a curve and obtain a (singular) projective
structure. Then we embed the curve into a surface which comes with a regular
foliation generically transverse to it, with the aditional property that the structure
of the curve can be extended to the surface along the leaves of the foliation. We
get many more examples, at the price of not having a compact surface and no
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fibration over the curve. It is worth noticing that we also describe the singularities
of the projective structure.

Example 1.3. Let us consider a codimension 1 foliation defined by some integrable
holomorphic 1-form ω. We suppose that this 1-form is completed to a triplet of
holomorphic 1-forms with η and ξ such that dω = η ∧ ω, dη = ω ∧ ξ and dξ =
ξ∧η. According to Darboux (see [5]), we may write locally triplets of holomorphic
functions (f, g, h) such that

ω = −gdf, η =
dg

g
+ hω, ξ = dh+ h η +

h2

2
ω.

Furthermore, if (f̄ , ḡ, h̄) is another triplet of functions satisfying the same relations
then f = φ ◦ f̄ for some Moebius transformation φ. This implies that the foliation
has a projective transverse structure.

In general, we may work with a triplet of meromorphic 1-forms, and the pro-
jective structure is singular. Many authors take the existence of such a triplet as
the definition of a transversely projective foliation (see for example [6]). Of course
a true transverse projective structure appears for the foliation outside the poles of
the 1-forms; but it is not clear if we can produce a triplet out of a transverse pro-
jective structure defined outside a divisor. We treat this question for the examples
constructed in Theorem 1.3, where we know the nature of the singularities. We
give in Section 4 an answer adding a negativity hypothesis for the embedding of
the curve. We do not know if this is true for the other cases.

Example 1.4. This is an example of a different nature, but it shows how foliations
with transverse projective structures appear quite naturally. Let K be a radial
type Kupka component of a codimension 1 foliation in some complex manifold
of dimension n ≥ 3. This means that K is covered by open sets {Ui} such that
in each Ui the foliation is conjugated by a diffeomorphism Θi to the foliation
xi dyi − yid xi = 0 of Dn−2 ×D2 and Θi(K ∩Ui) = Dn−2 × {(0, 0)}. Now we take

the function fi =
yi
xi
◦ Θi defined in Ui \K as a first integral for the foliation in

Ui. If Ui ∩ Uj 6= ∅ and fi = φij ◦ fj , we see that φij is a Moebius transformation
because fi and fj are surjective onto C̄ (see [4]).

There is a lot of important work done the subject of transversely projective
foliations; let us mention [1], [2] and [3] where the structure of these foliations is
discussed.

We follow all the time part of the presentation of [4], which relies upon the
paper [5]. We are grateful to J.V. Pereira for helping to establish the right setting
of our construction. We are also grateful to the referee for valuable comments.

2. Projective Structures for Curves

Let us consider a line bundle L over a compact Riemann surface C; we cover
C by a family U = {Ui} of open sets, and write {λij} ∈ H1(U ,O∗C) for the
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transition functions of L; the notation O∗C stands for the sheaf of non vanishing
germs of holomorphic functions of C. We will also writeMC for the sheaf of germs
of meromorphic functions of C and M1

C for the sheaf of germs of meromorphic
1-forms of C.

We study now (singular) projective structures of C. We take meromorphic
1-forms ω = {ωi} ∈ H0(U ,M1

C ⊗ L) (that is, ωi = λij ωj whenever Ui ∩ Uj 6= ∅)
and meromorphic 1-forms η = {ηi} ∈ C0(U ,M1

C) such that ηi−ηj = d log λij . We
also select meromorphic functions h = {hi} ∈ C0(U ,M). Proceeding formally, we
define f = {fi} as the solution of the system

d log gi = ηi + hiωi (2.1)

ωi = −gi dfi (2.2)

The elements of f will be taken as coordinate charts for C deprived of a finite
set of singularities. We will impose later conditions on ω, η and h in order to assure
the existence of f and be able to describe its singularities. For the moment we will
compare the elements of f assuming that they are difeomorphisms over open sets
of C̄; let fi = φij(fj), the functions φij being difeomorphisms between open sets
of C̄. Let us write ψij(t) = d log φ′ij(t).

Lemma 2.1. ψij dfj = hi ωi − hj ωj in Ui ∩ Uj.

Proof. Since fi = φij(fj), we have dfi = φ′ij(fj) dfj . From equation (2.2) it follows
that ωi/gi = φ′ij(fj)ωj/gj and therefore λijgj/gi = φ′ij(fj). We apply then d log
to both sides and use equation (2.2).

We remark that if h = 0, that is, hi = 0 for every i, then the coordinate
charts give a (singular) affine structure for C.

Now we will make another choice for h; we consider a collection ξ = {ξi} ∈
C0(U ,M1

C) of meromorphic 1-forms and define

dhi + hi ηi +
h2i
2
ωi = ξi. (2.3)

Remind that the Schwarz derivative of a holomorphic function l is given by

S(l)(t) = ψ′(t)− ψ(t)2

2

where ψ(t) = d log l′.

Lemma 2.2.
1

gj
S(φij)(fj)dfj = λijξi − ξj in Ui ∩ Uj.

Proof. We have from Lemma 2.1:

φij(fj) = −gj(hj − λij hi).
It follows that

1

gj
ψ′ij(fj)dfj = −ξj −

h2j
2
ωj + λij(dhi + hiηi) + λijhihjωj
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and
1

gj

ψ(fj)
2

2
dfj = −

h2j
2
ωj − λij

h2i
2
ωi + λijhi hjωj .

Consequently the Lemma follows. �

The case which will be of interest for us is when ξj = λijξi whenever
Ui ∩ Uj 6= ∅, that is, ξ ∈ H0(U ,M1

C ⊗ L∗). Lemma 2.2 implies that all φi are
Moebius transformations of C̄, so that the collection f = {fi} provides a (singu-
lar) projective structure for C.

We proceed now to introduce conditions on ω ∈ H0(U ,M1
C ⊗L), η = {ηi} ∈

C0(U ,M1
C) such that ηi− ηj = d log λij and ξ ∈ H0(U ,M1

C ⊗L∗) which allow us
to analyse more carefully the family f .

We will use Z(·) and P (·) for the set of zeros or poles of a 1-form.

Lemma 2.3. There exist 1-forms as above such that all poles are simple, there are
no common poles for any pair of 1-forms and

• Z(ω) 6= ∅,
• Z(ω) ∩ (P (η) ∪ P (ξ)) = ∅.

Proof. We will use here classical results of Complex Analysis (in the case of curves)
such as Riemann-Roch’s Theorem and the existence of meromorphic 1-forms with
pre-assigned polar parts.
1) Let us start with some ω̄ ∈ H0(U ,M1

C ⊗ L). We denote by q1, . . . , qs the
poles of ω̄, m1, . . . ,ms being their polar orders. We select a disjoint set of points
p1, . . . , pr, pr+1 where ω̄ is regular and non vanishing and look for a meromorphic
function l of C such that

(l) ≥ pr+1 −
∑

pj +
∑

miqi =: −D.

The vector space L(D) of meromorphic functions of C whose divisor is greater
or equal to −D has dimension l(D) ≥ deg(D)− g + 1, where g is the genus of C.
Therefore l(D) ≥ r −

∑
mi − g is positive for large r; we take l ∈ L(D). Then

ω =: lω̄ ∈ H0(U ,M1
C) has certainly a zero at the point pr+1 and all possible poles

are at the points p1, . . . pr (with order at most 1).
2) A 1-form η̄ = {η̄i} with the property η̄i − η̄j = d log λij whenever Ui ∩ Uj 6= ∅

can be obtained as η̄i =
dui
ui

where u = {ui} is a meromorphic section of L. We

can add to η̄ a meromorphic 1-form θ of C, which is interesting if we are willing to
move poles of η̄. Notice firstly that η̄ has simple poles, with residues αi; of course∑
αi = c(L), where c(L) is the Chern class of L. We select θ with simple poles at

the same points but with residues −αi, besides other poles which can be taken as
simple poles with residues µk satisfying −

∑
αi +

∑
µk = 0, or

∑
µk = c(L). We

ask also P (θ) ∩ (Z(ω) ∪ P (ω)) = ∅; finally we take η = η̄ + θ.
3) We apply to some ξ̄ ∈ H0(U ,M1

C ⊗L∗) the same technique as in step 1) of this
proof. �
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We remark that the only restriction to the residues µk in the choice of θ is
that

∑
µk = c(L). We will demand that Imµk 6= 0 for any k.

Lemma 2.4. Equation (2.3) has always meromorphic solutions.

Proof. First of all we remark that if ωi, ηi and ξi are holomorphic then there exists
a (unique) holomorphic solution for a given initial condition hi(0).We have to deal
with the case where some (simple) pole appears.

1. ωi has a pole. Let us write (2.3) as y′ + b(x)y + a(x)y2 = c(x), with a(x) =
A(x)

x
); A(x) is a holomorphic function and A(0) 6= 0. This equation can be

written as the system

dx

dt
= x,

dy

dt
= xc(x)− (xb(x) +A(x)y)y.

Therefore (0, 0) is a saddle-node with a strong separatrix x → (x, y0(x))
transverse to the vertical line x = 0 (which is the weak separatrix). We take
then x→ y0(x) as our solution.

2. ηi has a pole. We write (2.3) as y′ + (
µ

x
+ B(x))y + a(x)y2 = c(x), where

B(x) is a holomorphic function and Im(µ) 6= 0. The corresponding system is

dx

dt
= x,

dy

dt
= xc(x)− (µ+ xB(x))y − xa(x)y2

which has a (unique) non-vertical separatrix x → (x, y1(x)) at (0, 0). We
select x→ y1(x) as the solution for (2.3).

3. ξi has a pole. We write (2.3) as y′ + b(x)y + a(x)y2 =
C(x)

x
; C(x) is a

holomorphic function and C(0) 6= 0. The corresponding system is

dx

dt
= x,

dy

dt
= C(x)− (b(x)x+ xa(x))y.

We look to this system in a neighborhood of (0,∞); using u = y−1 we get

dx

dt
= x,

du

dt
= −uxb(x) + xa(x) + C(x)u2.

This is a saddle-node at (x, u) = (0, 0), with a non-vertical strong separatrix
x→ (x, u0(x)) in the coordinates (x, u). We take then as solution x→ u−10 (x);
it is meromorphic with a simple pole at 0 ∈ C.

This ends the proof of the Lemma. �

Lemma 2.4 allows us to describe the singularities of the functions in f = {fi}.
We have the following cases:

• at a zero of ωi: let us look to the equation (2.1); since ηi+hiωi is holomorphic,

we can say the same for gi(xi) = gi(0)e
∫ xi
0 ηi+hiωi (xi is a coordinate in Ui and

gi(0) 6= 0). From equation (2.2) it follows that fi is a holomorphic function
of the type fi(xi) = a+ xmi v(xi) where v(xi) is a non-vanishing holomorphic
function and m ∈ N is greater or equal to 2.
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• at a pole of ωi: by our construction hiωi is holomorhic, and so is gi(xi) =

gi(0)e
∫ xi
0 ηi+hiωi . Equation (2.2) gives fi(xi) = a log xi+β(xi), for a ∈ C and

β(xi) holomorphic.
• at a pole of ηi: Equation (2.1) gives log gi = µ log xi + γ(xi), so gi(xi) =

Cxµe
∫ xi
0 and f ′i(xi) = x−µi γ̄(xi).

• at a pole of ξi: now hiωi has a simple pole. From (2.2) we have gi(xi) = xri δ̄(xi)
for r ∈ C and δ̄(xi) holomorphic. Consequently f ′i(xi) = x−ri δ(xi), for δ(xi)
holomorphic.

We remark that at the singularities of f we should take convenient sectors
in order to have well defined branches for each fi. Another remark that we shall
use later is: suppose c1(L) ≤ g − 1, where g is the genus of C; then the 1-form
ξ can be chosen as a holomorphic 1-form. This is another simple consequence of
Riemann-Roch’s theorem.

3. Constructing Foliations

We give in Theorem 3.1 below a simple construction of foliations which have a
projective transverse structure.

Before doing this, let us remark the following facts. Consider some ωi in the
collection ω with a zero of order ki, and take the Equation (2.2) ωi = −gi dfi.
The 1-form −ωi

gi
can be written as xkii a(xi)dxi where a(xi) is a nonvanishing

holomorphic function. It can be easily shown that there exists a holomorphic local
diffeomorphism si such that si(0) = 0, ski+1

i = si◦si◦· · ·◦si = Id (the composition
is taken ki+1 times) and fi◦si = fi (or s∗i (dfi) = dfi). The periodic diffeomorphism
si is conjugated to the linear rotation li(xi) = s′i(0)xi via a diffeomorphism φi :
(D, 0)→ (D, 0): φ∗i si = li φ

′
i(0) = 1; furthermore, (φ∗i fi) ◦ li = φ∗fi.

Theorem 3.1. Let C be a smooth, compact, holomorphic curve and n ∈ Z. Let L
be a line bundle over C such that c1(L) = n and ω = {ωi} ∈ H0(C,M1

C ⊗L) with
Z(ω) 6= ∅ and simple poles. There exists a surface S and a embedding of C in S
such that:

1) C has n as its self-intersection number in S;
2) C is generically transverse to a foliation of S which has a (singular) projective

transverse structure;
3) C is tangent to this foliation only at the points of Z(ω).

Proof. The total space of L total space is foliated by the fibers. We will modify
this foliation in order to make it tangent to C at the points of Z(ω). From the
analysis we did in Section 1, we have a (singular) projective structure for C given
by a collection f = {fi}. Let us take one of these elements, say f1, defined in a
neighborhood U1 of a zero p1 of order k1 (x1(p1) = 0). Consider in a neighborhood
of (0, 0) ∈ C2 the foliation I defined by the level curves of (x, t) → t − xk1+1; we
replace near p1 the foliation by fibers of L by I. This can be done as follows:
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• we take an annulus A ⊂ C × {0} with center at (0, 0) and a small neigh-
borhood V of this annulus in C2 saturated by the leaves of I. Let RV (re-
spectively R) be a holomorphic vector field transverse to A (respect. trans-
verse to φ1(A)) and tangent to the leaves of I (respec. tangent to the fibers
of L); we denote by RV (. , .) and R(. , .) their flows. Then V is diffeomor-
phic to a neighborhood W of φ1(A) via a diffeomorphism Φ1 such that
Φ1(RV ((x, 0), T ) = R((φ1(x), 0), T ), where (x, 0) ∈ A and T ∈ C is small;
clearly Φ extends φ.
• W is a subset of some neighborhood P of p1 which is saturated by the fibers of
L and is diffeomorphic to a polydisc (W itself is diffeomorphic to the product
of an annulus by a disc). Similarly, V is a subset of a neighborhood of (0, 0)
which is diffeomorphic to a polydisc Q to which we may restrict I. Finally
we remove all fibers of L which pass through P \W and add Q, using Φ1 as
the gluing map between V and W .

We see that the new surface is foliated with the fibers of L except at some
neighborhood of p1, where now there is a leaf tangent to this point with order
k1. The definition of Φ1 guarantees that C has c1(L) as self-intersection number
in this surface. Furthermore, f1 has the same value at each point (close to p1) of
intersection of a leaf with C, which allows us to extend f1 along the nearby leaves.
We can repeat the same construction for any subset of Z(ω), getting a foliation
F . At the other points of C where no modification is made we simply extend the
elements of f along the fibers of L. �

4. Projective transverse structures and 1-forms

As we have seen in the Introduction, a projective transverse structure for a codi-
mension 1 foliation G of a manifold M may be obtained from the folowing data:

1. a covering Ū = {Ūi} of M ;
2. a line bundle L̄ = {Λij} ∈ H1(Ū ,O∗M );
3. a triplet of meromorphic 1-forms ω̄ = {ω̄i}, η̄ = {η̄i} and ξ̄ = {ξ̄i} defined in

the open sets of Ū such that ω̄i = 0 defines G in each Ūi and satisfy:

dω̄i = η̄i ∧ ω̄i , dη̄i = ω̄i ∧ ξ̄i , dξ̄i = ξ̄i ∧ η̄i
and

ω̄i = Λijω̄j , η̄i − η̄j = d log Λij , ξ̄j = Λij ξ̄i

in each Ūi and Ūi ∩ Ūj , respectively.

A similar procedure as in Section 1 yields a transverse projective structure
for the foliation, at least outside zeroes and poles of the 1-forms. The question
we address now is whether the transverse projective structure of the foliations
constructed in Theorem 1 may be defined from a triplet of 1-forms as above.

Let us use the same construction and notation of Sections 1 and 2, but with
a modification. We will deal here with the case c1(L) ≤ g − 1, so we can choose
ξ ∈ H0(U ,Ω1

C⊗L∗) (that is, a holomorphic 1-form); in particular, all the functions
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of h = {hi} are holomorphic and vanish at the poles of ω and η. We introduce
the following notation: if in the open set Ui there is a point of tangency of the
foliation we put g̃i = gi; otherwise we put g̃i ≡ 1. We replace then each ωi by
ωi
g̃i

; consequently we have to replace ξj by g̃jξj and ηi by ηi − d log g̃i. We remark

that all g̃i are non-vanishing holomorphic functions. The corresponding functions
hi and gi are affected by these changes: they become respectively g̃i hi and gi

g̃i
, but

the functions in the collection f remain the same. The transition functions for the

line bundle L become
g̃j
g̃i
λij . The implication is that in the setting of Theorem 1,

we may assume that all 1-forms ωi and all functions gi and fi can be extended to
a neighborhood Ūi of Ui in S along the leaves of F to ω̄i, Gi and Fi. Our interest
relies in fact in ω̄i, dGi and dFi.

Let us write ω̄i = Λij ω̄j , ω̄i = −Gi dFi and η̃i =
dGi
Gi

; it follows that

η̃i − η̃j = d log
Gi
Gj

= d log Λij − d log
dFi
dFj

. this last quotient makes sense since the

functions Fi are constant along the leaves of F . As Fi = φij(Fj), it follows that
dFi
dFj

= φij
′(Fj) and η̃i − η̃j = d log Λij −

φ′′ij(Fj)

φ′ij(Fj)
dFj , so finally

η̃i − η̃j = d log Λij − ψij(Fj)dFj .

Theorem 4.1. Let g ≥ 1 and suppose that the selfintersection number C.C of C
inside S satisfies C.C < 2− 2g. Then there exists a meromorphic 1-form η̄ = {η̄i}
such that dω̄i = η̄i ∧ ω̄i for all Ūi and η̄i − η̄j = d log Λij whenever Ūi ∩ Ūj 6= ∅.

Proof. We start noticing that c1(L) < g − 1, so that we are in the setting above.
We intend to write {ψijdFj} as a special coboundary. We notice also that the
1-forms hiωi defined in the open sets Ui are all holomorphic.

Let us look at the conormal bundle N∗F of the foliation F and at the short
exact sequence

0→ IC .N∗F → N∗F → N∗F/IC .N∗F → 0

in some neighborhood Ū ⊂ ∪Ūi of C; IC is the ideal sheaf of C. We have the
associated long exact sequence

· · · → H1(Ū , IC .N∗F )→ H1(Ū , N∗F )→ H1(Ū , N∗F/IC .N∗F )→ . . .

By a theorem of Grauert, Ū may be chosen as a Levi strongly pseudoconvex
neighborhood of C (since C.C < 0), and H1(Ū , IC .N∗F ) = 0 (because we have
C.C < 2− 2g; more generally, H1(Ū , IC .A) = 0 for any coherent sheaf A defined
in Ū). Consequently the map

H1(Ū , N∗F )→ H1(Ū , N∗F/IC .N∗F )

is injective. Let us consider some holomorphic extension H̄iω̄i of hiωi to Ūi. Now
the cocycle {ψij(Fj)dFj} restricted to C coincides with {ψij(fj)dfj = hiωi−hjωi};
by injectivity, {ψijdFj} = {H̄iω̄i− H̄jω̄j} in H1(Ū , N∗F ) since they have the same
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image in H1(Ū , N∗F/IC .N∗F ). Consequently {ψijdFj} is a 1-cobord: {ψijdFj} =
{ω̃i− ω̃j} for a collection {ω̃i} ∈ C0(Ū , N∗F ). We define then η̄i = η̃i− ω̃i. We have
dω̄i = η̄i ∧ ω̄i since both sides vanish. �

Let us make some remarks:

• in the case we have an affine transverse structure, ψij = 0 ∀i, j such that
Ui ∩ Uj 6= ∅. I follows that η̃i − η̃j = d log Λij , and there is no need of the
negativity hypothesis on C.C.
• take now g = 0. Then the same proof applies when C.C < −1. If C.C = −1,

then a neighborhood of C can be blown down to a neighborhood of (0, 0) in
C2. We find directly the 1-forms ω̄ and η̄ such that ω̄ = 0 defines the foliation
and dω̄ = η̄ ∧ ω̄.
• It can be readily seen that the third 1-form of the triplet can be taken as

ξ̄i = dHi +Hiη̄i +
H2
i

2
ω̄i where Hi comes from ω̃i = Hiω̄i ∀i. This illustrates

an interesting property of foliations with a projective transverse structure:
the existence of the two first 1-forms of the triplet implies the existence of
the third 1-form (see [4]).
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Chern Classes and Transversality for
Singular Spaces
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Abstract. In this paper we compare different notions of transversality for pos-
sible singular complex algebraic or analytic subsets of an ambient complex
manifold and prove a refined intersection formula for their Chern-Schwartz-
MacPherson classes. In case of a transversal intersection of complex Whitney
stratified sets, this result is well known. For splayed subsets it was conjec-
tured (and proven in some cases) by Aluffi and Faber. Both notions are
stronger than a micro-local “non-characteristic intersection” condition for
the characteristic cycles of (associated) constructible functions, which nev-
ertheless is enough to imply the asked refined intersection formula for the
Chern-Schwartz-MacPherson classes. The proof is based the multiplicativity
of Chern-Schwartz-MacPherson classes with respect to cross products, as well
as a new Verdier-Riemann-Roch theorem for “non-characteristic pullbacks”.
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1. Introduction

In this paper we work in the embedded complex analytic or algebraic context, with
X and Y closed (maybe singular) subspaces in the ambient complex manifold M .
And we want to show under suitable “transversality assumptions” the following
refined intersection formula for their Chern-Schwartz-MacPherson classes:

d! (c∗(X)× c∗(Y )) = c(TM) ∩ c∗(X ∩ Y ) ∈ H∗(X ∩ Y ) . (1.1)

Here H∗(X) denotes either the Borel-Moore homology group in even degrees
HBM

2∗ (X,Z) or in the algebraic context the Chow group CH∗(X), with

d! : H∗(X × Y )→ H∗(X ∩ Y )
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the corresponding refined pullback for the (regular) diagonal embedding d : M →
M ×M of the ambient complex manifold M (as recalled in the next section). Note
that for X compact, the topological Euler characteristic χ(X) of X is given by

χ(X) = deg(c∗(X)) = deg(c0(X)) .

So formula (1.1) shows that in general for X and Y compact the Euler character-
istic χ(X ∩Y ) of the intersection cannot be given just in terms of χ(X) and χ(Y ),
but that the information of their total Chern-Schwartz-MacPherson classes c∗(X)
and c∗(Y ) is needed.

For X and Y smooth complex submanifolds, all these different notions of
“transversality” for singular subspaces just reduce to the classical notion of trans-
versality, so that X ∩ Y also becomes a smooth complex submanifold of M , with
normal bundle

NX∩YM = NXM |X∩Y ⊕NYM |X∩Y .
And then (1.1) easily follows from the fact, that

c∗(Z) = c(TZ) ∩ [Z] = c(NZM)−1 ∩ (c(TM) ∩ [Z])

for Z a closed smooth complex submanifold of M (with c the total Chern class).
Also recall that the smooth complex submanifolds X and Y of M intersect trans-
versally, iff the diagonal embedding d : M →M ×M is transversal to X×Y , with
d−1(X × Y ) = X ∩ Y and

NX∩YM = d∗(NX×Y (M ×M)) = d∗(NXM ×NYM) .

And this last viewpoint can be generalized in different ways to singular complex
subspaces.

Maybe the best known notion of tranversality for singular X and Y is the
transversality as complex Whitney stratified subsets, i.e., both are endowed with
complex Whitney b-regular stratifications such that all strata S of X and S′ of
Y are transversal. Equivalently, the diagonal embedding d is transversal to all
strata S × S′ of the induced product Whitney stratification of X × Y . And then
the intersection formula (1.1) is well known, see, e.g., [10][Thm. 3.3] or [28][Cor.
0.1 and the discussion afterwards]. Another notion of transversality for singular
complex subspaces X and Y in the ambient complex manifold M was studied by
Aluffi and Faber [2, 3] (and first introduced and characterized by Faber [11] in the
hypersurface case):

Definition 1.1. X and Y are splayed at a point p ∈ M , if there is near p a local
analytic isomorphism M = V1 × V2 of analytic manifolds so that X resp. Y can
be defined by an ideal in the coordinates of V1 resp. V2. X and Y are splayed if
they are splayed at all points p ∈ X ∩ Y .

Note that also in the complex algebraic context, these local coordinates are
only asked for in the local analytic context. And Aluffi and Faber [2, 3] conjectured
(and could prove in some cases) the intersection formula (1.1) for X and Y splayed.
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The problem is of course, that both notions of transversality cannot be directly
compared and are of very different type, with “stratified transversality” more of
geometric and “splayedness” more of algebraic nature.

We will gereralize in the next section both notions even to constructible
functions α ∈ F (X) and β ∈ F (Y ), showing that both are stronger than the micro-
local “non-characteristic intersection” condition, that the diagonal embedding d :
M →M ×M is “non-characteristic” with respect to the support

supp(CC(α× β)) ⊂ T ∗(M ×M)

of the characteristic cycle of α×β. Nevertheless this micro-local “non-characteristic
intersection” condition implies the following generalization of the refined intersec-
tion formula (1.1) even for the Chern-Schwartz-MacPherson classes of constructible
functions:

Theorem 1.2. Let X,Y be two closed subspaces of the complex (algebraic) manifold
M with given constructible functions α ∈ F (X) and β ∈ F (Y ). Assume that
the diagonal embedding d : M → M × M is non-characteristic with respect to
supp(CC(α× β)) (e.g., α and β are splayed or stratified transversal). Then

d! (c∗(α)× c∗(β)) = c(TM) ∩ c∗(α · β) ∈ H∗(X ∩ Y ) . (1.2)

In particular

c∗(α) · c∗(β) = c(TM) ∩ c∗(α · β) ∈ H∗(M) . (1.3)

By definition of the MacPherson Chern class in [23], c∗(Z) := c∗(1Z) for
Z = X,Y or X ∩ Y , so that (1.2) implies the formula (1.1) by 1X · 1Y = 1X∩Y .
Let us mention here, that Brasselet and Schwartz [9] (see also [1]) showed that
the MacPherson’s Chern class c∗(1X) corresponds to the Schwartz class cS(X) ∈
H2∗
X (M) (see [34, 35]) by Alexander duality forX embedded in the smooth complex

manifold M . That is why the total homology class c∗(X) = c∗(1X) is called the
Chern–Schwartz–MacPherson class of X.

Other natural Chern classes of a singular complex algebraic or analytic set Z
are the Aluffi-Chern class cA∗ (Z) := c∗(νZ) defined by the constructible Behrend
function νX introduced in [4], or for Z pure-dimensional the Mather-Chern class
cM∗ (Z) := c∗(EuZ) defined by the famous constructible Euler obstruction func-
tion EuZ of MacPherson [23]. Both functions νZ and EuZ commute with cross-
products, restriction to open subsets and switching from the algebraic to the an-
alytic context, with EuZ = 1Z = (−1)dim(Z) · νZ for Z smooth.

Corollary 1.3. Let X,Y be two closed splayed subspaces of the complex manifold M ,
with m = dim(M). Then also νX and νY are splayed, with νX ·νY = (−1)m ·νX∩Y
so that

d!
(
cA∗ (X)× cA∗ (Y )

)
= (−1)m · c(TM) ∩ cA∗ (X ∩ Y ) ∈ H∗(X ∩ Y ) . (1.4)
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If in addition X and Y are pure-dimensinal, then also EuX and EuY are splayed,
with X ∩ Y pure-dimensional and EuX · EuY = EuX∩Y so that

d!
(
cM∗ (X)× cM∗ (Y )

)
= c(TM) ∩ cM∗ (X ∩ Y ) ∈ H∗(X ∩ Y ) . (1.5)

The proof of theorem 1.2 is based on the multiplicativity of Chern-Schwartz-
MacPherson classes for cross products (see [21, 22]):

c∗(α× β) = c∗(α)× c∗(β) ,

as well as the following new Verdier-Riemann-Roch theorem for “non-characteristic
pullbacks” (applied to the diagonal embedding d : M →M ×M):

Theorem 1.4. Let f : M → N be a morphism of complex (algebraic) manifolds,
with Y ⊂ N a closed subspace and X := f−1(Y ) ⊂M . Assume that γ ∈ F (Y ) is a
constructible function such that f is non-characteristic with respect to the support
supp(CC(γ)) ⊂ T ∗N |Y ⊂ T ∗N of the characteristic cycle CC(γ) of γ. Then

f !(c(TN)−1 ∩ c∗(γ)) = c(TM)−1 ∩ c∗(f∗(γ)) ∈ H∗(X) , (1.6)

with f ! : H∗(Y )→ H∗(X) the Gysin map induced by the morphism f : M → N of
complex (algebraic) manifolds.

This Verdier-Riemann-Roch theorem for “non-characteristic pullbacks” is the
main result of this paper, from which the refined intersection formula (1.2) directly
follows in the spirit of Lefschetz’ definition of intersection theory via cross-products
and (refined) pullbacks for the diagonal map (as explained in the next section).
The proof of Theorem 1.4 is based on the micro-local approach to Chern-Schwartz-
MacPherson classes via characteristic cycles of constructible functions (as recalled
in the last section, and see, e.g., [15, 16, 20, 26, 31]). Note that the micro-local no-
tion of “non-characteristic” has its origin in the theory of (holonomic) D-modules
(as in [15, 16]) as well as in the micro-local sheaf theory of Kashiwara-Schapira
[19]. Nevertheless, in our context we think of it as a micro-local “transversality
condition” fitting nicely with the geometry of Chern-Schwartz-MacPherson classes
of constructible functions. As a byproduct of our proof we also get the following
“micro-local intersection formula”:

Corollary 1.5. Let M a complex (algebraic) manifold of dimension m = dim(M),
with α, β ∈ F (M) given constructible functions. Assume that the diagonal embed-
ding d : M →M ×M is non-characteristic with respect to supp(CC(α×β)) (e.g.,
α, β ∈ F (M) are splayed or stratified transversal), with supp(α · β) compact.

Then also supp(CC(α) ∩ CC(β)) ⊂ T ∗M is compact, with

χ(M ;α · β) = (−1)m · deg(CC(α) ∩ CC(β)) . (1.7)

In the end of the next section we also illustrate some other situations, where
such a “non-characteristic condition” follows from suitable “splayedness” assump-
tions. Characteristic cycles are of “cotangential nature”, since they are living in
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the cotangent bundle T ∗M of the ambient manifold M . So for the pullback situ-
ation of a holomorphic map f : M → N of complex manifolds we have to study
the associated correspondence

T ∗M ← f∗TN → T ∗N

of cotangent bundles. And here the “non-characteristic” condition shows automat-
ically up for the definition of the pullback of a characteristic cycle living in T ∗N .
Let us finally point out, that there are also other intrinsic notions of Fulton- and
Fulton-Johnson-Chern-classes (see [13][Example 4.2.6])

cF∗ (X) = c∗(TM) ∩ s∗(CXM) , cFJ∗ (X) = c∗(TM) ∩ s∗(NXM) ∈ H∗(X)

of a singular complex variety X ⊂ M embedded into a complex manifold M ,
which are more of “tangential nature” defined via Segre-classes of the normal cone
CXM resp. the cone associated to the conormal sheaf NXM of X in M . And
also for them the refined intersection formula (1.1) holds under the assumption
that X and Y are splayed in M . For the Fulton-Chern-classes this was shown by
Aluffi and Faber [3][Thm. III]. And in another paper we will give a different proof
of this result, very close to the ideas of this paper, which will also apply to the
Fulton-Johnson-Chern-classes.

Finally let us point out, that results similar to Theorem 1.2 and (1.1) are also
true for the Hirzebruch class transformation Ty∗ of [7, 32] in the context of complex
algebraic mixed Hodge modules, if one asks the “non-characteristic property” for
the characteristic variety of the underlying (filtered) D-modules. But in this case
the proof is different and follows the lines of [28] (as explained elsewhere).

2. Splayed constructible functions

In this chapter we work in the embedded complex analytic or algebraic context,
with X a closed subspace in the complex manifold M . Let F (X) = Falg(X) or
F (X) = Fan(X) be the group of Z-valued constructible function, so that a con-
structible function α ∈ F (X) in the complex algebraic (resp. analytic) context is
a (locally finite) linear combination of indicator functions 1Z with Z ⊂ X a closed
irreducible subspace. Viewing an algebraic variety as an analytic variety, one gets
a canonical injection Falg(X) ↪→ Fan(X).

First we extend the definition of splayedness form subspaces to constructible
functions:

Definition 2.1. Let X,Y be two closed subspaces of M with given constructible
functions α ∈ F (X) and β ∈ F (Y ). Then α and β are splayed at a point p ∈ M ,
if there is near p a local analytic isomorphism M = V1 × V2 of analytic manifolds
so that α = π∗1(α′) and β = π∗2(β′) for some α′ ∈ F (V1) and β′ ∈ F (V2), with
πi : V1 × V2 → Vi the projection (i = 1, 2).
α ∈ F (X) and β ∈ F (Y ) are splayed if they are splayed at all points p ∈ X ∩ Y .
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So two algebraically constructible functions α, β are by definition splayed (at
a point p), if this is the case for them viewed as analytically constructible functions.
Let us give some examples:

Example 2.2. 1. If α ∈ F (M) is locally constant, then α and β are splayed for
any β ∈ F (Y ). Just take a local isomorphism U = {pt}×U with α constant on
U so that α = α′ ·1U = π∗1(α′) for α′ ∈ Z = F (pt), with π1 : {pt}×U → {pt}
the projection.

So if one wants to show that two constructible functions α ∈ F (X) and
β ∈ F (Y ) are splayed, then one only needs to check this at all points p ∈M
were α and β are not (locally) constant near p. In particular the choice of
the closed subspaces X and Y in Definition 2.1 doesn’t matter.

2. Let X,Y be two closed subspaces of M . Then α = 1X and β = 1Y are
splayed as constructible funstions, if and only if X and Y are splayed as closed
subspaces. Moreover, in this case also the constructible indicator functions of
their complements 1M\X , 1M\Y ∈ F (M) are splayed.

For X a closed subspace in the complex manifold M , let c∗ : F (X) →
H∗(X) be the MacPherson Chern class transformation for constructible func-
tions, were H∗(X) denotes either the Borel-Moore homology group in even de-
grees HBM

2∗ (X,Z) or in the algebraic context the Chow group CH∗(X). In the
next chapter we will explain a possible definition of c∗ in this embedded context
X ⊂M via the theory of conic Lagrangian cycles in the cotangent bundle T ∗M |X.
This implies in the algebraic context directly the commutativity of the following
diagram, with cl the cycle map (as in [13][Chapter 19]):

Falg(X) −−−−→ Fan(X)

c∗

y yc∗
CH∗(X) −−−−→

cl
HBM

2∗ (X,Z) .

(2.1)

One of the main results of this paper is the following

Theorem 2.3. Let X,Y be two closed subspaces of the complex (algebraic) manifold
M with given splayed constructible functions α ∈ F (X) and β ∈ F (Y ). Then

d! (c∗(α)× c∗(β)) = c(TM) ∩ c∗(α · β) ∈ H∗(X ∩ Y ) . (2.2)

In particular

c∗(α) · c∗(β) = c(TM) ∩ c∗(α · β) ∈ H∗(M) . (2.3)

In the algebraic context

d! : CH∗(X × Y )→ CH∗(X ∩ Y )

is the refined Gysin map ([13][Sec.6.2]) associated to the regular diagonal embed-
ding d : M →M ×M . In the analytic context it is the refined pullback

d! : HBM
2∗ (X × Y,Z)→ HBM

2∗ (X ∩ Y,Z)
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which under Poincaré duality corresponds to the pullback

d∗ : H2∗
X×Y (M ×M,Z)→ H2∗

X∩Y (M,Z)

in cohomology with support.

Corollary 2.4. Let X,Y be two splayed closed subspaces of the complex (algebraic)
manifold M . Then

d! (c∗(X)× c∗(Y )) = c(TM) ∩ c∗(X ∩ Y ) ∈ H∗(X ∩ Y ) , (2.4)

in particular

c∗(X) · c∗(Y ) = c(TM) ∩ c∗(X ∩ Y ) ∈ H∗(M) . (2.5)

Similarly

c∗(M\X) · c∗(M\Y ) = c(TM) ∩ c∗(M\(X ∪ Y )) ∈ H∗(M) . (2.6)

The proof of Theorem 2.3 uses first the multiplicativity

c∗(α× β) = c∗(α)× c∗(β) (2.7)

of the MacPherson Chern class transformation (see [21, 22]), which by induction
on the dimension of the support of the constructible functions and resolution of
singularties follows from the Chern class formula

c(TM × TM ′) = c(TM)× c(TM ′)

for the Chern classes of complex (algebraic) manifolds M,M ′.

The second main ingredient (explained in the next section) is a Verdier-
Riemann-Roch Theorem for the behaviour of MacPherson Chern classes under a
non-characteristic pullback for a morphism f : M → N of complex (algebraic)
manifolds, based on the Lagrangian approach to MacPherson Chern classes of
constructible functions via the characteristic cycle map

CC : F (Y )
∼→ L(Y,N)

to the group L(Y,N) = Lan(Y,N) (resp. L(Y,N) = Lalg(Y,N)) of conic La-
grangian cycles in T ∗N |Y for Y a closed subspace of the complex (algebraic)
manifold N . The characteristic cycle map CC is characterized by (see [29][(6.35),
p. 293 and p. 323–324])

CC(EuZ) = (−1)dim(Z) · [T ∗ZN ] (2.8)

for Z ⊂ Y a closed irreducible subspace. Here EuZ ∈ F (Z) is the famous local
Euler obstruction of Z, with EuZ |Zreg constant of value 1, and T ∗ZN := TZreg

N
the closure of the conormal space to the regular part of Z. In particular CC is
compatible with switching from the complex algebraic to the complex analytic
context.
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Theorem 2.5. Let f : M → N be a morphism of complex (algebraic) manifolds,
with Y ⊂ N a closed subspace and X := f−1(Y ) ⊂M . Assume that γ ∈ F (Y ) is a
constructible function such that f is non-characteristic with respect to the support
supp(CC(γ)) ⊂ T ∗N |Y ⊂ T ∗N of the characteristic cycle CC(γ) of γ. Then

f !(c(TN)−1 ∩ c∗(γ)) = c(TM)−1 ∩ c∗(f∗(γ)) ∈ H∗(X) , (2.9)

with f ! : H∗(Y )→ H∗(X) the Gysin map induced by the morphism f : M → N of
complex (algebraic) manifolds.

Also note that

f !
(
c(TN)−1 ∩ (−)

)
= f∗(c(TN)−1) ∩ f !(−) = c(f∗TN)−1 ∩ f !(−) .

Before we recall the definition of non-characteristic, we need to introduce the
following commutative diagram (whose right square is cartesian, see, for example,
[19][(4.3.2), p. 199] or [29][(4.15), p. 249]):

T ∗M |X t=tf←−−−− f∗(T ∗N |Y )
f ′−−−−→ T ∗N |YyπX

yπ yπY

X X
f−−−−→ Y .

(2.10)

Here f ′ is the map induced by base change, whereas t is the dual of the differential
of f . Then f is by definition non-characteristic with respect to a closed conic
subset Λ ⊂ T ∗N |Y (i.e., a closed complex analytic (or algebraic) subset invariant
under the C∗-action given by multiplication on the fibers of the vector bundle
T ∗N |Y ), if

f ′−1(Λ) ∩Ker(t) ⊂ f∗(T ∗NN |Y ) , (2.11)

with f∗(T ∗NN |Y ) the zero section of the vector bundle f∗(T ∗N |Y ) (compare also
with [19][Def. 5.4.12] or [29][p. 255]).

If, for example, f : M → N is a submersion, then t : f∗(T ∗N |Y ) ↪→ T ∗M |X
is an injection so that Ker(t) = f∗(T ∗NN |Y ) is just the zero section of the vector
bundle f∗(T ∗N |Y ) . So in this case f is non-characteristic with respect to any
closed conic subset Λ ⊂ T ∗N |Y .

Corollary 2.6. Let f : M → N be a submersion of complex (algebraic) manifolds,
with Tf the bundle of tangents to the fibers of f . Let Y ⊂ N a closed subspace and
X := f−1(Y ) ⊂M . Then

c(Tf ) ∩ f !(c∗(γ)) = c∗(f
∗(γ)) ∈ H∗(X) (2.12)

for any γ ∈ F (Y ), with f ! : H∗(Y )→ H∗(X) the Gysin map induced by the smooth
morphism f : X → Y .

Note that c(TM) = c(Tf ) ∪ c(f∗TN) due to the short exact sequence of
vector bundles

0→ Tf → TM → f∗TN → 0 .
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This Verdier-Riemann-Roch theorem is true for any smooth morphism f : X → Y
of complex (algebraic) varieties (see [36], [14][p. 111] and [7][Cor. 3.1(3)]). The
Verdier-Riemann-Roch theorem for a smooth morphism also follows from the ex-
istence of a corresponding bivariant Chern class transformation as in [5, 8] (as
explained in [14][Prop. 6B, p. 67] for a corresponding bivariant Stiefel-Whitney
class transformation). But here in this paper we are interested in the case of a
closed embedding i : M → N of complex (algebraic) manifolds, which is not cov-
ered by the bivariant context (compare [14][Sec. 10.7, p. 112]).

Corollary 2.7. Let i : M → N be a closed embedding of complex (algebraic)
manifolds, with normal bundle TMN . Let Y ⊂ N be a closed subspace, with
X := i−1(Y ) = M ∩ Y ⊂ M . Assume that γ ∈ F (Y ) is a constructible func-
tion such that i is non-characteristic with respect to the support supp(CC(γ)) of
the characteristic cycle CC(γ) of γ. Then

i!(c∗(γ)) = c(TMN) ∩ c∗(i∗(γ)) ∈ H∗(X) , (2.13)

with i! : H∗(Y ) → H∗(X) the Gysin map induced by the regular embedding i :
M → N .

Note that c(i∗TN) = c(TM) ∪ c(T ∗MN) due to the short exact sequence of
vector bundles

0→ TM → i∗TN → TMN → 0 .

Consider, for example, a stratification of Y by locally closed complex (algebraic)
submanifolds S ⊂ Y , which is Whitney a-regular, i.e., such that

Λ :=
⋃
S

T ∗SN ⊂ T ∗N |Y

is closed. Then the embedding i is non-characteristic with respect to Λ, if and
only if M is transversal to all strata S of Y (see [29][p.255]). So the property non-
characteristic is a micro-local version (or generalization) of a stratified transversal-
ity condition. If this is the case, then i is by (2.8) non-characteristic with respect
to all EuS̄ and for Y irreducible (or pure dimensional) also to EuY .

If the stratification is also Whitney b-regular (which also implies a-regularity),
then

supp(CC(γ)) ⊂ Λ =
⋃
S

T ∗SN

for any γ which is constructible with respect to this stratification, i.e., such that
γ|S is locally constant for all S (see [29][sec.5.0.3). So if M is transversal to all
strata S of a Whitney b-regular stratification, then i is non-characteristic for all
γ which are constructible with respect to this stratification. For example, the
ambient manifold N = Pn(C) is a complex projective space and M = H is a
generic hyperplane.

Remark 2.8. For another approach to Corollary 2.7 based on Verdier specialization
instead of the theory of “non-characteristic pullback for Lagrangian cycles” see
[28][Cor.0.1, p.7].
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In this paper we are especially interested in the diagonal embedding d : M →
M×M for M a complex (algebraic) manifold, so that t : T ∗M×M T ∗M → T ∗M is
just the addition map in the fibers. Also note that the normal bundle TM (M×M)
of the diagonal embedding d is isomorphic to TM .

Corollary 2.9. Let M be a complex (algebraic) manifold, with d : M →M ×M the
diagonal embedding. Let Y ⊂M×M be a closed subspace, with X := d−1(Y ) ⊂M .
Assume that γ ∈ F (Y ) is a constructible function such that d is non-characteristic
with respect to the support supp(CC(γ)) of the characteristic cycle CC(γ) of γ.
Then

d!(c∗(γ)) = c(TM) ∩ c∗(d∗(γ)) ∈ H∗(X) , (2.14)

with d! : H∗(Y ) → H∗(X) the Gysin map induced by the diagonal embedding
d : M →M ×M .

Consider, for example, two closed subspaces X,X ′ ⊂ M with Y := X ×X ′
and d−1(X×X ′) = X∩X ′. For α ∈ F (X) and β ∈ F (X ′) we have the constructible
function α× β ∈ F (X ×X ′), with

α× β((p, p′)) := α(p) · β(p′) for all p ∈ X, p′ ∈ X ′.

Then d∗(α × β) = α · β. Let α resp. β be constructible with respect to a Whit-
ney b-regular stratification of X resp. X ′ with strata S resp. S′. Then α × β
is constructible with respect to the Whitney b-regular product stratification of
X ×X ′ with strata S×S′. Assume now that these stratifications of X and X ′ are
transversal in the sense that all strata S of X are transversal to all strata S′ of
X ′. Then the diagonal embedding d : M → M ×M is transversal to the product
stratification of X ×X ′ so that d is non-characteristic with respect to α × β. So
by Corollary 2.9 and the multiplicativity (2.7) of the MacPherson Chern class one
gets in this way a proof of Theorem 1.2. with

d!(c∗(α)× c∗(β)) = d!(c∗(α× β))

= c(TM) ∩ c∗(α · β)) ∈ H∗(X ∩X ′) .
(2.15)

Theorem 2.3 states the same result under the assumption that α and β are
splayed, which should be seen as another transversality assumption, similar but
different from the stratified transversality used above. In fact, splayedness implies
locally in the analytic topology this stratified transversality: Assume M = V1×V2

is a product of complex analytic manifolds, with α = π∗1(α′) and β = π∗2(β′) for
some α′ ∈ F (V1) and β′ ∈ F (V2), with πi : V1 × V2 → Vi the projection (i = 1, 2).
Take a Whitney b-regular stratification of V1 resp. V2 with strata S resp. S′, so that
α′ resp. β′ are constructible with respect to them. Then α resp. β is constructible
with respect to the two Whitney b-regular stratifications of M with strata S × V2

resp. V1 × S′, which (trivially) intersect transversaly. And this implies again the
global non-characteristic property:

splayed ⇒ local stratified transversality ⇒ non-characteristic.
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Then the proof of Theorem 2.3 follows (as before) from Corollary 2.9 and the
multiplicativity (2.7) of the MacPherson Chern class. In some sense this implica-
tion together with Corollary 2.9 give a “mechanism obtaining intersection-theoretic
identities from local analytic data” as asked for in [2][Rem. 3.5].

In the following we give an even simpler proof of the implication

splayed ⇒ non-characteristic,

which also applies to other interesting situations. To shorten the notation, and also
to better emphasize the underlying principle of proof, let us introduce the closed
conic subset

co(α) := supp(CC(α)) ⊂ T ∗M |X ⊂ T ∗M
for α ∈ F (X) with X a closed subspace of the complex (algebraic) manifold. The
three formal properties we need are:

(co1) co is locally defined in the sense that it commutes with restriction to open
submanifolds of M .

(co2) We have the multiplicativity

co(α× β) ⊂ co(α)× co(β) ⊂ T ∗M × T ∗M = T ∗(M ×M).

(co3) For the projection π : M ×N → M from the product of two manifolds one
has

co(π∗(α)) ⊂ co(α)× T ∗NN ⊂ T ∗M × T ∗N = T ∗(M ×N),

with T ∗NN the zero section of T ∗N .

Note that in the case of co(α) := supp(CC(α)) the support of the characteristic
cycle CC(α) of a constructible function, these properties follow for example from
(2.8) together with the multiplicativity (which holds in the algebraic context over
a base field of characteristic zero):

EuZ×Z′ = EuZ × EuZ′ . (2.16)

Lemma 2.10. Let X,Y be two closed subspaces of the complex (algebraic) manifold
M with given splayed constructible functions α ∈ F (X) and β ∈ F (Y ). Then the
diagonal embedding d : M →M×M is non-characteristic with respect to co(α×β).

Proof. Note that even if we are working in a complex algebraic context, the non-
characteristic property in this context follows already from the corresponding non-
characteristic property of the associated complex analytically constructible func-
tions. Moreover, by (co1) this property can be locally checked in the analytic
topology. By the splayedness condition, we can assume M = V1 × V2 is a product
of analytic manifolds, with α = π∗1(α′) and β = π∗2(β′) for some α′ ∈ F (V1) and
β′ ∈ F (V2), with πi : V1 × V2 → Vi the projection (i = 1, 2). But then one gets by
(co3):

co(α) ⊂ co(α′)× T ∗V2
V2 ⊂ T ∗V1 × T ∗V2

V2

and
co(β) ⊂ T ∗V1

V1 × co(β′)) ⊂ T ∗V1
V1 × T ∗V2 .
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Assume now that t((p, ω), (p, ω′)) = (p, ω + ω′) = 0 ∈ T ∗M |p for some

((p, ω), (p, ω′)) ∈ co(α× β) ⊂ co(α)× co(β) .

Then ω′ = −ω and

(p, ω) ∈ co(α) ∩ a∗(co(β)) ,

with a : T ∗M → T ∗M the antipodal map. Therefore (p, ω) belongs to(
T ∗V1 × T ∗V2

V2

)
∩
(
T ∗V1

V1 × T ∗V2

)
= T ∗V1

V1 × T ∗V2
V2 ,

the zero section of T ∗M . �

Let us finish this section with some other interesting examples, where a sim-
ilar notion of splayedness can be introduced.

Example 2.11. Let us consider the MacPherson Chern class transformation c∗ :
F (X) → CH∗(X) in the embedded algebraic context over a base field of charac-
teristic zero (see, e.g., [20, 31]). Then one can introduce the notion of splayedness
for two constructible functions as before, but asking the corresponding “splitting”
locally in the Zariski- or étale topology (which in the complex algebraic context
is of course much stronger than working locally in the analytic topolgy). Using
the corresponding characteristic cycle map CC characterized by (2.8), all of the
results and their proofs of this and the following chapter apply. For the important
comparison of the non-characteristic pullback of characteristic cycles with the cor-
responding pullback for constructible function as in Theorem 3.3, one can use, for
example, the Lefschetz principle to reduce this to the complex algebraic context
studied here.

Example 2.12. Consider the embedded real subanalytic or semi-algebraic context,
with X a closed subanalytic (or semi-algebraic) subset in an ambient real ana-
lytic (Nash-) manifold M , and F (X,Z2) the corresponding group of Z2-valued
constructible functions. Then one can consider (as in [12, 31]) the corresponding
characteristic cycle map

CC2 : F (X,Z2)
∼→ L(X,M)⊗ Z2

to conic subanalytic (or semi-algebraic) Lagrangian cycles with Z2 coefficients
in T ∗M |X. Since we are working with Z2-coefficients, no orientability of M is
needed. But here conic just means R+-invariant. For the Lagrangian approch to
Stiefel-Whitney classes of such constructible functions, it is important to work only
with those constructible functions, for which CC2(α) is also R∗-invariant so that
it can be projectivised as in the complex context. This just means a∗CC2(α) =
CC2(α) for the antipodal map a : T ∗M → T ∗M , and corresponds by a beautiful
observation of Fu and McCrory ([12]) to the classical local Euler condition of
Sullivan (a sort of self duality). Introducing the local splayedness condition as
before, one gets first the important property that for α and β splayed and both
satisfying the local Euler condition, also α · β satisfies the local Euler condition.
For example, if X,Y are two splayed closed subanalytic (or semi-algebraic) Euler
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subspaces of M (i.e., such that 1X , 1Y satisfy the local Euler condition), then also
the intersection X ∩ Y is an Euler space.

Let FEu(X;Z2) ⊂ F (X,Z2) denote the corresponding subgroup of con-
structible functions satisfying the “local Euler condition”. Then one can introduce
the Stiefel-Whitney class transformation

w∗ : FEu(X;Z2)→ HBM
∗ (X,Z2)

with the help of the corresponding R∗-invariant Lagrangian cycles very similar to
the approach to the MacPherson Chern class c∗ in the complex context discussed
in the next chapter (see [12, 31]). Then all our results and proofs also apply to
this context (as will be explained somewhere else).

If, for example, X,Y are two splayed closed subanalytic (or semi-algebraic)
Euler subspaces of M , then

w∗(X) · w∗(Y ) = w(TM) ∩ w∗(X ∩ Y ) ∈ HBM
∗ (M,Z2) . (2.17)

For a similar result about the Stiefel-Whitney class of the transversal intersection
of two Euler spaces in the pl-context compare with [24].

Example 2.13. We consider the micro-local view on sheaf theory developed by
Kashiwara and Schapira [19]. Here M is a real analytic manifold, and F,G ∈
Db(M) are bounded complexes of sheaves. Let us call them splayed, if there is
near any given point p ∈M a local analytic isomorphism M = V1×V2 of analytic
manifolds so that F = π∗1(F ′) and G = π∗2(G′) for some F ′ ∈ Db(V1) and G′ ∈
Db(V2), with πi : V1 × V2 → Vi the projection (i = 1, 2). Here the pullback just
means the usual sheaf theoretic pullback.

Let, for example, F ∈ Db(M) be a sheaf complex, all of whose cohomology
sheaves are locally constant. Then F and G are splayed for all G ∈ Db(M).

Back to the general case, assume only that F and G are splayed. Then the
diagonal embedding d : M → M ×M is non-characteristic with respect to the
micro-support

SS(F �L G) ⊂ T ∗(M ×M)

of F �L G. In fact our proof of Lemma 2.10 applies to the closed R+-conic subset
co(F ) := SS(F ) ⊂ T ∗M , which satisfies the three properties (co1-3) by [19][Prop.
5.4.1, Prop. 5.4.5].

Assume that we are in the complex analytic context, with F,G ∈ Db
c(X)

constructible sheaf complexes (with rational coefficients), which are perverse (up
to a shift) for the middle perversity (see [19][Sec. 10.3] or [29][Chapter 6]). If F
and G are splayed, then also

F ⊗L G = d∗(F �L G)

is a perverse sheaf up to a shift (compare also with [19][Lem. 10.3.9]), since

F ⊗L G = d∗(F �L G) ' d!(F �L G)[2 · dimC(M)] (2.18)

due to the non-characteristic property (see [19][Cor. 5.4.11]). Let, for example,
X,Y be two splayed pure dimensional complex analytic subsets. Then also the
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corresponding middle perversity intersection cohomology complexes ICX , ICY are
splayed, since these commute with smooth pullback (see [29][Sec.6.0.2, Lem.6.0.3].
Here we are using the convention that ICX = QX for X smooth). Then also X∩Y
is pure dimensional of dimension dimC(X) + dimC(Y )− dimC(M), with

ICX∩Y ' d∗(ICX �L ICY ) .

If X,Y are also compact, then one can consider the corresponding Goresky-
MacPherson L-classes [17], and it becomes natural to ask for the following in-
tersection formula:

L∗(X) · L∗(Y )
?
= L(TM) ∩ L∗(X ∩ Y ) ∈ H∗(M,Q) , (2.19)

with L(TM) the Hirzebruch L-class. The Lagrangian approach taken up in this
paper doesn’t apply to the theory of L-classes of singular spaces. But the method
of proof developed in [28] based on Verdier specialization might work, since the
non-characteristic property of the diagonal embedding d with respect to the micro-
support SS(F �L G) implies by [19][Cor. 5.4.10(i)] that the support

supp(µM (F �L G))

of the microlocalization µM (F �L G) of two splayed sheaf complexes is contained
in the zero-section of T ∗M (M ×M).

For a result similar to (2.19) about the Goresky-MacPherson L-class of a
transversal intersection in the pl-context compare with [25].

Example 2.14. We are working with coherent left D-modules on the complex an-
alytic manifold M (see, e.g., [19][Chapter XI]). Let us call two such modules F ,G
splayed, if there is near any given point p ∈ M a local analytic isomorphism
M = V1 × V2 of analytic manifolds so that F = π−1

1 (F ′) and G = π−1
2 (G′) for

some D-modules F ′ on V1 and G′ on V2, with πi : V1 × V2 → Vi the projection
(i = 1, 2). Here the pullback means this time the pullback of left D-modules. Then
the diagonal embedding d : M →M ×M is non-characteristic with respect to the
characteristic variety

char(F�G) ⊂ T ∗(M ×M)

of the D-module cross product F�G. In fact our proof of Lemma 2.10 applies to
the closed complex analytic C∗-conic subset

co(G) := char(G) ⊂ T ∗M ,

which satisfies the properties (co1-3) by [19][(11.2.22), Prop.11.2.12]. Then also

F⊗G := d−1(F�G)

is a coherent D-module by the non-characteristic property (see [19][Prop.11.2.12]).
If we are working with holonomic D-modules, then their characterictic varieties
are also closed conic Lagrangian subsets of T ∗M . Moreover, one can also directly
define for a holonomic D-module G its characteristic cycle CC(G) supported on
char(G). And it was Ginsburg [16], who first used from this D-module view point
the “non-characteristic” condition in his study of the behavior of the MacPherson
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Chern class transformation with respect to a suitable convolution product (and
compare also with [15] for his D-module approach to the MacPherson Chern class
transformation).

Finally one can similarly introduce the notion of splayedness for F ∈ Db(M)
a bounded sheaf complex (with complex coefficients) and G a coherent left D-
module, using the usual (resp. D-module) pullback for F resp. G. Then the closed
conic subsets co(F ) = SS(F ) ⊂ T ∗M and co(G) = char(G) ⊂ T ∗M both satisfy
the properties (co1) and (co3). Therefore one gets for F and G splayed as in the
proof of Lemma 2.10 the estimate

SS(F ) ∩ char(G) ⊂ T ∗MM. (2.20)

So if F is also a subanalytically constructible sheaf complex, one gets that (F,G)
is an elliptic pair in the sense of [27].

3. Pullback of Lagrangian cycles

In this section we work again in the embedded complex analytic or algebraic
context, with Y a closed subspace in the complex manifold N . Let us first recall
the main ingredients in MacPherson’s definition of his (dual) Chern classes of
a constructible function and the well known by now relation to the theory of
characteristic cycles (cf. [15, 20, 26, 31]). Then the main characters of this story
can be best visualized in the commutative diagram

F (Y )
Ěu←−−−−
∼

Z∗(Y )
čMa
∗−−−−→ H∗(Y )∥∥∥ cn

yo ∥∥∥
F (Y )

CC−−−−→
∼

L(Y,M)
c(T∗M |Y )∩s∗−−−−−−−−−→ H∗(Y ).

(3.1)

Here F (Y ) and Z∗(Y ) are the groups of constructible functions and cycles in
the corresponding complex analytic or algebraic context (where we allow locally
finite sums in the analytic context). Similarly H∗(Y ) denotes the Borel-Moore
homology group in even degrees HBM

2∗ (Y,Z) or in the algebraic context the Chow
group CH∗(Y ).

The transformation Ěu associates to a closed irreducible subset Z of Y the
constructible function given by the dual Euler obstruction

ĚuZ := (−1)dim(Z) · EuZ

of Z, and is linearly extended to cycles. Then Ěu is an isomorphism of groups,
since EuZ |Zreg is constant of value 1. The transformation čMa

∗ is similarly defined
by associating to an irreducible Z the total dual Chern-Mather class čMa

∗ (Z) of
Z viewed in H∗(Y ). One has the following description of the dual Chern-Mather
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class of Z in terms of the Segre class of the conormal space T ∗ZN := T ∗Zreg
N of Z

in N , which is a conic Lagrangian subspace in T ∗N |X:

čMa
∗ (Z) = c(T ∗N |Z) ∩ s∗(T ∗ZN) (3.2)

after, e.g., [26, Lemme (1.2.1)] or [20, Lemma 1]. The Segre class is defined by
(compare [13, Sec.4.1]):

s∗(T
∗
ZN) := π̂∗(c(O(−1))−1 ∩ [P(T ∗ZN ⊕ 1)])

=
∑
i≥0

π∗(c
1(O(1))i ∩ [P(T ∗ZN ⊕ 1)]). (3.3)

Here O(−1) denotes the tautological line subbundle on the projective com-
pletion π̂ : P(T ∗N |Z ⊕ 1)→ Z with O(1) as its dual. Note that we work with the
projective completion to loose no information contained in the zero section.

Example 3.1. Let Z be a closed complex submanifold of N , and consider the
Lagrangian cycle [T ∗ZN ]. Then s∗([T

∗
ZN ]) = (c(T ∗ZN))−1 ∩ [Z] and

c(T ∗N |Z) ∩ s∗([T ∗ZN ]) = c(T ∗N |Z) ∩ (c(T ∗ZN))−1 ∩ [Z] = c(T ∗Z) ∩ [Z].

Here we use the Whitney formula for the total Chern class c and the exact sequence
of vector bundles:

0→ T ∗ZN → T ∗N |Z → T ∗Z → 0.

By definition, L(Y,N) is the group of all cycles generated by the conormal
spaces T ∗ZN for Z ⊂ Y closed and irreducible. The vertical map cn in diagram (3.1)
is the correspondence Z 7→ T ∗ZN . Then (3.2) obviously implies the commutativity
of the right square in (3.1).

The dual MacPherson Chern class transformation is defined by

č∗ := čMa
∗ ◦ Ěu−1 : F (Y )→ H∗(Y ). (3.4)

This agrees up to a sign with MacPherson’s original definition [23] of his Chern
class transformation c∗, namely

či(α) = (−1)i · ci(α) ∈ Hi(Y ) . (3.5)

The commutativity of the left square in (3.1) follows either by definition, if
the characteristic cycle map CC is defined (as done in [20, 26]) by

CC(ĚuZ) = [T ∗ZN ] (3.6)

for Z ⊂ Y a closed irreducible subspace. Working in the complex algebraic or
analytic context in the classical topology, one can also take another more refined
definition based on stratified Morse theory for constructible functions (as done in
[31, 33] and [29][Sec. 5.0.3]):

CC(α) :=
∑
S

(−1)dim(S) · χ((NMD(S), α)) ·
[
T ∗S̄N

]
(3.7)

for α ∈ F (Y ) constructible with respect to a given Whitney b-regular stratification
of Y with connected strata S. Here χ((NMD(S), α)) is the Euler characteristic of



Chern Classes and Transversality for Singular Spaces 223

a suitable normal Morse datum NMD(S) of Y weighted by α, which only depends
on the stratum S (but the details are not needed in this paper). Then the equality
(3.6) follows from [29][(6.35), p. 293 and p. 323–324].

Let us consider a morphism of manifolds f : M → N as in the diagram
(2.10), with X := f−1(Y ) and the same notations as in (2.10), e.g., with the
induced map f ′ : f∗(T ∗N |Y ) → T ∗N |Y . Then we get a similar diagram for the
projective completions:

P(T ∗M |X ⊕ 1)
t̂←−−−− U ⊂ P(f∗(T ∗N |Y )⊕ 1)

f̂−−−−→ P(T ∗N |Y ⊕ 1)yπ̂X

yπ̂ yπ̂Y

X X
f−−−−→ Y.

(3.8)

The right square is cartesian, but the map t̂ is only defined on the complement
U of P(Ker(t)⊕ {0}). For the application to Segre-classes it is important to note,
that

t̂∗(OX(1)) ' (f̂∗(OY (1)))|U . (3.9)

One has the following characterization (compare with [29][Lem. 4.3.1] for a coun-
terpart in the real algebraic resp. analytic context):

Lemma 3.2. Let C ⊂ T ∗N |Y be a closed conic complex algebraic resp. analytic
subset. Then the following conditions are equivalent:

1. f : M → N is non-characteristic for C, i.e., f ′−1(C) ∩ Ker(t) is contained
in the zero section f∗(T ∗NN |Y ) of the vector bundle f∗(T ∗N |Y ).

2. The map t : f ′−1(C) → T ∗M is proper and therefore finite (since its fibers
are subspaces of an affine vector space).

Proof. Note that (2) ⇒ (1) is obvious, since C is conic. So lets discuss the other
implication. Looking at the projective completions, one gets a commutative dia-
gram

T ∗M |X t←−−−− f ′−1(C)
f ′−−−−→ Cy y y

P(T ∗M |X ⊕ 1)
t̂←−−−− f̂−1(Ĉ)

f̂−−−−→ Ĉyπ̂X

yπ̂ yπ̂Y

X X
f−−−−→ Y.

(3.10)

The upper vertical maps are the natural inclusions, and all squares except the lower

left square are cartesian. Note that t̂ is defined on f̂−1(Ĉ), since f̂−1(Ĉ) ⊂ U by

the assumption (1). Then t̂|f̂−1(Ĉ) is proper, since π̂X ◦ t̂ = π̂ and π̂, π̂X are
proper. But then t|f ′−1(C) is proper by base change. �
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So if f : M → N is non-characterstic with respect to the closed conic complex
algebraic resp. analytic subset C ⊂ T ∗N |Y , we can define for the closed conic
complex algebraic resp. analytic subset C ′ := t(f ′−1(C)) ⊂ T ∗M |X the induced
group homomorphism

t∗ ◦ f ′! : H∗(C)→ H∗(C
′) . (3.11)

Here we use the map f ′ : T ∗N → f∗T ∗N of ambient complex (algebraic) manifolds
for the refined Gysin map f ′! : H∗(C) → H∗(f

−1(C)). Note that t∗ is degree
preserving, whereas

f ′! : Hi(C)→ Hi+m−n(f−1(C)) ,

with n = dim(N),m = dim(M) and m− n = dim(f∗T ∗N)− dim(T ∗N). Assume
that C resp. C ′ are pure d- resp. d′-dimensional, with d′ := d + m − n (as will
be the case for C Lagrangian with d = n and d′ = m). Then we get an induced
pullback map of cycles:

t∗ ◦ f ′! : Zd(C) ' Hd(C)→ Hd′(C
′) ' Zd′(C ′)

behaving nicely with respect to Segre classes:

f !(s∗([C])) = s∗(t∗f
′![C]) ∈ H∗(X) . (3.12)

In fact, one has the following sequence of equalities (with the maps of pro-
jective completions as in (3.8)):

f !s∗([C]) =
∑
i≥0

f !
(
π̂Y ∗(c

1(OY (1))i ∩ [Ĉ])
)

=
∑
i≥0

π̂∗
(
f̂ !(c1(OY (1))i ∩ [Ĉ])

)
=
∑
i≥0

π̂∗
(
c1(f̂∗OY (1))i ∩ (f̂ ![Ĉ])

)
=
∑
i≥0

π̂X∗t̂∗
(
c1(t̂∗OX(1))i ∩ (f̂ ![Ĉ])

)
=
∑
i≥0

π̂X∗
(
c1(OX(1))i ∩ (t̂∗f̂

![Ĉ])
)

= s∗(t∗f
![C]) .

Here we are using:

1. the base change isomorphism f !π̂Y ∗ = π̂∗f̂
!,

2. the compability f̂ !(c1(·) ∩ (·)) = c1(f̂∗(·)) ∩ f̂ !(·),
3. the isomorphism (3.9) together with π̂∗ = π̂X∗t̂∗ by the functoriality of push-

down,
4. the projection formula t̂∗(c

1(t̂∗·) ∩ (·)) = c1(·) ∩ t̂∗(·).
The non-characteristic pullback map (3.11) is also functorial in f . Let g : V →

M be another morphism of complex (algebraic) manifolds, with Z := g−1(X) =
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(f ◦ g)−1(Y ). Consider the cartesian diagram

g∗f∗T ∗N
g′′−−−−→ f∗T ∗N

f ′−−−−→ T ∗N

t′f

y ytf
g∗T ∗M −−−−→

g′
T ∗M

tg

y
T ∗V ,

(3.13)

with

f ′ ◦ g′′ = (f ◦ g)′ : g∗f∗T ∗N = (f ◦ g)∗T ∗N → T ∗N

and

tg ◦ t′f = tf◦g : g∗f∗T ∗N = (f ◦ g)∗T ∗N → T ∗V .

Using Lemma 3.2, one easily gets that f ◦g is non-characteristic with respect
to the closed conic complex algebraic resp. analytic subset C ⊂ T ∗N |Y , if and
only if f is non-characteristic with respect to C and g is non-characteristic with
respect to C ′ := t(f ′−1(C)) ⊂ T ∗M |X. Moreover, in this case one gets

(tg∗g
′!) ◦ (tf∗f

′!) = tg∗t
′
f∗g
′′!f ′! = tf◦g∗(f ◦ g)! : H∗(C)→ H∗(C

′′) , (3.14)

with C ′′ := tg(g
′−1(C ′)) = tf◦g(f ◦ g)′−1(C) ⊂ T ∗V |Z. Here we are using the

functorialities tg∗t
′
f∗ = tf◦g∗ and g′′!f ′! = (f ◦ g)′! together with the base change

isomorphism g′!tf∗ = t′f∗g
′′!.

Now we can come to the main result of this chapter.

Theorem 3.3. Let f : M → N be a morphism of complex (algebraic) manifolds of
(complex) dimensions m = dim(M), n = dim(N), and Y ⊂ N be a closed subspace,
with X := f−1(Y ) ⊂ M . Assume that f is non-characteristic with respect to
the support C := supp(CC(γ)) ⊂ T ∗N |Y of the characteristic cycle CC(γ) of a
constructible function γ ∈ F (Y ). Then C ′ := tf (f ′−1(C)) is pure m-dimensional,
with

tf∗f
′!(CC(γ)) = (−1)m−n · CC(f∗(γ)) . (3.15)

In particular, the left hand side is a Lagrangian cycle in T ∗M |X.

So by (3.2), (3.4) and (3.12) we get

f !(c(T ∗N)−1 ∩ č∗(γ)) = f !s∗(CC(γ))

= (−1)m−n · s∗(CC(f∗(γ)))

= (−1)m−n · c(T ∗M)−1 ∩ č∗(f∗(γ)) .

(3.16)

And this is just a reformulation of our main Theorem 2.5 in terms of the dual
Chern MacPherson class, since ci(V ∗) = (−1)i · ci(V ) for a complex vector bundle
V . Recall that also či(γ) = (−1)i · ci(γ). Finally the sign (−1)m−n is disapearing
in Theorem 2.5, since tf∗f

′! : Hi(C)→ Hi+m−n(C ′).
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Remark 3.4. Theorem 3.3 is similar to the result of [19][Prop.9.4.3] for con-
structible sheaf complexes in the context of real geometry, but formulated under
the stronger assumption of the non-characteristic property with respect to the
micro-support instead of the support of the characteristic cycles. Moreover, if one
applies [19][Prop.9.4.3] to our complex analytic (or algebraic) context, then also
the sign (−1)m−n is not appearing, because a different orientation convention is
used for the ambient manifolds T ∗N,T ∗M (needed for the definition of the Gysin
map f ′!. Compare [29][Rem.5.0.3]).

Let us now discuss the proof of Theorem 3.3. By using the graph embedding
and the functoriality (3.14) of the non-characteristic pullback, one can consider
separately the case of a submersion f : M → N of complex (algebraic) manifolds,
and that of a closed embedding i : M → N . Moreover it can be (étale) locally
checked on X ⊂M . So for the case of a submersion we can assume f : M×N → N
is a projection of complex manifolds. Then the claim follows from

tf∗f
′−1([T ∗ZN ]) = [T ∗MM ]× [T ∗ZN ]

and the mutiplicativity of the Euler obstruction

EuM×Z = EuM × EuZ = 1M × EuZ = f∗(EuZ)

for Z ⊂ Y a closed irreducible subspace. Then

CC(EuZ) = (−1)dim(Z) · [T ∗ZN ]

and

CC(EuM×Z) = (−1)dim(Z)+dim(M) · [T ∗MM ]× [T ∗ZN ] .

This also explains the sign (−1)dim(M) appearing, with dim(M) the fiber dimension
of the projection f : M×N → N . Here the multiplicativity of the Euler obstruction
is also equivalent to the multiplicativity of the characteristic cycle map CC. If
one uses the refined Morse theoretical definition (3.7), then this multiplicativity
follows from [29][(5.6) and (5.24)], and the sign (−1)dim(M) comes from the use of
(−1)dim(S) in the definition (3.7).

The local study of a closed embedding i : M → N can be reduced by induc-
tion (and the functoriality (3.14) of the non-characteristic pullback) to the case
i : M = {f = 0} ↪→ N of the inclusion of a smooth hypersurface, with f : N → C
a submersion. Assume i is non-characteristic for T ∗ZN , with Z ⊂ Y ⊂ N a closed
irreducible subspace. This just means df(M) ∩ T ∗ZN = ∅. By shrinking N , we
can also assume df(N) ∩ T ∗ZN = ∅. Then f : Zreg → C is also a submersion, in
particular Z 6⊂ M = {f = 0}. Consider the exact sequence of vector bundles on
N :

0→< df >= Ker(p)→ T ∗N → T ∗f → 0 ,

with the projection p : T ∗N → T ∗f dual to the inclusion Tf → TN of the subvector

bundle of tangents to the fibers of f . Then T ∗ZN ∩Ker(p) is contained in the zero-
section T ∗NN of T ∗N . Therefore p : T ∗Z → T ∗f is proper and finite (as in the proof
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of Lemma 3.2), with

p(T ∗ZN) = T ∗Zf := T ∗Zreg
f

the relative conormal space of f |Z (i.e., the closure of the fiberwise conormal
bundle of f : Zreg ⊂ N → C). In particular, T ∗Zf is irreducible of dimension
n = dim(N) = dim(T ∗ZN). Moreover p|T ∗Zreg

N is also injective so that

p∗([T
∗
ZN ]) = [T ∗Zf ] .

Consider the cartesian diagram

i∗T ∗N
i′−−−−→ T ∗N

t

y yp
T ∗M −−−−→

k
T ∗f ,

(3.17)

witk k : T ∗M = T ∗f |M → T ∗f the inclusion of the fiber over {f = 0} = M . Then

t(i′−1(T ∗ZN)) = k−1(p(T ∗ZN)) ⊂ T ∗M

is of pure dimension n− 1 = dim(M). Moreover, by base change we get

t∗(i
′!(CC(ĚuZ)]) = t∗(i

′!([T ∗ZN ]))

= k!(p∗([T
∗
ZN ]))

= k!([T ∗Zf ]) .

(3.18)

And by [26][Thm.4.3] one has

k!([T ∗Zf ]) = CC(−ψf (ĚuZ)) , (3.19)

with ψf : F (Y ) → F (X) the nearby cycles for constructible functions, which
are calculated as weighted Euler characteristics of local Milnor fibers (compare
[31][2.4.7]). Then the sign in (3.19) is again due to the use of (−1)dim(S) in the
definition (3.7), because this local Milnor fiber is transversal to the strata S of an
adapted Whitney stratification, cutting down the complex dimension by one.

Finally we only have to show ψf (ĚuZ) = i∗(ĚuZ). But the difference is just
the vanishing cycles (see [31][2.4.8]):

φf (ĚuZ) := ψf (ĚuZ)− i∗(ĚuZ) ,

with φf (ĚuZ)(x) = 0 for all x ∈ X by [6][Thm.3.1]. Or one can use here [30][(15)]
as an application of the micro-local intersection formula (see [30][(13),(14)]):

−φf (ĚuZ)(x) = ]dfx(df(N) ∩ CC(ĚuZ)) , (3.20)

since CC(ĚuZ) = [T ∗ZN ] and df(N)∩T ∗ZN = ∅ by the non-characteristic assump-
tion.

Let us finish this paper with another nice application of Theorem 3.3.
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Corollary 3.5. Let M a complex (algebraic) manifold of dimension m = dim(M),
with α, β ∈ F (M) given constructible functions. Assume that the diagonal embed-
ding d : M →M ×M is non-characteristic with respect to supp(CC(α×β)) (e.g.,
α, β ∈ F (M) are splayed or stratified transversal), with supp(α · β) compact.

Then also supp(CC(α) ∩ CC(β)) ⊂ T ∗M is compact, with

χ(M ;α · β) = (−1)m · deg(CC(α) ∩ CC(β)) . (3.21)

Proof. Consider the cartesian diagram

T ∗M
(id,a)−−−−→ T ∗M ×M T ∗M

d′−−−−→ T ∗(M ×M)

πM

y yt
M −−−−→

s
T ∗M ,

(3.22)

with s : M → T ∗M the zero-section and a : T ∗M → T ∗M the antipodal map.
Then one gets by the global index formula for characteristic cycles (see, e.g.,
[30][Cor. 0.1], which also covers the corresponding context in real geometry):

χ(M ;α · β) = k∗s
!(CC(α · β)) ,

with k : M → pt a constant map. Here in our complex geometric context, this is
also a very special case of the functoriality of the (dual) Chern MacPherson class
with respect to the constant proper map k : supp(α · β)→ pt, since

s!(CC(α · β)) = č0(α · β) = c0(α · β) ∈ H0(supp(α · β)) . (3.23)

And this equality follows from [13][Example 4.1.8]:

{c(T ∗M) ∩ s∗(CC(α · β))}0 ,

with {−}0 the degree zero part, calculates for the m-dimensional conic cycle
CC(α · β) in the vector bundle T ∗M of rank m the intersection with the zero-
section. But by the commutative diagram (3.1) we know that

c(T ∗M) ∩ s∗(CC(α · β)) = č∗(α · β) .

By Theorem 3.3 and the multiplicativity of the characteristic cycle map CC
we also have

CC(α · β) = (−1)m · t∗d′!(CC(α)× CC(β)) .

And by the non-characteristic (or splayedness) assumption,

t : d′−1(supp(CC(α)× CC(β)))→ T ∗M

is proper. But then by base change, also πM as a map

(id, a)−1d′−1(supp(CC(α)× CC(β))) = supp(CC(α) ∩ a∗CC(β))→M

is proper, with image contained in the compact subset supp(α ·β) ⊂M . Note that
a! = a∗ : H∗(T

∗M) → H∗(T
∗M), since a2 = id : T ∗M → T ∗M . Finally by the
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base change s!t∗ = πM∗(id, a)! one gets

χ(M ;α · β) = (−1)m · k∗πM∗(CC(α) ∩ a∗(CC(β))

= (−1)m · deg(CC(α) ∩ a∗CC(β)) .

And in our complex context we also have a∗CC(β) = CC(β). �

Remark 3.6. In [18] a counterpart of Corollary 3.5 in the context of real geometry
is discussed under a “stratified tranversality” assumption. See also [27][(1.4), Part
II] for a far reaching generalization to elliptic pairs. Note that both references use
a different orientation convention, so that the sign (−1)m in (3.21) disappears.
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