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Preface

Computer networks today have a significant impact on our life. In our technological
civilization it is impossible to run without networks, and this applies to professional
activities as well as private ones. Computer networks are the part of computer science
whose development not only affects the other existing branches of technical science but
also contributes to the development of completely new areas. Thus, the domain of
computer networks has become one of the most important fields of research.

Computer networks as well as the entire field computer science are the subject of
constant changes caused by the general development of technologies and by the need
for innovation in their applications. This results in a very creative and interdisciplinary
interaction between computer science technologies and other technical activities, and
directly leads to perfect solutions. New methods, together with tools for designing and
modeling computer networks, are regularly extended. Above all, the essential issue is
that the scope of computer network applications is increased thanks to the results of
new research and to new application proposals appearing regularly. Such solutions
were not even taken into consideration in the past decades. Whereas recent applications
stimulate the progress of scientific research, the extensive use of new solutions leads to
numerous problems, both practical and theoretical.

23rd International Science Conference Computer Networks

This book collates the research work of scientists from numerous notable research
centers. The chapters refer to the wide spectrum of important issues regarding the
computer networks and communication domain. It is a collection of topics presented at
the 23rd edition of the International Conference on Computer Networks. The confer-
ence was held in Brunów Palace, located in Brunów – a small village near Lwówek
Śląski, Poland, during June 14–17, 2016. The conference, organized annually since
1994 by the Institute of Informatics of Silesian University of Technology together with
the Institute of Theoretical and Applied Informatics in Gliwice, is the oldest event of its
kind in Poland. The current edition was the 23rd such event, and the international status
of the conference was attained eight years ago, with the ninth international edition
taking place in 2016. Just like previous events in the series, the conference took place
under the auspices of the Polish section of IEEE (technical co-sponsor). Moreover, the



conference partner was iNEER (International Network for Engineering Education and
Research).

In 2016 the total number of submitted conference papers was 72. The presented
papers were accepted after careful reviews made by at least three independent
reviewers in a double-blind way. The acceptance level was 50 %, and thus the pro-
ceedings contain 36 papers, including 32 full papers and four short ones. The chapters
are organized thematically into several areas within the following tracks:

– Computer Networks
This group of papers is the largest one. General issues of networks architecture,
analyzing, modeling, and programming are covered. Moreover, topics on wireless
systems and wireless sensor networks, security concerns, Internet technologies,
SDN, WSN, CPN, and industrial networks modeling and analysis, among others,
are included.

– Teleinformatics and Communications
This section contains topics on load balancing in LTE technology, security of
speaker verification, and analysis of USB 3.1 delays.

– New Technologies
New technologies in computer networks refers to topics on quantum network
protocols, quantum direct communication, and multilevel virtualization in cloud
computing.

– Queueing Theory
The domain of queueing theory is usually one of the most strongly represented areas
at the Computer Network conference. Several papers are included, e.g., a paper on
developing a confidence estimation of the stationary measures in high-performance
multiservers, an article on new a multidimensional Erlang’s ideal grading model
with queues, a contribution on queueing models with a contingent additional server
while considering two-server queueing systems with a finite buffer, a paper on the
usage of Markov chains in modeling the queues inside IP routers, and an article on a
dual tandem queue consisting of two multiserver stations without buffers.

– Innovative Applications
The papers in this section refer to research in the area of innovative applications of
computer networks theory and facilities. There are contributions on innovative
usage of cloud computing systems, frameworks for integration of IT structures and
for various home devices, social network analysis, alleviation of network uncer-
tainty in networked control systems, localization of a radio wave source, and a
method of creating a signal classifier.

Each group includes highly stimulating studies that may interest a wide readership.
In conclusion, on behalf of the Program Committee, we would like to express our

gratitude to all authors for sharing their research results as well for their assistance in
developing this volume, which we believe is a reliable reference in the computer
networks domain.
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We also want to thank the members of the Technical Program Committee for their
participation in the reviewing process.

April 2016 Piotr Gaj
Andrzej Kwiecień
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Computer Networks Architectures
and Protocols



Real-Time Traffic over the Cognitive
Packet Network

Lan Wang(B) and Erol Gelenbe(B)

Intelligent Systems and Networks Group, Department of Electrical and Electronic
Engineering, Imperial College London, London, UK

{lan.wang12,e.gelenbe}@imperial.ac.uk

Abstract. Real-Time services over IP (RTIP) have been increasingly
significant due to the convergence of data networks worldwide around
the IP standard, and the popularisation of the Internet. Real-Time appli-
cations have strict Quality of Service (QoS) constraint, which poses a
major challenge to IP networks. The Cognitive Packet Network (CPN)
has been designed as a QoS-driven protocol that addresses user-oriented
QoS demands by adaptively routing packets based on online sensing and
measurement, and in this paper we design and experimentally evalu-
ate the“Real-Time (RT) over CPN” protocol which uses QoS goals that
match the needs of real-time packet delivery in the presence of other
background traffic under varied traffic conditions. The resulting design
is evaluated via measurements of packet delay, delay variation (jitter)
and packet loss ratio.

Keywords: Cognitive Packet Network · Real-Time over CPN

1 Introduction

Communication services such as telephone, broadband and TV are increasingly
migrating into the IP network with the worldwide deployment and operation
of Next-Generation Networks which consolidate mobile and data networks into
common IP infrastructures [1,2]. Applications such as remote security [3] and the
needs of cyber-physical systems [4] are also pushing the bounds in this direction.
Although the convergence of network services enables the transport of real-time,
video, voice and data traffic over IP networks which were originally designed
to offer best-effort services for non-real-time data traffic, our IP networks are
not well designed to guarantee Quality of Service (QoS) for such diverse com-
munications [5], including real-time (RTIP), voice (VOIP) [6] and web based
search, video and multimedia [7–10]. Real-time constraints [11] could be well
assured in dedicated circuit-switched connections, but are difficult to cover with
IP networks [12].

Furthermore, industrial distributed systems and industrial networks [13–16]
are pushing the curve with respect to real-time communication needs. Real-time
needs for enhanced reality and telepresence [17] are also creating specific needs in
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 3–21, 2016.
DOI: 10.1007/978-3-319-39207-3 1
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on-line QoS management for multimedia systems [18]. Thus in the past decade,
many QoS approaches have been proposed including IntServ &RSVP, DiffServ
and MPLS, which specify a coarse-grained mechanism for providing QoS, but
fully satisfactory results are not yet available in this area and there is space for
further investigation and research [19–21].

Thus this paper investigates the use of the Cognitive Packet Network (CPN)
routing protocol for real-time traffic. CPN is a QoS-driven routing protocol based
on a smart network where users (applications) can declare their desired QoS
requirements, while CPN adaptively routes their traffic by means of online sens-
ing and measurement so as to provide the best possible QoS requested by the
users [22,23], as a means to support and enhance the users’ QoS needs. To
address the needs of real-time traffic, this paper introduces a variant of CPN
with a “goal” function that addresses real-time needs with regard to “Jitter”
according to RFC3393 [24], and implements new functions in CPN to support
multiple QoS classes for multiple traffic flows [25]. Furthermore, since adaptive
routing takes place when CPN is used in order to meet some of the requirements
of this QoS goal, path switching can occur and we evaluate the correlation of
end-to-end packet loss with path switching and with the delay that occurs at the
end-user’s re-sequencing buffer that is needed to insure that packets are received
in time-stamp order. The main experimental result of this paper is that using
Jitter Minimisation as the QoS goal for routing all of the traffic flows in the
network, we can minimize jitter but also minimize delay and loss for real-time
traffic. However we also see that adaptive schemes that switch paths to minimize
delay, loss or jitter, may also cause buffer overflow and hence losses in the out-
put re-sequencing buffers that deliver packets in time-stamp order for real-time
traffic.

1.1 The Cognitive Packet Network Protocol

In CPN, QoS requirements specified by users, such as Delay, Loss, Energy Con-
sumption, or a combination of the above, are incorporated in the “goal” function
which is used for the CPN routing algorithm. Three types of packets are used by
CPN: smart packets (SPs), dumb packets (DPs) and acknowledgments (ACKs).
SPs explore the route for DPs and collect measurements; DPs carry payload and
also conduct measurements; ACKs bring back the information that has been
discovered by the SPs and DPs including route information and measurement
results. SPs discover the route using random neural network (RNN)-based rein-
forcement learning (RL) [26,27] which resides in each node. Each RNN in a node
corresponds to a QoS class and destination pair and each neuron of a RNN rep-
resents the choice to forward a given packet over a specific outgoing link from
the node. The arrival of an SP for a specific QoS class at a node triggers the
execution of the RNN-based algorithm.

During this process, the weights of the corresponding RNN are updated by
Reinforcement Learning (RL) using QoS goal-based measurements that are col-
lected by SPs and brought back by ACKs and stored in a mailbox at the node.
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Following that, the output link corresponding to the most excited neuron is cho-
sen as the routing decision. More detail on CPN routing is available in [22]. The
paths explored by the SPs for the desired QoS goal are brought back to the
source node by an ACK packet and stored in a list of possible paths. Among
these, DPs will select one which is recent and has the best QoS goal; as DPs
are sent forward, they will also create returning ACKs which can be used to
update the performance (e.g. end-to-end delay or jitter) that is needed by the
application or user that is forwarding the packets.

1.2 CPN for Real-Time Traffic

Previous research has suggested the ability of CPN to provide improved QoS
for real-time traffic compared with the conventional Internet protocol such as
OSPF [28]. This paper presents an experimental study specifically for Real-Time
service over CPN, the principal building block of which is shown in Fig. 1.

Fig. 1. RTIP system structure [29]

In Real-Time services that are important in a variety of applications, includ-
ing industrial control, media transmission and real-time, the traffic sent from
a source must not only arrive with a small delay, but it must also arrive with
small variance not to disrupt the needs of the control application or the media
receiver. However, very importantly, the end receiver must receive the sender’s
packets in the order in which they are sent.

Indeed in most control applications the order in which the control messages
are received has great importance for industrial control [30,31]. Similarly, any
measurements that are sent to a controller from different parts of a distributed
system, have to be received in time-stamp sending order. This is similar for
media where video must arrive in the order that was prescribed by the sender,
and for real-time conversations where the meaning of a conversation cannot be
preserved if the packets arrive in some other than time-stamp order. Note that
for data packets in file transfers, this aspect is of no great importance since
the packets can be reassembled in a receiving file system. Because of the human
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delays at the terminal, email also does not have such stringent constraints on the
order of packet arrival. Thus, at the sender which resides in a RTIP application
installed at a CPN node, the original analog measurement signals are sampled
with a fixed frequency, which is commonly 8000 Hz if real-time standards are
being used, and then each sample is encoded by using different standards (e.g.
G.711, G.729, G.729a, G.723.1, G.726, G.722, G.728, for audio) which differ in
the compression algorithms and the resulting bitstream bandwidth. The encoded
bitstream is packetised into IP packets by adding RTP header, UDP header, and
IP header.

These packets can then be transmitted across the IP network employing the
CPN protocol, where IP-CPN conversion is performed at the source node by
encapsulating IP packets into CPN packets which are routed based on their QoS
requirements. Due to the shared nature of the IP network, real-time traffic may
undergo transmission impairments including delay, jitter, packet de-sequencing
and packet loss. CPN can alleviate these impairments by smartly selecting the
path that provides the best possible QoS required by the user (or an applica-
tion) [32] and thus the packets in a real-time traffic flow may traverse the CPN
network successively along several different paths. At the receiver, packets are
queued in a buffer called the re-sequencing buffer. The purpose of the buffer is to
reorder packets and buffer them to reduce jitter. Packets that arrive later than
the maximum time allowed for the real-time signal recovery, or those that pro-
voke buffer overflow, are discarded, contributing to the end-to-end packet loss.
To achieve better speech quality, several packet loss concealment techniques are
applied before the recovery of the original real-time signals.

To provide a satisfactory level of QoS we have developed a “goal” func-
tion which aims at “Jitter” according to its definition in the real-time pro-
tocol RFC3393. We implemented new functions for CPN to support multiple
QoS classes for multiple traffic flows, whereby different traffic flows (users) can
declare their desired QoS goals before initiating a communication session at the
same source node and then each flow is routed based on its own QoS criteria.
Then, experiments were conducted to examine which QoS goal is better for RT
packet delivery in a multiple traffic environment under varied traffic conditions
via measurements of delay, delay variation (jitter) and loss.

Furthermore, we also consider packet end-to-end loss which consists of loss
occurring within the network, plus the packet discards happening inside the
RTIP receiver which are affected by path switching induced by the adaptive
nature of CPN. The correlation of packet end-to-end loss and path switching
were carefully studied by an off-line analysis of packet traces from the CPN
testbed network, together with a discrete event simulation of the behaviour of
the re-sequencing buffer that resides in the RTIP receiver.

The main results of this paper are based on the measurements we conduct on
the use of CPN to support RTIP. In particular, our work results in interesting
insights which are counterintuitive:

– Our measurements compare the use of Delay and Jitter Minimisation as
a means to offer QoS to RTIP connections. These measurements clearly show
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that using Jitter Minimisation as the QoS goal for routing all of the traffic
flows in the network, namely the real-time traffic and the background (other)
traffic, will not only minimise jitter but also delay and loss for real-time traffic.

– Furthermore we see that packet loss in the network is clearly correlated with
path switching that is induced by the adaptive scheme that is inherent to CPN.
However we also see that when path switching does not occur sufficiently often,
peaks in packet loss can occur because all the traffic including the background
non-RTIP traffic, will head for paths which are viewed to be good, resulting
in unwanted congestion and hence loss, which in turn can only be mitigated
by switching to less loaded paths and parts of the network.

– Finally, packet loss that can be provoked by path switching and congestion in
a network, also results in further buffer overflows and hence further losses in
the output re-sequencing buffers of the RTIP codecs which comes on top of
the losses in the earlier stages of the network.

2 Real-Time Traffic over CPN for Multiple QoS Classes

As real-time needs are sensitive to the time-based QoS metrics “delay” on the one
hand, and “delay variation” on the other, our experiments will consider both of
these QoS classes. In fact we will allow the foreground or primary traffic class to
have one or the other of these two QoS objectives, and similarly the background
traffic will have one or the other of them as well. Thus our experiments on the
CPN test-bed were conducted with real-time traffic and one of the two QoS
requirements between arbitrary source-destination pair within the CPN testbed
network, in the simultaneous presence of several background traffic flows with
the same or the other QoS goal. The measurements we conducted were then
used to see which of the QoS goals in effect provided better QoS for the real-
time traffic and under which conditions of background traffic this was actually
happening. Thus this section presents the implementation of the goal function
for the QoS criterion of “Jitter”, as well as the implementation of CPN that
supports multiple QoS classes for multiple traffic flows simultaneously. We note
that in previous experiments reported with CPN, all flows used the same QoS
goal so that this change has required some significant modifications to the CPN
software that is installed at each node.

2.1 Real-Time Packets over CPN with QoS Class Jitter

In RFC3393 and RFC5481, “Packet Delay Variation” is used to refer to
“Jitter”. One of the specific formulations of delay variation implemented in the
industry is called Instantaneous packet delay variation (IPDV ) which refers to
the difference in packet delay between successive packets, where the reference
is the previous packet in the stream’s sending sequence so that the reference
changes for each packet in the stream.

The measurement of IPDV for packets consecutively numbered i = 1, 2, 3, . . .
is as follows. If Si denotes the departure time of the i-th packet from the source
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node, and Ri denotes the arrival time of the i-th packet at the destination node,
then the one-way delay of the i-th packet Di = Ri − Si, and IPDV is

IPDVi = |Di − Di−1| = |(Ri − Si) − (Ri−1 − Si−1)| . (1)

To fulfill the QoS goal of minimising jitter, online measurement collects the
jitter experienced by each DP. Since in CPN each DP carries the time stamp of
its arrival instant at each node along its path, so when a DP say DPi arrives at
the destination, an ACK is generated with the arrival time-stamp provided by
the DP, and as ACKi heads back along the inverse path of the DP, and at each
node the forward delay Delayi is estimated from this node to the destination by
taking the difference between the current arrival time at the node and the time
at which the DPi reached the same node [32], divided by two. This quantity is
deposited in the mailbox at the node. The instantaneous packet delay variation
is computed as the difference between the value of Delayi and Delayi−1 of the
previous packet in the same traffic flow as in (1), and jitter is approximated by
the smoothed exponential average of IPDV with factor a smoothing factor 0.5:

Ji =
Ji−1

2
+

Ji

2
. (2)

Then, the corresponding value of jitter in the node’s mailbox is also updated.
When a subsequent SP for the QoS class of Jitter and the same destination
enters the node, it uses data from the mailbox to compute the reward Rewardi
and then trigger the execution of the RNN which corresponds to the QoS class
of Jitter and the destination to decide the outgoing link [32].

Rewardi =
1

Ji + ε
(3)

where ε is used to ensure the denominator is non-zero.

2.2 Implementation of CPN Supporting Multiple QoS Classes

We enable CPN to support multiple QoS classes simultaneously, for multiple
flows that originate at any node and each flow is routed based on its specific
QoS criteria, we use the following components:

– The Traffic Differentiation can rely on source MAC (or IP), destination MAC
(or IP) and the TCP/UDP port of the applications. For instance, the RTIP
application “Linphone” has its dedicated SIP port (5060) and audio port
(7080), which resides in the fields of the UDP header so that real-time traffic
can be differentiated.

– The QoS Class Assignment can be defined according to the QoS requirements
of different users or applications, and is stored in a configuration file which is
loaded into the memory while CPN is being initiated.
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– We can then treat each traffic flow according to its QoS requirement using
multiple RNNs at each node, where each RNN corresponds to a QoS class and
a source-destination pair. For instance, a real-time traffic flow with a specified
QoS class (eg. forwarding delay or jitter) traveling across CPN corresponds
to an RNN at each node along its selected path. ACKs coming back from the
DPs of the real-time flow are used to collect the measurements of the specific
QoS metric of the real-time flow itself and deposit the measurement results
in the corresponding mailbox at each node on their way back to the source.
SPs decide the outgoing link at each node they arrive by selecting the most
excited neuron in the RNN based on the measurement result in the mailbox.

3 Measurement Methodology for Real-Time Packet Path
Switching, Reordering and End-to-End Loss

CPN adaptively selects the path that provides best possible QoS requested for
traffic transmission, leading to possible path switches so that traffic may suffer
packet de-sequencing and loss. Various techniques for mitigating this effect have
been demonstrated, such as the use of a switching probability that avoids simul-
taneous conflicting path switches among distinct flows that share some common
routers, or the use of a minimum “improvement threshold” so that path switches
occur only if the expected improvement in QoS is sufficiently large [28]. Accord-
ingly, we are interested in examining the correlation between undesirable effects
such as packet de-sequencing and end-to-end loss, and path switching. In the
following sections, we described methods to carry out measurements and statis-
tics for the three metrics. The measurements based on the off-line analysis of
packet data which were captured by running “TCPDUMP” at the source and
destination node so as to obtain the most detailed information of each packet.

3.1 Packet Path Switching

For a given flow, the path traversed by packets may change from time to time
so as to satisfy the specific QoS requirement. This routing information provided
by the corresponding SP is encapsulated into the cognitive map field of the DP
while as it originates from the source node. Thus, the path used by each DP
can be detected by extracting its routing information field after being captured
at the source node. The metric we are interested in is the path switching ratio,
which is defined as:

Ratiopath =
Qpath

N
(4)

where Qpath is the number of path switches in a given flow during the time
interval being considered, and N is the total number of packets forwarded in
that time interval. We can also define the path switching rate as:

Ratepath =
Qpath

T
(5)

where T is the length of the time interval.
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3.2 Packet Reordering

Packet reordering or re-sequencing is an important metric for real-time because
packets have to be forwarded to the end user sequentially at the receiver in the
same order that they have been sent, and those that arrive later than the required
maximum will have to be discarded. When packets travel over multiple paths,
packets sent later may actually arrive at the receiver before their predecessors,
so that to obtain a fully correct playback, packets have to be stored until all
their predecessors have arrived. However the reordering buffer at the receiver is
necessarily of finite length, so that packets arriving to a buffer that is full will be
discarded, and packets will have to be forwarded after a given time-out even when
their predecessors have not arrived in order to avoid excessive time gaps with
their predecessors that have already been played back. Packet reordering is done
according to the recommendation from [20], which is based on the monotonic
ordering of sequence numbers. Specifically, we add a 4-byte field in the CPN
header to store the unique sequence identifier which is incremented by 1 each time
a new packet is sent into a traffic flow. In addition, the sequence number residing
in the Real-Time Protocol (RTP) header can also be used as the identifier, which
is strictly monotonically increasing with increments of “320”. To detect packet
reordering, at the receiver we reproduce the sender’s identifier function. The Next
Expected Identifier is determined by the most recently received in-order packet
plus the increment (denoted by Seqinc) and denoted by NextExp. Thus for CPN
the increment is “1”, while for the RTP sequence number its “320”. If S is the
identifer of the currently arrived packet at the receiver, if S < NextExp, the
packet is reordered and the number of reordered packet Qreordered is incremented
by 1, else the packet is in-order and NextExp is updated to S + Seqinc. For
example, if the packets arrive with the identifiers 1, 2, 5, 3, 4, 6, packet 3 and
packet 4 will be reordered.

To quantify the degree of de-sequencing, we also defined the “Packet Reorder-
ing Ratio/Rate” similar to (4) and (5), and the “Packet Reordering Density”
denoted by Densityr, so that we may differentiate between isolated and bursty
packet reordering as well as to measure the degree of burstiness of packet reorder-
ing, which may affect the packet drop rate of the re-sequencing buffer at the
receiver. Densityr is calculated as:

Densityr+ =
{

Cout2r for bursty packet reordering
Coutr for isolated packet reordering (6)

where Coutr is the number of successively reordered packets; it resets to zero
when the in-order packets arrive and is incremented when reordering occurs.

3.3 Packet End-to-End Loss

The recommendation in [19] states that packet loss should be reported “sep-
arately on packets lost in a network, and those that have been received but
then discarded by the jitter buffer” at the receiver for real-time packet delivery,
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because both have an equal effect on the quality of real-time services. The combi-
nation of packet loss and packet discard is usually called packet end-to-end loss.
In this section, we present the approaches we use to study these two metrics.

Here, packet loss will only refer to the packets lost in the network, as detected
for a packet that is sent out but not received by its destination node. Since
the sending packets are consecutively numbered by monotonically increasing
identifiers at the source while entering CPN Sect. 3.2, for sent packets falling
within the test interval, each packet received at the destination node will be
matched with the combination of packet identifier, the source and destination
IP address. Non-matched sent packets are identified as the lost packets, so that
the timestamp of each lost packet and the number of lost packets are obtained.
The packet loss Ratio/Rate is a commonly-used metric to quantify the degree
of loss as in (4) and (5).

At the receiver in the RTIP application at CPN node, the received pack-
ets are stored in the “jitter buffer” which reorders packets and buffers them to
reduce jitter. Packets that arrive later than the expected time which is required
for the real-time signal recovery, and those that cause buffer overflow, will be
discarded, contributing to the end-to-end loss. To achieve better speech quality,
RTIP applications provide several packet loss concealment approaches to com-
pensate packet loss before real-time playback. Thus, packet discard cannot be
measured inside a RTIP application, and we cannot directly access the run-time
version of the RTIP application. Accordingly, we have had to simulate the oper-
ation of a jitter buffer which employs resequecing so as to study packet discards
and the buffer queue length, and their correlation with packet reordering and
packet loss.

The discrete event simulation approach we use simulates the Arrival Events
which correspond to the arrival of packets at the receiver, the Departure Events
which indicate the departure of packets after being processed by the server, and
the Wait Event. Due to the real-time demand of real-time traffic, the waiting
time of packets that are delayed for re-sequencing in the buffer will have an upper
bound. Each of these events are stored in the Future Event List (FEL) and are
executed in time sequence. The queue used in the simulation consists of a wait-
ing queue LQreordered(t) for packets waiting for re-sequencing, and a processing
queue LQ(t), for packets waiting to be delivered to the end user. The event
scheduling process which is integrated with the Re-sequencing Algorithm is as
follows.

To capture a packet trace, we collect the packets in a real-time stream
received at the CPN destination node during a test interval. The arrival of each
packet corresponds to an arrival event scheduled in the FEL with its arrival time.
It is assumed that the service time of the server follows an exponential distribu-
tion with average value 1 ms. We define WTthreshold as the maximum wait time
for a packet and assign it the value of 200 ms which is substantially larger than
the typical inter-arrival time of real-time packets is 20 ms. As has been men-
tioned in Sect. 3.2, NextExp, a key variable to identify the next expected packet
consistent with the sending sequence for reordering detection, is initialised as
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the identifier of the first received in-order packet and updated by reproducing
the sender’s identifier function.

For each arrival event, If Current Event ID > NextExp, the packet should
be delayed in the waiting queue (increament LQreordered(t) by 1) to wait for the
expected in-order packets. Moreover, if the early arrived packet waits for more
than one packet, the sequence discontinuity size (indicated by ds) is required to
indicate the difference between the identifier of the current arrived packet and
the NextExp. Therefore, the waiting time is calculated as:

tw = ds ∗ WTthreshold . (7)

This produces a wait event which is scheduled to be executed at the time t+ tw,
where t is the arrival time of the current packet. The wait event executes when
the waiting time of the packet in the waiting queue expires. The packet is then
ordered at the head of the queue and the NextExp is assigned the identifier of
this packet and incremented by Seqinc which is a constant equal to the increment
between the identifiers of the two successive packets at the sender. Subsequently,
the checking loop starts in the waiting queue. Each remaining packet in the
waiting queue LQreordered(t) will be checked to find the next expected packet.
If the next expected packet is found, it is ordered and moved in the processing
queue (LQ = LQ + 1) and NextExp is udated as described above again. In
addition, each time the expected packet arrives or is found in the waiting queue,
the waiting time of each waiting packet is reduced by the length of the waiting
threshold tw ← tw−WTthreshold. The checking runs until there none of the next
expected packets are in the waiting queue.

If Current Event ID == NextExp, the packet will be buffered in the
processing queue (LQ ← LQ+1) if the server is busy; otherwise, the packet will
be processed by the server, which produces the departure event with the occur-
rence time at t + ts (ts is the simulated service time of the server). NextExp
is incremented by Seqinc. Subsequently, the same checking loop executes in the
waiting queue as described above to reorder the packets. On the other hand if
Current Event ID < NextExp, the packet will be discarded because it arrives
too late for real-time playback, and we increment Qdiscarded by 1.

During the simulation, we count the number of discarded packets Qdiscarded

due to excessively late arrivals, as well as the time of the occurrence of the
discard. The summation of LQ(t) and LQreordered(t) accounts for the total queue
length in the re-sequencing buffer observed at time t and packet end-to-end loss
is measured. To record the difference between isolated and bursty packet loss,
we have defined the Packet End-to-End Loss Density and measure it similarly
to PacketReorderingDensity.

4 Experimental Results

Our experiments were carried out on a wired test-bed network consisting of
8 nodes with the topology shown in Fig. 2, whereby multiple paths are avail-
able for packet delivery between source-destination pairs. CPN was installed as
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a loadable kernel module [33] running under Linux 2.6.32 at each node. Adjacent
nodes are connected with 100 Mbps Ethernet links. The purpose of experiments
is to examine two issues:

1. Network performance for real-time traffic with respect to the packet delay,
jitter and packet loss, under varied background and obstructing traffic loads
that use different QoS goals in their routing algorithm.

2. The correlation of packet end-to-end loss and path switching.

Note that we use 20 % of SPs in the total traffic and the real-time traffic rate is
at 50 pps.

Fig. 2. CPN network testbed topology used in the experiments

To generate actual real-time traffic, “Linphone”, a RTIP phone, was installed
at each node in the network testbed, whereby real-time traffic can be originated
everywhere within the network. Its SIP port is 5060 and audio port is 0780.
Thus, real-time traffic can be differentiated according to the UDP port number
exclusively used by Linphone. We used three flows of real-time traffic as shown
in Table 1.

Table 1. Real-time Traffic Distribution used in the experiments

Source node Destination node Traffic rate

cpn002 cpn026 50 pps

cpn010 cpn015 50 pps

cpn016 cpn009 50 pps

Due to the constant rate of the real-time traffic produced by “Linphone”,
background traffic flows with a range of data rates and constant packet sizes of
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Table 2. Background Traffic Distribution used in the experiments

Source node Destination node

cpn002 cpn026

cpn010 cpn015

cpn016 cpn009

cpn030 cpn010

cpn014 cpn002

cpn015 cpn016

Table 3. Distinct QoS goal combinations used in our measurements for the real-time
and the background UDP traffic flows

Real-time traffic Background traffic

QoS:Delay QoS:Delay

QoS:Jitter QoS:Delay

QoS:Jitter QoS:Jitter

1024 bytes were introduced into CPN and allowed to travel between any source-
destination pair to provide varied traffic conditions. For the sake of simplicity,
we used six UDP traffic flows as the background traffic, which were distributed
as shown in the Table 2. We repeated each experiment with data rates of 1 Mbps,
2 Mbps, 3.2 Mbps, 6.4 Mbps, 10 Mbps, 15 Mbps, 20 Mbps, 25 Mbps, and 30 Mbps.

Furthermore, CPN routing was implemented both for the real-time and the
background traffic, and we set a distinct QoS goal setting for the real-time traffic
and the background UDP traffic. To this effect, we used three scenarios as shown
in Table 3. Thus in one case we allowed both the real-time and the background
traffic to use Delay Minimisation as their QoS goal, in two other cases we used
Jitter and Delay Minimisation (and vice-versa) for the two types of traffic, and
finally we used Jitter Minimisation for both the real-time and the background
traffic, and we report measurements for each of these cases.

For each test, three flows of real-time packets and six flows of background
packets with a specified rate were originated using one of the three QoS goal
setting scenarios for a duration of ten minutes. The real-time traffic flow from
CPN002 to CPN026 was selected as the object of our measurement, since it had
the greatest number of intermediate nodes between this source and destination
pair in the testbed. The average delay and delay variation, and the packet loss
ratio for this flow were measured so as to examine which QoS goal is better for
real-time packets delivery in the multiple QoS goal environment we considered
under widely varying traffic conditions.

From the results shown in the Fig. 3, we can find the same trend for the
three performance metrics in the three QoS goal setting scenarios under varying
traffic conditions. With low background traffic load, the two different QoS goals
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(Delay and Jitter) that are used for either the real-time or the background
traffic have little effect, as may be expected, since overall delay, jitter and loss
are very low.

We see quite clearly, that using Jitter as the QoS goal for both the real-time
itself and the background traffic (BT) provides the best results for the real-
time traffic at medium to high loads. Surprisingly enough, using Jitter for real-
time and Delay for the background traffic (BT) yields the worst results. While,
quite surprisingly, if Delay is used both for real-time and the background traffic,
then the results in all three metrics (delay, jitter and loss) are not as good as
when Jitter is used for both, but provides an intermediate result.

To explain this results, we have to refer to the definition of Jitter which means
delay variation. Adaptive routing will necessarily cause some path switching, as
well as some resulting end-to-end packet loss, and switching causes significant
delay variation. Thus the QoS requirement of Jitter Minimisation applied to
both real-time and the background traffic is likely to result in the least amount
of path switching, even though at heavy traffic some route oscillations will still
occur and will potentially degrade network performance. Therefore overall, we
see that routing based on the QoS goal of Jitter is effective in alleviating route
oscillations and losses, although the fact that it seems to reduce end-to-end delay
itself (top figure) was definitely an unexpected result of these experiments.

5 Correlation Between Real-Time Packet Path Switching,
Reordering and End-to-End Loss

While the previous result show that Jitter Minimisation is overall useful in the
network to better satisfy the QoS needs of real-time traffic, not just when it is
applied directly to real-time traffic but also when it is used for the background
traffic, we were also interested in better understanding the detailed behaviour of
the real-time traffic during these experiments. Thus we looked more carefully at
the data collected in the experiments of Sect. 4 and measured the real-time traffic
flow between CPN002 and CPN026 during the test interval being considered.

As summarised in Fig. 3, there is negligible packet loss under low traffic
load. As we increase the background traffic rate, Fig. 4 shows us that as the
six background traffic flows reach 20 Mbps, looking at the timestamp at which
packets are send (the x-axis), the path switching rate of real-time traffic is around
10 packets per second. Though most of the time hardly any packets are lost, we
were indeed surprised to observe that in several time intervals there was was
indeed a burst of packet loss. During three time intervals (800–900 s, 900–1000 s,
1300–1400 s), packet loss occurred in bursts while the path switching rates became
very low. This is the contrary of what we would have expected. However we feel
that this does have an intuitive explanation.

The explanation is that when a given path for real-time traffic satisfies the
Jitter Minimisation QoS criterion for a relatively long time, and hence the path
switching rate is close to “0”, this path becomes attractive for background traffic
and then becomes saturated, resulting in bursty packet loss with the loss rate
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Fig. 3. The performance for real-time Traffic under varied background traffic condi-
tions. We show the average delay (top), the delay variation or jitter (middle), and the
packet loss ratio (bottom) for the real-time flow from CPN002 to CPN026 for different
values of the background traffic load.
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Fig. 4. The correlation of Packet Loss and Path Switching under medium traffic con-
ditions: an apparently good path attracts more background traffic (BT), resulting in
spurious bursty performance degradation and packet loss, followed by switching to
better paths thanks to CPN’s ability to adapt

increasing sharply and the loss ratio reaching “1”. However, shortly after that,
CPN reacts as it should to this QoS degradation: the SPs detect the performance
degradation and another path is selected. Subsequently, loss rate decreases to
“0” and the path switching rate increases.

As the rate of the six background traffic flows increased to 30 Mbps respec-
tively, loss occurred more frequently and a large amount of packet de-sequencing
was observed at the destination node. Figure 5 describes the correlation of Packet
End-to-End Loss, Reordering and Path Switching under heavy traffic conditions
in a test run of duration of 700 s.

We can see that packet reordering rate (caused by de-sequencing) varies in
proportion to path switching. This strong linear correlation between the two
metrics is confirmed by regression analysis, showing that packet reordering in
CPN is mainly due to path switching. Furthermore, it was found that packets
were lost more frequently when the loss rates/ratio were not high.

It is not easy to observe the correlation of packet path switching and packet
loss from the figure. By applying regression analysis, we also obtained a very
weak correlation of the two metrics. It is possibly because under heavy traffic
conditions, packet loss is not only due to link saturated, route oscillation induced
by heavy traffic loads also leads to the occurrence of loss. We can found that
the proper path switching rate (or ratio) is beneficial to loss reduction. If path
switching rate is increased excessively, it is converted to route oscillation which
also lead to packet loss.

We have observed that packet discards in the re-sequencing buffer contributes
to packet end-to-end loss for real-time traffic, and heavy traffic load does provoke
packet reordering and loss. To illustrate this, we used the real-time packets
traveling between CPN002 at CPN026 in an experiment where six background
traffic flows were simultaneously forwarded at a rate of 30 Mbps, under the same
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Fig. 5. The correlation of Packet end-to-end Loss, reordering and Path Switching under
heavy traffic conditions: the data that is collected in the experiment, is processed using
regression analysis

conditions as those discussed in the simulation of Sect. 3.3. It was found that the
successive occurrence of bursty packet loss and reordering, are together the main
reason for the significant increase in queue length at the re-sequencing buffer,
causing buffer overflow. Note that packet loss in the network will cause packets
to wait for their predecessors (who do not arrive) in the re-sequencing buffer;
thus paradoxically buffer length increases when packets are lost. The higher
the degree of burstiness of packet reordering and loss, the longer the waiting
queue in the re-sequencing buffer and hence the higher the probability of buffer
overflow.

Thus, the reordering density and loss density defined in Sects. 3.2 and 3.3,
together with the queue length translated into the length of time spent in the
buffer, are shown in Fig. 6. We can see that during the measurements queue
length was relatively small when the reordering and loss density were low. At
the time of around 520 s, many packets were lost or reordered successively, and
subsequently the queue length in the buffer increased sharply. This data con-
firms our previous statement that packet reordering provokes large buffer queue
lengths and actually accentuates (or creates a positive correlation) to the overall
end-to-end packet loss, which results from the initial packet losses plus the buffer
overflows.
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Fig. 6. The Correlation of the Queue Length in the re-sequencing Buffer, with Packet
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6 Conclusions

This paper has presented an extension of the CPN routing algorithm so that
multiple QoS classes can inhabit all routers of the network. Then these scheme
has been applied to networks which carry real-time as well as other background
traffic. Detailed experiments on CPN were conducted for real-time traffic, as
well as other background traffic, with two distinct QoS requirements: Delay and
Jitter Minimisation for any source-destination pair within the CPN testbed.

Surprisingly enough, measurement results for real-time traffic regarding aver-
age delay, jitter and loss have shown that when “Jitter” is specified as the QoS
goal for both real-time and background traffic, better performance is achieved
for all QoS metrics and all network load conditions. This seems to result from
the useful effect of “Jitter” as a means to reduce route oscillations, also generally
giving rise to less packet loss. However, we notice that long periods of path sta-
bility can also result in congestion with all traffic tending to use the same paths,
when these paths do not oscillate and hence have low jitter: at that point, bursty
effects of loss occur and CPN can mitigate for them by switching paths. Thus
novel sensible routing schemes which distribute traffic over many paths in the
network [34] may be useful even though they may result in the other disad-
vantages of multi-path packet forwarding. Furthermore we observe that packet
loss in some parts of the network will provoke delays for other packets in the
re-sequencing output RTIP codec buffers, which in turn can provoke buffer over-
flow and further losses. Thus, through a detailed and careful measurement study
in a well instrumented network test-bed, this paper presents a complex series of
cause and effects that allow us to better understand and better design networks
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that need to support real-time traffic. Future work in this area is planned to
consider a specific application in distributed industrial control of manufacturing
systems, so as to apply this research in a specific practical context.
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Abstract. The Berkeley’s ns-2 simulator was, for a long time, one of the
most popular open-source simulation tools. Although the new tool in the
ns family, the ns-3, replaced it in the above ranking, the simplicity of the
ns-2, with its flexibility and ability to operate at higher levels of abstrac-
tion caused the simulator to remain in use. This paper presents our
enhancements to the mapping of incoming and outgoing traffic in the ns-2
simulator when it works in emulation mode. Our enhancements expand
the build-in 1-to-1 MAC address mapping to 1-to-many address/port
mapping, which allows the emulator to connect to more end-systems or
subnetworks than the number of interfaces of the emulation server.

Keywords: ns-2 simulator · Performance evaluation · Emulation of
computer networks · Elastic traffic · Streaming

1 Introduction

The name ns is an acronym for “network simulator” and refers to the family of
open-source simulation tools, beginning with the discrete event LBNL1 Network
Simulator (later known as ns-1). Now the ns family consists of two versions, ns-2
[1] and ns-3 [2]. Both are discrete event-driven environments for the simulation
of computer networks, and both are publicly available for research, education
and development under the GNU license [3].

The ns-2 simulator is focused mainly on simulations of computer networks
with relatively weak possibilities of network emulation. The simulator is a flex-
ible tool for computer network analysis, able to provide large numbers of net-
work types, topologies, technologies and protocols. It allows the user to carry
out simulation experiments at different levels of abstraction. From low levels,
demanding detailed description and exact simulation models (e.g. simulation

1 LBNL stands for Lawrence Berkeley National Laboratory, the ns-1 place of develop-
ment.
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of TCP transmission with full protocol processing and functionality, or simula-
tion of Wi-Fi LAN [4] with RTS/CTS frame exchange process) to high levels,
demanding only a rough description of the problem and general network situation
(ftp applications modelled as an infinitive source of data packets, long-distance
links modelled as twin simplex links with defined throughput and propagation
delay, etc.).

The ns-3 has a reputation of being more emulator than simulator. This pro-
gramming tool achieves high functionality and high accuracy by using Linux
mechanisms as accurate models of network functions. Full code and full process-
ing of base network functions (e.g. protocols: TCP, UDP, IP and base routing) in
the ns-3 simulator is mainly borrowed from the Linux operating system. Such an
approach to network modelling allows the simulator to obtain a natural ability
to network emulation at the level of protocol processing.

In the lower layers of the OSI/ISO Reference Model, the ns-3 simulator imple-
ments detailed models of many network solutions (including detailed and accu-
rate propagation models for Wi-Fi [5], LTE [6], etc.). It also allows the running
of user’s code in applications and services. Both those advantages improves accu-
racy of simulations and supports network emulation. However, in event-driven
environments, this accuracy and support is done at the cost of performance.

Generally, execution of certain operations of the ns-3 simulator requires
more processor time than the execution of the corresponding operations of the
ns-2. Simulations in the ns-3 are carried out using more precise models and the
obtained results are more accurate, but the experiment lasts longer. In the con-
text of real-time emulation, it means that on the same machine we’ll be able to
emulate a less complicated network environment than if the ns-2 is used. More-
over, for detail-oriented approaches to simulation based on very precise models,
the testing of new ideas at early stages of deployment where higher levels of
abstraction are usually needed is inhibited. Last but not least, there is no possi-
bility of an easy transfer between these tools because of different programming
user interfaces2) and lack of backward compatibility between ns-3 and ns-2 [7].
As a result, after initial enthusiasm with ns-3 which caused users to desert the
ns-2, ns-2 has come back into favor. Nowadays, both simulation tools are under
development and active maintenance. A new development version of the ns-2
tool (version 2.36) is planned for release in February 2016.

The aim of the paper is to present our proposition for extensions to the ns-2
simulator, which enable the ns-2 emulation platform to flexibly map incoming
and outgoing traffic. The paper is organized as follows. Section 2 describes emu-
lation possibilities of the ns-2. Section 3 presents proposed extensions. Section 4
summarizes the paper.

2 The Network Emulator Embedded in the Ns-2

A network emulator is a device, program or software-hardware environment
that imitates network behavior to deceive real-world networks or real-world
2 TCL-based user interface in the ns-2 and the Python-based interface in the ns-3.
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end-systems connected to the emulator into behaving as if they are connected to
a real (usually novel or very complex) network. The ns-2 simulation environment
has several mechanisms to support network emulation. Moreover, although pro-
tocol agents included in the ns-2 simulation platform operate at rather higher
levels of abstraction (for example, the TCP protocol is modelled as two sepa-
rate parts, a sending one and a receiving one – Agent/TCP and Agent/TCPSink,
respectively), some of them (for example, Agent/TCP/FullTCP) are a close
enough match to their real-world equivalents to be used for emulation purposes.

2.1 Operating Modes

The assumption is that the cooperation of the ns-2 simulation platform with
the real-world network environment allows one to build more or less complex
network environments inside the simulation platform shared with the real-world
networks or network equipment. Connecting real and virtual environments facil-
itates the implementation of new algorithms defining the work of network nodes
(for instance, new queuing), as well as the implementation of new protocols or
protocol mechanisms, and tests of selected elements of a system.

Depending on the interpretation of live data, introduced from a real network
to the emulated one, designers of the ns-2 emulator have defined two operating
modes of the designed platform [1]:

– opaque mode, where live data are treated as opaque data packets,
– protocol mode, where live data may be interpreted, processed and even gen-

erated by the simulator.

In the first, opaque operating mode, packets from real fragments of the net-
work are captured and then introduced into the ns-2 simulator while the content
of captured packets (headers, data segments) will not be processed. Thus, cap-
tured packets can be transmitted inside the ns-2 with a given delay. They can be
buffered, dropped in network nodes (due to congestions, or according to estab-
lished order or assumed error rate) and transmitted out of sequence. Then, if the
captured packet is not dropped or damaged, such packet will leave the simulator
and will be injected back into the real fragment of the network.

The opaque mode shows partial real-virtual interference, so both intermedi-
ate and end systems do not have to be fully implemented. The second, protocol
operating mode, is a mode of full real-virtual interference. The ns-2 emulation
platform (emulated network devices, especially endpoints) interferes with the
content of captured packets and, also generates its own packets which interfere
with captured ones. Interference with captured packets can be seen when head-
ers and if necessary data segments are processed and modified. Such interference
takes place mainly in intermediate nodes. Generation of new packets typically
takes place in endpoints (e.g. the TCP endpoints send packets according to set-
tings of the connected traffic generator). In practice, in the ns-2 emulation plat-
form, implementation of the protocol operating mode is very limited. So limited
that the manual reports that only the opaque mode was implemented. Existing
functionality of the protocol mode can be the basis for further development.
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In both operating modes, input and output modules3 and the real-time sched-
uler are used to enable the ns-2 to work as an emulator and, as a result, to
cooperate with real-world networks.

2.2 Real-Time Scheduler

The ns-2 is an event-driven simulator. Events are stored in the event calendar
(the calendar queue), where they are queued in non-descending time order. The
process of the extraction of events from the calendar, according to their chronol-
ogy of execution, is served by a scheduler. During simulation, events in the ns-2
platform are executed in real-time, and order of execution is set according to the
simulator’s virtual time. It means that in reality, events are executed as soon as
possible, and usually much faster than the virtual passage of time. Only in the
case of simulations of very complex networks is it possible that simulated time
will be longer than simulation time (time that has passed in the real world).

Cooperation of simulated networks with real-world networks demands that
all events in the simulation platform must be executed in real-time. Because of
this demand, in the ns-2 emulator the default system scheduler was replaced with
a real-time scheduler able to execute events in real-time. If the testbed computer,
on which the ns-2 emulator is running, is too inefficient (CPU “horsepower” is
insufficient), there is a danger that delays in the execution of some events might
happen. If such delay exceeds the threshold value, stored in the slop factor
parameter, the ns-2 will produce a warning.

The default value of the slop factor is 10 ms, and it is only three or four
times less than the video frame period (frame display time). In the case of the
analysis of video streams, transmitted in real-time, such and even smaller delays
will cause substantial falsification of research results. An answer to this problem
were extensions to the ns-2 simulator, developed at the University of Magdeburg
(Germany) [8,9]. Extensions included improvements to the real-time scheduler
module, modification to modules enabling the emulator to cooperate with the
real-world network (network objects and tap agents) and trace extensions.

Improvements reported in [8,9] were intended for the emulation of mobile
networks. In the case of the emulation of video transmission in a wired net-
work, despite the usage of all above mentioned extensions, limitations to the
emulated execution of real-time transmission still significantly falsified the test
results. Therefore, further enhancements to the ns-2 emulator were needed. The
first attempt at these enhancements was briefly mentioned in the paper [10]. In
the second attempt, current extensions to the ns-2 simulator working in emula-
tion mode were developed. Full extensions included network interface handling,
address/port mapping, initial and final packet processing, improvements to the
real-time scheduler and extensions for the emulator’s protocol operating mode.
The first two will be described in the next section.

3 Input and output modules, respectively, captures traffic and (after processing) inject
it into a real-world network.
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3 Flexible Mapping of Incoming and Outgoing Traffic

When creating the ns-2 network emulator, it was assumed that it must cooperate
not only with directly connected computers (which entails the usage of a homo-
geneous network, made with the use of one technology), but also with many
computer systems connected via a complex, heterogeneous IP network. This
assumption makes it possible to test the cooperation of applications executed
on computer systems geographically located in different places and in different
fragments of the Internet (for instance, in Kielce and Cracow). It also allows one
to apply emulation only in chosen fragments of the end-to-end network path and
only there, where we want to introduce test modifications. In other fragments
of the end-to-end path, packet routing and processing will be carried out using
existing, real-world network infrastructure, and test traffic will be subjected to
a natural interaction with the real-world Internet traffic.

Practical implementation of the above assumption requires the development
of new programming modules to serve the network interface, which allows the
ns-2 emulator to flexibly capture packets received from the real network, and
inject packets into the real-world network after processing. Improvements to
modules capable of cooperation with the internal routing of the emulator also
are needed. All modification and improvements are supposed to be able to serve
all (unicast, broadcast and multicast) IPv4 addressing, and unicast and multicast
IPv6 addressing (anycast addressing is omitted).

In order to achieve the assumptions, two programming modules were imple-
mented: Network/newIP and Agent/Tap/newIP. They are derived classes of,
respectively, Network and Agent/Tap superclasses. The Network/newIP mod-
ule4 realizes cooperation with real-world IP networks. The Agent/Tap/newIP
module is associated with a given network node and performs the conversion of
packets derived from the real-world network of packets used by the ns-2 emula-
tor. The Agent/Tap/newIP module also performs the reverse conversion, where
ns-2 packets are mapped as packets that will be injected into the real network.
This module assures proper cooperation between the Network/newIP module
and the given node of the emulated network.

The relationship between elements of the ns-2 emulator are illustrated with
an example of a simple, five-node emulated network, shown in the Fig. 1. Nodes of
the emulated network – R1, R4 and R5 – receive (or send) live data (to) the real-
world network. This live traffic is transmitted through Tap agents (a1, a2, and
a3), connected to emulated nodes R1, R4 and R5. The Tap agents are instances
of class Agent/Tap/newIP. Agents which cooperate with real-world networks are
seen by emulated nodes as typical agents of protocols or services (i.e. as other
instances of the Agent base class).

The Tap agents also cooperate with instances of the Network/newIP class –
net1 and net2. As we can see from the Fig. 1, both 1-to-1 and 1-to-many

4 The identifier of the module (newIP) denotes, that the newIP is a newly written mod-
ule for cooperation with the IP protocol. This name was given, because Network/IP

class already exists in the ns-2.
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Fig. 1. Emulation system

cooperation is possible. In the picture, one Network/newIP module cooperates
with one Agent/Tap/newIP agent (a2 and net2), and one Network/newIP mod-
ule (net1) cooperates with many (precisely, two: a1 and a3) instances of the
Agent/Tap/newIP class.

It’s worth remarking that the original ns-2 mapping, available for emula-
tion, permits only 1-to-1 mapping. In this typical solution, traffic introduced via
a given interface from a real network to the emulated one is sending to a node of
the emulated network using the typical ns-2 flat addressation (unlike hierarchical
IP addressation), obtained by the agent. For example, IP address: 2, port: 3. If
a packet is injected from the emulated network to the real one, it is injected via
the output interface “as is” – it’s just copied from the input buffer without any
changes (including content of the TTL field).

In the case of the described extensions, the Network/newIP network module
classifies packets according to rules defined by the user and sends the packet to
a corresponding agent or agents. The module also retrieves parameters from the
agent(s). If traffic is injected from the emulator to the real-world network, Tap
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agents send packets to the Network/newIP network module, which, according
to stored rules, makes the necessary changes in content to the packet, includ-
ing address mapping. Address mapping refers to MAC addresses (in link layer’s
frames), IP addresses (in IP datagrams), and port numbers (in transport proto-
col’s packets).

In the case of the mapping of IP addresses and/or port numbers, checksum
processing is needed. Checksum processing is performed for transport protocols
(TCP, UDP) and the IP protocol, version 4 (in IPv4 only headers are protected
by checksum). Such operations are performed by Network/newIP modules.

Mapping of traffic introduced to the ns-2 emulator can be done on the basis
of typical IP flow identifiers:

– quintuple (IPv4 and IPv6): source IP address, destination IP address, source
port, destination port and type of transport protocol,

– triple (IPv6 only): flow label, source IP address, destination IP address.

Flow identification allows for the implementation more sophisticated traffic
engineering. For instance, traffic introduced via interface eth1 (Fig. 1) can be
transmitted through the emulated network to the eth2 interface according to
assumed rules. For example, the TCP traffic is transmitted via routers R1, R3
and R4 and the UDP traffic is transmitted via routers R5, R2 and R4.

1-to-many mapping plays a crucial role in the emulator, because of hardware
limitations. If we want to carry out emulation experiments in which we want
to perform empirical analysis of interactions between different traffic sources
(applications) executed on many servers, then we would connect N computers
(application servers) to N interfaces with high performance emulation servers.
However, in the case of laboratory tests, we usually have at our disposal many
PC computers, each equipped with only one network card. Those computers are
ideal to work as end systems and live traffic generators, but if we try to use one
of them as an emulation server, in the case of 1-to-1 mapping we will only be
able to connect one generator of live data to the ns-2 emulator. And we have no
possibility of connecting separate, physical receivers of the transmitted data. In
the case of tests of video transmission, where visual quality check (analysis of
quality of experience) is important, the possibilities offered by 1-to-1 mapping
are woefully inadequate.

Server computers are usually equipped with two, or four, different communi-
cation interfaces. However, further expansion to more interfaces can be difficult
(for example, in the case of the smallest rack-mount servers, sized 1U). Addition-
ally, a large number of interfaces can complicate the organization of experiments
and time-consuming patching.

The proposed solution allows us to skip this problem. It assumes that the
end system computers can create a group of machines connected through an effi-
cient network to a physical switch, and the switch is, in turn, connected to the
server interface. Such topology of the test network was used during experiments
described in [11], where 1 server interface was able to serve a group of multicast
receivers. A situation where a group of senders was connected to one interface
of emulation servers also were investigated.
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(a)

(b)

(c)

Fig. 2. Network topologies: (a) schematic diagram, (b) wiring diagram (emulation
server equipped with two interfaces), (c) wiring diagram (emulation server equipped
with one interface)
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To validate the solution, performance tests were carried out. These tests were
to transmit the TCP and UDP traffic between two endpoints (the endpoints were
real computers outside an emulation environment). The proposed extension was
verified by a long-term video traffic transmission in the presence of foreign traffic.
It was checked to see whether the Ethernet frame loss reached zero and the
emulated bandwidth was equal to the predetermined one.

On the basis of the results of a broad range of performance tests (conducted
by the Authors during their experiments on SD and HD video transmission [11])
it can be stated that for many experiments 2 or 4 interfaces of an emulation
server should be enough, if a 1-to-many mapping will be used. In the case of
simple networks, with a small number of end-systems, 2 interfaces are enough.
In the case of more complex systems, which need a partition, e.g. according
to traffic sources, 4 interfaces should be used. It is possible that if the testbed
network will be complex enough 4 is too small number of interfaces.

It should be remembered that during the experiments the critical infrastruc-
ture must be controlled. At a minimum, an Ethernet frame loss measurement
at the switch must be performed. If the experiment is well prepared, Ethernet
frame loss should be zero or, at the very least, negligible.

A simple emulation experiment, where the testbed network was partly real-
ized in reality and partly emulated, is shown in Fig. 2. The network consists of
one sender (multimedia server), one receiver (multimedia client) and four routers
(R1 . . . R4). A schematic diagram of the testbed network is depicted in Fig. 2a.
Traffic, generated by the sender, enters the interface of router R1. Then, via
router R2 or R3 (according to internal routing rules), it is directed to router R4,
which sends the traffic to the receiver.

Figure 2b shows a diagram of cable connections in the case of an emulation
server equipped with two network interfaces. The R1 and the R4 are boundary
routers of the emulated network. Because the number of available server inter-
faces is greater than or equal to the number of connected real-world end systems,
senders and receivers can be connected to separate physical interfaces.

Packets are captured and mapped to virtual ns-2 data structures in the
network modules (instances of Network/newIP class). One network module is
associated with one network interface of the emulation server. ns-2 packets are
transferred to Tap agents (instances of Agent/Tap/newIP class). Tap agents are
associated with data streams or flows and are attached to nodes of the emulated
network. The 1-to-1 relation between network module and Tap agents is created.

The emulation server, presented in Fig. 2c, has only one network interface. As
is shown in the wiring diagram, an auxiliary equipment (switch) was introduced
to the real-world network to enable sharing of the interface. Because of the
coexistence of input and output data streams in the same server’s interface, the
1-to-many relation between network module and Tap agents is created.

4 Conclusions

In the paper our enhancements to the network simulator ns-2, working as an emu-
lator, were presented. Improvements refer to the mapping of incoming and
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outgoing live packets onto internal ns-2 packets. Improvements were designed
to exceed a hardware limitation that restricts the number of end-systems con-
nected to the emulator to the number of network interfaces of the emulation
server.

The idea of the enhancement is that a high-speed switch, connected to the
interface via a high-speed network, serves as a hardware expander, and the pro-
posed flexible 1-to-many mapping (instead of the build-in 1-to-1 one) based
on both MAC and IP addresses, as well as port numbers, serves as a multi-
plexer/demultiplexer of live traffic.

The proposed solution was successfully tested for HD video transmission.
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Abstract. The software system for simulation of traffic flow for TCP/IP
networks based on differential equations of oscillating motion with one
degree of freedom was described. The interface of the software system,
and the algorithm of its work were presented. Topology of TCP/IP net-
work in ACS department was shown. Developed software that outputs
the results in graphical and tabular forms was represented. The rela-
tionship between real and simulated traffic was considered. To verificate
the results of the experiment the maximum correlation and coefficient
that shows the ratio of standard deviation to the maximum were chosen.
They show that the proposed equations allow predicting the behavior of
traffic flow in TCP/IP networks.

Keywords: Ateb-functions · Traffic flow · Differential equations ·
Traffic simulation · Maximum correlation

1 Introduction

According to the Cisco forecasts, until 2020 Internet traffic volume will increase
to 2 zettabytes [1]. With such an increase of load on the network equipment, it
is an important task to ensure the effectiveness of its use. One of the methods
of solving this problem is to simulate the behavior of traffic flow in computer
network that will allow to predict certain trends and enable the creation of
tools for efficient management of network equipment. The scientific literature
mentions the computer network modeling methods based on Markov processes
[2], as well as modeling of Internet traffic based on properties of self-similarity
and Markov Modulated Poisson Process (self-similarity of Internet Traffic and
Markov Modulated Poisson Process) [3]. Also, an approach to modeling traffic
based on Diffusion and Fluid-Flow Approximations [4] is known. In this article
the authors develop the approach, proposed by them before, for modeling traffic
based on differential equations of oscillating movement [5]. In order to achieve
this goal based on the equations proposed by the authors, a software package
that monitors the network and simultaneously calculates modeled traffic with
proposed equations was developed. The software also allows to compare real and
modeled traffic.
c© Springer International Publishing Switzerland 2016
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2 Mathematical Model Predicting Traffic Flow

Ateb-functions mathematical apparatus made it possible to solve analytical sys-
tem of differential equations that are describing essentially nonlinear oscillating
processes in the systems with one degree of freedom [6]. To predict the traf-
fic flow in a segment of computer network, differential equation that describes
oscillating movement with a small perturbation was used in the form

ẍ + a2xn = εf(x, ẋ, t), (1)

where x(t) – the number of packets in the network at time t; a – constant, which
determines the amount of traffic fluctuations period, f(x, ẋ, t) – arbitrary ana-
lytic function used to simulate small traffic deviations from the main component
of fluctuations, n – a number that determines the degree of nonlinearity of the
equation, which exudes on the period of a main component of oscillation.

While executing the following conditions on a and n a �= 0, n = 2k1+1
2k2+1 ,

k1, k2 = 0, 1, 2, . . . it was proved that the analytical solution (ξ, ζ) of Eq. (1) is
shown in the form of Ateb-functions [6]

{
ξ = aCa(n, 1, φ) − εf̃ ,

ζ = a
1+n
2 hSa(1, n, φ) − εf̃ ,

(2)

where a = maxt |ζ| ∨ mint |ξ| – oscillation amplitude, Ca(n, 1, φ), Sa(1, n, φ),
Ateb-cosine and Ateb-sine accordingly, h2 = 2a2

1+n . Variable φ is related with
time t by special ratio

φ =
a

n−1
2

L
t + φ0, (3)

where L =
2B( 1

2 , 1
1+n )

π(1+n)h , B – Beta function, φ0 – initial phase of fluctuations.
Function f is represented as:

f(t) =
N∑

i=1

αiδi(ti), (4)

where αi – perturbation amplitude, −A ≤ αi ≤ A, A – maximum perturba-
tion amplitude (based on observation data), δi – Dirac function, ti – time, in
which there is the i-th disturbance generated randomly, N – number of randomly
generated perturbations.

3 The Algorithm of the Software Work

This section describes the software package designed for traffic simulation based
on a mathematical model represented by Eqs. (2)–(4). The software interface is
shown in Fig. 1.

As shown in Fig. 1 the menu provides the following options: Show – to show
traffic data across time marks To and From; Log – logarithmic scale of Scale Y;
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Fig. 1. The interface of the developed software system

Autoupdate – to show data for the last 10 min with automatic updates; Minutes –
to show data on the scale of minutes; Hours – to show data on the scale of hours;
Difference – to show the difference between a given Ateb-function and traffic;
Match – to show graphs of traffic and Ateb-function simultaneously; Graph –
to open an interface to work with graphs; Capture – to open an interface to
capture traffic; Settings – see sidebar; Ateb-settings – Ateb-function settings,
its type, range, and step for computing in Difference mode. In addition, the
developed software makes it possible to predict the traffic flow parameters for
more efficient use of nodal equipment in the segment of computer network. The
algorithm of work of the software is described as follows. Initially, the observation
time T for the flow of traffic and time t0-tick-interval are set. Observation time
T is limited by the capabilities of the hardware and can be chosen arbitrarily.
Time t0-tick-interval is set within the range specified in the data capture and
may be in the range of 0.001 s to 10 mins. The developed software allows to
analyze and store data traffic. There is a search for the minimum and maximum
values of traffic in a corresponding moment of time during a given tick-interval.
The next step is to find the average value (on the axis OY, along the axis OX
preset interval is displayed on the interval [−Π(n, 1),Π(n, 1)], where Π(n, 1)
– Ateb-function period) between the minimum and the maximum, to make a
comparison with an Ateb-function selected in program. The average value should
be zero, and the maximum and minimum 1 and −1 respectively, as a limit
of Ateb-functions value. All intermediate values are normalized by dividing by
half of the difference between the maximum and minimum values of traffic.
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Table 1. Description of customizable features to forecast the traffic flow in the segment
of computer network

№ Function Interval [min] Step of prediction [min] Observation time [min]

1 Sa(1/3, 1) 60 1 1440

Further arrays P = {Pi|i = 1, . . . , 100} and Q = {Qi|i = 1, . . . , 100} containing
values of traffic flow and calculated values of selected Ateb-function during tick-
interval t0 are considered. The next step is calculating the difference |Pi − Qi|
between the stored values Pi and the calculated values of the selected Ateb-
function Qi at the selected interval with step t0/100, i.e. the number of points
of calculation J = 100. Then it searches the mean deviation in the array of the
created differences. The mean deviation is calculated as follows

μ =
∑J

i=1 |Pi − Qi|
J

. (5)

Then according to the equation

M =
2 − μ

2
(6)

ordinate value of point for plotting the graph of similarity of Ateb-function to
real traffic flow values during the observation time T is recalculated. A flow chart
of the algorithm of work of the developed software system is shown in Fig. 2.

The software implements calculation of Ateb-function depending on given
parameters and for predicting traffic flow provides selection of Ateb-function
based on the value of time between peaks of traffic flow, which corresponds to
the Ateb-function period. At time t0 the J periods of Ateb-function (see Eq. (5))
were realized. The developed program contains 2246 strings. The C++ software
program was developed in Qt Creator environment that implements selection
of Ateb-functions (represented in Table 1), performs scaling by the Eqs. (5), (6)
and describes conducted experiments.

4 Application and Experiments

In this section the real network of ACS department in Lviv Polytechnic National
University (LPNU) is shown, for which the verification of mathematical model
Eqs. (1)–(4) was conducted. The following Fig. 3 presents the topology of com-
puter network of ACS department in LPNU. Switches used in the network of
LPNU ACS department are the following:

1. D-Link DES-1024 R;
2. 3Com Swich 3300 xM;
3. 3Com Swich 4226 T;
4. Allied Telesyn AT8026T.
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Fig. 2. Flow chart of the developed program, responsible for forecasting the traffic flow
in the segment of computer network
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Fig. 3. The topology of computer network of LPNU ACS department

Fig. 4. Computer network traffic flow of LPNU ACS department (May 3, 2015) and
appropriate Ateb-function values

The method of analysis and forecasting of traffic flow in the segment of
computer network is based on differential equations of oscillating motion. To
achieve this goal, a software package for analysis and forecasting of traffic flow
in the segment of computer network was created. The choice of source data in
Figs. 4, 5 and 6 corresponds to the values of parameters of the experiment № 1
from Table 1. In these figures lower graph corresponds to the real value of the
traffic flow, and the top graph – to calculated values of predicted traffic flow.
Observations were conducted during 24 h.
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Fig. 5. Computer network traffic flow of LPNU ACS department (May 6, 2015) and
appropriate Ateb-function values

Fig. 6. Computer network traffic flow of LPNU ACS department (May 5, 2015) and
appropriate Ateb-function values

The observations were made within the May 2015 at the LPNU ACS depart-
ment in the computer network shown in Fig. 3, but observation only for 3 days
are shown in Figs. 4, 5 and 6. Described software has been tested not only on
TCP/IP traffic of computer network of ACS department, but also on traffic sam-
ples of IITIS PAN [7], which were obtained using Wireshark network protocol
analyzer. To confirm the representativeness of TCP/IP traffic [8] and applicabil-
ity of described software, analysis and comparison of packets in traffic samples of
IITIS PAN and ACS department were implemented. The results of this analysis
are presented in Fig. 7. As shown in Fig. 7, traffic structure is the same in both
cases. The analysis shows that the TCP/IPv4 packets in traffic samples of ACS
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Fig. 7. Comparison of TCP/IP traffic of IITIS PAN (Network1) and ACS department
(Network2)

Table 2. Comparison of traffic simulation results (Sa (1/3,1)) with real data network
traffic of LPNU ACS department

Date 03.05.2015 06.05.2015 05.05.2015

K 66.5 % 67.5 % 65.9 %

ρ 0.44 0.44 0.15

department are prevailing over the same type of packets in traffic samples of
IITIS PAN, but UDP/IPv4, TCP/IPv6 and UDP/IPv6 packets in traffic sam-
ples of IITIS PAN are prevailing over the same type of packets in traffic samples
of ACS department accordingly.

5 The Research Results

To calculate the results of the experiment, the following quantities describing the
maximum correlation and coefficient that shows the ratio of standard deviation
to the maximum were chosen. The original data for calculation of the values in
Table 2 are the data presented in Figs. 4, 5 and 6.
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Formulas that were used for computing:
The correlation rxy:

rxy =
∑J

i=1(xi − x)(yi − y)√∑J
i=1(xi − x)2

∑J
i=1(yi − y)2

=
cov(x, y)√

s2xs2y

, (7)

where sx =
√

1
J−1

∑J
i=1(xi − x)2, sy =

√
1

J−1

∑J
i=1(yi − y)2, cov(x, y) – covari-

ance. According to Eq. (7) the maximum correlation ρ = maxxy rxy.
Coefficient K of the ratio of the maximum to the standard deviation:

K =
smax

s
, (8)

where s =
√

J
J−1σ2 and smax = maxs s.

Comparison of simulation experiments was conducted by the criterion of max-
imum correlation ρ. Coefficient K of the ratio of the maximum to the standard
deviation was calculated. The calculated results of the comparison are presented
in Table 2.

6 Conclusion

This article describes the software system developed by the authors to simulate
the traffic flow for TCP/IP networks founded on a mathematical model based
on differential equations of oscillating motion with one degree of freedom. The
interface of the software system and the algorithm of its work were presented and
described. The software system was tested in the computer network of LPNU
ACS department. The topology of TCP/IP network in this department was pre-
sented. The results of the program in operation were graphically illustrated. The
relationship between the real and the simulated traffic was shown. Parameters of
correlation between the real traffic and the traffic calculated by equations were
computed. Comparison of real and simulated traffic shows a sufficient matches
level from 65.9 % to 67.5 %. The monitoring of the daily traffic during a month
was conducted. The daily traffic samples were taken for investigation and for
each of these samples the correlation value and coefficient K were obtained, and
some of these experiments and calculated values were shown in this article. To
improve the load of nodal equipment it is planned to develop the device for adap-
tive control of traffic flow that will be placed inside of the switching device. To
do this, into the device for adaptive control of traffic flow the described software
will be included in the block of prediction of traffic flow parameters.
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CN 2014. CCIS, vol. 431, pp. 24–36. Springer, Heidelberg (2014)
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Abstract. This paper addresses the problem of investigating long-range
dependence (LRD) and self-similarity in Web traffic. Popular techniques
for estimating the intensity of LRD via the Hurst parameter are pre-
sented. Using a set of traces of a popular e-commerce site, the presence
and the nature of LRD in Web traffic is examined. Our results confirm
the self-similar nature of traffic at a Web server input, however the result-
ing estimates of the Hurst parameter vary depending on the trace and
the technique used.
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Hurst index · H index · Web server · Web traffic · HTTP traffic

1 Introduction

Analysis and modelling of Web traffic has been a hot research issue in recent
years. HTTP requests’ arrival times at a Web server may be easily observed and
analyzed. In reality, a request arrival process on a Web server has been proven to
reveal significant variance (burstiness): peak request rates can exceed the average
request rate even tenfold and surpass the server capacity, resulting in the poor
quality of Web service [1,2]. When this process is bursty on a wide range of time
scales, it may have a feature of self-similarity. As a consequence of burstiness on
many time scales, the arrival process may show long-range dependence (LRD),
which means that values at any instant are non-negligibly positively correlated
with values at all future instants [3]. Although the concepts of self-similarity
and long-range dependence are not equivalent, in the literature they are often
used interchangeably which may be attributed to the fact that the presence of
both self-similarity and LRD may be estimated with the Hurst parameter (Hurst
index), denoted as H.

Self-similarity has been discovered not only in Web server workload [2–4]
but also in computer network traffic [5–9] or Web query traffic [10]. The syn-
thetic self-similar traffic can be constructed by multiplexing a large number of
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 42–51, 2016.
DOI: 10.1007/978-3-319-39207-3 4
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on/off sources characterized by heavy-tailed on and off period lengths. Analysis
of the Web traffic [3] showed that the self-similarity feature of such traffic can be
attributed to several factors, including heavy-tailed distributions of Web docu-
ment sizes and user “think times”, the effect of caching, and the superimposition
of many such transfers in the network.

Self-similarity may have a significant negative impact on system performance
and scalability [11]. That is why taking into consideration this Web traffic feature
is essential when developing a synthetic workload model used to test the server
system capacity – otherwise system performance may be overestimated. A num-
ber of traffic models and synthetic traffic generators implementing self-similarity
and burstiness have been proposed [12–15].

Very few studies have investigated self-similarity and LRD of the arrival
process at e-commerce websites so far [2,4]. The main impediment for this fact
is a difficulty in obtaining traffic traces from online retailers, mainly due to e-
business profitability and e-customer privacy concerns. In this paper, we investi-
gate LRD in traffic arriving on a popular e-commerce Web server. The additional
motivation for our study was a huge increase in popularity of online marketing
and Web analytics in recent years, which could induce changes in Web traffic pat-
terns at e-commerce servers, mainly due to the increased share of bot-generated
traffic.

The paper is organized as follows. Section 2 presents background information
on self-similary, LRD, and some methods for investigating these phenomena in
time series. Section 3 presents datasets analyzed in our study and discusses the
results of LRD intensity estimation. Section 4 concludes the paper.

2 Background

In this section notions of self-similarity and long-range dependence are briefly
presented and some methods for estimating these phenomena are introduced.
For detailed discussion on these issues refer e.g. to [16].

2.1 Self-similarity and Long-Range Dependence

Self-similarity may be defined in terms of the process distribution as follows.
A stochastic process Y (t) is self-similar with a self-similarity parameter H if for
any positive stretching factor c, the distribution of the rescaled process c−HY (ct)
is equivalent to that of the original process Y (t) [17].

A self-similar process shows long-range dependence if its autocorrelation func-
tion follows a power law: r(k) ∼ k−β as k → ∞, where β ∈ (0, 1) [3] (it is worth
noting that LRD can be also defined for non self-similar processes).

A presence and a degree of self-similarity and long-range dependence is
expressed by the Hurst parameter, H. When H is in the range of 0.5 and 1,
one can say that a process is self-similar [18] and the higher H is, the higher
degree of self-similarity and LRD is revealed by the series [2] (although a process
can be self-similar even if H ≤ 0.5, e.g., for the special case of Fractional Brown-
ian motions).
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2.2 Selected Methods for Estimating the Hurst Parameter

We apply five popular methods for assessing self-similarity and LRD of the
Web traffic [3,8,12,19]. Four of them are graphical methods: aggregate variance
method, R/S plot, periodogram-based method, and wavelet-based method. The
last method is Local Whittle estimator.

The aggregate variance method and the R/S plot method are in the time
domain. Let us consider a time series X = (Xt; t = 1, 2, . . . , N). In the aggregate
variance method, the m-aggregated series X(m) = (X(m)

k ; k = 1, 2, . . .) is defined
by summing the time series X over nonoverlapping blocks of length m. The
variance of series X(m) is plotted against m on a log-log plot and the points are
approximated by a straight line, e.g., by using the least squares method. Then,
the slope of the line, −β, is established and the Hurst parameter is computed
as H = 1 − β/2. For a self-similar series variance decays slowly so −β is greater
than −1, which gives H higher than 0.5.

In the R/S plot method, the rescaled range, i.e., the R/S statistic, is plotted
against m (which has been traditionally denoted by d in this method) on a log-
log plot. For a self-similar series, R/S grows according to a power law with
exponent H as a function of d and the plot has slope which is an estimate of H.

Other three methods are in the frequency domain. In the periodogram-based
method, a periodogram of a time series X is defined by:

IN (λ) =
1

2πN

∣∣∣∣∣
N∑

t=1

Xte
iλt

∣∣∣∣∣
2

, (1)

where i =
√−1. Usually it is evaluated at the Fourier Frequencies λj,N = 2πj

N ,
where j ∈ [0, n/2]. The estimation of H is based on the slope γ of a log-log plot
IN (λj,N ) versus λj,N as frequency approaches zero. The relationship between the
periodogram slope and the Hurst parameter is given by the formula γ = 1−2H.

Local Whittle estimator is a non-graphical method based on periodograms.
This method assumes that the spectral density f(λ) of the series can be approx-
imated by the function:

fc,H(λ) = cλ1−2H (2)

for frequencies λ as frequency approaches zero. The Local Whittle estimator of
H is defined by minimizing:

m∑
j=1

log fc,H(λj,N ) +
IN (λj,N )
fc,H(λj,N )

(3)

with respect to c and H; IN is defined in (1) and fc,H is defined in (2).
In the wavelet-based estimator of the Hurst parameter, wavelets are con-

sidered as a generalisation of Fourier transform. For the series X the wavelet
coefficients are determined; based on their values a time average μj is performed
at a given scale (for the j-th octave). The relationship between μj and H is given
by the formula:

E log2(μj) ∼ (2H − 1)j + C, (4)
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where E means the average, C depends only on H. Using this relationship,
H may be determined based on the slope of an appropriate weighted linear
regression.

Some other methods for determining the Hurst parameter in time series have
been also proposed, e.g. detrended fluctuation analysis (DFA) [20] or multifractal
analysis [21]. We do not discuss them in the paper due to space limitations.

3 Estimation of the Hurst Parameter for E-Commerce
Traffic

3.1 Data Collection

The main goal of our analysis was to investigate LRD in e-commerce Web traffic.
The analysis was done for data recorded in Web server log files obtained from
an online retailer trading car parts and accessories. HTTP description lines were
converted into time series reflecting the request arrival process at the Web server
during the successive 14 days. 14 one-day traces were separately analyzed (traces
are named with dates of traffic collection).

To verify the results obtained for the e-commerce traces, we decided to per-
form an additional LRD analysis of traffic at an actual non e-commerce server.
To this end, we used seven traces from a server hosting a specialized mailing list.

The number of samples (i.e., the number of HTTP requests) in each trace is
presented in Table 1.

Table 1. Cardinality of the analyzed data sets

E-commerce trace Non e-commerce trace

Trace (date) Number of samples Trace (date) Number of samples

01.12.2015 13 643 10.01.2016 12 151

02.12.2015 56 284 11.01.2016 13 832

03.12.2015 9 642 12.01.2016 13 640

04.12.2015 17 842 13.01.2016 13 552

05.12.2015 25 082 14.01.2016 14 010

06.12.2015 16 092 15.01.2016 15 438

07.12.2015 15 860 16.01.2016 1 765

08.12.2015 16 138

09.12.2015 190 934

10.12.2015 170 529

11.12.2015 41 249

12.12.2015 9 758

13.12.2015 14 594

14.12.2015 17 453
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Package R [22] was used to estimate the Hurst parameter for both sets of
traces with the application of the five methods described in Subsect. 2.2.

3.2 Results and Discussion

Figures 1, 2, 3, 4 provide examples of the application of four graphical methods
to analyze two e-commerce traces, collected on 1 and 5 December 2015. Traffic
in the 01.12.2015 trace is characterized by rather low LRD intensity compared
to other e-commerce traces. On the other hand, for traffic registered in the
05.12.2015 trace, the highest mean H estimate was achieved in our analysis.
Thus, in Figs. 1, 2, 3, 4 one can compare plots for Web traffic characterized with
a moderate and a high level of long-range dependence.

Fig. 1. Aggregate variance plot for the 01.12.2015 trace (left) and the 05.12.2015 trace
(right)

Fig. 2. R/S plot for the 01.12.2015 trace (left) and the 05.12.2015 trace (right)
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Figure 1 shows the aggregate variance plots. One can observe that the linear
plots are characterized by a slope clearly different from −1 which confirms the
self-similarity of the analyzed time series. The slope of the plot for 01.12.2015
data (left) was estimated as −0.56, giving an estimate for the Hurst parameter
of 0.72. The slope estimated for a 05.12.2015 data plot (right) is −0.18 which
results in H of 0.91.

The R/S plots in Fig. 2 have an asymptotic slope between 0.5 and 1 (the
corresponding lines are shown for comparison). The slope, being an estimate
of H, was determined using regression as 0.65 for the 01.12.2015 trace and 0.54
for the 05.12.2015 trace.

Fig. 3. Periodogram for the 01.12.2015 trace (left) and the 05.12.2015 trace (right)

Fig. 4. R/S plot for the 01.12.2015 trace (left) and the 05.12.2015 trace (right)
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Fig. 5. Comparison of H estimates for the e-commerce traces

Figure 3 presents example results achieved using the periodogram-based
method. Regression lines for periodogram plots have a slope of −0.36 and −0.5,
giving the estimates of H as 0.68 and 0.75 for the 01.12.2015 and 05.12.2015
traces, correspondingly.

Figure 4 shows results of application of the wavelet-based estimator of the
Hurst parameter to the two example e-commerce traces. The corresponding H
of 0.77 and 1.09 were estimated. For H determined with this method confidence
intervals are provided (Table 2).

Table 2 summarizes the results of our study across the different methods for
all 14 e-commerce traces. In general, the H estimate exceeds 0.5 which indicates
the self-similar character of the traffic. Only H estimated for the 09.12.2015
trace using the R/S plot method was 0.46. Other values of the Hurst parameter
exceed 0.5 and they vary significantly, ranging from 0.51 to even 0.98.

Mean H values estimated for each e-commerce trace (the last column) show
significant fluctuations in LRD intensity depending on a day, with H ranging
from 0.6 for the 09.12.2015 trace to 0.8 for the 05.12.2015 trace. The last row of
Table 2 shows even bigger differences in H estimates depending on the method
applied.

Fluctuations in H estimates depending on the trace and the method applied
are graphically presented in Fig. 5. One can observe that for the Local Whittle
method, the estimate of H stays relatively consistent across all 14 analyzed
datasets (with the mean value of 0.63). On the other hand, for the graphical
methods it varies greatly. The wavelet-based method tends to give the highest H
estimates (with the mean of 0.85) whereas H estimates for the R/S plot method
are the lowest (with the mean of 0.6). We cannot give reasons for such a big
variance of H estimates across various methods. However, such variance is not
uncommon - it has been also obtained in some previous studies, e.g., for network
traffic [8,12] and MPEG-1 encoded video sequences2 [23].

Table 3 presents estimates of the Hurst parameter for the non e-commerce
traces and Fig. 6 illustrates fluctuations in these estimates depending on the
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Table 2. H estimates for the e-commerce traces

Trace Aggregate
variance
method

R/S plot Periodogram-
based method

Local
Whittle
estimator

Wavelet-
based
method

MEAN

01.12.2015 0.72 0.65 0.68 0.62 0.77 ± 0.05 0.67

02.12.2015 0.90 0.63 0.74 0.65 0.75 ± 0.04 0.73

03.12.2015 0.68 0.58 0.71 0.64 0.80 ± 0.06 0.65

04.12.2015 0.73 0.54 0.73 0.63 0.85 ± 0.07 0.66

05.12.2015 0.91 0.59 0.98 0.64 0.98 ± 0.03 0.80

06.12.2015 0.68 0.70 0.70 0.62 0.75 ± 0.05 0.68

07.12.2015 0.70 0.72 0.70 0.63 0.83 ± 0.06 0.69

08.12.2015 0.81 0.63 0.85 0.64 0.97 ± 0.03 0.74

09.12.2015 0.67 0.46 0.66 0.58 0.74 ± 0.03 0.60

10.12.2015 0.90 0.51 0.94 0.63 0.95 ± 0.07 0.74

11.12.2015 0.94 0.56 0.79 0.65 0.79 ± 0.05 0.73

12.12.2015 0.67 0.53 0.73 0.64 0.79 ± 0.05 0.64

13.12.2015 0.78 0.67 0.92 0.64 0.94 ± 0.03 0.75

14.12.2015 0.69 0.64 0.67 0.62 0.75 ± 0.05 0.65

Mean 0.77 0.60 0.79 0.63 0.85

Table 3. H estimates for the non e-commerce traces

Trace Aggregate
variance
method

R/S plot Periodogram-
based method

Local
Whittle
estimator

Wavelet-
based
method

MEAN

10.01.2016 0.60 0.65 0.62 0.62 0.66 ± 0.02 0.63

11.01.2016 0.61 0.62 0.64 0.62 0.66 ± 0.01 0.63

12.01.2016 0.59 0.64 0.60 0.62 0.65 ± 0.02 0.62

13.01.2016 0.68 0.60 0.74 0.63 0.75 ± 0.04 0.68

14.01.2016 0.73 0.62 0.73 0.65 0.73 ± 0.03 0.69

15.01.2016 0.61 0.61 0.61 0.62 0.65 ± 0.02 0.62

16.01.2016 0.79 0.74 0.73 0.68 0.71 ± 0.02 0.73

Mean 0.66 0.64 0.66 0.63 0.69

trace and the method used. For this traffic the Hurst parameter (with the mean
of 0.66) seems to be a little lower than the one for the e-commerce traffic (with
the mean of 0.7). At the same time, H estimates for non e-commerce traffic are
much more consistent across days and methods applied (c.f. Fig. 5).
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Fig. 6. Comparison of H estimates for the non e-commerce traces

4 Conclusions

Application of five popular Hurst parameter estimators to e-commerce traffic
shows that this traffic reveals a significant level of long-range dependence. The
mean H estimate ranges from 0.6 to 0.8 depending on a day. This result is
consistent with results for request arrival process at other e-commerce sites: 0.66
in [2] and 0.73–0.8 in [4]. Furthermore, our study confirms previous findings
that one cannot rely on a single method to estimate the Hurst parameter since
different methods usually give different results. In our case, the mean H estimate
for the e-commerce traffic ranges from 0.6 to 0.85 depending on the method. For
the non e-commerce traffic, analyzed in the paper for comparative purposes,
these fluctuations are much smaller and range from 0.63 to 0.69.

A coarse analysis of our results shows that the Hurst parameter determined
for 24-hour intervals does not depend on the number of HTTP requests arrived
on the server within these intervals. It also does not depend on the share of Web
bot requests in the intervals. A deeper LRD analysis, performed for intervals
shorter than 24 hours, is being planned to investigate these possible relationships.
Furthermore, we plan to use traces from multiple Web servers to inspect if it is
possible to use the Hurst parameter to distinguish between e-commerce and non
e-commerce source.
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Abstract. A more just measure of resource distribution in computer
networks is proposed. Classic functions evaluate fairness only “on aver-
age”. The proposed new fairness score function ensures that no node is
left without resources while on average everything looks good. It is com-
pared with well-known and widely adopted function proposed by Jain,
Chiu and Hawe and another one recently proposed fairness function by
Chen and Zhang. The function proposed in this paper meets most of the
properties both earlier proposed functions and at the same time is more
restricted and has additional nonzero assignment property.

Keywords: Fairness · Fairness score function · Resource distribution ·
Network · Network performance evaluation

1 Introduction

Fairness and congestion control are popular and important topics in designing
computer networks. Fairness is the main criterion for new real-time applications
that are not yet implemented such as tele-stock, large-scale distributed real-time
games, real-time tele-auctions, etc. [1]. These fair applications need fair network
mechanisms. Fairness became one of the main requirements in designing RPR
(Resilient Packet Ring) IEEE 802.17 standard for Metropolitan Area Networks,
where special fairness algorithm is implemented [2]. Mayer et al. [3] attempted
to generalize the solution to arbitrary topology networks. Durvy et al. [4] showed
that unfairness of network media access in small networks does not have to persist
when scaled up to large decentralized networks. Fairness of resource allocation
in queueing has been considered by Avi-Itzhak et al. in [5]. Recently She et al.
considered the problem of fairness and its measurement in the context of wireless
networks [6].

First and most popular quantitative measure for fairness was proposed by
Jain et al. [7]. Even though it was developed more than twenty years ago it is still
widely used. A quick search in Google Scholar shows more than 2200 citations
including more than 1000 since 2011 [8].
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 52–58, 2016.
DOI: 10.1007/978-3-319-39207-3 5
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2 Related Work

There is a need for quantitative measures to evaluate the fairness of the network
resource distribution. The quantitative measure of fairness should be a function
of the amounts of resource users receive, that meets the following requirements:

1. if the distribution is completely unfair, the value of the function should be 0;
2. if the distribution is perfectly fair, the value of the function should be 1;
3. when the distribution becomes fairer, the value of the function should

increase.

The mentioned earlier quantitative measure for fairness that was proposed
by Jain et al. in [7] is called the Fairness Index and is shown in Eq. (1) below.

F (x1, x2, . . . , xn) =
(
∑n

i=1 xi)
2

n · ∑n
i=1 x2

i

(1)

where xi denotes allocation of resources to the i-th user. The allocation of
resources shall be in the range 0 � xi � 1, where 0 denotes no allocation of
resources and 1 denotes allocation of all resources to the i-th user. The sum
of all resource allocations shall add up to 1.

The Fairness Index possesses following properties:

1. 0 � F (x1, x2, . . . , xn) � 1 for xi >= 0, where i = 1, 2, . . . , n,
2. if the distribution is completely unfair

F (x1, x2, . . . , xn) =
1
n

, (2)

3. if the distribution is perfectly fair

F (x1, x2, . . . , xn) = 1, (3)

4. the fairness score function does not depend on the scale,
5. the fairness score function continuously reflects changes in allocations,
6. if k out of n users share the entire resource equally when others do not receive

any

F (x1, x2, . . . , xn) =
k

n
. (4)

As we can see, Properties 2 and 6 do not meet the requirement (1). It means
that Fairness Index does not fit the real situation well for the completely un-fair
situation.

Chen and Zhang in [9] proposed fairness score function G(x1, x2, . . . , xn) as
follows:

G(x1, x2, . . . , xn) = 1 − n · ∑n
i=1 a2

i − 1
n − 1

, (5)

where
ai =

xi∑n
j=1 xj

, i = 1, 2, . . . , n.

G(x1, x2, . . . , xn) possesses Properties 1, 3, 4, and 5. According to [9] it performs
better than F (x1, x2, . . . , xn) in completely unfair case:
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2 if the distribution is completely unfair G(x1, x2, . . . , xn) = 0,
6 if k out of n users share the entire resource equally, when others do not receive

any

G(x1, x2, . . . , xn) =
n(k − 1)
k(n − 1)

. (6)

The idea of completely unfair distribution is subjective. Authors of [10] claim
that a property of non-zero assignment to all competitors is identified as a fair-
ness aspect of the fairness algorithm. If any number of users does not receive any
of the resources, it is seen as an unfairness property. We agree with this issue.
In some applications, the situation in which any number of allocations is equal
to zero is unacceptable.

Nonzero allocation property was the main goal while designing new fairness
score function proposed in this paper. This function satisfies all properties that
have, except the Property 6.

3 A New Fairness Score Function

We define fairness function G(x1, x2, . . . , xn) as follows,

S(x1, x2, . . . , xn) = nn ·
n∏

i=1

ai, (7)

where
ai =

xi∑n
j=1 xj

, i = 1, 2, . . . , n.

Theorem 1. When the distribution becomes fairer, the value of the function
in-creases. Here, distribution becomes fairer if becomes more equal. For η > 0
define

D(η) = S(x1, x2, . . . , xs − η, . . . , xt + η, . . . , xn)−
S(x1, x2, . . . , xs, . . . , xt, . . . , xn) (8)

If x1, x2, . . . , xn �= 0 then

D(η) =

⎧⎪⎨
⎪⎩

> 0 if η < xs − xt

= 0 if η = xs − xt

< 0 if η > xs − xt

. (9)

Proof.

D(η) =

nn

⎛
⎝s−1∏

i=1

n∑
j=1

xi

xj

⎞
⎠

⎛
⎝ t−1∏

i=s+1

n∑
j=1

xi

xj

⎞
⎠

⎛
⎝ n∏

i=t+1

n∑
j=1

xi

xj

⎞
⎠ ((xs − η)(xt + η) − xsxt)

=nn

⎛
⎝s−1∏

i=1

n∑
j=1

xi

xj

⎞
⎠

⎛
⎝ t−1∏

i=s+1

n∑
j=1

xi

xj

⎞
⎠

⎛
⎝ n∏

i=t+1

n∑
j=1

xi

xj

⎞
⎠ η((xs − xt) − η).

(10)
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The proof then follows.

Theorem 2. If the distribution is completely unfair

S(x1, x2, . . . , xn) = 0. (11)

Here, distribution is completely unfair if any number of users do not receive any
of the resources.

Proof. If x1 = 0 ∨ x2 = 0 ∨ . . . ∨ xn = 0 then S(x1, x2, . . . , xn) = 0 is obvious.

Theorem 3. If the distribution is perfectly fair

S(x1, x2, . . . , xn) = 1. (12)

Here, distribution is perfectly fair if all users share the entire resource equally.

Proof. If x1 = x2 = . . . = xn = 1
n then

S(x1, x2, . . . , xn) = nn
n∏

i=1

1
n

= nn · n−n = 1.

Theorem 4.
0 ≤ S(x1, x2, . . . , xn) ≤ 1. (13)

Proof. According to Theorems 1 and 3, for any n > 1, S(x1, x2, ..., xn) ≤ 1.
S(x1, x2, . . . , xn) ≥ 0 is obvious. The proof follows.

Theorem 5. The fairness score does not depend on scale. For δ > 0,

S(x1δ, x2δ, . . . , xnδ) = S(x1, x2, . . . , xn). (14)

Proof.

S(x1δ, x2δ, . . . , xnδ) = nn
n∏

i=1

xiδ

δ
∑n

j=1 xj
= S(x1, x2, . . . , xn).

4 Comparison of Fairness Score Functions

We gathered some results of fairness functions F (x1, x2, ..., xn), G(x1, x2, ..., xn),
and S(x1, x2, ..., xn). Our fairness function is more restricted. It has addi-
tional nonzero allocation property. It acts differently than F (x1, x2, . . . , xn) and
G(x1, x2, . . . , xn) when disproportions between users are large. For example, when
n = 4 and one of the users receives 1000 times less than others, the situation is
75 % fair using Jain, Chiu and Hawe function and almost 90 % fair using Chen and
Zhang function. In the same situation, our fairness function returns 0.0031 which
means that situation is only 0.31 % fair. In our opinion, this result better fits the
real world situation than F (x1, x2, . . . , xn) and G(x1, x2, . . . , xn) do.
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Figure 1 compares the three fairness functions for the case of n = 2. Fairness
Index 0.5 � F (x1, x2) � 1 and is less restricted than G(x1, x2) and S(x1, x2). We
can also notice that the values of fairness score functions G(x1, x2) and S(x1, x2)
are the same. This is not a coincidence. Simple proof can be made as follows,

G(x1, x2) = 2 − 2
(

x2
1 + x2

2

(x1 + x2)2

)
=

4x1x2

(x1 + x2)2
= S(x1, x2). (15)

Figure 2 shows properties of the proposed fairness score function proved in
Sect. 2, while Fig. 3 shows differences between the proposed fairness function
and compared existing metrics.

Fig. 1. Resource allocation between two users S(a) – our proposed fairness score func-
tion for n = 2, G(a) – fairness score function proposed by Chen and Zhang for n = 2,
F (a) – fairness score function proposed by Jain, Chiu and Have for n = 2

It can be seen that proposed fairness function is more restricted that fairness
score functions proposed by Jain, Chiu and Hawe and function proposed by Chen
and Zhang. In both cases, the biggest differences occur when one of the users is
discriminated (zero allocation) while other two users share resources equally.

We realize that, for example, if only one out of one million users is left out
for some reason and all others share resources equally, proposed fairness score
function would return 0 while the value of other fairness functions would be
slightly less than 1. In this specific case, for many network applications, proposed
function will not be suitable metric. It does not show a different degree of fairness
when no resources are distributed to any of users.

However, there are applications in which this nonzero property would be
desired such as security, alarm systems or systems based on the bus, where no
number of users can be left out. It would be also desired property to measure
fairness for high priority traffic where Committed Information Rate (CIR) [11]
is contracted.
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)b()a(

Fig. 2. Our fairness score function for N = 3

)b()a(

Fig. 3. The difference between Chen and Zhang fairness function and our fairness func-
tion (a) and between Jain, Chiu and Hawe fairness function and our fairness function
(b) for N = 3

5 Conclusion

In this paper we propose new measure for fairness in computer networks, as
follows,

S(x1, x2, . . . , xn) = nn ·
n∏

i=1

ai, (16)

where
ai =

xi∑n
j=1 xj

, j = 1, 2, . . . , n.
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Our fairness function meets all meritorious demands proposed in [7]. The pro-
posed fairness score function is independent of the scale of the allocation metric.
It is bounded between 0 and 1 so it can be easily expressed as a percentage. The
discrimination function can be defined as

D(x1, x2, . . . , xn) = 1 − S(x1, x2, . . . , xn).

It is also continuous which means that any change of allocation results in a change
of fairness function value. In addition, it has nonzero assignment property which
means that situation when any of users receives no resources is totally unfair
distribution.
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Abstract. We classify solutions of the minimum energy problem in
one dimensional wireless sensor networks for the data transmission cost
matrix which is a power function of the distance between transmitter
and receiver with any real exponent. We show, how these solutions can
be utilized to solve the minimum energy problem for the data transmis-
sion cost matrix which is a linear combination of two power functions.
We define the minimum energy problem in terms of the sensors signal
power, transmission time and capacities of transmission channels. We
prove, that for the point-to-point data transmission method utilized by
the sensors in the physical layer, when the transmitter adjust the power
of its radio signal to the distance to the receiver, the optimal transmission
is without interference. We also show, that the solutions of the minimum
energy problem written in terms of data transmission cost matrix and in
terms of the sensor signal power coincide.

Keywords: Sensor network · Energy management · Channel capacity

1 Introduction

Characteristic feature of sensor networks is that these consist of small electronic
devices with limited power and computational resources. Typical activity of sen-
sor network nodes is collection of sensed data, performing simple computational
tasks and transmission of the resulting data to a fixed set of data collectors.
The sensors utilize most of their energy in the process of data transmission,
this energy grows with the size of the network and the amount of data trans-
mitted over the network. Generally in sensor networks there are two models of
energy consumption. The goal of the first model is to maximize the functional
lifetime of the network [1,2]. For this type of problems the data transmission
in the network is modeled in such a way, that the energy consumed by each
sensor is minimal. To extend the network lifetime the sensors must share their
resources and cooperate in the process of data transmission. For typical solu-
tions of such problems the consumed energy is evenly distributed over all nodes
of the network. The second type of problems is to optimize the energy consumed
by the whole network [3–5]. Such problems arise when the network nodes are
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 59–71, 2016.
DOI: 10.1007/978-3-319-39207-3 6
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powered by the central source of energy or the node batteries can be recharged
and the total energy consumed by the network is to be minimized. To solve this
type of problems it is enough to find the optimal energy consumption model of
each sensor and summed up their energies. In this paper we discuss solutions
of the minimum energy problem in one dimensional wireless sensor network SN

when each sensor generates the amount Qi of data and sends it, possible via
other sensors, to the data collector. We assume, that the network SN is build of
N sensors and one data collector. The sensors are located at the points xi > 0
of the line and the data collector at the point x0 = 0. We prove, that for any
exponent a ∈ R in the data transmission cost function

E(xi, xj) = |xi − xj |a, (1)

where |xi−xj | is a distance between transmitter and receiver, when in the interval
(x0,

1
2xN ) there are N ′ sensors, there are (N ′ + 1) solutions of the problem. We

show, how to determine the optimal solutions of the minimum energy problem
for the data transmission cost function which is sum of two factors

E(xi, xj) = |xi − xj |a + λ|xi − xj |b, (2)

where a, b ∈ R and λ ≥ 0. We also discuss the solutions of the minimum energy
problem in wireless sensor networks when the energy utilized by the network
is expressed in terms of node signal power, transmission time and there are
constraint on the transmission channels due to presence of the noise and inter-
ference [6].

We represent a sensor network SN as a directed, weighted graph GN =
{SN , V, E} in which SN is a set of graph nodes si, i ∈ [1, N ], V is the set of edges
and E set of weights. Each directed edge Ti,j ∈ V defines a communication link
between i-th and j-th node of the network. To each edge Ti,j we assign a weight
E(xi, xj) ≡ Ei,j , which is the cost of transmission of one unit of data between i-th
and j-th node. The data flow matrix qi,j defines the amount of data transmitted
along the edge Ti,j . By U

(out)
i ⊆ SN we denote a set of the network nodes to

which the i-th node can send the data, i.e., U
(out)
i = {sj ∈ SN | ∃ Ti,j ∈ V }. The

set U
(out)
i defines the maximal transmission range of the i-th node. In the paper

we assume, that each sensor of SN can send the data to any other node of the
network ∀si∈SN

U
(out)
i = SN . If we assume, that each sensor of the SN network

generates the amount Qi of data, i ∈ [1, N ], and the data have to be sent to
the data collector, then the energy consumed by the i-th sensor in the process
of data transmission can be written in the form Ei(q) =

∑N
j=1,j �=i qi,jEi,j . For

the total energy consumed by the network ET (q) =
∑N

i=1 Ei(q) the minimum
energy problem can be defined by the set of following formulas⎧⎨

⎩
minq ET (q),∑

i qi,j = Qi +
∑

j qj,i,

Ei,j ≥ 0, qi,j ≥ 0, Qi > 0 i, j ∈ [0, N ],
(3)

where the second formula defines the feasible set of the problem. It states that
the amount of data generated by the i-th node Qi and the amount of data
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received from other nodes
∑

j qj,i must be equal to the amount of data which
the node can send

∑
i qi,j .

Because the objective function ET (q) of the problem is continuous and linear
from this we can deduce simple but helpful fact, that any local minimum of ET (q)
is a global one and thus it is a solution of (3).

If we assume, that we search for a solution of (3) in the integers, i.e. qi,j ∈ Z0
+

for Qi ∈ Z+, then we get the mixed integer linear programming problem. It is
easy to see that such problem is NP-hard. To find the minimum of ET (q) first we
must find an integer matrix q satisfying the set of equations given by the second
relation in (3). Because this requires solution of the partition problem [7], we
get the reduction of the partition problem to the minimum energy problem (3)
with the requirements qi,j ∈ Z0

+, Qi ∈ Z+.

2 Solution of the Problem with the Monomial Cost
Function

In this section we solve the minimum energy problem (3) for the data transmis-
sion cost function (1) with arbitrary real value of the exponent a. As can be
seen, the monomial (1) for a ≥ 1 and xi ≥ xj ≥ xk ≥ 0 satisfies the inequality

|xi − xj |a + |xj − xk|a ≤ |xi − xk|a, (4)

and it is an example of a super-additive function [8]. This is because for xi−xj =
x, xj − xk = y (4) can be written in the form |x|a + |y|a ≤ |x + y|a. Solutions
of the minimum energy problem in SN with the cost function (1), where a ≥ 1,
can be easily generalized to any data transmission cost function E(xi, xj) which
satisfies the inequality

∀xi≥xj≥xk≥0 E(xi, xj) + E(xj , xk) ≤ E(xi, xk). (5)

From (5) it follows that the energy consumed by each sensor is minimal when
it sends all of its data to the nearest neighbor in the direction of data collector.
Let us assume, that the data is transmitted between two nodes located at the
points xi and xk and (5) is satisfied, then the cost of transmission E(xi, xk) can
be reduced by transmitting the data via the j-th node located between them,
i.e., via the the point xj for which the inequality is satisfied xi ≥ xj ≥ xk ≥ 0.
Because the total energy consumed by the network is a sum of energies consumed
by its nodes, then the solution of the minimum energy problem (3) with (1) and
a ≥ 1 can be described by the transmission graph T (0) = {T

(0)
i,i−1}N

i=1, with the

weight of each edge T
(0)
i,i−1 equal to q

(0)
i,i−1 =

∑N
j=i Qj . The graph T (0) defines

the next hop data transmission along the shortest path, where the shortest path
means transmission along the distance d(xi, xj) between the transmitter and the
receiver.

For a ≤ 1 elements of the data transmission cost function (1) are the sub-
additive functions, i.e., satisfy the inequality |x|a + |y|a ≥ |x + y|a [8]. Solutions
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of the minimum energy problem (3) with (1) and a ≤ 1 can be generalized to
the data transmission cost function E(xi, xj) which satisfy the inequality

E(xi, xj) + E(xj , xk) ≥ E(xi, xk). (6)

The optimal behavior of the sensors which minimizes the total network energy
ET (q) can be deduced from the inequality (6), but it does not uniquely determine
the solution of (3). To get the unique solution of (3) we need a concrete form of
the data transmission cost function, for example (1) or (2). From (6) it follows
that the cost of transmission between two nodes located at the points xi and
xj is minimal when the data is transmitted along the longest hops, i.e., any
transmission via node which lie between xi and xj is less optimal. For the data
transmission cost function (1) and a ∈ (−∞, 1] one may expect, that the optimal
data transmission is given by the graph T (1) = {T

(1)
i,0 }N

i=1, with the weights

q
(1)
i,0 = Qi. This is true for sensors which lie in the interval [xN , 1

2xN ] of SN .
When xi ∈ [xN , 1

2xN ], then the distance d(xi, x0) between the transmitter and
the data collector is maximal and the inequality (6) for xi, xk = 0 and any
sensor j ∈ [1, N ], i.e., not only for xj < xi but also for xj > xi, is satisfied.
For sensors which lie in the interval (0, 1

2xN ) to find the optimal transmission it
must be taken into account two data transmission paths to the data collector.
The directly to the data collector transmission path T

(1)
i = {T

(1)
i,0 } and the two

hops transmission given by the path T
(1′)
i = {T

(1′)
i,N , T

(1′)
N,0 }. Selection of which

one depends on the value of the parameter a ∈ (−∞, 1] in (1). Let us assume,
that in the interval (0, 1

2xN ) there are N ′ sensors. For each sensor k from the
interval (0, 1

2xN ) we split the network SN into two sets V
(k)
1 and V

(k)
2 . To the set

V
(k)
1 = {si ∈ SN | d(xi, x0) < d(xk, x0)}, k ∈ [1, N ′]

belong sensors which lie to the left the k-th sensor. The set V
(k)
2 is the completion

of V
(k)
1 , i.e., V

(k)
2 = SN \V

(k)
1 . The sensors from the interval (0, 1

2xN ) can be used
to classify solutions of the minimum energy problem for the data transmission
cost function (1) and any value of the exponent a ∈ (−∞, 1]. For the k-th sensor
from the interval (0, 1

2xN ), we must check whether the optimal data transmission
path from the k-th sensor to the data collector is {T

(k)
k,0 } or {T

(k)
k,N , T

(k)
N,0}. In other

words, we must check the values of the parameter a for which the inequality holds

E(xk, xN ) + E(xN , x0) ≥ E(xk, x0), k ∈ [1, N ′].

Instead solving these inequalities, we solve the set of equations

E(xk, xN ) + E(xN , x0) − E(xk, x0) = 0, k ∈ [1, N ′],

which for (1) have the form

|xN − xk|a + xa
N − xa

k = 0, a ∈ (−∞, 1], k ∈ [1, N ′]. (7)



Classification of Solutions to the Minimum Energy Problem 63

For N ′ roots ak of (7) we can form N ′ intervals a ∈ [ak+1, ak], k ∈ [0, N ′], where
a0 = 1 and aN ′+1 = −∞. For any a ∈ [ak+1, ak] the following set of inequality
holds { |xN − xk|a + xa

N − xa
k ≤ 0,

|xN − xk+1|a + xa
N − xa

k+1 ≥ 0,
(8)

which means, that for a ∈ [ak+1, ak] the nodes i ∈ [1, k] transmit data along the
two hops path {T

(k+1)
i,N , T

(k+1)
N,0 } and the nodes i ∈ [k + 1, N ] along the one hop

path {T
(k+1)
i,0 }. The above results summarizes the following:

Lemma 1. The solutions of the minimum network energy problem for the data
transmission cost matrix Ei,j = |xi − xj |a and a ∈ R is given by the data
transmission graphs⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

T (0) = {T
(0)
i,i−1}N

i=1 for a ∈ [1,∞),
T (1) = {T

(1)
i,0 }N

i=1 for a ∈ [a1, 1],
T (k+1) = {T

(k+1)
i,N , T

(k+1)
i′,0 }k,N

i=1,i′=k+1 for a ∈ [ak+1, ak], k ∈ [1, N ′ − 1],

T (N ′+1) = {T
(N ′+1)
i,N , T

(N ′+1)
i′,0 }N ′,N

i=1,i′=N ′+1 for a ∈ (−∞, aN ′ ],
(9)

with the weights
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q
(0)
i,i−1 =

∑N
j=i Qj , i ∈ [1, N ],

q
(1)
i,0 = Qi, i ∈ [1, N ],

q
(k+1)
i,N = Qi, i ∈ [1, k], q

(k+1)
i′,0 = Qi′ , i′ ∈ [k + 1, N − 1],

q
(k+1)
N,0 = QN +

∑k
j=1 Qj , k ∈ [1, N ′],

(10)

where ak are roots of the Eq. (7).

Detailed proof of the Lemma 1 can be found in [9]. On Fig. 1 it is shown
the optimal data transmission graph for the minimum energy problem when
a ∈ [ak+1, ak] and k ∈ [1, N ′].

Fig. 1. Optimal data transmission in SN for a ∈ [ak+1, ak]

The data transmission cost function

Ei,j(λ̄, ᾱ) =
∑

n

λn|xi − xj |αn , ∀n λn ≥ 0, (11)
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which is a sum of monomials (1) with nonnegative coefficients λn, for ∀n αn ≥ 1
satisfies the inequality (5) and for ∀n αn ≤ 1 (6). The following lemma defines
conditions under which the solution of (3) for the data transmission cost function
(11) is given by (9).

Lemma 2. For the data transmission cost function (11), where ∀n αn∈[ak, ak−1],
k ∈ [1, N ′] and λn ≥ 0 the solution of the minimum energy problem is given by
the weighted transmission graph (9).

Proof. We can split the total energy consumed by the network into summands
such, that ET (q) =

∑
n λnEn

T (q), where En
T (q) =

∑N
i=1 Ei(q, En) and En

i,j =
|xi − xj |αn . Because for each αn ∈ [ak, ak−1] the minimal energy utilized by the
sensors is given by the same transmission graph T (k) from (9), then the optimal
data transmission for Ei,j(λ̄, ᾱ) is also given by T (k). 


3 Solution of the Problem with the Polynomial Cost
Function

We note that, the objective function ET (q) is linear and continuous and for
this reason its minima lie on the border of the feasible set defined by the second
relation in (3). From this follows, that the data transmitted by each node cannot
be split and it must be sent to a single receiver. From the Lemma 2 we know, that
when the exponents a, b in the data transmission cost function (2) belong to the
same interval [ak, ak−1], then the optimal transmission graph for Ei,j = |xi−xj |a
and Ei,j = |xi − xj |b is the same and it is also optimal for Ei,j = |xi − xj |a +
λ|xi −xj |b. The problem arises when the solutions of (3) for two exponents a and
b in Ei,j = |xi − xj |a are given by different data transmission graphs Ta and Tb.
This is because, the optimal transmission graph for the cost function (2) cannot
be sum of the graphs Ta and Tb, unless the transmitted data in the graph Ta ∪Tb

are not split.
In this section we consider solutions of (3) in the one dimensional, regular

sensor network LN for which the nodes are located at the xi = i points of the
half line. For the LN network the data transmission cost matrix (2) has the form

Ei,j = |i − j|a + λ|i − j|b. (12)

All presented below results are also valid for the non-regular network SN , but
the formulas are cumbersome because of their size and they will not be presented
here.

The following lemma describes solution of the the minimum energy problem
for the LN network when the exponents a and b in (12) belong to the neighboring
intervals [ak, ak−1].

Lemma 3. For the data transmission cost matrix (12), when⎧⎨
⎩

a ∈ [1,∞), b ∈ [a1, 1],
a ∈ [ak, ak−1], b ∈ [ak+1, ak], k ∈ [1, N ′ − 1],
a ∈ [aN ′ , aN ′−1], b ∈ (−∞, aN ′ ],
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the solution of the minimum energy problem is given by
⎧⎨
⎩

T (0) for λ ∈ [0, λ0], T (1) for λ ∈ [λ
′
0,∞),

T (k) for λ ∈ [0, λk], T (k+1) for λ ∈ [λk,∞), k ∈ [1, N ′ − 1],
T (N ′) for λ ∈ [0, λN ′ ], T (N ′+1) for λ ∈ [λN ′ ,∞),

(13)

where ⎧⎪⎨
⎪⎩

λ0 = 2a−2
2−2b

,

λ
′
0 = Na−|N−N ′−1|a−(N ′+1)a

|N−N ′−1|b+(N ′+1)b−Nb ,

λk = (N−k)a+Na−ka

kb−(N−k)b−Nb , k ∈ [1, N ′],
(14)

a0 = 1, N ′ = N−2
2 for N even and N ′ = N−1

2 for N odd, T (k), k ∈ [0, N ′] is
a set of data transmission graphs given by (9).

Proof. If a ∈ [ak, ak−1] and b ∈ [ak+1, ak] in (12), then we know from Lemma 1
that for a sufficiently small λ the solution of (3) is given by the weighted transmis-
sion graph T (k) = {T

(k)
i,N , T

(k)
i′,0}k−1,N

i=1,i′=k, and for a sufficiently large λ the solution

is given by T (k+1) = {T
(k+1)
i,N , T

(k+1)
i′,0 }k,N

i=1,i′=k+1, k ∈ [2, N ′]. Because of the lin-
earity and continuity of the objective function ET (q) its minimum lies on the
border of the feasible set. This means that the data transmitted by each node
cannot be split and the optimal transmission graph for arbitrary value of the λ
parameter in (12) cannot be sum of the two graphs T (k) and T (k+1). To find the
optimal transmission for any value of λ in (12) we order the transmission graphs
in a sequence such that the cost of data transmission along T (k) is less or equal
the costs along T (k′)

ET (q(k)) ≤ ET (q(k
′)).

The minimal graph T (k′) determines the λk below which the solution of (3) is
given by weight matrix q(k) of the graph T (k). Similarly, the transmission graph
T (k′′) for which the inequality ET (q(k+1)) ≤ ET (q(k

′′)) is satisfied determines
the value of λ

′
k above which the solution of (3) is given by q(k+1). We know from

the solution (9), (10) and the inequalities (6), (8), that for the k-th node, for any
a ∈ [ak, ak−1] and b ∈ [ak+1, ak], k ∈ [2, N ′] between T (k) and T (k+1) there is
no other optimal data transmission graphs. For this reason, from the inequality

ET (q(k)) ≤ ET (q(k+1))

we get the values (14) of the parameter λk for which the graphs T (k) and T (k+1)

are optimal.
When a ∈ [1,∞) and b ∈ [a1, 1] in (12), then the solution of (3) for a suffi-

ciently small λ is given by the data transmission graph T (0) = {T
(0)
i,i−1}N

i=1, and

for a sufficiently large λ by the transmission graph T (1) = {T
(1)
i,0 }N

i=1. Increasing
the parameter λ in (12) we pass by set of data transmission graphs between
T (0) and T (1). The next data transmission graph, which requires more energy
then the next hop transmission T (0) is the graph T (0+) in which there is an edge
T

(0+)
N,N−2 along the N -th node transmits its QN of data to the (N − 2) node.
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The nodes from LN , i ∈ [1, N −1] uses the next hop data transmission subgraph
with edges T

(0)
i,i−1. Note that, we cannot select an arbitrary edge T

(0+)
i,i−2 for i �= N .

This is because we want to transmit the minimal amount of data along the edge
T

(0+)
i,i−2 and this is satisfied only for the N -th node. The total energy utilized by

the network for T (0+) graph is given by the formula

ET (q(0+)) = ET (q(0)) − EN,N−1 − EN−1,N−2 + EN,N−2.

Increasing the value of λ in (2) we must pass from the transmission graph T (0)

to T (0+). Solving the inequality

ET (q(0+)) ≤ ET (q(0))

with respect to the parameter λ, we get the upper bound λ ≤ 2a−2
2−2b

given in the
lemma. When we start decrease the value of λ, above which the data transmission
graph T (1) is optimal, then we pass to the graph T (1+) for which the N -th node
transmits its QN of data along the path which consists of the two edges

T
(1+)
N,N−n′−1, T

(1+)
N−n′−1,0 ∈ T (1+).

In other words, this is the transmission path which consists of a one hop of the
length n′ +1 and the second hop of the length N − (n′ +1). For the LN network
and k ∈ [1, N ′], where N ′ is the number of nodes in the first part of the network,
i.e., (0, 1

2N), n′ = N ′, i.e., N ′ = N−2
2 for N even and N ′ = N−1

2 N odd. The
total energy consumed by the network for transmission along the graph T (1+) is
given by the formula

E0(q
(1+)
N ) = E0(q

(1)
N ) − EN,0 + EN,N ′+1 + EN ′+1,0.

Solving the inequality ET (q(1+)) ≤ ET (q(1)), with respect to the parameter λ,
we get the lower bound λ

′
0 = Na−|N−N ′−1|a−(N ′+1)a

|N−N ′−1|b+(N ′+1)b−Nb for which the optimal data
transmission graph is T (1). 


The next two lemmas describe the optimal transmission graphs when the
values of a and b in (12) does not belong to the neighboring intervals [ak, ak−1].

Lemma 4. Let the exponents of the data transmission cost matrix (12) be in the
intervals a ∈ [ak, ak−1] and b ∈ [ak′ , ak′−1], k ∈ [1, N ′ − 1], k′ ∈ [3, N ′ + 1], k′ ≥
k + 2, then the optimal transmission graphs to the minimum energy problem are

⎧⎨
⎩

T (k) for λ ∈ (0, λk],
T (k+i) for λ ∈ [λk+i−1, λk+i], i ∈ [1, k′ − k − 1],
T (k′) for λ ∈ [λk′−1,∞),

where λk+i−1 is the solutions of the inequality

ET (q(k−1+i)) ≤ ET (q(k+i)), i ∈ [1, k′ − k].
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Proof. We know that, for a sufficiently small λ the solution of (3), (12), when
a ∈ [ak, ak−1] and b ∈ [ak′ , ak′−1], is given by the transmission graph T (k). From
the inequality (6) and continuity of the objective function ET follows that less
optimal, the next to T (k) is the transmission graph T (k+1). The value of λk

above which T (k) is not optimal is determined from the inequality ET (q(k)) ≤
ET (q(k+1)). Similarly, for a sufficiently large λ the solution of (3) is given by the
graph T (k′). From the inequality (6) it follows that less optimal, the closest to
T (k′), is the transmission graph T (k′−1). Solving the inequality ET (q(k

′−1)) ≤
ET (q(k

′)) we get the lower bound of λk′−1 for which T (k′) is an optimal graph.
By varying the parameter λ between λk and λk′−1, when a ∈ [ak, ak−1] and b ∈
[ak′ , ak′−1] in (12), we get the various optimal transmission graphs, different from
T (k) and T (k′). From the inequality (6) and continuity of the objective function
ET follows, that the only solutions of (3) for λ ∈ [λk, λk′ ] can be transmission
graphs T (k+i), i ∈ [1, k′−k−1]. By solving the set of inequalities ET (q(k−1+i)) ≤
ET (q(k+i)) for i ∈ [1, k′ − k] we get the ordered sequence of λk+i−1. For any λ
in the interval [λk+i−1, λk+i] the optimal transmission graph is T (k+i). 


The following lemma defines the optimal transmission graph when a ∈ [1,∞)
and b ≤ a1 in (12).

Lemma 5. Let the exponents of (12) be in the intervals a ∈ [1,∞) and b ∈
[ak, ak−1], k ≥ 2, then the optimal transmission graphs to the minimum energy
problem are T (0) for λ ∈ [0, λ0] and T (k) for k ≥ 2 λ ∈ [λk,∞), where λ0, λk

are given by (14).

Proof. This lemma follows from the Lemma 3. To get the upper bound λ0 of the
parameter λ for which the transmission graph T (0) is optimal, we need to solve
the inequality ET (q(0+)) ≤ ET (q(0)). To get the lower bound of the parameter
λ for which the transmission graphs T (k) are optimal we have to solve the set of
inequalities ET (q(k−1)) ≤ ET (q(k)), k ∈ [2, N ′ + 1] which solution λk are given
by (14). 


The optimal transmission graphs of the minimum energy problem when a ∈
[a1, 1] and b ≤ a3 in (12) are for the parameter λ.

Lemma 6. Let the exponents of (12) be in the intervals a ∈ [a1, 1] and b ∈
[ak, ak−1], k ≥ 3, then the optimal transmission graphs to the minimum energy
problem are T (1) for λ ∈ [0, λ

′
0] and T (k) for λ ∈ [λk,∞), k ∈ [3, N ′] where λ

′
0,

λk are given by (14).

Proof. This lemma follows from the Lemma 3. To get the upper bound λ
′
0 of the

parameter λ for which the transmission graph T (1) is optimal we need to solve
the inequality ET (q(1+)) ≤ ET (q(1)). The lower bound λk of the of the parameter
λ for which the transmission graphs T (k) are optimal can be determined from
the the set of inequalities ET (q(k−1)) ≤ ET (q(k)), k ∈ [3, N ′ + 1], which solution
λk are given by (14). 
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4 Solution of the Problem with SINR Function

In previous sections we defined the minimum energy problem in terms of the
data transmission cost matrix Ei,j and data flow matrix qi,j . In such formal-
ism there is no information in the model about the data transmission rate, the
sensors operating time and transmission errors caused by the noise and signal
interference. In this section define the minimum energy problem in terms of sen-
sors signal power, data transmission time and capacities of a transmission chan-
nels. We show, that for the optimal data transmission of the minimum energy
problem in the noisy channel there is no interference of signals. For omnidirec-
tional antennas, when the signal of the transmitting node is heard in the whole
network this is equivalent to the sequential data transmission. We prove, that
for the point-to-point data transmission utilized by the sensors in the physical
layer, when the transmitter adjust the power of its radio signal to the distance
to the receiver, the solutions of the minimum energy problem coincide with the
solutions discussed in the previous sections.

We assume, that the power of the transmitting signal at the receiver must
have some minimal level P0. This requirement means, that the transmitting node
must generate the signal with the strength

Pi,j = P0 γ−1
i,j , (15)

where γi,j = γ(xi, xj) is the signal gain function between sender and receiver
located at the points xi and xj of the line. For the transmission model (15) the
energy consumed by the i-th sensor is given by the formula

Ei(t) = P0

N∑
j=1

γ−1
i,j ti,j , (16)

To get non-trivial solution of the minimum energy problem we must assume that
the capacities of the transmission channels are limited, otherwise the minimum
energy of each node is reached for zero transmission time ti,j = 0. To define the
size of the channel capacity we use the Shannon-Hartley formula modified by
the Signal to Interference plus Noise Ratio (SINR) function [10,11],

C(xi, xj , U
n
i,j) = log(1 + s(xi, xj , U

n
i,j)), (17)

where
s(xi, xj , U

n
i,j) =

P0

No + P0

∑
(k,m)∈Un

i,j
γ(xk, xm)−1γ(xk, xj)

is the SINR function and Un
i,j ⊂ SN is some set of transmitter-receiver pairs

which signal of the transmitters interfere with the signal of the i-th node. For
wireless networks in which the nodes use the omnidirectional antennas and the
signal is detected by any node of the network, Un

i,j can be defined as a set of
node pairs which transmit data simultaneously, i.e.,

Ui,j =
{

(si′ , sj′) ∈ SN × SN |t(s)i,j = t
(s)
i′,j′ , t

(e)
i,j = t

(e)
i′,j′

}
.
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where t
(s)
i,j and t

(e)
i,j is the start and the end of transmission time between i-th

and j-th node. By definition (i, j) /∈ Ui,j . The amount of data transmitted by
the i-th node to the j-th node during the time ti,j with the transmission rate
ci,j is given by the formula

qi,j = ci,j ti,j . (18)

We assume, that the transmission rate ci,j satisfies the inequality 0 ≤ ci,j ≤
C(xi, xj , U

n
i,j), where C(xi, xj , U

n
i,j) is given by (17). Because in general a set

of sensors can transmit data simultaneously, thus we need to modify the node
energy consumption formula (16) to the form

Ei(t̄) = P0

∑
j,n

γ−1
i,j tni,j ,

where t̄ = (t1, . . . , tn, . . .) is a tuple of time matrices tn with elements tni,j , which
define the data transmission time between the i-th and j-th nodes in the presence
of transmitters from the set Un

i,j . The objective function of the minimal energy
problem with SINR function is given by the formula

ET (t̄) =
N∑

i=1

Ei(t̄) =
N∑

i=1

P0

∑
j,n

γ−1
i,j tni,j .

From the data flow constraints, defined by the second formula in (3) and (18), it
follows that the minimum energy is consumed by the network when the trans-
mission rate between two nodes is maximal and equals to the channel capacity,
i.e. cn

i,j = Cn
i,j . Taking this into account the minimum energy problem with SINR

function can be written in the form⎧⎨
⎩

mint̄ ET (t̄),∑
i,n Cn

i,jt
n
i,j = Qi +

∑
j,n Cn

j,it
n
j,i,

tni,j ≥ 0, Qi > 0,
(19)

where Cn
i,j is given by (17). The results of the following lemma allows us further

reduce the problem (19).

Lemma 7. The optimal data transmission for the minimum energy problem
(19) is the transmission without interference.

Proof. For the fixed amount of data Qi generated by each sensor, the transmis-
sion times tni,j in (19) are minimal when coefficients Cn

i,j are maximal. From (17)
it follows that maximum value of the transmission rate Cn

i,j is achieved when
Un

i,j = ∅, which means that in the network there is no interference of signals. 

From the Lemma 7 it follows that to solve the minimum energy problem

it is enough to consider only the constant channel capacities ∀i,j C(xi, xj) =
log(1 + P0

No
) = C0. The minimum energy problem for noisy channel with the
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constant channel capacity can be defined by the following set of formulas
⎧⎪⎪⎨
⎪⎪⎩

mint

∑
i∈[1,N ] Ei(t),

Ei(t) = P0

∑
j γ−1

i,j ti,j ,

C0

∑
i ti,j = Qi + C0

∑
j tj,i,

ti,j ≥ 0, Qi > 0.

(20)

To solve the problem (20) for a given signal gain function γi,j we transform (20)
to the minimum energy problem defined in (3). By identifying the variables

⎧⎨
⎩

qi,j → P0ti,j ,
Ei,j → γ−1

i,j ,

Qi → P0
C0

Qi,

we get the equivalence of the two problems. For the signal gain functions γi,j =
|xi − xj |−a, γi,j = 1

|i−j|a+λ|i−j|b , by means of the above transformation we can
obtain from (9) and (13) the solutions of (20).

5 Conclusions

In the paper we solved the minimum energy problem in one dimensional wireless
sensor networks for the data transmission cost function E(xi, xj) = |xi − xj |a
with any real value of the exponent a. We showed, how to find the solution of the
problem when the data transmission cost function is of the form E(xi, xj) = |xi−
xj |a+λ|xi−xj |b and a, b ∈ R, λ ≥ 0. There are several intervals for the parameter
λ for which the optimal transmission graphs are not determined. For example,
when a ∈ [1,∞), b ∈ [a1, 1] in the interval [λ0, λ

′
0] there are transmission graphs

which lie between T (0) and T (1) and are solutions of (3). These graphs can
be identified by means of the ordering method utilized in the Lemmas 3, 4, 5
and 6. We defined the minimum energy problem in terms of sensors signal power,
transmission time and capacities of a transmission channels. We proved, that for
the point-to-point data transmission utilized by the sensors in the physical layer,
when the transmitter adjust the power of its radio signal to the distance to the
receiver, the solutions of the minimum energy problem written in terms of data
transmission cost function Ei,j and in terms of sensor signal power coincide.

Obtained in the paper analytical solutions of the minimum energy problem
for the one dimensional networks can be utilized to solve the problem in two
and more dimensions in networks with symmetries. For example, one can easily
prove that for the star shaped network, when the sink is located in the center of
the network, the solution of the minimum energy problem can be reduced to the
solution of the problem discussed in this paper. Similar problems, for the maxi-
mum lifetime problem in two-dimensional wireless sensor networks, are discussed
in [12]. Presented in the paper classification of solutions of the minimum energy
problem, can be applied to study the stability problems of routing algorithms
in wireless sensor networks. It is well know, that efficiency of routing algorithms
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in such networks highly depends on the shape of the network, or more precisely
on the cost of data transmission between sensors [13–15]. The reason of insta-
bility of the algorithms is that, they do not approximate analytical solution of
the routing problem. Thus having classified the analytical solutions of a given
problem one can build stability classes of routing algorithms which approximate
given solution. Based on the knowledge about stability of the exact solution
one can predict stability of routing algorithms in each class and also algorithms
which are mixture of algorithms from different classes.
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Abstract. Effective applications of vehicular ad hoc networks in traffic
signal control require new methods for detection of malicious data. Injec-
tion of malicious data can result in significantly decreased performance of
such applications, increased vehicle delays, fuel consumption, congestion,
or even safety threats. This paper introduces a method, which combines
a model of expected driver behaviour with position verification in order
to detect the malicious data injected by vehicle nodes that perform Sybil
attacks. Effectiveness of this approach was demonstrated in simulation
experiments for a decentralized self-organizing system that controls the
traffic signals at multiple intersections in an urban road network. Exper-
imental results show that the proposed method is useful for mitigating
the negative impact of malicious data on the performance of traffic signal
control.

Keywords: Vehicular networks · Malicious data · Sybil attack · Traffic
signal control

1 Introduction

Vehicular ad hoc networks (VANETs) facilitate wireless data transfer between
vehicles and infrastructure. The vehicles in VANET can provide detailed and
useful data including their positions, velocities, and accelerations. This technol-
ogy opens new perspectives in traffic signal control and creates an opportunity
to overcome main limitations of the existing roadside sensors, i.e., low coverage,
local measurements, high installation and maintenance costs. The availability
of the detailed data from vehicles results in a higher performance of the traffic
signal control [1–3].

The VANET-based traffic signal systems have gained considerable interest in
recent years. In this field the various solutions have been proposed that extend
existing adaptive signal systems for isolated intersections [4,5]. For such sys-
tems the data collected in VANET are used to estimate queue lengths and
vehicle delays. On this basis optimal cycle length and split of signal phases
are calculated. Similar adaptive approach was also used to control traffic sig-
nals at multiple intersections in a road network [6,7]. Particularly advantageous
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 72–82, 2016.
DOI: 10.1007/978-3-319-39207-3 7
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for VANET-based systems is the self-organizing signal control scheme, which
enables a decentralized optimization, global coordination of the traffic streams
in a road network, and improved performance [8].

Effective VANET applications in traffic signal control require new methods
for real-time detection of attacks that are based on malicious data. Injection
of malicious data can result in significantly decreased performance o the traffic
signal control, increased vehicle delays, fuel consumption, congestion, or even
safety threats.

This paper introduces a method for the above mentioned applications, which
can be used to detect malicious data. The considered malicious data are injected
by vehicle nodes that perform Sybil attacks, i.e., create a large number of false
vehicle nodes in order to influence the operation of traffic signals. The proposed
method detects the malicious data by combining a model of expected driver
behaviour with a position verification approach.

The paper is organized as follows. Related works are discussed in Sect. 2.
Section 3 introduces the proposed method. Results of simulation experiments
are presented in Sect. 4. Finally, conclusions are given in Sect. 5.

2 Related Works

The problem of malicious nodes detection in VANETs has received particular
attention and various methods have been proposed so far [9]. The existing solu-
tions can be categorized into three main classes: encryption and authentication
methods, methods based on position verification, and methods based on VANET
modelling.

In the encryption and authentication methods, malicious nodes detection
is implemented by using authentication mechanisms. One of the approaches is
to authenticate vehicles via public key cryptography [10]. The methods that
use public key infrastructure were discussed in [11]. Main disadvantages of
such methods are difficulties in accessing to the network infrastructure and
long computational time of encryption and digital signature processing. Public
key encryption and message authentication systems consume time and mem-
ory. Thus, bandwidth and resource consumption is increased in the public key
systems.

In [12] an authentication scheme was proposed, which assumes that vehicles
collect certified time stamps from roadside units as they are travelling. The
malicious nodes detection is based on verification of the collected series of time
stamps. Another similar method [13] assumes that vehicles receive temporary
certificates from roadside units and malicious nodes detection is performed by
checking spatial and temporal correlation between vehicles and roadside units.
These methods require a dense deployment of the roadside units.

Position verification methods are based on the fact that position reported
by a vehicle can be verified by other vehicles or by roadside units [14]. The key
requirement in this category of the methods is accurate position information. A
popular approach is to detect inconsistencies between the strength of received
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signal and the claimed vehicle position by using a propagation model. Accord-
ing to the method introduced in [15] signal strength measurements are collected
when nodes send beacon messages. The collected measurements are used to esti-
mate position of the nodes according to a given propagation model. A node is
considered to be malicious if its claimed position is too far from the estimated
one. In [16] methods were proposed for determining a transmitting node loca-
tion by using signal properties and trusted peers collaboration for identification
and authentication purposes. That method utilizes signal strength and direction
measurements thus it requires application of directional antennas.

Xiao et al. [15] and Yu et al. [17] proposed a distributed method for detec-
tion and localization of malicious nodes in VANET by using verifier nodes that
confirm claimed position of each vehicle. In this approach, statistical analysis
of received signal strength is performed by neighbouring vehicles over a period
of time in order to calculate the position of a claimer vehicle. Each vehicle has
the role of claimer, witness, or verifier on different occasions and for different
purposes. The claimer vehicle periodically broadcasts its location and identity
information, and then, verifier vehicle confirms the claimer position by using a
set of witness vehicles. Traffic pattern analysis and support of roadside units
is used for selection of the witness vehicles. Yan et al. [18] proposed an app-
roach that uses on-board radar to detect neighbouring vehicles and verify their
positions.

The modelling-based methods utilize models that describe expected behaviour
of vehicle nodes in VANET. These methods detect malicious nodes by comparing
the model with information collected from the vehicles. Golle et al. [19] proposed
a general model-based approach to evaluating the validity of data collected form
vehicle nodes. According to this approach, different explanations for the received
data are searched by taking into account the possible presence of malicious nodes.
Explanations that are consistent with a model of the VANET get scores. The node
accepts data that are consistent with the most scored explanation. On this basis,
the nodes can detect malicious data and identify the vehicles that are the sources
of such data. Another method in this category relies on comparing the behaviour
of a vehicle with a model of average driving behaviour, which is built on the fly by
using data collected from other vehicles [20].

In [21] a malicious data detection scheme was proposed for post crash noti-
fication applications that broadcast warnings to approaching traffic. A vehicle
node observes driver’s behaviour for some time after the warning is received and
compares it with some expected behaviour. The vehicle movement in the absence
of any traffic accident is assumed to follow some free-flow mobility model, and
its movement in case of accident is assumed to follow some crash-modulated
mobility model. On this basis the node can decide if the received warning is true
or false.

A framework based on subjective logic was introduced in [22] for malicious
data detection in vehicle-to-infrastructure communication. According to that
approach, all data collected by a vehicle node can be mapped to a world-model
and can then be annotated with opinions by different misbehaviour detection
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mechanisms. The opinions are used not only to express belief or disbelief in a
stated fact or data source, but also to model uncertainty. Authors have shown
that application of the subjective logic operators, such as consensus or tran-
sitivity, allows different misbehaviour detection mechanisms to be effectively
combined.

According to the authors’ knowledge, the problem of malicious data detection
for traffic signal control applications has not been studied so far in VANET-
related literature. In this paper a malicious data detection method is introduced
for VANET-based traffic signal control systems. The proposed method integrates
a model of expected driver behaviour with position verification in order to detect
the malicious data that can degrade the performance of road traffic control at
signalized intersections.

3 Proposed Method

This section introduces an approach, which was intended to detect malicious
data in VANET applications for road traffic control at signalized intersections.
The considered VANET is composed of vehicle nodes and control nodes that
manage traffic signals at intersections. Vehicles are equipped with sensors that
collect speed and position data. The collected information is periodically trans-
mitted from vehicles to control nodes. The control nodes use this information
for optimizing traffic signals to decrease delay of vehicles and increase capacity
of a road network.

In order to detect and filter out malicious data, the control node assigns
a trust level to each reported vehicle. The trust levels are updated (decreased
or increased) after each data delivery by using the rules discussed later in this
section. When making decisions related to changes of traffic signals, the control
node takes into account only those data that were collected by vehicles with
positive trust level. The data delivered by vehicles with trust level below or
equal to zero are recognized as malicious and ignored.

At each time step vehicle reports ID of its current traffic lane, its position
along the lane, and velocity. If vehicles i and j are moving in the same lane
during some time period and at the beginning of this period vehicle i is in front
of vehicle j then the same order of vehicles has to be observed for the entire
period. Thus, the following rule is used to detect the unrealistic behaviour of
vehicles in a single lane:

xi(t)−xj(t) > εx∧xi(t−δ)−xj(t−δ) < −εx∧li(t′) = lj(t′) ∀t′ : t−δ ≤ t′ ≤ t, (1)

where: li(t), xi(t), vi(t) denote respectively lane ID, position, and velocity of
vehicle i at time step t, δ is length of the time period, and εx is maximum local-
ization error. It is assumed that the frequency of data reports enables recognition
of overtaking. In situation when condition (1) is satisfied and both vehicles have
positive trust level, the trust level of both vehicles (i and j) is decreased by value
α because the collected data do not allow us to recognize which one of the two
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reported vehicles is malicious. If one of the two vehicles has non-positive trust
level then the trust level is decreased only for this vehicle.

According to the second rule (so-called reaction to signal rule), current traffic
signals are taken into account in order to recognize the malicious data. If the
information received from vehicle i indicates that this vehicle enters an intersec-
tion when red signal is displayed or stops at green signal then the trust level of
vehicle i is decreased by value α. The following condition is used to detect the
vehicles passing at red signal:

hn − xj(t − δ) > εx ∧ hn − xj(t) < −εx ∧ sn(t′) = red ∀t′ : t − δ ≤ t′ ≤ t, (2)

where: hn is position of the stop line for signal n, sn(t) is the colour of signal n
at time t, and the remaining symbols are identical to those defined for rule (1).
The vehicles stopped at green signal are recognized according to condition:

|hn − xj(t′)| < εx ∀t′ : t − δ ≤ t′ ≤ t ∧ sn(t′) = green ∀t′ : t − δ ≤ t′ ≤ t, (3)

where | · | denotes absolute value and the remaining symbols were defined above.
In opposite situations, when the vehicle enters the intersection during green
signal or stops at red signal then its trust level is increased by α.

Theoretical models of vehicular traffic assume that vehicles move with desired
free flow velocity if they are not affected by other vehicles or traffic signals [23].
Based on this assumption, expected velocity of vehicle i can be estimated as
follows:

v̂i(t) = min
(

vf ,
hi(t) − hmin

τ

)
, (4)

where: vf is free flow velocity, hi(t) is headway distance, i.e., distance between
vehicle i and vehicle in front in the same lane or distance between vehicle i and
the nearest red signal, hmin is minimum required headway distance for stopped
vehicle, τ denotes time which is necessary to stop vehicle safely and leave ade-
quate space from the preceding car or traffic signal. Time τ can be determined
according to the two seconds rule, which is suggested by road safety authori-
ties [24].

When the velocity reported by a vehicle differs significantly from the expected
velocity then the vehicle is suspected to be malicious. Thus, the trust level of
the vehicle is decreased. In opposite situation, when the reported velocity is
close to the expected value, the trust level is increased. According to the above
assumptions, the trust level is updated by adding value ui(t) · β and ui(t) is
calculated using the following formula:

ui(t) =

{
1, |v̂i(t) − vi(t)| < εv,

− |v̂i(t)−vi(t)|
vf

, else,
(5)

where εv is a threshold of the velocity difference, and the remaining symbols were
defined earlier. Threshold εv was introduced in Eq. (5) to take into account error
of velocity measurement and uncertainty of the expected velocity determination.
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The last rule for updating trust level assumes that vehicles are equipped
with sensors which enable detection and localization of neighbouring vehicles
within distance r. In this case each vehicle reports the information about its own
position and speed as well as positions of other vehicles in the neighbourhood.
The information about neighbouring vehicles, delivered by vehicle j at time t, is
represented by set Dj(t):

Dj(t) = {〈xk(t), lk(t)〉} , (6)

where xk(t) and lk(t) denote position and lane of k-th vehicle in the neighbour-
hood. The additional data can be utilized by control node for verification of the
collected vehicle positions. Position of vehicle i should correspond to one of the
positions of neighbours (k) reported by vehicle j if distance between vehicles i
and j is not greater than r. Therefore, trust level of vehicle i is increased by α if

dist(i, j) ≤ r ∧ ∃〈xk(t), lk(t)〉 ∈ Dj(t) : dist(i, k) ≤ εx, (7)

where: dist(i, j) is distance between vehicles i and j, r is localization range, and
the remaining symbols were defined earlier. The trust level is decreased by α if

dist(i, j) ≤ r ∧ dist(i, k) > εx∀〈xk(t), lk(t)〉 ∈ Dj(t). (8)

The symbols in (8) were defined earlier in this section. The above rule is applied
only if the trust level of vehicle j is positive.

It should be noted that the parameter of decreasing trust level for the
velocity-related rule (β) is different than for the remaining rules (α) because
the velocity-related rule can be used after each data transfer, i.e., significantly
more frequently than the other rules.

4 Experiments

Simulation experiments were performed to evaluate effectiveness of the proposed
method for malicious data detection. The experimental results presented in this
section concern percentages of detected malicious data and the impact of these
data on vehicle delay at signalized intersections in a road network.

In this study the stochastic cellular automata model of road network, pro-
posed by Brockfeld et al. [25], was used for the traffic simulation. This model
represents a road network in a Manhattan-like city. Topology of the simulated
network is a square lattice of 8 unidirectional roads with 16 signalized inter-
sections (Fig. 1). The distance between intersections is of 300 m. Each link in
the network is represented by a one-dimensional cellular automaton. An occu-
pied cell on the cellular automaton symbolizes a single vehicle. At each discrete
time step (1 s) the state of cellular automata is updated according to four steps
(acceleration, braking due to other vehicles or traffic light, velocity randomiza-
tion, and movement). These steps are necessary to reproduce the basic features
of real traffic flow. Step 1 represents driver tendency to drive as fast as possible,
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Fig. 1. Simulated road network (Color figure online)

step 2 is necessary to avoid collisions and step 3 introduces random perturbations
necessary to take into account changes of vehicle velocity in regions with high
density. Finally, in step 4 the vehicles are moved according to the new velocity
calculated in steps 1–3. Steps 1–4 are applied in parallel for all vehicles. Detailed
definitions of these steps can be found in [25]. Maximum velocity was set to 2
cells per second (54 km/h).

Deceleration probability p for the Brockfeld model is 0.15. The saturation flow
at intersections is 1700 vehicles per hour of green time. This model was applied to
calculate the stop delay of vehicles. The traffic signals were controlled by using
the self-organizing method based on priorities that correspond to “pressures”
induced by vehicles waiting at an intersection [26]. The traffic signal control was
simulated assuming the intergreen times of 5 s and the maximum period of 120 s.
At each intersection there are two alternative control actions: the green signal
can be given to vehicles coming from south or to those that are coming from
west. The simulator was implemented in Matlab.

Intensity of the traffic flow is determined for the network model by parame-
ter q in vehicles per second. This parameter refers to all traffic streams entering
the road network. At each time step vehicles are randomly generated with a prob-
ability equal to the intensity q in all traffic lanes of the network model. Similarly,
the false (malicious) vehicles are generated with intensity qF at random locations.
The false vehicles move with constant, randomly selected velocity.

During experiments nine algorithms of malicious data detection were taken
into account (Table 1). The algorithms use different combinations of the rules
proposed in Sect. 3 (4 rules used separately and 5 selected combinations that
achieved the most promising results in preliminary tests). Simulations were per-
formed for four various intensities of true vehicles (q = 0.02, 0.06, 0.10, 0.14) and
false vehicles (qF = 0.02, 0.04, 0.06, 0.08). For each combination of the inten-
sities q and qF the simulation was executed in 20 runs of 10 min. Based on
preliminary results, the parameters used for updating the trust levels were set
as follows: α = 1 and β = 0.2.
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Table 1. Compared algorithms for malicious data detection

Rule Algorithm

1 2 3 4 5 6 7 8 9

1–Vehicles order + − − − + − + − +

2–Reaction to signals − − + − + + − − +

3–Expected velocity − − − + − − + + +

4–Neighbour detection − + − − − + − + +

Figure 2 shows percentages of correctly detected malicious data and correctly
recognized true data for two different intensities of false vehicles. The data were
categorized as true or malicious at each one-second interval.

(a) (b)

Fig. 2. Accuracy of malicious data detection for the compared algorithms:
(a) qF = 0.02 veh./s, (b) qF = 0.08 veh./s

Total delay of vehicles for the considered algorithms is compared in Fig. 3.
The results in Fig. 3 were averaged for all considered true and false vehicle inten-
sities. Average number of vehicles for one simulation run (10 min) was 384. The
best results were obtained for Algorithm 9, which utilizes all proposed rules for
detection of the malicious data. This algorithm allows the delay of vehicles to be
kept at the low level (close to the value obtained for simulation without malicious
data). The delay is increased only by 1 % in comparison to the delay observed
when no malicious data are present. Algorithm 9 correctly recognizes 90 % of
the malicious data and 96 % of the true data on average. High accuracy was
also observed for Algorithm 2, which uses the approach of position verification
by neighbouring vehicles without any additional rules. The least satisfactory
results were obtained when using the vehicles order rule (Algorithm 1) or the
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Fig. 3. Average delay of vehicles for the compared algorithms

reaction to signals rule (Algorithm 3). For these algorithms the delay of vehicles
is close to that observed when the detection of malicious data is not used.

Fig. 4. Mean delay for different traffic intensities: (a) qF = 0.02 veh./s, (b) qF =
0.08 veh./s

Figure 4 shows mean vehicle delays for various intensities of the traffic flow (q)
and two different intensities of the false vehicles generation (qF). Algorithm 0 in
Fig. 4 corresponds to the situation when no malicious data detection is imple-
mented. It can be observed in these results that the effectiveness of a particular
algorithm strongly depends on the considered intensities. For instance, in case
of q = 0.14 and qF = 0.02 Algorithm 8 causes a higher delay than those obtained
without malicious data detection, while for the remaining intensities Algorithm 8
gives good results. However, for Algorithm 9 the delay is reduced when comparing
with those obtained without malicious data detection for all considered inten-
sity settings. This fact confirms that all the proposed rules are useful as they
contribute with different degree in various traffic conditions to mitigating the
negative impact of malicious data.
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5 Conclusion

Sybil attacks can degrade the performance of VANET-based traffic signal con-
trol. The proposed approach enables effective detection of malicious data cre-
ated in VANETs when the Sybil attacks are launched. The introduced detection
scheme is based on rules that take into account unrealistic overtaking manoeu-
vres, expected driver behaviour (reaction to traffic signals and preferred velocity)
as well as verification of vehicle position by neighbouring nodes. Effectiveness of
this approach was demonstrated in simulation experiments for a decentralized
self-organizing system that controls the traffic signals at multiple intersections in
an urban road network. The experimental results show that combination of dif-
ferent detection mechanisms allows the malicious data in VANET to be correctly
recognized and is essential for mitigating their negative impact on the perfor-
mance of traffic signal control. Further research is necessary to integrate the
method with more sophisticated models of driver behaviours, enable automatic
parameters calibration based on collected data, and test the proposed approach
in different (more realistic) scenarios with various traffic control algorithms.
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Abstract. A new DNS-based anti-evasion technique for botnets detec-
tion in the corporate area networks is proposed. Combining of the passive
DNS monitoring and active DNS probing have made it possible to con-
struct effective BotGRABBER detection system for botnets, which uses
such evasion techniques as cycling of IP mapping, “domain flux”, “fast
flux”, DNS-tunneling. BotGRABBER system is based on a cluster analy-
sis of the features obtained from the payload of DNS-messages and uses
active probing analysis. Usage of the developed method makes it possible
to detect infected hosts by bots of the botnets with high efficiency.

Keywords: Botnet · DNS-traffic · Passive DNS monitoring · Active
DNS probing · Botnet’s evasion techniques · Cycling of IP mapping ·
“Domain flux” · “Fast flux” · DNS-tunneling

1 Introduction

Nowadays botnets are one of the most dangerous cyber threats. The vast major-
ity of botnets uses DNS for the purpose of the infected hosts’ control [1]. Accessi-
bility, high informative value of the DNS-traffic and its small amount compared
with the overall network traffic provide a range of capabilities for botnets detec-
tion based on the DNS-traffic analysis. Otherwise, there is a number of evasion
techniques based on DNS, which complicate the detection, localization and neu-
tralization of botnets: “fast-flux” service network, “domain flux” and cycling of
IP mapping for malicious domain. Also, there is a technique that makes it pos-
sible to hide the fact of malicious traffic transmission of command and control,
and to mask it as a legitimate DNS-traffic (DNS-tunneling).

2 Related Work

Today there is a number of approaches for botnets detection [2,3], as well as
researches aimed for detection of botnets that uses evasion techniques [4–8].
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-39207-3 8
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In [9,10] a detection method of DNS basis botnet communication using
obtained NS record history was proposed. Key idea of the approach is that
the most of domain name resolutions first obtain the corresponding NS (Name
Server) record from authoritative name servers in the Internet, whereas suspi-
cious communication may omit the procedures to hide their malicious activities.
The proposed method checks whether the destined name server (IP address) of
a DNS query is included in the obtained NS record history to detect the botnet
communications.

In [11] an architecture to map network concepts to data stored in relational
databases was propose. Based on this architecture, a tool that looks for malicious
bot activity, studying, from a unique point of view, DNS traffic from PCAP
sources, and TCP connections from IPFIX reports was implemented.

In [4] the detection method for botnets, that use “domain flux”, is described.
It is based on the analysis of successful and unsuccessful DNS-requests submitted
in the time interval that includes successful requests. In order to determine the
botnets’ IP-addresses, the associated parameters of the domain names’ entropy
and correlation in time between successful and unsuccessful DNS-requests are
analyzed. The disadvantage of this method is the reliance on unsuccessful domain
names, as well as the sensitivity to the choice of time interval.

In [5] the detection system of the malicious domains names based on pas-
sive DNS monitoring is proposed. It is able to classify the domain names by
4 groups of features that can be extracted from DNS-traffic: (1) time-based fea-
tures; (2) DNS answer-based features; (3) TTL value-based features; (4) domain
name-based features.

In [6] a detection technique, designated as the Genetic-based ReAl-time
DEtection (GRADE) system, to identify Fast Flux Service Networks (FFSN)
in real time, is proposed. GRADE differentiates between FFSNs and benign
services by employing two characteristics: the entropy of domains of preceding
nodes for all A-records and the standard deviation of round trip time to all
A records. Technique is able to find the best strategy to detect current FFSN
trends.

In [7] a technique that uses active probing for identifying the legitimate CDN
domains and malicious FFSN domains was proposed. The method is based on
identifying characteristics derived from active DNS-probing, namely mapping
the domains with the set of IP-addresses that are in different network segments,
and taking into account volatility represents the fluctuation of handling time for
multiple consecutive time requests for a specific domain name.

The main weakness of the mentioned approaches is that they take in to
account a set of features which is insufficient for FFSN detections, as there are
a lot of other informative features that are able to indicate the usage of evasion
technique fast flux by botnets.

In [8] the known approaches aimed for detection of the botnets, that use
of DNS-tunneling, are presented. The two main research directions are pre-
sented here: techniques based on analysis of DNS-messages payload and sta-
tistical analysis of DNS-traffic.
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In [12] authors confirmed that it is effective to check the unknown usage of
DNS TXT queries for detecting botnet communication.

The disadvantage of the approaches presented in [8,12] is the concentration
on detection of the narrow range of malware, which use specific DNS-tunneling
technologies.

The disadvantage of described methods is the concentrating only on the
features pointing out the harmfulness of the domain names, and ignoring the
behaviour of botnets’ bots in DNS-traffic.

Taking into account the wide functionality of the botnets and their usage
of evasion techniques, the very important task is to develop a new approach
for botnets detection, which would allow combining the benefits of methods for
passive and active DNS monitoring in a single technique in order to improve the
botnets detection efficiency.

3 Previous Work

In [13] an attempt to solve the botnets detection problem, where bots are using
evasion techniques based on DNS, is performed. The method is based on the
passive analysis of incoming DNS-traffic and uses cluster analysis of the feature
vectors obtained by the analysis of DNS-messages payload. In order to con-
struct the feature vectors based on TTL fields, such incoming DNS-messages
are processed: (1) each first captured DNS-message about certain domain name
within the TTL-period; (2) each repeated DNS-message received by host within
the TTL-period, when the source of the message is non-local DNS-server, and
TTL-period referred to this message differs from the rest of TTL-period within
which this message have received.

In order to detect the usage of the DNS-based evasion techniques by botnets,
such features were used:

– the length of the domain name, LN;
– the number of unique characters in the domain name, NU;
– entropy of the domain name, EN;
– the sign of the usage of uncommon types of the DNS-records (for example,

KEY, NULL), or DNS-records that are not commonly used by a typical client
(for example, TXT), FUR;

– maximum value of entropy of the DNS-records, which are contained in the
DNS-messages, ER;

– maximum size of the DNS-messages about the domain name, LP;
– the number of A-records corresponding to the domain name in the incoming

DNS-message, NA;
– the number of IP-addresses concerned with the domain name, NIP;
– the average distance between the IP-addresses concerned with the domain

name, SIP;
– number of unique IP-addresses in sets of A-records corresponding to the

domain name in the DNS-messages, NUA;
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– the average distance between the IP-addresses in the set of A-records for the
domain name in the incoming DNS-message, SA;

– the average distance between unique IP-addresses in sets A-record corre-
sponding to the domain name in the DNS-messages, SUA;

– number of the domain names that share IP-address corresponding to the
domain name, ND;

– values of TTL-period: mode, Tmod; median, Tmed; average value, Taver;
– the sign of success of DNS-query, FS.

Note. In the approach we are interested in situation, where the average “dis-
tance” between each of the IP addresses in the result set is more than 65 535
addresses (equivalent to distinct/16 netblocks) [14].

The method also operates with a dependence function of the DNS-message
field entropy fEbn from its length [15], where n – base of encoding.

Based on mentioned features the feature vectors during the process of the
passive monitoring time are formed. Further, the feature vectors are input data
of the semi-supervised fuzzy c-means clustering.

The result of clustering is a degree of membership of the feature vectors to
one of five clusters, four of which indicates the usage of the evasion techniques
(h1 – cycling of IP mapping, h2 – “domain flux”, h3 – “fast flux”, h4 – DNS-
tunneling, and a cluster h5 that contains normal queries).

The proposed method demonstrates a high efficiency of detection, but its
drawback is an uncertainty of the part of obtained results and a significant level
of false positives (at about 4–9 %).

4 Anti-evasion Technique for the Botnets Detection
Based on the Passive and Active DNS Monitoring

A possible way to improve the efficiency of detection of botnets in the corporate
area networks, that use the evasion techniques, is to develop a new technique,
which would involve passive and active DNS monitoring in order to eliminate the
disadvantages of the method, described in [13] and increase the botnets detection
efficiency.

In this paper, we introduce BotGRABBER, a system that employs a combi-
nation of passive and active DNS analysis techniques to detect botnets, which
use evasion techniques by its malicious activity in the network.

4.1 Passive DNS Monitoring

In order to increase the technique efficiency, described in Sect. 3, the very first
task is to eliminate the uncertainty of the results. For this purpose we propose
to involve additional features that are able to indicate the usage of DNS-based
evasion techniques by botnets.

One of the important feature, that can be obtained by means of passive
monitoring of the DNS-traffic, which indicate malicious activity in the network,
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is the synchrony of DNS-queries. Therefore, involvement of such feature will
separate DNS-queries related to the botnets’ functioning, and DNS-queries about
the illegal domain names that use evasion techniques based on DNS. We will
consider group queries as synchronous, if there is a large number of queries
about the same domain name, and they are concentrated in a small time interval
(synchronization time of the bots), ts. If the time interval between the first and
the last DNS-response Δtq for the group query about the same domain name
is greater than the length of the time window ts, then in order to check the
synchrony of DNS-queries, we build the vector of the density distribution of
DNS-queries in time, which can be described as follows:

Wd = (Ωj)zj=1, (1)

where Ωj – number of queries within the z-interval; j – number of interval;
z = (tl − tf)/((1/3) · ts), where tl and tf – the time of the last and the first DNS-
responses about the domain name within the TTL-period, or DNS-responses
that contained NXDOMAIN error code, or DNS-responses within the interval
time when the group flushing of local DNS-caches was fixed [16].

If the maximum number of queries, which belongs to the interval ts, which
consists of three adjacent elements of vector Wd, that describe the DNS-query
distribution of continuous interval, exceeds some threshold δ, then the group
requests will be considered synchronous [16].

Let us denote the synchrony feature of the group DNS-queries for the domain
name, SS = NS/N , where NS – number of synchronous group DNS-queries about
the domain name; N – the total number of group DNS-queries about the domain
name.

Thus, let us present the updated feature vector of the incoming DNS-
messages for certain domain name d as follows:

Wd = (SS, LN, NU, EN, Tmod,Tmed, Taver, NA, NIP, SIP, SA,

NUA, SUA, ND,FUR, ER, LP, FS).
(2)

The basis of semi-supervised learning of the clusterer is the knowledge about
features, which indicate the usage of the evasion techniques based on DNS.
Knowledge base can be represented as rules by Algorithm 1.

Based on constructed updated feature vectors, the data matrix is formed.
It is the input data for the clusterer. The result of clustering is a matrix of
the semi-fuzzy splitting U , where each element of the matrix uij determines the
belonging of i-th element of the set of clustering objects to j-th cluster:

U = [uij ] , uij ∈ [0, 1], i = 1, Nz,
∑

j=1,Nh

uij = 1, (3)

where Nz – the total number of different domain names requested by network
hosts; Nh – the total number of clusters.

Let denote δ and δ′ as thresholds that define that the clustering object
belongs to the cluster, when the domain name is considered malicious or sus-
picious respectively. If uij ≥ δ, j = 1, 4, then the object belongs to a cluster,
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for all DNS messages or training data do
if
(Ss ≥ threshold and Tmod ∈ [0, 900] and Tmed ∈ [0, 900] and Taver ∈ [0, 900])
then

if ((NA ∈ (5, ∞) and SA ∈ (65 535, ∞)) or (NUA ∈ (8, ∞) and SUA ∈
(65 535, ∞)) then

evasion technique ← fast flux
end
if (FS = 0 and ND ∈ [8, ∞]) then

evasion technique ← domain flux
end
if (NIP ∈ (5, ∞) and SIP ∈ (65 535, ∞)) then

evasion technique ← cycling of IP mappings
end
if ((LN ∈ [75, 225] and NU ∈ (27, 37]) or EN ≥ fEb32 or (ER ≥
fEb64 or ER ≥ fEb256) or FUR = 1 or LP > 300)) then

evasion technique ← DNS tunneling
end

end

end
Algorithm 1. Rules for semi-supervised learning

which corresponds to one of evasion techniques. The situation where δ′ ≤ uij < δ
means that the object may belong to several clusters and there is an uncertainty
of results.

Figure 1(a) and (b) show the plane projection of the set of feature vectors
of DNS-messages, which are distributed on clusters. The origin of coordinates
is the centroid of the cluster, which contains the set of the feature vectors of
incoming DNS-messages about legitimate resources to the hosts of the network.
Each marker (dot) in the cluster represents a set of incoming DNS-messages to
infected and uninfected hosts of the network about certain domain name.

Figure 1(a) demonstrates that the part of clustering results, described in
Sect. 3, is uncertain. Adding the synchrony feature of DNS-query to the feature
vector demonstrates the reduction of the results uncertainty that is confirmed
experimentally. Studies show that the amount of clustering objects that could
not be exactly classified as the malicious or legitimate has been reduced by
30–40 % (Fig. 1(b)).

4.2 Active DNS Probing

Analysis of the outcome of experiments has demonstrated that the part of the
results is unable to answer the question whether the domain name is malicious
or legitimate.

That’s why the next step of the efficiency improvement is the further analysis
of the clustering results. We will analyze the requests about the domain names
that were placed on the intersection of clusters, and cannot be classified as
malicious or legitimate.
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Fig. 1. Clustering results: (a) before adding the synchrony feature to passive analysis;
(b) after adding the synchrony feature
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Used features are obtained from the passive DNS-traffic monitoring. There-
fore, there is no need to initiate specific actions for the purpose of simulation of
the malicious activity in order to collect the necessary information regarding to
the domain name. However, in a situation when these means are unable to give
us result, it is appropriate to involve an active probing analysis.

Such approach will allow us to obtain additional features that may indicate
that the domain name is malicious, and it is based on the implementation of NS-
request records, A-Records, SOA-records, PTR-records. The approach is applied
to refine the detection results of the cycling of IP mapping, “domain flux”, “fast
flux” evasion techniques.

We also propose to carry out queries for the determination of the autonomous
systems numbers (ASN), which include IP-addresses associated with suspicious
domain names and their name servers (it will be used for “fast flux” and cycling
of IP mapping detection).

Thus, in order to define that the domain name belongs to botnets, which
uses evasion techniques, let us use the following features obtained by means of
active monitoring: (1) NNS – number of the NS-records in the DNS-response [14];
(2) SNS – the average distance between the IP-addresses for the set of NS-records
for the domain name [14]; (3) Vretry – value of the fields retry, received from the
DNS-response by a SOA-request [14]; (4) NASN – number of different numbers of
autonomous systems (ASN), which include IP-addresses associated with server
names [14]; (5) NASA – the number of different numbers of autonomous systems,
which include IP-addresses associated with the domain name [14].

Additional Analysis. One of the botnets’ feature is coordinated behaviour in
the network. That is why the possible way to detect malicious activity of the
bots is to find hosts groups by MAC-addresses, which simultaneously have been
carrying out DNS-requests about a specific domain name within the interval of
time synchronization ts, and to check them for similarities. This procedure is
inapplicable on the stage of the passive monitoring, because it is unuseful on
the early botnet’s spreading phase. For this purpose, we carry out an analysis of
the similarity for hosts’ groups, which performed DNS-queries about the domain
name.

In situation, if δ′ ≤ uij < δ, j = 1 or j = 3 (for “fast-flux” or cycling of
IP mapping evasion techniques), we perform the determination of the similarity
for hosts’ groups, which carried out similar requests about the domain names.
“Domain flux” or DNS-tunneling evasion techniques provide the frequent change
of the domain names related to the botnet’s functioning. Therefore, if δ′ ≤
uij < δ, j = 2 or j = 4 we determine the similarity of groups’ hosts, which
executed DNS-queries about the same domain names, and the similarity for pairs
of group DNS-requests that belong to clusters regarding to evasion techniques.

We will consider hosts similar if K ≥ q, where K – similarity coefficient, q –
threshold value of the similarity. In order to determine the similarity of groups’
hosts, that carried out queries about the same domain name, we used the Koch
index of dispersity. To determine the similarity for two groups of queries we used
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the cosine similarity coefficient and define similarity only for those groups that
belonged to the same cluster and

a√
ab

≥ q, where a and b – amount size of the

smaller and larger groups respectively.

4.3 Algorithm of the Anti-evasion Technique of the Botnets
Detection Based on the Passive and Active DNS Monitoring

The anti-evasion technique of the botnets detection in the corporate area net-
works based on the passive and active DNS monitoring (BotGRABBER) is
functioning as follows: executing the fuzzy cluster analysis of the feature vec-
tors obtained from passive analysis payload DNS-messages. The result of the
clustering is the splitting of the requests about legitimate or malicious domain
names into clusters. The next step is to analyze those requests, which were on
the intersection of clusters with malicious and normal requests by involvement
of active DNS monitoring. Presentation of the method functioning is given as an
Algorithm 2.

5 Experiments

In order to test the feasibility of BotGRABBER as a detector botnets which
uses evasion techniques in real-life, the campus network of Khmelnitsky National
University was used.

In order to hold the experiments, a specialized software was constructed,
which was able to make malicious DNS-queries, and had features of the botnets’
bots with centralized architecture. The set of constructed software was propor-
tionally divided into groups by its functional properties that related to one of
the four evasion techniques – cycling of IP mappings, “domain flux”, “fast-flux”,
DNS-tunneling. Depend on its functionality it executed different types of queries.

For the purpose of the C&C botnets’ servers imitation for the duration of
experiments the set of the domain names, which we consider malicious, was regis-
tered. The C&C botnets’ servers made it possible to simulate evasion techniques
(such actions as IP-mapping, the domain name changing, cyclically changing of
DNS A-records and NS-records for the same domains using round robin algo-
rithm, command and control traffic transfer using DNS-tunneling, etc.).

Developed bots had different sets of features and performed queries about
malicious domains that were not previously known to BotGRABBER and had
not been used in the training.

For the experiments, a network of 100 hosts was used and they were infected
with bots. Also the users activity was simulated and hosts executed legitimate
queries. Each botnet carried out the different scenarios of queries and in different
time.

The experiment lasted 24 h. It was enough to run all scenarios, embedded in
bots. During this time, BotGRABBER detected, analyzed and classified 2369
DNS-responses.
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Function passive analysis
for all gathered incoming DNS messages do

for all first DNS messages within TTL or
all repeated DNS messages within TTL from non local DNS server do

form feature vector Wd // Eq. 2
end
form data matrix of feature vectors V
data matrix of feature vectors V → set of clusters H where V (i) = Wd

form fuzzy splitting matrix U
if (uij ≥ δ) then

block
else

if (δ′ ≤ uij < δ) then
execute active analysis

end

end

end
Function active analysis
for all Wd do

if (δ′ ≤ uij < δ) then

if ((Wd ∈ Hcycling of IP mapping) and (Wd ∈ Hlegitimate)) then
if ((Tmod ∈ [0, 900] and Tmed ∈ [0, 900] and Taver ∈ [0, 900])
and (NIP ∈ (5, ∞) and SIP ∈ (65535, ∞) and NASA > 2)) then

block
end

end

if ((Wd ∈ Hfast flux) and (Wd ∈ Hlegitimate)) then
if ((Tmod ∈ [0, 900] and Tmed ∈ [0, 900] and Taver ∈ [0, 900])
and ((NA ∈ (5, ∞) and SA ∈ (65 535, ∞)) or (NUA ∈ (8, ∞)
and (SUA ∈ (65 535, ∞)) or NAS > 2) and (SNS > 65 535
or NASN > 2 and NNS > 3 and Vretry ∈ [0, 900]))) then

block
end

end

if ((Wd ∈ Hdomain flux) and (Wd ∈ Hlegitimate)) then
if (similarity coeficient K > threshold q or ND ∈ [8, ∞]) then

block
end

end

if ((Wd ∈ HDNS tunneling) and (Wd ∈ Hlegitimate)) then
if (similarity coeficient K > threshold q) then

block
end

end
else

block
end

end
Algorithm 2. Algorithm of the anti-evasion technique of the botnets detection
based on the passive and active DNS monitoring
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Table 1 demonstrates the numbers of detected responses about malicious
domains: using the technique which is described in Sect. 3, the technique which
used just passive analysis of the DNS-traffic and by BotGRABBER system
(using passive and active monitoring). As we can see, after the involvement
synchrony feature into passive monitoring process, we obtained better results of
detection, but still with significant level of false positives. Finally, usage of the
BotGRABBER system demonstrates not only greater detection results, but the
decrease of the false positives rage.

Table 1. Experimental results: number of queries carried out by bots, detected
responses and false positives

Name of evasion

technique

Number of queries

carried by bots

Botnets detection

technique based on

passive monitoring

described in [13]

Improved botnets detec-

tion technique based on

passive monitoring

Botnets detection tech-

nique BotGRABBER

based on passive and

active monitoring

Detected responses/False positives, %

Cycling of IP

mapping

308 299/2 301/2 301/1

“Domain flux” 1432 1326/3 1406/3 1406/1

“Fast flux” 485 389/3 425/3 425/2

DNS-tunneling 144 142/0 142/0 142/0

Total 2369 2156 (91%)/8 2274 (96%)/8 2274 (96%)/4

Thus, the results of BotGRABBER usage demonstrated the ability of the
technology to detect botnets that use evasion techniques up to 96 %, while the
level of false positives was about 4 %.

The localization and blocking of the bots’ actions on the network hosts are
performed by using logs with hosts MAC-addresses that carried DNS-queries
and requested their domain names.

As a result, we can make conclusion, that the system BotGRABBER – anti-
evasion technique of the botnets detection in the corporate area networks based
on combination of the passive and active DNS monitoring can be used as a tool
for the detection of infected hosts in the network with high efficiency.

6 Conclusions

Results obtained in experimental studies have demonstrated, that the analysis
of the features obtained by passive DNS monitoring in combination with the
features extracted by active DNS probing have made it possible to detect botnets,
which use evasion techniques. Based on this approach we have constructed an
effective botnets detection tool – BotGRABBER, which is able to detect bots,
that use such evasion techniques as cycling of IP mapping, “domain flux”, “fast
flux”, DNS-tunneling.

BotGRABBER system is based on a cluster analysis of the features obtained
from the payload of DNS-messages and uses active probing analysis.
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Usage of the developed system makes it possible to detect infected hosts by
bots of the botnets with high efficiency up to 96 % and low false positives at
about 4 %.
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Abstract. The primary intent of clients performing anonymous online
tasks is to conceal the extent of their already encrypted communication
with sensitive servers. We present an accurate method for evaluating the
amount of anonymity still available to such clients in the aftermath of
an attack. Our method is based upon probabilities arrived at by the
attack of possible client-server association levels for being the real one,
along with the correctness levels of those associations. We demonstrate
how additionally taking correctness levels into account results in more
accurate anonymity measurement than the customary approach of just
computing the Shannon entropy of the probabilities.

Keywords: Online anonymity · Caching · Infeasibility attacks ·
Measuring anonymity · Combinatorial matrix theory

1 Introduction

The diversity of activities that can be performed online, such as shopping, job
searching, and keeping in touch with friends, has been key to the phenomenal
growth enjoyed by the Internet. Of these, activities that people often prefer to
perform anonymously were not anticipated when the Internet was designed, thus
such activities now require additional support of anonymity systems that provide
the desired anonymity. Electronic voting, searching for a partner, whistle-blowing
on an authority, are just some examples of online activities that many people
prefer to do with the help of an anonymity system that gets the job done while
concealing the identity of the performing individuals.

Anonymity systems are subject to a wide range of attacks that undermine the
anonymity provided, making it imperative to accurately measure the amount of
anonymity the system is actually providing in the aftermath of an attack. An accu-
rate measurement can help understand potency of attacks, compare quality of dif-
ferent anonymity systems, or decide whether or not to employ a particular system
for some critical activity, such as for one related to national security.

We develop, in this paper, a technique for measuring anonymity received by
individuals, called clients, that are performing online tasks via an anonymity
system with some target machines, called servers. Our technique measures the
anonymity remaining after an attack that is capable of narrowing down the
possible clients that may have initiated any activity the system is observed to be
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 96–106, 2016.
DOI: 10.1007/978-3-319-39207-3 9
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engaged in with the servers. This attack model captures several real-life attacks,
including the timing-analysis attack in Adman et al. [1] and the route-length
attack in Serjantov and Danezis [2].

Modern anonymity systems often employ data caching for improving the
overall system performance and, more importantly, for enhancing the amount
of anonymity they provide to clients, as noted in Shubina and Smith [3] and
Bagai and Tang [4]. Our technique is tailored especially for such systems. The
main characteristic of our technique, however, is that it measures anonymity of
end-to-end associations, i.e. between clients and servers, not just between the
incoming and outgoing messages of the system. Gierlichs et al. [5] and Bagai
et al. [6] showed that such end-to-end measurement is essential when clients and
servers are involved in sending and/or receiving multiple messages, as is usually
the case during anonymous web browsing sessions.

As the system’s goal is to hide the actual client-server associations among
other possible ones, an adversary strives to expose them as much as possible.
The attack model we consider ends up inducing probabilities on each possible
association of being factual. Employing Shannon entropy [7], which gives the
uncertainty inherent in a probability distribution, is by far the most popular
method of measuring anonymity in such situations, as proposed by Serjantov
and Danezis [2], and Diaz et al. [8]. We argue that, such an anonymity measure
that is based upon just probabilities of events and ignores the correctness levels
of those events is, at best, a crude measure. While we also do construct a metric
here based on that approach, the main contribution of this paper is another, more
accurate anonymity metric, which measures specifically the extent to which the
actual client-server associations hide. By being sensitive to the correctness levels
of other associations, along with their probabilities, our approach results in more
accurate measurement and, in that respect, it is an advancement over the current
state-of-the-art in anonymity measurement.

The rest of this paper is organized as follows. Section 2 constructs the basic
framework of an anonymity system being used by clients to communicate with
servers. The system is equipped with data caching abilities, and the clients and
servers are capable of sending and/or receiving multiple messages. The attack
model we consider is also introduced in this section. Section 3 develops our tech-
nique for measuring anonymity of the client-server associations. It shows how
an attack essentially results in a probability distribution and an error distrib-
ution over the set of all possible associations. It also presents our metric that
takes both of these into account, and shows how that results in more accurate
measurement than one that ignores the error factor, akin to current practice.
Finally, Sect. 4 concludes our work and gives a direction for future work.

2 Anonymity System and Attack Model

This section lays a mathematical framework for an anonymity system used by
clients, each of whom may be engaged in carrying out several simultaneous
anonymous online activities with some target servers. The clients essentially



98 R. Bagai and H. Lu

send requests for some resources to these servers via the anonymity system. The
requests may be such as for a particular video clip on youtube.com, or for pro-
files that meet some characteristics on ashleymadison.com, or even just for some
product’s page on amazon.com. The anonymity system acts as an intermediary,
for providing anonymity to the clients for the tasks they are engaged in. It accom-
plishes that by first collecting the requests from the clients and then forwarding
those requests to the servers in a manner that maintains client anonymity, from
both the servers as well as any third-party eavesdroppers.

Let X be the set of requests observed by a passive adversary having been
collected by the anonymity system from its clients, and Y be the set of requests
observed having been forwarded to the target servers. An important goal of the
anonymity system is to prevent the adversary from determining the underlying
correspondence it creates between members of X and Y , quite understandably at
some acceptable performance cost. It may attempt to hide that correspondence
by employing a variety of techniques, such as encryption/decryption of requests
to prevent simple content comparison by the adversary, or randomly delaying
and forwarding requests in some order other than the one in which they were
collected to prevent sequence number associations, etc.

2.1 System Cache

In the interest of mitigating the performance cost introduced by it, the
anonymity system is presumed to maintain an internal cache, from which some
client requests can be served immediately if their requested content is found
within. More importantly, as shown by Bagai and Tang [4], such a cache results
in elevating the level of anonymity provided by the system to its clients. As not
all incoming client requests need be forwarded to target servers, due to some
requests being served from cache, we have that |X| ≥ |Y |.

The maximum anonymity this system may achieve is when for any particular
output request y ∈ Y , each of the input requests in X is a possible candidate to
be the one that exited the system as y. We depict this situation by the complete
bipartite graph K|X|,|Y | between X and Y , as shown in Fig. 1(a) for example
sizes |X| = 5 and |Y | = 3. Any edge 〈xi, yj〉 in this graph indicates that the
incoming request xi could possibly have been the outgoing request yj .

An attacker essentially eliminates as many edges as possible from K|X|,|Y | due
to their infeasibility revealed by some observable system behavior, with a hope
of arriving at a subgraph of K|X|,|Y | that contains all the vertices of K|X|,|Y |,
but in which the number of edges adjacent to any vertex is as close to one as
possible. As an example of an attack, adapted from Adman et al. [1], suppose
any request entering the system that is also forwarded by it to its target server
is known to the attacker to always exit the system after a delay of between 1 and
4 time units. If five requests enter the system, and three exit, at times shown
in Fig. 1(b), then x1 must be either y1 or y2, because y3 is outside the possible
latency window of x1. Similar reasoning can be performed on all other requests
to arrive at the subgraph produced by this attack, shown in Fig. 1(b), whose
biadjacency matrix is given in Fig. 1(c).

https://www.youtube.com
https://www.ashleymadison.com
www.amazon.com
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Fig. 1. (a) Complete bipartite graph K5,3 depicting full anonymity; (b) Subgraph
resulting from a timing analysis attack; (c) Biadjacency matrix of the resulting sub-
graph

One way to measure the overall amount of anonymity that the system still
provides after such an attack, to the requests that exit , was proposed by Bagai
and Tang [4]. Their method is based upon the number of perfect matchings
between Y and any |Y |-sized subset of X that are contained in the resulting
subgraph. The subgraph of Fig. 1(b) contains 10 such matchings, shown in Fig. 2.
As the matching actually employed by the system is still hidden, after the attack,
among these 10, the larger this number, the higher the system’s anonymity level.
By observing the system’s outward behavior and eliminating infeasible edges,
the attack has succeeded in bringing the number of matchings contained in
K|X|,|Y | = K5,3, i.e. |X|!/(|X| − |Y |)! = 5!/(5 − 3)! = 60, down to 10 contained
in the subgraph.

Fig. 2. Perfect matchings contained in the subgraph of Fig. 1(b)

2.2 Request Multiplicities

Gierlichs et al. [5] and Bagai et al. [6] argued that in real-life, clients send mul-
tiple requests to the system, destined for the same or different target servers.
Moreover, the anonymity system also forwards multiple requests to a server, orig-
inating from the same or different users. In such scenarios, the above technique
of Bagai and Tang [4], of measuring anonymity as the extent to which the unique
perfect matching employed by the system is still hidden among others, is not
suitable. As an example, suppose the attacker observes that David sent requests
x2 and x4 of Fig. 1(b), and the outgoing request y3 went to ashleymadison.com,
a web-site that facilitates extra-marital affairs. Consider now the anonymity of
the client-server pair 〈David, ashleymadison.com〉. Five of the perfect match-
ings in Fig. 2 contain the edge 〈x2, y3〉, and the other five contain 〈x4, y3〉. Thus,

https://www.ashleymadison.com
https://www.ashleymadison.com
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although the attacker is still unsure of whether y3 was x2 or x4 (each event has
50 % probability), he in fact does not care because he is content to have deter-
mined with 100 % certainty that David sent one request to ashleymadison.com.
Uncovering the exact perfect matching employed by the system between Y and
some |Y |-sized subset of X is an overkill for the more modest goal of the attacker
to just determine how many requests any client sent to any server.

Let C be the set of clients sending requests to the anonymity system, and S
be the set of servers to which the system forwards some of those requests. While
an attack still determines infeasibility of the system’s |X|·|Y | input-output request
pairs, we need a metric to measure the anonymity of |C| · |S| client-server pairs,
given the externally observable number of requests sent by each client and those
forwarded to each server. As shown in Fig. 3, for any i ∈ {1, 2, . . . , |C|}, let Xi

be the set of requests sent by client i. Similarly, for any j ∈ {1, 2, . . . , |S|}, let
Yj be the set of requests forwarded to server j. We let

C = 〈|X1|, |X2|, . . . , |X|C||〉 and S = 〈|Y1|, |Y2|, . . . , |Y|S||〉

be the client and server request multiplicity vectors, respectively. Note that,∑|C|
i=1 |Xi| = |X| and

∑|S|
j=1 |Yj | = |Y |. Clearly,

{Xi × Yj : 1 ≤ i ≤ |C|, 1 ≤ j ≤ |S|}

is a partition of X × Y . Any member Xi × Yj of this partition is the set of all
edges in K|X|,|Y | from client i to server j.

Fig. 3. Clients and servers exchanging multiple requests

3 Measuring Anonymity of Client-Server Associations

We now develop a method to measure the amount of anonymity remaining in the
system after an attack that has (a) observed the sending client of each request in
X and the receiving server of each request in Y (thus knowing C and S), and (b)
determined infeasibility of some input-output request pairs of the system (thus
arriving at some |X| × |Y | biadjacency matrix B, as in Fig. 1(c)).

https://www.ashleymadison.com
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3.1 Equivalent Perfect Matchings

Let P be the set of all |X|!/(|X|− |Y |)! perfect matchings in K|X|,|Y | between Y
and some |Y |-sized subset of X. The attacker considers two perfect matchings
in P to be equivalent if they have the same number of requests going from each
client to each server. This equivalence relation is induced by C and S, as follows.

For any matching M ∈ P, we define the (client-server) association matrix
of M , denoted A(M), as the |C| × |S| matrix of nonnegative integers given by:

A(M)ij = |M ∩ (Xi × Yj)|.
Any entry A(M)ij of this matrix is simply the number of edges (i.e. client-server
associations) in M from client i to server j.

Now, any matchings M1,M2 ∈ P are equivalent , denoted M1
∼= M2, if they

have the same association matrix, i.e. A(M1) = A(M2).
As an example, in the system of Fig. 1(b), suppose an attacker observed that

X1 = {x1}, X2 = {x2, x3, x4}, X3 = {x5}, Y1 = {y1}, Y2 = {y2, y3}, i.e. the
system has |C| = 3 clients with multiplicities C = 〈1, 3, 1〉, and |S| = 2 servers
with multiplicities S = 〈1, 2〉. The two perfect matchings M1,M2 ∈ P, shown in
Fig. 4, are then equivalent to the attacker because they have the same association
matrix, also shown in the figure. This example also illustrates that matchings
may be equivalent even if they involve different |Y |-sized subsets of X.

Y1 Y2

X1 1 0 1 
X2 0 2 2 
X3 0 0 0 

1 2 3

A(M1) = A(M2)M1

X1

X2

Y1

Y2

X3

M2

X1

X2

Y1

Y2

X3

Fig. 4. Example of equivalent perfect matchings and their common association matrix

It is easy to see that for any M ∈ P, the sum of all entries in A(M) is |M |,
i.e. |Y |. While the column-sum vector of A(M) coincides with S, the row-sum
values, due to caching, can be smaller than the corresponding values of C, i.e.

|C|∑
i=1

A(M)ij = |Yj |, 1 ≤ j ≤ |S|, but
|S|∑
j=1

A(M)ij ≤ |Xi|, 1 ≤ i ≤ |C|.

Thus, for any vector R = 〈r1, r2, . . . , r|C|〉, such that
∑|C|

i=1 ri = |Y | and for each
i ∈ {1, 2, . . . , |C|}, ri ≤ |Xi|, any |C| × |S| matrix of non-negative integers with
R and S as its row- and column-sums vectors, respectively, uniquely represents
an equivalence class of ∼=. Dyer et al. [9] showed that determining the number
of such matrices is a #P-complete problem, but several methods for computing
their numbers exist, such as in Greselin [10].

We let CSA(P) denote the set of all association matrices of matchings in P.
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3.2 Feasible Matchings in an Equivalence Class

The equivalence relation ∼= on the set P of all possible matchings is induced
purely by the client and server request multiplicity vectors, C and S, observed
by the attacker. Recall that the attacker additionally arrives at some |X| × |Y |
biadjacency matrix B after determining some edges in K|X|,|Y | to be infeasible.
This leg of the attack in fact renders some matchings in P infeasible, namely
those that contain at least one infeasible edge. In order to measure the resulting
anonymity remaining in the system, we need to determine the number of feasible
matchings left by B in each equivalence class of ∼=.

Let A be any association matrix in CSA(P). Then all matchings in the
equivalence class represented by A will have Aij edges between any client i and
server j. Let E be the unique sub-matrix of B corresponding to rows Xi and
columns Yj . The rows and/or columns of E may not be contiguous in B. Now,
let F be any arbitrary sub-matrix of E, with Aij rows and columns, which are
again not necessarily contiguous in E. Clearly, any feasible matching in the sub-
graph corresponding to F will have exactly Aij edges. It is well known (see, for
example Asratian [11]) that there are as many such matchings as the permanent
of F , given by:

ρ(F ) =
∑
φ ∈ Φ

F1φ(1)F2φ(2) · · · Fnφ(n),

where n = Aij , and Φ is the set of all bijections φ : {1, 2, . . . , n} → {1, 2, . . . , n},
i.e. permutations of the first n positive integers. For any such F , the number of
feasible matchings in the equivalence class that F is involved in is the product of
ρ(F ) and the feasible matchings between the remaining rows and columns of B.
Adding this value over all such F results in the desired count. This technique is
employed by the Count-Feasible function below to determine the number of
feasible matchings in the equivalence class represented by the association matrix
A, according to the biadjacency matrix B:

Count-Feasible(A, B)
if there exist some i and j, such that Aij 
= 0

P = A
set the entry Pij to 0
E = the sub-matrix of B on rows Xi and columns Yj

sum = 0
for each Aij × Aij sub-matrix F of E

Q = B
set entries in Q, whose row and/or column is in F , to 0
sum = sum + ρ(F ) · Count-Feasible(P , Q)

return sum
return 1

The above essentially computes the number of feasible matchings by multiplying
the number of all feasible partial matchings with their feasible extensions .
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3.3 Anonymity Metric

We can now construct a metric for the extent to which the system’s client-
server communication pattern is still hidden among other such patterns after
the attack. Recall that P is the set of all |X|!/(|X| − |Y |)! perfect matchings in
K|X|,|Y | between Y and some |Y |-sized subset of X, as shown in Fig. 5(a). The
client and server request multiplicity vectors, C and S, induce a partition of these
matchings into equivalence classes, as in Fig. 5(b), and finally, the biadjacency
matrix B renders some of the matchings as infeasible, as in Fig. 5(c).

(b) (c)(a)

infeasible

feasible

Fig. 5. (a) The set P of all |X|!/(|X| − |Y |)! matchings; (b) Equivalence classes on P

induced by C and S; (c) Feasible/Infeasible categorization of matchings caused by B

The attacker views each equivalence class as one possible scenario, and the
fraction of all feasible matchings contained in that class as the probability of
the occurrence of that scenario. In other words, an attack induces a probability
distribution on the set of all equivalence classes or, alternatively, on CSA(P),
given the one-to-one correspondence between equivalence classes and association
matrices. Let N be the number of all association matrices, for given C and S
vectors, and A1, A2, . . . , AN be those matrices. The attack thus results in a
probability distribution on these matrices:

Π = 〈π(A1), π(A2), . . . , π(AN )〉,
where each π(Ai) = Count-Feasible(Ai, B)/T , and T is the total number of
feasible matchings, i.e.

∑N
i=1 Count-Feasible(Ai, B). Any value π(Ai) is the

probability that the actual matching in P employed by the anonymity system,
which the system wants to hide, lies in the equivalence class represented by Ai.

Several methods already exist in the literature for measuring the anonymity
of an object that is hiding among some group, when the attacker already
has probabilities associated with each member of that group of being the
hiding object. Kelly et al. [12] and Bagai and Jiang [13] survey many such
methods, which essentially attempt to measure the uncertainty contained in
the attacker’s probability distribution. Currently, the most popular one is of
Serjantov and Danezis [2], improved by Diaz et al. [8], which is based on
the Shannon entropy [7] of the distribution. According to their method, the
anonymity provided by the system would be:

θ(Π) =
−1

log N

N∑
i=1

π(Ai) · log π(Ai).
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In the above, the base of the logarithm is not important, as its choice only
affects the unit of measurement. Also, 0 · log 0 is interpreted as 0. Works such as
Gierlichs et al. [5] and Bagai et al. [6] employ this approach.

The above metric lies between 0 and 1, and favors uniformity of Π. The more
uniform this distribution, i.e. closer to 〈 1

N , 1
N , . . . , 1

N 〉, the higher the anonymity
judged by θ, because higher uniformity of Π essentially results from failure of
the attack’s biadjacency matrix B to sufficiently expose the equivalence class
adopted by the system. While seemingly reasonable on the surface, we argue that
this measure is insufficient as it evaluates effectiveness of just one component of
the attack, namely B, while overlooking that of the other one, C and S.

In order to arrive at a more accurate measure of anonymity, we propose to
consider a quality factor of each equivalence class induced by C and S. Let Â be
the association matrix in CSA(P) of the actual matching in P employed by the
system. Then, the error contained in any A ∈ CSA(P) is the amount by which
A differs from Â, given by:

δ(A) =
1

2 |Y |
|C|∑
i=1

|S|∑
j=1

|Aij − Âij |.

As the sum of all values in any association matrix is |Y |, division by 2 |Y | in the
above guarantees the value of δ(A) to be between 0 and 1. It is also easy to see
that δ(A) = 0 iff A = Â.

If A1, A2, . . . , AN are, as before, the association matrices induced by C and
S, let Δ = 〈δ(A1), δ(A2), . . . , δ(AN )〉 be the attack’s error vector. We define the
anonymity provided by the system after the attack to be:

Θ(Π,Δ) =
N∑

i=1

π(Ai) · δ(Ai).

The following propositions show that the above is a reasonable anonymity metric.
We omit proofs here due to space restrictions.

Proposition 1. Θ(Π,Δ) = 0, i.e. the system is left with no anonymity, iff the
attacker has obtained full information from the attack, i.e. π(Â) = 1.

Proposition 2. Θ(Π,Δ) = 1, i.e. the system is still providing full anonymity, iff
the attacker has gained no information from the attack, i.e. |C| = |X|, |S| = |Y |,
and B has no 0 entries.

A fundamental departure made by our metric Θ over existing approaches
based on θ is in the consideration given by it to the choice of Â, an aspect that
is traditionally ignored. By being sensitive to Â, our new metric gives a more
accurate measure of the extent to which Â is still hidden after the attack.

For an illustration of this sensitivity, let us revisit the attack of Figs. 1 and 4.
It can be seen that, in this attack, C = 〈1, 3, 1〉 and S = 〈1, 2〉 partition the 60
matchings in P into N = 8 equivalence classes whose association matrices, A1
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through A8, are as in Fig. 6. These are all the matrices whose column-sum vector
is S and row-sum vector is contained within C. The attack’s biadjacency matrix
B, shown in Fig. 1(c), renders 50 matchings in P infeasible. The remaining 10
feasible ones, shown in Fig. 2, happen to be evenly distributed, two each, in the
classes corresponding to A1 through A5. The classes of matrices A6 through A8

are not left with any feasible matchings. The probability distribution Π is thus
〈 15 , 1

5 , 1
5 , 1

5 , 1
5 , 0, 0, 0〉, leading to θ(Π) = log 5/ log 8 ≈ 0.774.

1 0

0 2

0 0

A1

0 1

1 1

0 0

A2

1 0

0 1

0 1

A3

0 0

1 2

0 0

A4

0 0

1 1

0 1

A5

0 1

1 0

0 1

A6

0 1

0 1

1 0

A7

0 0

0 2

1 0

A8

Fig. 6. Association matrices created by the attack of Figs. 1 and 4

Our new metric Θ takes, in addition, the choice of Â into account. For
example, if Â is A1, Δ can be seen to be 〈0, 2

3 , 1
3 , 1

3 , 2
3 , 1, 2

3 , 1
3 〉, leading to

Θ(Π,Δ) = 2/5 = 0.4. The anonymity measure turns out to be the same
if Â is A2 or A3. However, if Â is A4, Δ = 〈 13 , 1

3 , 2
3 , 0, 1

3 , 2
3 , 2

3 , 1
3 〉, producing

Θ(Π,Δ) = 1/3 ≈ 0.33, a different anonymity measure. The choice of A5 for
Â results in the same anonymity level, while the choices A6 through A8 are
not possible because their probabilities in Π are 0 and the attacker is assumed
to employ only observable system behavior to conduct the attack, thus making
it impossible to incorrectly render any edge between X and Y as infeasible, a
condition that is necessary to reduce the probability of Â to 0.

4 Conclusions

Accurate measurement of the amount of anonymity received by any clients com-
municating anonymously with some servers in the wake of an attack is essential
for evaluating the robustness of the underlying anonymity system. It is already
identified, as in Gierlichs et al. [5] and Bagai et al. [6], that an attack essentially
generates a probability distribution over the set of all possible client-server asso-
ciations for being the real one. The customary approach for measuring remaining
anonymity after the attack is by determining the uncertainty inherent in this dis-
tribution with the Shannon entropy technique [7]. This has been the state-of-the-
art ever since the proposals of Serjantov and Danezis [2], and Diaz et al. [8].

We showed that if, in addition to this probability distribution, the correctness
levels of all possible associations are also taken into account, a more accurate
measure of anonymity can be arrived at. We developed an anonymity metric
that incorporates the correctness levels, thereby resulting in an improvement
over existing metrics.
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Arriving at the probability distribution requires computing permanents of
matrices, a problem already shown by Valiant [14] to be #P-complete. Thus,
the attack itself, as well as all metrics mentioned above, namely the existing
ones and ours, are hard to compute. Development of an efficient and reasonably
accurate heuristic for our metric is therefore a useful future undertaking.
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Engineering Logistics Office contract number N41756-08-C-3077.
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Abstract. This paper presents the description of a new, probabilistic
approach to model checking of security protocols. The protocol, beyond
traditional verification, goes through a phase in which we resign from
a perfect cryptography assumption. We assume a certain minimal, but
measurable probability of breaking/gaining the cryptographic key, and
explore how it affects the execution of the protocol. As part of this work
we have implemented a tool, that helps to analyze the probability of
interception of sensitive information by the Intruder, depending on the
preset parameters (number of communication participants, keys, nonces,
the probability of breaking a cipher, etc.). Due to the huge size of the
constructed computational spaces, we use parallel computing to search
for states that contain the considered properties.

Keywords: Computer networks security · Security protocols
verification · Perfect cryptography assumption · Probabilistic analysis

1 Introduction

Security protocols are a key point of security systems in computer networks.
They are concurrent algorithms which are described as sequences of actions
performed by a few (two or more) entities (sides, servers), allowing for realization
of the intended purpose. Some actions of those protocols are performed using
cryptographic algorithms. As correct functioning of the security protocol we
mean achievement of the required goals: unilateral or mutual authentication,
confidentiality, message integrity or new session key distribution.

Nowadays, increasingly more data need to be encrypted, for their safety and
to comply with legislation. The problem is how to manage such a large number of
keys (sometimes hundreds of thousands of keys). Their ongoing generation and
decryption is a burden for a server. The threat is not only the breaking of them
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but also an ordinary takeover. Therefore, is a perfect cryptography assumption
today fully justified?

The problem of protocol correctness can be analyzed on many levels. There
is the aspect of its implementation (both hardware and software), or technical
components. However, the essence of protocols are algorithms, hence the most
important form of verification are formal methods that sometimes can prove
whether an investigated protocol has the necessary security property or not.

There are at least three main groups of formal methods of protocol verifica-
tion: inductive [1], axiomatic (deductive) [2] and model checking [3]. The last of
them, on which our research is focused, involves building a proper mathematical
model of protocol executions. The model checking method shows in a formal way
(preferably automated) that all the considered executions possess the desired
properties. There are several high-profile projects linked with model checking of
security protocols such as Avispa [4], SCYTHER [5] or native VerICS [6].

Our approach is based on a much simpler and more efficient technique of
constructing chains of states for a given protocol, and it also follows works on
the VerICS system [7,8]. These structures encode all the significant actions of
the protocol and execution interlaces occurring in real network communications.
The tree of real executions of the protocol, built on this basis, allows one to auto-
matically search for the path of an attack. In [7,12] we showed that the parallel
approach not only significantly decreases the time of analyzing and searching
constructed spaces, but also allows one to check the properties of protocols with
a greater number of considered parameters (number of communication partici-
pants, keys, nonces, the probability of breaking a cipher, etc.) or in the case of
more complicated protocols.

So far, all these approaches use the main assumption called the perfect cryp-
tography assumption. That means that it is impossible to get any information
about the content of an encrypted message without knowing the key, which is
necessary to decrypt that message. In many situations it seems reasonable to
somewhat reduce the level of key security. Suppose that the information should
be kept as a secret only for a very short period of time. It seems that a good
example of this situation is communication between a landing airplane and the
control tower when the exchanged information should be protected only until
the plane has landed. Another situation is when the information contained in the
messages does not really matter (gossip on a communicator in a local network).
In these situations we can consider that the power of the used cryptography need
not be very strong. Therefore we suppose that in these cases there is a very small
but measurable probability of breaking the key. Thus the system administrator
has the ability to match the level of security to his needs.

To our previous studies, we have added the probability of breaking a key. In
this paper we present the analysis of possible executions of the protocol in this
case. In order to do this, we generate probabilistic trees that model these execu-
tions. Our work is based on our previous structures – chains of protocol states
that were presented in [7,8]. We illustrate our consideration using as an exam-
ple the well-known NSPKL protocol (from the names of the authors Needham,
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Schroeder, Lowe [9,10]), for various configurations of participant communication.
The tool constructed for this purpose generates and explores different executions
of the protocol in terms of the probability of a leak of confidential information,
due to the preset parameters: the keys, nonces, number of parties, the proba-
bility of breaking a key, etc. In view of the experimental results, the method is
ideally suited for parallelization (already at the level of generating performances,
or probabilistic trees, etc.) and thanks to it we obtained significant acceleration.

Our paper is divided into five main sections: the introduction, the section
describing the idea of chains of states, the section about probabilistic analysis of
protocol executions with the assumed probability of breaking a key, the section
that contains the experimental results, together with a description of parallel
algorithms, and finally the summary and plans for future work.

2 Chains of States

In the following section the idea of chains of states will be presented. As will be
shown, these chains describe all the important behaviors of the system from the
modeling and checking point of view, and can be used for formal specification
of the considered protocol.

In our approach we define four types of states:

– States that represent specific executions of the protocol steps. States of this
type will be determined further by: Si

j , where parameter i specifies the number
of steps in the corresponding execution of the protocol, and the j parameter
specifies the execution number.

– States representing the generation of confidential information (nonces,
encryption keys) by users. These states will be denoted by GX

U , which means
the generation of secret X by user U (for example, Gna

a means that user A
generates number na).

– States representing learning about the different elements of the message
(which may be ciphertext) by the receiver. These states are denoted by KX

U

– acquiring knowledge by user U about X (for example Knb
a – obtaining by

a number nb).
– States representing the need of a user to have knowledge about the infor-

mation necessary to compose and send a message in the next step. Those
states will be marked by PX

U – user U must possess knowledge about X. For
example P kb

a means that user a must know the public key of b.

Consider the following example of the NSPKL protocol [9] written in Com-
mon Language:

A → B 〈i(A), NA〉KB

B → A 〈NA, NB , i(B)〉KA
(1)

A → B 〈NB〉KB
.

In the first step of protocol execution, participant A creates random number
(nonce) NA, adds its identifier and sends this message which is encrypted by
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public key B to participant B. The next step of NSPK protocol execution starts
from the generation of its own random number NB by participant B. Next, it
creates the message consisting of nonces of both communication participants and
its identifier, encrypts this message by means of public key KA, and sends it to
participant A.

After that A runs the decrypting operation of the received message, and the
operation of comparing the NA number, which was received from B with number
NA prepared by itself. If both numbers are correct, A considers B as authenti-
cated. In the last step of the protocol execution, A sends nonce NB encrypted
by the KB key to B. After decrypting and comparing the numbers, participant
B can consider participant A as authenticated. Executing this protocol should
guarantee both participants the identity of the communicating person.

The method of automatic generation of chains of states will be as follows:
if we consider the k-th step in execution number i – inside the sequence we put
state Si

k. Before this state we place type PX
Sendi

k
(needed) and Geni

k (generated)

states. After state Si
k in a constructed chain – we place type KX

U states, for all
the information that the recipient can extract from messages using his own keys.
The Intruder generates as many strings as sets of generators there are for the
received message. Details of the algorithm can be found in [7].

For the NSPKL protocol we distinguish states representing the execution
steps: S1

1 , S1
2 , S1

3 . The method generates the following chains of states:

α1
1 = (GNA

A , S1
1 ,KNA

B ),

α1
2 = (PNA

B , GNB

B , S1
2 ,KNB

A ), (2)

α1
3 = (PNB

A , S1
3).

Denote as PreCond(S) those states before executions of the steps of the Pro-
tocol and PostCond(S) states that follow them. Using such a notation NSPKL
execution can be modeled as:

α1
1, α

1
2, α

1
3 = (GNA

A , S1
1 ,KNA

B , PNA

B , GNB

B , S1
2 ,KNB

A , PNB

A , S1
3). (3)

Let us note that following conditions hold:

PreCond(S1
2) = {PNA

B , GNB

B }, PostCond(S1
2) = {KNB

A }. (4)

It would be useful to define a sequence of states representing a real protocol
execution on networks.

Let Π be a space consisting of a defined number of users and their attributes
(nonces, identifiers, cryptographic keys, etc.). Moreover, in this space we have to
consider all the executions of a protocol and all the chains of states representing
all these executions. In the set of all the chains of states we can define the states
which correspond to the runs in the computational structure from [6].

Definition 1. The chain of states s = s1, s2, . . . , sp will be called a correct
chain of states if and only if the following conditions hold:



Probabilistic Model Checking of Security Protocols 111

1. if si=Sk
j for some j, k ≤ p, then j = 1∨∃t<i(st=Sk

j−1) and PreCond(Sk
j ) ⊆

{s1, . . . , si−1} ∧ PostCond(Sk
j ) ⊆ {si+1, . . . , sp},

2. if si = GX
U , then ∀t�=i(st �= GX

U ),
3. if si = PX

U , then ∃t<i(st = GX
U ∨ st = KX

U ).

The first point guarantees the correct order of the steps of the given execution.
The further two points provide appropriate knowledge dependencies (the user
can send only what he has generated or what he has learned). In this simple way
we can represent all the possible protocol executions, and during the building of
a tree of runs – find a possible attack.

3 Probabilistic Approach

The idea of chains of states has been successfully used to verify many protocols,
and the results of these studies can be found in [7,8]. The research was performed
with the Dolev-Yao (DY) Intruder model [3] and mentioned before the perfect
cryptography assumption. However, we can investigate protocols using four dif-
ferent types of Intruder model. Apart from DY we can consider its restricted
version where the Intruder knows the information sent only to him. We can also
consider the model called the Lazy Intruder model where the Intruder does not
create new data, and it is a restricted version.

As we mentioned before, we investigate a situation in which the Intruder
is trying to break the key. We assume that there is a certain minimal, but
measurable probability that he will succeed. In continued research, in this way we
can assume the same or a different probability of breaking each key. One can also
consider a different Intruder computing power. The time dependence between
executions of the following steps of a protocol can be another parameter. In the
considerations presented below we have assumed that the probability of breaking
keys is the same, the Intruder has a certain computing power and the protocol
steps are performed at the same time intervals. As in other approaches we do not
consider the delays on networks when transmitting further information. Another
parameter is the size of the space specified by the number of communication
participants, keys and nonces.

As an example, we present the consideration of one execution of the NSPKL
protocol between two honest users A and B presented in Eq. 1. Having assumed
the parameters: communication sites, used keys and their number, the number
of generated nonces, the probability of breaking a key; we can analyze the pos-
sible situations and the knowledge that the Intruder will gain in the following
steps, depending on whether he breaks one of the keys, combinations of them, or
none. In Fig. 1 we used notations of chains PX

U ;GX
U ;KX

U ;KX
I : needed; generated;

learned by an honest user; learned by the Intruder.
Firstly, the Intruder tries to break key KB used in the first sent message

(〈i(A), NA〉KB
). He will succeed with probability p1KB

, and in this case he
will know key KB and nonce NA. Otherwise, in the next step, he will still
be trying to break key KB , or another key KA which appears within message
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Fig. 1. Probabilistic tree for NSPK protocol

〈NA, NB , i(B)〉KA
, or both keys. The operating principle is similar in subse-

quent steps of the protocol. In Fig. 1, the grey nodes indicate the states in which
the Intruder has discovered all of the sensitive contents of the information sent
during protocol execution (in our example there are nonces NA and NB).

For all the states, we can easily calculate the overall probability of achieving
a given place. This information will give the user knowledge: the importance of
set encryption strength for correct execution of the specified protocol.

As one can see from the example above, in this Protocol the Intruder can
focus on breaking only one key to get all the secret information. He does not
have to divide his computing power to break both keys used in the protocol. The
present tree indicates that the Intruder should concentrate on breaking key KB ,
since he has the most time for it and that is why the likelihood of breaking this
key is the greatest. In the case of the KA key, the Intruder also obtains all the
secret information, but he has less time for breaking it.

The presented tree shows only one of the scenarios of protocol executions
possible to generate. As mentioned above (and described in works [7,8]) we
can generate many more scenarios and thereby take into account different user
behaviors, especially the Intruder, in real computer networks.

On the basis of the results returned by the tool one can match the power of
cryptographic protection of keys whose breaking/gaining will give the highest
probability of gaining the secret knowledge.
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4 Experiments

In this section, we will present a description of the tool which automatically
generates the discussed probabilistic trees and designated states (situations) in
which the Intruder can gain secret knowledge with a certain probability. This
tool can be used by network administrators to investigate what cryptographic
power for security protocols they must ensure to get the proper probability of
confidentiality of transmitted information. We will also present experimental
results for several versions of the NSPKL protocol.

The experiments are based on our previous experience. Firstly, the protocol is
specified in ProToc specification language [11]. Then, its executions are generated
in a specified, space given by the user, defined by the preset parameters (number
of communication participants, keys, nonces). Executions are encoded as chains
of states [7,8]. As was shown in [7], the parallel approach is ideal for the first
two phases of verification. Subsequently, probabilistic trees can also be parallelly
constructed and tested.

As already mentioned, to build probabilistic trees we must have a set of
chains of states and a set of executions of a given protocol. These collections
represent the input for the tree-building algorithm. Each node of the tree must
provide access to information being the appropriate subset of each of the afore-
mentioned sets. We do not want to duplicate existing data, so it is sufficient to
store addresses to the relevant objects. The node must keep a collection of addi-
tional individual information – calculated on the construction stage of the tree.
In the practical implementation of this issue we defined the following classes:

class prnode{

prnode* prev; // address of the previous node

vector<prnode*> next; // vector of addreses to following nodes

chain_position know; // address to the part of knowledge

prob_supp_node supp; // supplement

//...

};

class prob_supp_node{

wsk_vector not_used_keys;

vector<double> probability; //probabilities of breaking the key

wsk_vector intru_know; //Intruder’s knowledge

//...

};

where chain position is a constant iterator for the chain vector and wsk vector
is teh pointer vector for an abstract base class, after which inherit classes repre-
senting various types of processed data, such as keys, nonces, id and so on.

To facilitate control and analysis of generated probabilistic trees we defined
the class that maintains the entire tree structure (addresses of its nodes) and
addresses of input data. Dispatching the addresses of each tree node offers easy
extraction of information collected at the stage of generating its branches –
creating a path of information increment, identifying sets of keys untapped by
the Intruder or probability values of breaking a key.
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class pr_bush{

typedef vector < p_prnode > one_generation;

typedef vector < one_generation > tree;

chain_position origin;

substitution_position sub_pos;

tree bush;

//...

};

where substitution position is a constant iterator for the execution vector.
In this class we also defined several methods that allow, among others, one

to determine tree shapes, trace chosen knowledge paths or record results to
the output stream. We defined the class responsible for grouping tasks within
a single thread, and its functor that calls the method responsible for initializing
construction of the tree.

class ThreadFunctor{

vector<pr_bush*>::iterator b_pos;

size_t trees_per_thread;

public:

ThreadFunctor():trees_per_thread(0){}

ThreadFunctor(const bush_position& ref, const size_t& a2):

b_pos(ref), trees_per_thread(a2){}

void operator()()const{

for (size_t i=0; i< trees_per_thread; ++i)

(*(b_pos+i))->grow_up();

}

};

Functors of the ThreadFunctor class are passed as arguments for the con-
structor of the std::thread() class.

In the discussed trees, the maximum number of levels is at most equal to
the number of steps of the analyzed protocol, whereby a given branch of finish
nodes, in which the Intruder gained complete information sent during protocol
execution (gray nodes in Fig. 1). The process of determining the nodes for each
j-th level of the tree is carried out according to the following algorithm:

Algorithm 1. Generation of one level of the probabilistic tree
1 : Establish necessary keys to break ciphertext in given step of protocol
2 : for i = 1 to sizeof(N [j]) do
3 : find Intruders knowledge in current node (A)
4 : if (! Intruder has all needed information (A))
5 : if (! information encrypted by Intruder key )
6 : Add to current node W j

i new k-th node W j+1
1 in following level j + 1

7 : Add gained knowledge (cryptogram) to W j+1
1

8 : Add undecrypted keys to W j+1
1

9 : Each element of a set of keys assigns a probability equal to 1 (for W j+1
1 )

10 : end if
11 : Find unused keys and their combinations without repetition (Bj

i )
12 : for k = 1 to sizeof(Bj

i ) do
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13 : Find Intruder’s knowledge after breaking keys (Ck)
14 : Add to current node W j

i new k-th node W j+1
1 in following level j + 1

15 : Add knowledge from set Ck to W j+1
1

16 : Add knowledge derived from W j+1
1

17 : Add any unused single keys to W j+1
1

18 : Each element of a set of keys assign a probability equal to p
19 : end for
20 : end if

21 : end for

where N [j] – thevector of tree nodes at level j.

The depth of the constructed trees will not usually be large, but the num-
ber of nodes at all the subsequent levels grows exponentially (this depends on the
number of all possible combinations of keys that the Intruder must break). The
pessimistic time complexity of teh algorithm is exponential because of all the para-
meters of the tested protocol: the number of steps, executions, users and objects
used by the users. The sequential building of trees is time consuming and resource
intensive, hence the use of parallel techniques is fully justified. Trees for individual
executions are calculated in parallel using standard library std::threads in the
C++11 standard.

In the case of the NSPKL protocol, by using parallel computing we obtained
triple acceleration of calculation. The parallel approach allowed us to obtain
the results shown in Table 1 for several variants of the NSPKL protocol (for
two users – NSPKL; for two users, server and need of sending two public
keys NSPKL server2; for two users, server and need of sending one public key
NSPKL server1; for further communication – NSPKL non2). The table shows
the generation time and the size of the constructed space.

Table 1. Parallel expermimental results for NSPKL

Protocol Number of nodes Computing time [s]

NSPKL 1 112 0.011

NSPKL server2 17 004 0.55

NSPKL server1 58 442 2.53

NSPKL non2 2 691 920 183

The calculations were made on a computer with Windows 8.1 and Quad-Core
Intel I7-4710HQ and 8 GB of RAM.

To conclude, the proposed algorithm is easy to parallelize, which enables
accelerating calculations and studying protocols with a greater number of con-
sidered parameters (number of communication participants, keys, nonces, etc.)
or simply more complex protocols.
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5 Summary

In this paper we have presented the analysis of possible executions of the pro-
tocol without perfect cryptography assumption. In order to do this we have
generated probabilistic trees that model protocol executions. We illustrate our
consideration using as an example the NSPKL protocol, with various configu-
rations of communication participants. The tool constructed for this purpose
generates and explores different executions of the protocol in terms of the prob-
ability of a leak of confidential information, due to the preset parameters: the
keys, nonces, number of parties, the probability of breaking a key, etc. Accord-
ing to the experimental results: the method is ideally suited for parallelization
(already at the level of generating performances, or probabilistic trees, etc.) and
thanks to it we obtained significant acceleration.

The implemented tool allows us to determine for the input protocol which
keys are most important (breaking/gaining them guarantees the fastest inter-
ception of confidential information), and hence the correct choice of encryption
strength or security. It also highlights the keys that are not so important and
their cryptographic power can be reduced – thus relieving the server.
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Karczewski, K., Waśniewski, J. (eds.) PPAM 2013, Part I. LNCS, vol. 8384, pp.
224–234. Springer, Heidelberg (2014)

8. Kurkowski, M., Siedlecka-Lamch, O., Dudek, P.: Using backward induction tech-
niques in (timed) security protocols verification. In: Saeed, K., Chaki, R., Cortesi,
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Abstract. High-interaction honeypots providing virtually an unlimited
set of OS services to attackers are necessary to capture the most sophis-
ticated human-made attacks for further analysis. Unfortunately, this
field is not covered by recent publications. The paper analyses exist-
ing approaches and available open source solutions that can be used to
form high-interaction honeypots first. Then the most prospective app-
roach is chosen and best applicable tools are composed. The setup is
tested eventually and its usefulness is proven.
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Linux · Honeypot low-interaction · HonSSH · Bifrozt

1 Introduction to High-Interaction Honeypots

At present, cyberattacks are becoming more and more sophisticated and elab-
orated. To perform their detailed analysis, it is necessary to have a tool for
recording such attacks. Honeypots represent a useful tool to do so. A honeypot
is a closed system that can (and should) be attacked and every attacker’s step
is monitored while confining any undesired attacker’s activity. Most honeypots
are so-called low-interaction honeypots, where some most specific services of the
corresponding real system are emulated. No more activity is usually allowed
here. Low-interaction honeypots usually serve primarily for automated attack
detection.

While there are some recent publications concentrating on low-interaction
honeypots and their application [1–4] as well as associated security techniques
[5,6], similar publications focusing to high-interaction honeypots are missing
completely. Therefore, this paper offers a unique overview of existing approaches
to high-interaction honeypot implementation, proposes a feasible composition of
open-source software tools and verifies it in a practical network.

In honeypots, it is often necessary to make a further step upwards from
service emulation: the ultimate goal for honeypots should be to create an envi-
ronment for attackers that is as realistic (i.e. similar to real systems) as possible.
The attacker operating in such a system should not feel any limitation, but
required security measures must be met (i.e. primarily the attacker’s activities
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 118–131, 2016.
DOI: 10.1007/978-3-319-39207-3 11
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must be confined to avoid threatening of the laboratory or third party infrastruc-
ture). The primary goal of the presented research is the monitoring of human
attacker’s activities when attempting to compromise the monitored system. i.e.
the honeypot.

1.1 Availability for Attackers Versus Monitoring and Restrictions

Surveillance on attacker’s activities inside the closed system of a high-interaction
honeypot should follow the two main antagonistic principles:

– To let attackers do virtually anything they want to in the honeypot.
– To monitor the attacker’s activity in the honeypot in details, and to avoid

any harmful influence on other computers from the honeypot.

Both principles are antagonistic in nature because any perfect monitoring
and confinement of harmful results inevitably eventuates in steps or measures
that are easier to be recognized by an attacker. On the other hand, when some
monitoring activities are confined, a loss of certain important information about
the attack could happen, or even damages could ensue. Researchers should there-
fore find a trade-off between the freedom for attackers and the honeypot opera-
tion safety and sufficient monitoring, i.e. they find the maximum possible level
of monitoring and honeypot protection that can provide sufficient information
about the attack.

1.2 Principles of High-Interaction Honeypot Implementation

In addition to the two main high-interaction honeypot principles listed above
there are some implementation aspects that should be taken into account in any
high-interaction honeypot implementation as follows.

– To create a certain way of communication in order to control the honeypot
and send the gathered data about attacks into a (remote) processing node.

– Presentation part of the system located outside the honeypot system.

All the above aspects imply just from the philosophy of high-interaction
honeypots and their operation and should be present in any of the following
categories of high-interaction honeypot. Nevertheless, practical implementation
of the above aspects differs across the following categories.

2 Existing Approaches in High-Interaction Honeypot
Implementation

There are several feasible approaches to high-interaction honeypot design, layout
and implementation differing significantly in technology. In this section the major
existing approaches are classified.
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2.1 In-the-Box Solutions

The philosophy of this approach is based on the implementation of a monitoring
tool directly into the honeypot system (usually in the form of a rootkit). Here it
is described using the best-known representative of this category, Sebek capture
tool [7]. Sebek honeypot is split into a server and a client part. The client part
is installed directly on the system to be monitored (i.e. the honeypot) where it
tries to operate invisibly like a rootkit. Therefore it modifies the system kernel.
Its primary role consists in monitoring of certain types of system calls. So its
task is to gather data and send it to the Sebek server subsequently. The server
can collect data from two types of sources – from a live transmission (Sebek
packets about activities in the monitored system), and/or from tcpdump files.
Sebek itself cannot filter or suppress any dangerous activity forwarded from the
system so it should be combined with a honeywall, e.g. Roo.

Sebek was software with huge opportunities thanks to its perfect conception.
Unfortunately, it is completely useless nowadays. This is not only because its
versions are limited to outdated operating systems infrequently used (supported
are Linux up to 2.6.26, Windows up to XP SP2). Neither ENISA [8] nor design-
ers recommend its use. Moreover, Sebek has also become easily detectable by
common anti-rootkit techniques and security tool at present, even without priv-
ileged permissions, using techniques like [9,10], or using a passive monitoring of
network communication. Therefore, it is well known among attackers [11]. Even
worse, it can be easily eliminated after its detection.

Similar problems are common for virtually any tool implemented directly
into the host system serving as a honeypot. In fact, this is a variant of a cat-
and-mouse game in a way similar to the case of malware detection.

2.2 Tools Limited Just to the First Stadium of Attacks

There are various tools that focus only on the analysis of exploitation stadium
of attacks, i.e. to study methods how an attacker enters the system [8]. They do
not analyze further activities and therefore they do not provide any opportunity
to operate the system to the attacker any further. The best-known tool in this
category is Argos Secure System Emulator1. In practice, it operates so that it
analyses the network data coming to the system. In order to store the network
data into RAM, the Dynamic Taint Analysis [12] technology is applied. When an
attack is detected, the analysis is performed with the output to the log file. The
support of this tool is limited, however, with no significant community. Another
significant aspect is that the tool does not provide data about other activities
in the attack in addition to the system penetration stadium. For many research
activities it seems to be insufficient because further information is required.

2.3 Out-of-the-Box VM-Based Solutions

This category covers tools directly related to virtualization and external software.
This high-interaction honeypot category uses a virtualization tool, e.g. QEMU,
1 http://www.few.vu.nl/argos/.

http://www.few.vu.nl/argos/
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Oracle VirtualBox, Xen, VMWare etc., and the specific honeypot that cooperates
on the API level with the specific virtualization software and analyses and reports
actions that the virtualization tool can provide.

In addition to better hiding of monitoring beyond the honeypot system, The
fact that the system calls are monitored from outside the system lowers the risk of
monitoring disclosure by an attacker. In this case the driver is not implemented
inside the monitored system but it is a part of the host system. Such a tool
allows monitoring of all types of instructions that allow system calls directly
assisted by the virtualization software. Obviously, for the subsequent analysis it
is necessary to select only suitable system calls. Another option is that in some
system only selected internal operations could be monitored, not all of them.

In overwhelming majority of projects falling into this category the VMI
(Virtual machine introspection) technology is applied that is used by IDS sys-
tems as well [13]. Their basic idea is to move the monitoring component beyond
the virtualized system used as a honeypot. The monitoring component is often
integrated into so-called virtual machine monitor (VMM) that is provided by vir-
tualization software. VMM runs on a host system and processes all requests of the
guest virtualized system. In the case of an attack, VMM generates an overview
of the attacker’s activity that can be provided subsequently for the purpose of
further processing – e.g. into an analysis of internal events of the virtualized
honeypot.

One of representatives of this category is Qebek honeypot [14] based on Qemu
virtualization tool. It is a successor of Sebek honeypot. Qebek itself monitors vir-
tualized honeypot using the VMM module and it is installed in the host system.
Qebek project had improved high-interaction honeypot monitoring significantly.
But however, it has not been developed for long period and no community exist
and no support is available. Moreover, it supports only one single operating sys-
tem. i.e. relatively outdated Windows XP SP2, as a guest system. For this reason
it is not suitable for our research.

VMI approach is applied in a range of other projects that are not pub-
licly available and were described just as prototypes like VMScope [15] and
VMWatcher [16]. Some interesting aspects are present in the project VMI-
Honeymon [17] that uses the LibVMI2 interface. LibVMI presents a library pro-
viding resources for monitoring the virtualized system and it can be used for
building other VMI-based systems. It is used for Windows system by seemingly
presently the only publicly available analytical tool that is solely VMI-based
called DRAKVUF [18].

The following two categories are often considered to form a single group.
Because of the fact that the paper presents their differences, too, and finally
the out-of-the-box approach is to become a basis for further conception and its
modification will be presented, the groups are distinguished here.

2 http://libvmi.com/.

http://libvmi.com/
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2.4 Out-of-the-Box Solutions

Solutions in this category are characterized by monitoring the honeypot activity
only from outside with no direct cooperation with host system virtualization
software. The system itself used as a honeypot does not contain any modifica-
tions in this direction. The monitoring is not only based on the network activity
as in the case of network-based approaches but certain monitoring of the honey-
pot activity happens also on the honeywall (e.g. Linux shell monitoring). Such
a solution is extremely transparent for an attacker but a “semantic gap” problem
emerges here [19,20]. This issue is present even in association with virtualiza-
tion but here it is even more significant. The monitoring is fully transparent for
the attacker here but the researcher does not collect enough data necessary for
a detailed analysis, e.g. memory contents, file system or registry modifications,
used system calls etc. Such problems happen when an attacker leaves the system
shell and uses a binary file, or encrypts the network communication. This prob-
lem cannot be resolved (i.e. the valuable semantic reconstruction of the attack
cannot be obtained) without an erosion of the transparency for attackers.

The most significant representative of this category is Honeywall Roo. Hon-
eywall Roo3 is not just a honeypot; it is rather a purposely-modified firewall
intended to protect honeypots from abuse. Its most frequent application is as
a component of a high-interaction honeynet. It consists of a honeypot securing,
network traffic limitation and its logging into a MySQL database, as well as its
basic analysis. The captured network traffic can be obtained in the pcap format
as well. For detection of attacks to be further confined, the Snort-inline mod-
ule is used. Unfortunately, the development of Roo honeywall does not continue
and the honeywall is not supported any more. Other solutions belonging into
this category are HonSSH4 and Bifrozt5, which are used in the research further
presented in this paper.

2.5 Network-Traffic-Monitoring-Only Approach (Network-Based
Honeypots)

Solutions in this category monitor only the network traffic in a passive way. One
of examples frequently referred to in this category is tcpdump tool capturing
the network traffic. The captured data can be processed and visualized further.
This approach is applied in network based IDS (NIDS), too. A significant issue
of such solutions is the absence of any information about internal system events.
For example, an attacker can use an encryption resulting in unavailability of
any data for further analysis. Therefore this approach is insufficient despite the
maximum transparency for attackers. They have no way how to recognize that
their activities are monitored.

3 http://www.honeynet.pk/honeywall/roo/index.htm.
4 https://github.com/tnich/honssh/.
5 https://github.com/Bifrozt/ALPHA.

http://www.honeynet.pk/honeywall/roo/index.htm
https://github.com/tnich/honssh/
https://github.com/Bifrozt/ALPHA
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Table 1. Summary of main aspects of honeypot approaches. Question mark means
that the specific feature is dependent on the specific software and no generalization is
possible.

A simple summary of important aspects of the approaches described above
is shown in Table 1. The symbols used there were inspired by similar indications
in the study [8] by ENISA.

3 Selection of the Appropriate Approach

Not all approaches described above, however, have been feasible. The “in-the-
box” approach has been impeached by numerous research papers mentioned in
Sect. 2.1 and it could be considered as out-dated for now. The second approach is
limited to the exploitation stadium of the attack and tools using this approach
usually focus just to the RAM memory content analysis. Therefore, they can
provide data for exploitation analysis, i.e. vulnerability abuse can be monitored
this way but no subsequent attacker’s activity could be monitored.

The out-of-the box VM-based approach represents an efficient way of the hon-
eypot monitoring only if very close cooperation with the VM manager can be
reached. This is, however, rather unusual in existing virtualization tools. There-
fore, solutions in this category presenting themselves as sandboxes (e.g. Limon
project [21]) or Cuckoo for Windows6 install their agents on a virtualized system;
such agents try to load covertly into the system kernel. There is a high risk that
a human attacker accessing a system modified in this way can easily detect those
modifications using various commands or tools. Therefore, they can be catego-
rized (at a higher abstraction level) rather to the in-the-box category. Moreover,
6 https://cuckoosandbox.org.

https://cuckoosandbox.org
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these solutions are not real honeypots, rather sandboxes. There is another dis-
advantage consisting in the fact that they can monitor system calls and internal
system operations perfectly but their operation is based on the analysis of a
specific binary file or script (some solutions are able to analyze even a given
web page) so that they cannot process any activity that could be considered as
human-attacker’s interaction with the system in real time. Therefore, they are
combined with out-of-the box approach in this case.

Solutions in the last category (network-based honeypots) offer just a network
traffic dump for analysis; this is completely insufficient for the analysis of any
further attacker’s activity in the honeypot.

As the discussion of the approaches above has shown, the most feasible app-
roach seems to be in the out-of-the box category. As already mentioned, this
category often merges into a single group with the last category of network-
based honeypots. Nevertheless, the conception presented in this paper is built
on the solution that performs certain analysis even on the honeywall. The present
research is devoted solely to the Linux system. Therefore SSH protocol is con-
sidered to be the ingress attack channel. Recording of any activity performed by
SSH is made by HonSSH system with several modifications.

4 Conception

The aim of our analytical tool is to capture more sophisticated attacks (ideally
those performed by human attackers). In order to analyze botnet and/or script-
kiddies activity, low-interaction honeypots are sufficient [3]. For the purpose
of elimination of automated or very simple attacks, an attacker is provoked
to perform an analytical activity preceding the attack against the system itself.
Therefore, in addition to the SSH shell input monitoring, also the web application
seeming to be an ordinary production webpage is monitored. This webpage is
intentionally vulnerable and monitored in detail using Shadow Daemon7 and
by the CMS itself, too. This web application completes the idea of a complex
system presenting an added value for potential attacking against it. The layout
of the system to be attacked is shown in Fig. 1.

What is extremely important is that the communication should seem to be
fully transparent for an attacker. A local network is emulated inside the honey-
pot using Honeyd tool in order to improve the plausibility of the system. The
potential attacker can then continue in attacking other targets and their behavior
could be analyzed in more details. This part of the system is composed of low-
interaction honeypots that serve as a LAN emulation behind the high-interaction
honeypot. Because of the fact that these emulated LAN nodes are not intended
as a primary targets of attack, the honeyd was chosen. The attacker has little
opportunities to find they are honeypots because logging in them is not allowed.

7 https://shadowd.zecure.org/.

https://shadowd.zecure.org/
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Fig. 1. Layout of the system to be attacked as it is presented to potential attackers

5 Technical Implementation

The whole conception of the solution presented here is shown in Fig. 2. The first
issue to resolve was which IP address to choose for such a system. To assign
an address from the CESNET academic network did not seem to be reasonable
because a more sophisticated attacker could become suspicious about the system
purpose [3] after an easy whois request. Nevertheless, the research system has
been prepared in the data centre of the university so it was necessary to obtain
a commercial virtual hosting server for camouflage purpose. This hosting server
operates as a proxy server from where a transparent VPN is configured to the
research system.

5.1 Implementation Details

All necessary systems were virtualized using Oracle VirtualBox. The VPN tun-
nel was configured using OpenVPN using L2 TAP interface. The TAP adaptor
forms a single network connection for the first virtualized system – honeywall on
the honeynet perimeter. Honeywall operates as a proxy server as well; it is per-
fectly transparent for the attacker. The transparency has been obtained using a
suitable iptables configuration as well as thanks to the temporary NAT8. Behind
the honeywall, there are two more virtualized systems that seem as a single one
from the outside.

On the first system all SSH sessions from HonSSH are forwarded. This is
a virtualized Linux Debian 8 system not containing any other modifications.
8 Using Advanced Networking tool available at https://github.com/tnich/honssh/

wiki/Advanced-Networking.

https://github.com/tnich/honssh/wiki/Advanced-Networking
https://github.com/tnich/honssh/wiki/Advanced-Networking
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Fig. 2. Layout of the high-interaction honeynet designed in the research

However, it contains a lot of dummy data, MySQL database and other con-
tent. If an attacker starts scanning the local network after penetration into the
system, they observe that there are several other workstations there. There are
some Windows and Linux systems and a single Cisco router. All these devices
are emulated using Honeyd and contain single scripts responding to incoming
requests, mostly taken from the Honeyd project9.

Requests to port 80 are forwarded to the other virtualized system from the
honeywall. This system provides web server services, seemingly on the same
IP address. The web server is monitored by a high-interaction honeypot/Web
Application Firewall (WAF) and uses intentionally vulnerable older version of
the CMS system Drupal 710. Drupal 7 includes a robust method for assigning
permissions to individual users. The strategy of the system is that any user can
register into the system obtaining a limited access into CMS administration auto-
matically as well. Vulnerabilities intentionally contained in the web application
do not allow permission escalation so the attacker cannot, e.g., browse log files or
change the system settings. However, the attacker gains access to the stored con-
tents (its potential use is mentioned below). All attacker’s activities like logging
in, executing commands, running scripts etc. together with attacker’s IP address
are stored into the MySQL database from where the data can be visualized. The
architecture layout is shown in Fig. 3.

9 https://github.com/DataSoft/Honeyd.
10 http://www.drupal.org.

https://github.com/DataSoft/Honeyd
http://www.drupal.org
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Fig. 3. Architecture layout of the honeypot system

5.2 Proposed Solution Sustainability, Protection and Analysis

After the connection to the honeypot (valid SSH session) was created, it is
inevitable to allocate certain period of “free” activity to the attacker. During this
period the attacker may freely investigate the system, continue its exploitation,
execute scripts or malware, introduce a backdoor etc. Determination of this
period has been a subject of some discussions but finally it has been decided to
be set to 30 min for the pilot implementation period. It is expected, however,
that this period length setting is going to be subject to change according to first
results (first attack captured and analyzed) because it significantly influences
the scope of attacker’s activities that can be captured and analyzed.

After a successful login and opening an SSH session, the honeypot admin-
istrator is notified via e-mail. If required, the administrator can connect to the
honeywall to observe the attacker’s behavior in real time. For the purpose of the
attacker’s free period countdown, a Python script was written counting down
the 30-minute period, and after the period elapses, the attacker will be discon-
nected, a snapshot of the system will be made and the system will be restored
from scratch to be prepared to capture other potential attacks. If the attacker
disconnects earlier, the Python script makes a snapshot and restores the system
immediately.
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During the attacker’s activity, not only all inputs via SSH are recorded but
any downloaded files, e.g. via SCP or wget commands, are captured. The files
can be analyzed later using sandboxes. The VM snapshot made after the attack
allows a later detailed analysis to be performed, or possibly to renew the system
from the snapshot and allow the attacker to log in the system again. The decision
between these options should be made by the honeypot administrator that is also
entitled to prolong the preset 30-minute period to longer one when he/she fol-
lows the attack and comes to a conclusion that this specific case is so interesting
that it deserves it. Suppression of the adverse effects of the attack (e.g. incorpo-
ration of the honeypot into a botnet and performing DDoS attacks) is done by
the honeywall using iptables that is configured according to Bifrozt project. In
addition, the automated capture of all network traffic has been implemented on
the honeywall.

6 Semantic Gap Issue

The above-described system is able to record attacker’s activities in detail as
they are done inside the monitored system (honeypot) through connection to
the remote shell via the SSH protocol. Similarly, it can capture all downloaded
files and control any network traffic leaving the honeynet. However, the attacker
can, for instance, run its own shell on other port (except the monitored port 22).
For this purpose, e.g., the netcat tool can be used. When this method is used,
the attacker passes by the HonSSH monitoring element (proxy server) but its
communication is reliably captured by the network traffic monitoring on the hon-
eywall. When the attacker runs a binary file or script that performs its activities
apart from SSH protocol and the communication is encrypted, the situation is
even worse from the point of view of monitoring. This is due to the fact that
monitoring of system calls on the honeypots cannot be performed; in such a sit-
uation the only option is to perform an offline dynamic analysis. This can be
done, however, only after the “free” period for the attacker has elapsed, using
the two following methods. The first is running the downloaded binary file or
script in Limon offline sandbox operating similarly to Cuckoo (see Footnote 6)
sandbox (designed for Windows) by loading its agent into the monitored sys-
tem. The other method is the direct application of the snapshot made after
the attacker has logged out. Inside the system restored from the snapshot, the
Sysdig11 system is loaded that performs modifications on the kernel level in a
similar way.

The latter method represents a concept that establishes the required trade-off
between the two principles mentioned in Sect. 1.1. The tradeoff consists in the
avoidance of immediate (and therefore permanently present and visible) system
kernel modification (like in Limon or Cuckoo tools already mentioned) on one
hand, and in later obtaining detailed information comparing common network-
based approach as described is Sect. 2.5. As a result, the attacker will not have
any opportunity to find any modifications of the system used as honeypot but at
11 http://www.sysdig.org/.

http://www.sysdig.org/
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the same time its behavior can be completely analyzed later. The analysis has to
be split into two parts – the first is online monitoring of the attacker’s activity
though SSH access, and the other is an offline analysis of software resources used.
The latter requires active work done by an analyst. However, this possibility of
the honeypot administrator is still vital in order to avoid undesirable effects of
sophisticated attacks.

7 Practical Implementation and Use Scenario

The software honeypot describer in Sect. 5 has been implemented in the authors’
academic network and has been operation for a short period so far. However, the
operation demonstrated at least the feasibility of the proposed solution so far.
Because of the short period of operation and lacking promotion, no sophisticated
human-made attacks have been recorded. The following paragraphs summarize
the measures planned to be implemented in the near future in order to obtain
some interesting results.

In the first step, automated attacks from botnets, robots and frequently
script-kiddies were avoided. This has been reached simply by configuring a pass-
word that is strong enough to resist simple dictionary or brute-force attacks. In
order to attract human attackers, several optional vulnerabilities are going to be
prepared for the pilot phase of the research to promote the honeynet described
above as well as to control the access to it. The weaknesses are listed as follows:

– Creation of a production company webpage with intentionally retained vul-
nerabilities allowing the attacker to access the contents by abusing the web
application errors; the contents includes a webpage with login data for the
honeypot.

– Creation of several logins for administration the web system with weak pass-
words (e.g. admin/toor, root/toor) where the attacker can log in and as
a result they get the webpage with SSH logins.

– After self-registration of a new user permission allowing to access the webpage
with SSH logins are automatically assigned.

– The webpage with SSH logins is publicly accessible (without the necessity to
register as a user), e.g. for the purpose of indexing by search engines.

– Easy-to-guess login data (e.g. name and password root/Toor12345) were con-
figured for SSH access to the shell so as to avoid automated attacks but it is
easy to break for a human attacker.

– The access to the shell via SSH is intentionally controlled so that certain small
percentage (e.g. 3 %) of connection attempts is allowed to login with any login
name and password (percentage computed on 24-hour basis).

– And eventually, a small delusive promotion campaign will be run using certain
commercial web presentations to attract human attackers.

The above strategies are subject of success evaluation in terms of attracting
successful attacks at present due to quite a short period elapsed from the imple-
mentation of the above steps (some of them are just planned).
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8 Conclusions

The paper proposes a conception of high-interaction honeypot intended to ana-
lyze human-made highly sophisticated attacks via SSH to a Linux shell. The
research of existing approaches and their detailed comparison has been done,
and a new approach to solve their issues is proposed. The new approach is
a balanced trade-off between the detection mechanism observability by human
attackers and the level of recorded details about attackers’ activities. The new
solution evaluation as well as suppression of possible actions threatening the rest
of the infrastructure outside the honeypot is included.

Acknowledgment. The paper was supported by the project Application of fuzzy
methods for system analysis, description, prediction and control No. SGS02/
AVAFM/16 of the Student Grant Competition of the University of Ostrava.
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Abstract. Gathering information on malware activity is based on two
sources of information: trap systems (Honeypots) and program agents
in the AntiVirus tools. Both of them deliver only fragmentary picture
of malware population, visible from trap systems or from users systems
on corporate or home networks. Due to this fragmentation, there is no
uniform overall picture of malware state, and various sources present
different, often quite different approximations thereof, depending on the
their ability of gathering samples of various types of threats and oper-
ating locally malware. Another question is how complete is this picture
and whether the tools used do not lose some important informations.
The paper compares current available informations about malware with
data gathered by a set of honeypot systems and discusses usability of
some types of malware traps at current state of malware expansion.

Keywords: Malware monitoring · Network activity · Honeypot
performance

1 Introduction

Creating an image of malware activity is based on two main information chan-
nels: capturing malware through honeypot systems and capturing malware via
software agents of anti-virus. Both channels deliver only fragmentary picture, vis-
ible from trap systems or from user computers on corporate networks. Resulting
from these sources image of malware state is complemented with informations
from analysis of hacking into servers, stealing confidential information from com-
panies and government agencies.

Malware infection methods are changing very quickly, and there is no guar-
antee that these changes are just as evident in the various monitoring systems.
Most systems monitoring the presence of malware is run by the corporations
security departments or antivirus companies. Aggregating data from its own
sources, they form a total picture of the activity of recorded versions of the
malware. As a result, images of individual firms differ, like malware they are
based on.

The question arises whether these differences correspond only to differences
in the prevalence of various types of malware, or they are in some part a reflection
c© Springer International Publishing Switzerland 2016
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of ability to raise new copies of the malware by various types of honeypot systems
and software agents.

The paper presents an analysis of the malware captured by server-side honey-
pots systems during nearly four years of their activity on a research network and
compares results with the presented on-line quantitative and qualitative picture
of current threats.

Remaining parts of the paper are organized as follows: Sect. 2 describes the
environment of a research network and installed trap systems. Analysis of types
and quantity of recorded threats is presented in Sect. 3, Sect. 4 discusses the
global malware state and Sect. 5 discusses the differences between local and
global threats picture and required changes in methods of obtaining malware
samples.

2 Malware Research Network

Research was carried out on a separate class C subnet with direct VPN con-
nection to Internet access router, bypassing any packet filtration. Access router
works also as DHCP server, assigning IP addresses to systems on research net-
work and as a DNS server. Most of the address space was used to monitor
incoming traffic to the vacant IP addresses.

On one of the final IP addresses on system with quad core processor and
8 MB RAM was installed Xen 3.1 hypervisor and CentOS 5.9 operating system
as dom0. The system was configured as hardware platform for machine virtual-
ization, on which operated honeypot systems [1] and network traffic monitoring
system with packet argus [2].

As the primary source for collecting malware was installed virtual Fedora
system (domU) with dionaea honeypot [3], initially there were also tested other
versions of honeypots [4] like honeyd [5] or multipot. Dionaea emulated on incom-
ing requests operation of various network services and enabled the upload of
malware code. Captured copies of malware dionaea stored as files with names
corresponding to their MD5 hash values.

The captured malware samples were then copied to another VM system with
installed antivirus software (NOD32 in this case), which attempt to identify
them, determine their type and name or in the absence of a signature ignored
them, treating it as a harmless. These unidentified malware samples MD5 hashes
were also checked on Internet via google search engine and quite big part of the
samples – about 20–25 % were unknown on Internet at all. All its operation
and communication with the environment dionaea recorded in the local SQLite
database, what facilitates further detailed analysis.

Dionaea honeypot started it’s operation from March 2011 and operated till
the end of 2013, then again from third quarter of 2014 till now (the end of 2015).
Results of the first year of its operation was presented in [6]. At the middle
of 2014 there were started another copies of dionaea honeypots, operating at
selected places of network address space.
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3 Results of Honeypot Operation

Results of honeypot operation vary with time, from the very start it capture
a relatively large number of copies of a variety of malware, registering also a
lot of network traffic related to honeypot communication. Individual monthly or
quarterly periods differed, but the overall intensity of the honeypot related traffic
and appearance of malware was quite high, and ranged in initial two years from
20000 to 90000 connections per quarter. Figure 1 presents quarterly aggregate
amount of incoming connections to the honeypot system throughout the entire
period of system activity.

Fig. 1. Quarterly numbers of connections to the dionaea honeypot

The volume of incoming connections remain on nearly constant level, but its
results vary significantly with time. Figure 2 shows the quarterly number of failed
(refused) external connections to the honeypot system. Clearly the number of
failed connections begins to increase from mid-2013.

Most of successful connections to the honeypot system led to attempts to
infect the system and register malware samples. Initially (years 2011–2012) cap-
tured malware represented many different types of malware families, and appear
in many versions [6]. With time, the number of recorded malware has visibly
reduced. Table 1 shows the number of samples from different malware families
registered in selected quarters of system honeypot activity.

Attempts to identify the copies of malware by antivirus program often ends
assigning them names like “variant of the program”, indicating that malware
belong to a group having a similar behavior. Figure 3 presents graphs of the
number of registered copies of malware divided on malware families and variants
of various families.
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Fig. 2. Quarterly amounts of rejected connections to honeypot

Table 1. Quarterly number of registered samples of malware from different families

Malware family name 2-2011 3-2011 1-2012 3-2012 1-2013 3-2013 4-2014 2-2015

IRC/SdBot 49

MSIL/Injector 26

Win32/Agent 2 1 4 3 1

Win32/Allaple 51 38 15 10 7 16 28 21

Win32/AutoRun 265 88 6 17 5 2 1

Win32/AutoRun.IRCBot 323 660 59 52 19 18 40 11

Win32/Dorkbot 5

Win32/Hatob 5 5

Win32/Injector 161 148 3

Win32/Kryptik 77 9 4 4 5

Win32/Pepex 26 6 4 4 3 4 9 11

Win32/Rbot 5 87 173 171 107 6

Win32/Spy.Agent 15 3 5 1 4

Win32/TrojanDownloader 14

Win32/Conficker 1 3387

Win32/Rozena 1

Win32/Lethic 10

To get a more detailed view of the operation of honeypot were compared
malware activity from three quarters with a similar number of external connec-
tions to the honeypot i.e. the third quarter of 2011, third quarter of 2012 and
the fourth quarter of 2014 years. The Table 2 presents a quantitative comparison
of those quarters.

For selected quarters were analyzed the most frequently encountered malware
programs and remote hosts attempting to infect the honeypot. The Table 3 shows
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Fig. 3. Quarterly number of malware families, variants and samples

Table 2. Comparison of malware activity

Compared quarters: III 2011 III 2012 IV 2014

Number of all external connections 43 614 44 980 44 343

Number of accepted connections 30 029 40 962 8 020

Number of named malware samples 919 3 649 83

Number of all samples 1 056 4 140 92

Number of unique malware samples 108 136 45

No. of remote hosts seen two or more times 67 51 11

from when showed up particular versions of the malware, how long was seen
and how many samples of the malware honeypot registered, and also which
remote host and what method delivers the malware. Compiled statistics allow
to evaluate what has changed in the network communication of honeypot with
the environment and how is changing the nature of existing threats.

The most noticeable difference between the 2012 and 2014 quarters is a
marked reduction in the number of connections from emerging malware. Top
sender (most frequently occurring) malware in 2014 recorded up to 12 connec-
tions in three months, many others do not exceed two. The previous quarters
were dominated by bot programs, generating dozens of connections to honeypot.
In the last quarter there appear on the list rare version of such programs, but
provide very little malware samples.

Most bots’ infections came from the network 83.x.x.x that dominated address
space of remote hosts. In the last quarter on the list of systems providing most
malware appeared also other numbers of IP network. Analyzing the addresses
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Table 3. Comparison of malware activity in selected quarters 2011–2014 years

First day Interval Malware name Count Remote host Download url

2011-08-27 116 Win32/AutoRun.Delf.AG 84 83.230.192.106 http://83.230.192.106:30517/x

2011-08-04 21 Win32/AutoRun.IRCBot.FC 22 83.229.119.19 ftp://119.188.6.227:5809/tyf.jpg

2011-08-08 168 unknown 19 83.230.3.117 http://146.185.246.139/g.exe

2011-08-12 18 Win32/AutoRun.IRCBot.FC 17 83.230.244.28 http://46.45.164.228/s.exe

2011-09-09 349 Win32/Rbot 16 83.218.175.189 tftp://83.218.175.189/upds.exe

2011-08-20 10 Win32/Injector.JUV 11 83.157.16.146 emulate://

2011-09-29 25 Win32/Injector.KBU 11 83.177.156.36 emulate://

2011-08-09 167 Win32/AutoRun.IRCBot.FC 9 83.228.103.78 http://83.228.103.78:16254/x

2011-08-20 75 Win32/Injector.KQH 9 83.229.48.222 http://146.185.246.53/XZ44.exe

2011-08-08 12 Win32/Injector.ITJ 6 83.228.104.228 emulate://

2012-07-05 1 Win32/Conficker.AA 1461 83.230.117.101 http://83.230.117.101:5543/saekqry

2012-07-03 20 Win32/Rbot 37 83.218.170.222 tftp://83.218.170.222/udps.exe

2012-07-04 54 Win32/AutoRun.IRCBot.FC 32 83.230.180.226 http://188.132.163.17/nn.exe

2012-07-01 17 Win32/AutoRun.IRCBot.FC 29 83.222.58.166 http://83.222.58.166:21284/x

2012-08-02 36 Win32/AutoRun.IRCBot.FC 27 83.222.58.162 http://83.222.58.162:7521/x

2012-09-12 48 Win32/AutoRun.IRCBot.FC 24 83.222.58.104 http://83.222.58.104:30575/x

2012-08-27 104 Win32/AutoRun.KS 14 83.229.243.102 http://146.185.246.67/aa.exe

2012-08-31 75 Win32/Allaple 9 83.230.229.171 emulate://

2012-07-19 10 Win32/AutoRun.IRCBot.FC 6 83.222.59.118 http://83.222.59.118:33134/x

2012-08-06 6 Win32/AutoRun.IRCBot.GQ 5 83.222.173.109 emulate://

2014-11-12 118 unknown 12 84.111.156.198 smb://84.111.156.198

2014-10-05 344 Win32/AutoRun.IRCBot.DI 8 83.14.193.236 http://83.14.193.236:4590/x

2014-10-07 8 Win32/Pepex.F 5 186.74.238.213 smb://186.74.238.213

2014-09-04 0 unknown 2 197.242.253.131 smb://197.242.253.131

2014-09-13 21 Win32/Allaple 2 212.9.29.105 emulate://

2014-10-26 10 Win32/AutoRun.IRCBot.CX 2 83.228.103.198 http://83.228.103.198:28477/x

2014-10-28 0 unknown 2 88.2.241.167 smb://88.2.241.167

2014-11-07 134 Win32/Allaple.D 2 200.47.225.147 emulate://

2014-11-22 0 INF/Autorun.C.Gen 2 200.253.159.90 smb://200.253.159.90

2014-11-25 0 INF/Autorun.C.Gen 2 83.39.136.196 smb://83.39.136.196

Table 4. Remote hosts delivering Win32/Pepex variant malware

First day Count MD5 hash Remote host Locality

2015-06-22 2 fd46e75a29737c709b6914ca2a3a6727 200.35.110.250 Venezuela, Caracas

2014-10-07 1 dfbe916ddefffa3c2e62735ca43a983b 82.166.241.18 Israel, Hazafon

2014-12-09 1 9288a0069f0c43b5308662ecf7515462 24.167.5.14 Texas, Brownsville

2015-01-09 1 f6e4e93828c920d55f71152de02573b7 81.198.249.146 Latvia, Riga

2015-02-24 1 c90a4585af4f89cd52c7af544908b879 173.70.35.7 New Jersey, Tinton Falls

2015-03-12 1 760a8166b88bffe81ef2bec906f90d31 213.60.184.42 Spain, A Coruna

2015-04-14 1 4606b26f51650ff64d4e41e24047978f 69.214.198.185 Illinois, Chicago

2015-06-01 1 79834645d783bd5f23a227cabc73d183 146.60.77.187 Germany, Kleve

of hosts which send different versions of the malware, for example Win32/Pepex
one can find addresses from all over the world (Table 4).

Starting from 2013 can be notice a marked decrease of the amount of cap-
tured samples of the malware. Total number of connection attempts to honeypot
remained at a similar level or even increased, but the number of copies decreased
significantly, also did not appear any new families of malware. Actually appear

http://83.230.192.106:30517/x
ftp://119.188.6.227:5809/tyf.jpg
http://146.185.246.139/g.exe
http://46.45.164.228/s.exe
http://83.228.103.78:16254/x
http://146.185.246.53/XZ44.exe
http://83.230.117.101:5543/saekqry
http://188.132.163.17/nn.exe
http://83.222.58.166:21284/x
http://83.222.58.162:7521/x
http://83.222.58.104:30575/x
http://146.185.246.67/aa.exe
http://83.222.59.118:33134/x
http://83.14.193.236:4590/x
http://83.228.103.198:28477/x
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only additional copies classified as variants of the same well-known several pro-
grams, which over the past few years trying to infect systems. It appeared also
many copies of malware that were not detected by the antivirus program. This
decrease in the number of recorded malware is shown in Fig. 4.

Fig. 4. Quarterly number of captured malware samples

The observed results stands in contradiction to the presented in various cor-
porate studies informations of almost constant virtually exponential increase in
the number of circulating malware copies.

4 Malware Threats in Online Reports

Many corporate security departments [7,8] and antivirus companies [9–11] peri-
odically publish papers with information about the current state of network
threats, presenting the currently active malware programs, amounts of malware
samples registered in some period of time and similar information, citing a cor-
porate systems dedicated to monitoring threats on the Internet.

Basic information repeated in these publications are data on quantities of
registered new malware samples in a given period and their total accumulated
quantities of hundreds of millions of copies [12,13]. Rarely, however there is the
information, how many different types of malware programs correspond to this
numbers, and what size was the address space the data are collected from.

The figures are often overwhelming, companies [14,15] are reporting growth
in amount of malware samples of 10 million during the year, with the aggregated
resources of the order of 200 million unique malware samples. Looking at these
figures one should remember that the global image of malware activity is created
as an aggregation of data from many sources, and its quantitative dimension
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can be directly due to the quantities of sources, but can also be the result of
ambiguities in the classification and counting of malware samples.

In [16] the author analyzes quantities of signatures provided by antivirus
company and comes to the conclusion that 17.5 million signature really cor-
responds to about 270 different types of malware, constantly slightly modified
by programs packing malware code for transmission and by the processes of
malware self-modification after infection. In effect, he explains the quantitative
relationship between malware family, malware variants of the basic version and
the recorded malware samples identified by different values of MD5 hash. This
explains the number of samples reported in the reports, but the fact remains con-
tinued trend of increase in the quantity of emerging malware families circulating
on the Internet.

5 Conclusions

Comparing the changes over time in the numbers of malware collected by the
server-side honeypots (e.g. dionaea) and included in the reports informations
about increase in number of malicious software, it becomes obvious that the
classic versions of server-side honeypot ceased to serve its purpose of delivering
new malware.

Analyzing the published reports it can be seen a clear change in the nature
of distribution channels of the malware – the place of independently migrating
malware programs (internet worms) occupied the versions of malware delivered
to systems by various Internet channels – infection through web sites, using
the errors in popular application (pdf, flash), using social engineering methods
directing users to the prepared sites distributing malware. These new channels
make use of the user activity, and are not visible to the system traps of server-side
type (providing hosted services).

One can clearly see that this change in the trend occurred near 2013 and now
the traps register only next auto-modifications of previous generations of well-
known malware running on still infected systems on the network. It is evident
that the server-side honeypot systems, such as dionaea reached the end of their
usefulness as one of the main sources of information about new threats. This
state is indirectly confirmed by the fact that within the last few years has not
appeared in the literature any new ideas or projects of systems of this type, and
the existing ones are not further developed.

To capture new versions of contemporary malware are necessary new type of
trap systems well imitating behavior of careless user’s, browsing eagerly various
websites and receiving numerous email correspondence from social networking
sites, which is something that can be called active client-side honeypot system.
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Abstract. Designing systems with parallel transmission for industrial
purposes, requires first defining the types of a failure, and next detecting
it. Another step is to execute an appropriate procedure that can ensure
the continuity of transmission. The issue of a failure detection can be
a problem in itself, but is can also be a component of data transmission
via dual bus. To make the transmission system work correctly, apart from
creating the scenario of exchanges, it is necessary to solve the problem
of a failure occurrence so that to maintain the transmission continuity.
The paper presents the methods of failure detection and algorithms used
when such failure occurs.

Keywords: Distributed control system · Redundancy · Dual bus
communication · Master-slave · Industrial networks · Distributed
real-time systems · Medium access · Detection of transmission failure

1 Introduction – The Redundant Network Model
Fundamental Problems

In present automation system the essential elements are the IT systems oper-
ating in the real time (RT) mode. Their task is to organize and process the
data that can ensure the correct work of a device or a group of devices. The
fundamental feature of RT systems is that they are able to respond correctly
to events, to analyze them and to react (generating a response) in a defined
amount of time. Currently, it is common to use RT systems together with other
RT system, creating distributed real time system (DRT). In that case, it is
necessary to apply such type of communication model, which would guaran-
tee the right communication exchange and time determinism [1,2]. DRT sys-
tems are built based on commonly known models of communication exchange
i.e., Master-Slave, token passing, producer-distributor-consumer [3–7] and their
modifications or hybrids [8–11].

A very numerous group are also protocols whose aim is to obtain time
determinism in Ethernet networks. These protocols include: Modbus/TCP,
EtherCAT, Profinet, EthernetIP, Ethernet PowerLink, HSE Fieldbus Fundation,
CC-Link-IE [6,7,12–15].

c© Springer International Publishing Switzerland 2016
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Taking into consideration the reliability of RT systems, in particular the ones
based on Master-Slave model of exchange, a very specific solution may be apply-
ing, in the broad sense, the bus and interface redundancy [16–21]. Redundancy
can be particularly use for improving the transmission time parameters [22].
It can be achieved by dividing the tasks between two buses, conversely to the
classical redundancy [1,23] where the same information is transmitted via the
main (primary) bus and backup (secondary) bus. Here, it is suggested to divide
the scenario of transmission so that on each bus would be executed various
transactions, and the condition influencing the division would be the duration of
a communication exchange. It is worth to mention here, that the correct form of
the scenario of exchanges in Master-Slave networks is essential in terms of mini-
mizing the number of transactions i.e., shortening the duration of data exchange
cycle. Such form of the system enables to shorten the exchange cycle provid-
ing that all devices perform correctly. In case of a failure, it is necessary to do
some steps to switch the transactions to the well-functioning part of the sys-
tem [1,24,25]. While designing the real-time industrial systems, it is important
to take into consideration also the fact that all transactions are supposed to be
executed in a defined time TRES (to ensure the time determinism). The worst
case e.g., the bus failure, need to be considered. Thus, the failure and its influ-
ence on the entire transmission time must be taken into consideration. Hence, in
case of a failure the parameters will worsen, but the rule of determinism will not
be broken. To put it in other words, the lack of a failure means better parameter
of the system, and the occurrence of a failure means worse parameters, though
the rule of time determinism is not broken.

There is no doubt that applying two buses for communication exchange is
beneficial for the shortening of the duration exchange. It is beyond the question
that two parallel data streams are capable to transmit more information than
one. However, in a system with such configuration there is a problem with detec-
tion of a failure in transmission line. In most communication systems a failure
is recognized as the lack of response. A particular parameter for the situation
above is Timeout, which in case of industrial networks is a configurable para-
meter. Therefore, in most communication systems the failure is correspond to
the situation where in a defined time (Timeout) a polled station will not send
the response message (network’s gape). As the research shows [26–28] Timeout
introduces a serious delay for switching the communication between the buses
of a redundant system. The remaining values of delays are negligible small in
comparison to the defined Timeout.

There are many techniques for shortening the system reaction. One of them
can be constant monitoring the duration of communication exchange. Knowing
the analytic dependencies, times of transmission exchange and the maximum
response time for each transaction, it is possible to start sending the control
frame in advance (within Timeout) to find the reasons of a failure. Such approach
can shorten the time for a system reaction when a failure of a bus or a node
occurs. The failure detection is the foundation of efficiency in the presented
method in parallel transmission via redundant buses [1].
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When using the redundant system for parallel data transmission via two inde-
pendent buses, it is important to know that it can be possible when two lines
work correctly. When one of the communication lines fails, then the parallel
transmission need to be stopped and instead of two independent data streams,
only one stream should be transmitted. To achieve this goal, appropriate algo-
rithms ought to be developed. They should be used for constant diagnosis of
communication, failure detection and its classification, and what is more they
can start the process of switching the data transmission to one bus. Thus, the
two problems have to be faced:

1. How to organize the data transmission via two buses having only the scenario
of all cyclic exchanges in the system?

2. How to detect the bus failure, and then instead of two channels link organize
one channel link?

It should be added that these two issues must respect the rules of the real time
system. Therefore, applying the two-channels transmission in current systems
can results in saving time, provided that there are methods for failure detection
and algorithms controlling the data flow.

The issues referring to the first problem presented above were described
in details in [1], whereas the current paper concerns the second problem. The
authors presented here three situations that can result in incorrect system work:

– subscriber failure,
– failure of subscriber interface,
– damage of communication medium.

The next sections present the methods of a failure detection and algorithms
used when a failure occurs in communication system.

2 Failure Types and Detection Methods

The authors in the paper applied Master-Slave network as an exemplary model.
In case of a correct transmission, the data is transmitted and exchanged among
subscribers via two communication buses (Fig. 1).

As it is known, using the redundancy allows to increase the bandwidth and
usable efficiency of the network. However, it is important to check the system
behavior in case of a failure, since the system is then interrupted and requires
a service (switching to the one-channel communication, detection of previously
transmitted data). The amount of time needed for the error service can be esti-
mated based on the rule of “the worst case”. Calculating or even estimating the
value of delay is important, because a big delay can disorder the system work.
Nonetheless, the result depends chiefly on the type of a failure. What is more,
it can be also noticed the fall of efficiency and bandwidth rate, but this is tem-
porary and without any significant meaning to the system work. In the present
paper the authors included three operation states:
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Fig. 1. The redundancy of communication medium: (1) Bus failure, (2) Subscriber
interface failure, (3) Subscriber failure

– correct system work – both buses are efficient,
– communication medium failure (Fig. 1 Point (1)),
– failure of subscriber interface (Fig. 1 Point (2)),
– subscriber failure (Fig. 1 Point (3)).

When a failure is detected, the following procedures are advised to be exe-
cuted, no matter what type of a failure it is, which:

– allow detecting a failure and determining its type in the shortest possible time,
– allow stabilizing the communication system,
– can start the appropriate transmission procedures recognizing the failure type,
– enable the further work, excluding the damaged part of the system.

The most important elements that determine choose of an algorithm are the
duration of failure detection and define the failure type. In consequence, the right
choice of an algorithm allows the further correct system work. As stated before, a
failure can be a defect of I/O module, disruption of a communication bus, damage
of a subscriber unit (e.g., PLC – Programmable Logic Controller) or even wrong
execution of an algorithm implemented in the subscriber (an error in program).

2.1 Failure of Communication Medium (Bus) or Subscriber
Interface

When a communication system works correctly, the data is exchanged among
subscribers via two communication buses. However, to ensure the security and
the data cohesion it is necessary to prepare some procedures that can protect
the communication system in case of a failure of one of the buses. For example,
if the subscriber 3 (Node 3 in Fig. 2) is not responding to the request, some
steps need to be taken. The simplest way to detect the reason of such failure is
to send a control frame via the same communication bus to another subscriber
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Fig. 2. Transmission of the control frames in case of subscriber interface failure

(Node 4 in Fig. 2). If the subscriber responses, it means that a failure occurs in
Node 3 or its interface. The problem appears when there is no response from
other subscribers. This can mean that:

– communication medium is disrupted,
– a failure occurs in other subscribers.

There is of course a possibility to poll the subscribers one after another to find
out if the communication medium is really damaged. But the question is, how
much time does it take and whether the time requirements for communication
system will be met.

According to the authors the best solution is such approach, which may
enable the immediate detection of a failure type. If the subscriber (Node 3), for
some reasons, does not exchange the information via one of the buses (Bus A),
then one control frame should be sent to Node 3 using the other bus (Bus B),
and the second control frame should be sent (via Bus A) to another subscriber
(Node 4 in Fig. 2). Concluding that the simultaneous failure in both buses is
unlikely to happen, it is possible to determine quickly the source of a failure
(Subscriber 3, interface of Node 3 or a communication bus).

When both subscribers (Node 3 and Node 4) response to the control frame,
it means the Node 3 interface failure. In contrast, if the response comes from
the subscriber (Node 3) polled by the second bus (Bus B), it means the failure
of the entire communication link (Bus A).

2.2 Subscriber Failure

A very similar situation is when a failure occurs at one of the subscribers (Fig. 1
Point (3)). When a system works correctly, and suddenly one of the subscribers
(Node 3) stops exchange the information in the communication system, then two
hypothesis need to be made:

– communication medium has been damaged,
– the subscriber interface has been damaged or the failure occurs at the sub-

scriber.
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Detection of such failure, as in case of communication medium disruption,
has to be carried out in the shortest possible time. The simplest method is to
send the control frame via the same communication bus but to the Node 4. If
the subscriber responses, it means the failure of Node 3. Similarly as in case
of communication medium failure, if another subscriber (Node 4) also does not
response, this can mean that:

– communication medium is disrupted,
– a failure occurs in other subscribers.

An alternative method used for detection of such type of a failure, as in
case of communication medium failure, is to send a control frame to the same
subscriber (Node 3) but via the other bus (Bus B) (Fig. 3). If the subscriber will
not confirm it received the control frame, then it means that a failure occurs at
a subscriber in a node, and the communication medium is efficient (providing
that the failure in both buses is unlikely to happen).

Fig. 3. Sending the control frame

Recognizing the type of a failure should not take a lot of time, however
a very essential is how the communication system should react in case of a fail-
ure. While the case with damaged medium does not give a lot of opportunities
because of the physical reason, it is not possible to parallelize the process of
information transmission, the case concerns the failure at a subscriber seems
to be very attractive. Here, the communication system will not be functioning
(no subscriber). Whereas, if the subscriber failure for some reason is not critical
for the entire system, the work can be continued using redundant communication
medium. This can ensure the parallel exchange of information in the system.

3 Algorithms for Failure Detectionm

To ensure the basic functionalities, such as security and data cohesion of redun-
dant systems, it is important to prepare appropriate procedures, which can pro-
tect the system in case of a failure of one of the buses, subscriber failure or
interface failure.
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c A D B

Fig. 4. The failure detection algorithm

The developed algorithm is used for detecting the failure in a communication
medium, the entire subscriber failure, the failure of subscriber interface or a failure
in the whole communication system. The algorithm presented in Fig. 4 is used to
control permanently the correct work of the network. The system collects the infor-
mation each time any transaction included in the scenario of exchange, is executed.
Such transactions are the only source of information for algorithm and enable to
detect a failure in a communication medium, at a subscriber or his interface.

The first symptom of incorrect system work is the appearing of so-called
Timeout. It is worth to mention that it is one of the most important parameters
determining the reaction time of each communication system, when a failure
occurs. The problem of Timeout is not the main issue of the present paper, how-
ever it is the basic indicator that informs about the failure of a bus, a subscriber
or interface. If is estimated incorrectly, there are delays in a system [29]. In the
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presented algorithm, Timeout is crucial and it occurs once in case of interface
failure, and twice when the failure occurs at subscriber or in a bus [26–28].

The task of the presented algorithm is to detect and define the type of a fail-
ure: a failure of Bus A or B (Point A in Fig. 4), a failure of the subscriber (Point
B), a failure of the one of the subscriber interfaces (Point C), the entire fail-
ure of the communication system (Point D). An effective detection of failures
in operating system allows continuous updating the status, which permits to
take another steps connected with the transactions in distributed system. The
fragment of the source code, written in C language that shows the procedures
made after failure detection, is presented in Listing 1.1.

Listing 1.1. The fragment of source code presenting procedures made after failure
detection type.
if(ERROR_BUS_1) { //or ERROR_BUS_2

count_error_Bus_1 ++;
send_Bus_2(i);
Send_Exchange_Bus_1 = false;

if(count_error_Bus_1 == limit) { // the limit of the counter
count_error_Bus_1 = 0;
STEP_Bus_1 = 0;
STEP_Bus_2 = 0;
ERROR_BUS_1 = 0;
ERROR_BUS_2 = 0;

}}
else {
if(error_Slave) {

count_error_Slave ++;
send_Bus_1(i+1);

if(count_error_Slave == limit) { // the limit of the counter
count_error_Slave = 0;
error_Slave = false;
STEP_Bus_1 = 0;
STEP_Bus_2 = 0;

}}
else {

send_Bus_1(i);
}}

Figures 5, 6, 7 and 8 present flow charts of algorithms executed after the failure
detection in one of the buses, at subscriber or his interface and the total breakdown
of the system. The algorithms use the matrices of exchanges for Bus A and Bus B.
Let’s have an exemplary matrix L in which the number of rows is LM (number
of microcycles), and the first column of matrix defines the number of exchanges
in each microcycles. Each row of matrix describes one microcycle. Only one row
of the matrix will be completed totally with the numbers of transactions. This is
because the whole transactions of exchanges are not executed in every microcycle.
In microcycles in which only part of the transactions is executed the sequence TTNi

is completed with the value 0 till the end

L =

⎡
⎢⎢⎢⎣

LT1 TTNi
· · · TTNn

LT2 TTNj
· · · TTNm

...
...

...
...

LTLM
TTNLM

· · · TTNz

⎤
⎥⎥⎥⎦



Algorithms for Transmission Failure Detection 149

Fig. 5. Algorithm in case of a bus failure

Fig. 6. Algorithm in case of subscriber failure
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Fig. 7. Algorithm in case of subscriber interface failure

Fig. 8. Algorithm in case of the entire communication system failure

where:

LTi
– the number of transactions in the i microcycle,

seque.{TTNi
} – the sequence of numbers of transactions within the i microcycle.

The algorithm for a failure detection precedes whether after a certain number
of cycles (Failure Counter) the causes of a failure are removed. To achieve this
goal, a control frame is sent. If it turns out that a failure disappeared, then
the transmission scenario is changed into the original one and it executes the
transmission in a totally efficient communication system.
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4 Conclusion

The presented idea of applying redundant bus for increasing the frequency of
exchanges in distributed real time systems must be strongly related to the meth-
ods of failure detection. The results clearly indicate that the presented solution is
effective. The developed algorithm allows to detect a failure of interface, link or
the whole subscriber in a redundant network that is based on Master-Slave model
of exchanges. Failure detection of interface or bus makes the system to change
the operation mode by reconfiguring the scenario of exchanges and switching the
communication to other bus.

The research results of applying the above algorithms has been presented
in another authors’ paper [30]. The paper discussed in more details the failure
influence on parameters of real-time system with two buses. Conducted tests
enable to present the thesis that discussed algorithm allows not only to detect
properly a failure, but also to realize the exchanges scenario correctly (which
cannot be realized via the corrupted bus). Despite the system is not a standard
redundant system, it enables the proper operation in case of failure of commu-
nication bus, even if in some failures the periodicity of micro cycle realization
may be exceeded.
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1. Kwiecień, A., Kwiecień, B., Maćkowski, M.: Automatic scenario selection of cyclic
exchanges in transmission via two buses. In: Gaj, P., Kwiecień, A., Stera, P. (eds.)
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10. PROFIBUS Nutzerorganisation e.V. (PNO), PROFIBUS System Description -
Technology and Application, Order number 4.332 (2010)

11. Genius I/O System and Communications. GE Fanuc Automation, doc. no: GEK-
90486f1 (1994)

12. Decotignie, J.: Ethernet-based real-time and industrial communications. Proc.
IEEE 93(6), 1102–1117 (2005)

13. SIEMENS: SIMATIC PROFINET description of the system. Siemens, doc. no:
A5E00298288-04 (2009)

14. Automation, P.: EtherNet/IP Specification: ACR Series Products (2005)
15. Ethernet POWERLINK Standardisation Group: EPSG Draft Standard 301, Eth-

ernet POWERLINK, Communication Profile Specification, Version 1.20, EPSG
(2013)

16. Kirrmann, H., Hansson, M., Muri, P.: IEC 62439 PRP: bumpless recovery for highly
available, hard real-time industrial networks. In: IEEE Conference on Emerging
Technologies and Factory Automation, ETFA 2007, pp. 1396–1399, September
2007

17. Kirrmann, H., Weber, K., Kleineberg, O., Weibel, H.: Seamless and low-cost redun-
dancy for substation automation systems (high availability seamless redundancy,
HSR). In: Power and Energy Society General Meeting, 2011 IEEE, pp. 1–7 (2011)

18. Neves, F.G.R., Saotome, O.: Comparison between redundancy techniques for real
time applications. In: Fifth International Conference on Information Technology:
New Generations, ITNG 2008, pp. 1299–1300 (2008)

19. Wisniewski, L., Hameed, M., Schriegel, S., Jasperneite, J.: A survey of ethernet
redundancy methods forreal-time ethernet networks and its possible improvements.
In: Proceedings of 8th International Conference Fieldbuses Networks Industrial;
Embedded Systems (FET 2009), vol. 8, pp. 163–170 (2009)

20. IEC 62439, Committee Draft for Vote (CDV): Parallel Redundancy Protocol.
In: Industrial Communication Networks: High Availability Automation Networks,
chap. 6 (2007)

21. IEC 62439, Committee Draft for Vote (CDV): Media Redundancy Protocol based
on a ring topology. In: Industrial communication networks: high availability
automation networks, chap. 5 (2007)
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Abstract. The paper refers to the time parameters of transmission in
industrial systems that use two buses. Applying the systems with two
buses makes sense only if it is possible to control the transmission all the
time, and make modifications and reconstruction of transmission scenario
in case of a failure. The paper presents the results of empiric research into
testing software algorithm for failure detection of transmission line and
network node in industrial communication system. After implemented
this algorithm in PLC the results referring to measurements of duration
of basic transaction in a system and duration of failure detection on com-
munication buses were presented. The authors tried to clarify whether
a failure detection in two buses transmission can have an influence on the
delays of transmission. The paper consists of description of a test bench
for time parameters measurements, the test results and conclusion.

Keywords: Distributed control system · Redundancy · Dual bus
communication · Master-slave · Industrial networks · Distributed
real-time systems · Medium access · Detection of transmission failure

1 Introduction

The main goal of redundancy is to ensure a correctly operating system. In case of a
system failure, appropriate prevention must be implemented to protect the system
against the loss of important information (e.g. losing the object state in a real-
time system) [1–3]. The principle aim of using a redundant system is to increase
the reliability of a communication system. Therefore, the idea of transmitting data
via the unused bus (different than via the primary bus) obtained by dividing tasks
between the redundant buses, seems to be an interesting issue [4–7].

Taking into consideration the reliability of the system (which can be increased
thanks to the redundancy) or network overload (permanent or temporary) there
is a problem how to increase the flexibility of network connections in order to
improve the time of data exchange. The mentioned redundancy can also be used
as a way of improving the transmission time parameters, and it also may increase
the bandwidth [8–10].

The current paper is related to the previous authors’ article: “Algorithms for
transmission failure detection in a communication system with two buses” [11].
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 154–167, 2016.
DOI: 10.1007/978-3-319-39207-3 14
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It should be reminded that a fundamental feature of the developed method
described in [11,12], is not only the ability to transmit data via two buses, but
also the possibility to continue the transmission even if a failure occurs within a
defined amount of time [12].

The theoretical analysis and the research presented in the further part of the
paper were based on Master-Slave model, and for the measurements GeFanuc
controllers and Modbus RTU network were used [13–15]. A type of network
is not significantly important, because the authors intended mainly to confirm
the practical correctness of algorithm and to compare it to the measurements of
theoretical quantities, namely the delays and their influence on the requirements
of Real Time system.

The further part of the paper comprises equations for timing calculations
(delays), which are used for measuring within a real system. In order to determine
the time for realization of a failure detection algorithm in a real time environment
and its influence on the time parameters of a real time system, a test bench was
designed and prepared and appropriate tests were conducted.

2 A Failure Influence on the System Time Parameters

Since the next part of the paper based on Master/Slave Model so it is important
to define some basic parameters. Figure 1 presents the scenario of exchanges in
transmission via a single bus. Particular symbols in Fig. 1 stands for:

Fig. 1. Model of cyclic transmission (scenario of exchanges)
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Z1 − Z6 – symbolic sign of a single exchange (e.g. read/write from/to any
subscriber). The heights of particular squares that represent the exchanges
correspond to their duration; here: all exchanges have the same durationis.

TC – cycle duration of an exchange in the network.
TAC – the remaining time for executing acyclic exchanges.
TMMAX – maximum time of microcycle execution within a macrocycle.
TACMAX – maximum acceptable time for acyclic exchange.

In the abscissa in Fig. 1, the periodicity of exchanges is marked. The Fig. 1
shows that the minimal periodicity is 50 ms. Hence, the following microcycles
are executed in every 50 ms.

TMICR =
l∑

i=1

TEi (1)

where:

TEi – the time of the i request-response transmission,
l – the number of exchanges in the i microcycle.

A failure of a communication system influences in different ways the para-
meters of the real time system. These can be noticed as continuous delays in
realization of the scenario of exchanges (a total breakdown of one of the buses).
The authors in the paper applied Master-Slave network as an exemplary model.
In case of a correct transmission, the data is transmitted and exchanged among
subscribers via two communication buses (Fig. 2).

In such case, the complete time determined within the scenario of exchanges,
equals:

TCA1 = TCW1 + TCW2 (2)

where:

TCW1, TCW2 – time of exchange in particular buses in the efficient system,
TCA1 – complete time of network cycle when one bus is completely disrupted.

The realization of the scenario of exchanges can be shortened as a result of
removing some exchanges in it. This happens in case of a subscriber failure. The

Fig. 2. The redundancy of communication medium



A Failure Influence on Parameters of Real-Time System with Two Buses 157

consequence of it is of course the lack of communication with subscriber. Then,
in a determined time:

TCA2 = TCW −
ns∑
i=1

TAWi (3)

where:

TCA2 – the total time of the network cycle in case of the subscriber failure,
TCW – the the total time of exchange in the efficient system,
TAWi – transmission time of i transaction removed from the scenario of exchange,
ns – the number of transactions removed from the scenario because of subscriber

failure.

Moreover, the damage of one of the subscriber interfaces influences the load
of one of the buses, since the transmission to this subscriber is switched to the
second bus.

Finally, the entire communication system can collapse, and then the only
thing that can be done is to generate an appropriate alarm e.g., activating a spe-
cial output.

When a failure is detected, no matter what failure type it is, some tempo-
rary disturbances and delays take place; after the transmission is stabilized they
disappear. This can be referred to as transient state. On the other hand, by
stabilized transmission it should be understood the end of a failure detection
process and reconfiguration of the scenario of exchanges.

2.1 Delays Resulting from the Duration of Subscriber Failure
Detection

In case of a failure of one of the subscribers, a delay on the bus connected to the
disrupted subscriber resulting from a failure detection and change of a scenario
of exchanges is:

TOP1 = TPR2 + TTR2 + TDE2 + 2 ∗ TOD + TALG1 (4)

where:

TOP1 – delay resulting from the detection of a disrupted subscriber,
TOD – maximum response time for request frame (timeout),
TPR2 – time for preparing the control frames that are sent to subscribers,
TTR2 – transmission time of control frames sent to subscribers,
TDE2 – time for control frames detection,
TALG1 – time for executing the algorithm used for detecting a failure at sub-

scriber and the scenario change.

From the point of view of the real time system requirements, this case is the
safest, because after the failure is detected and the network is stabilized, the
total time of executing the macrocycle is shortened (the number of exchanges
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will be reduced). Certainly, it is possible to determine the duration of a transient
state for the worst case [11]. Taking into account the time for realization of the
longest microcycle, its maximum realization time is:

TMIKRmax = max
(
T

′
MIKRi, T

′′
MIKRi

)
+ TOP1 (5)

where:

TMIKRmax – the maximum time of microcycle realization, in case of a failure,
max

(
T

′
MIKRi, T

′′
MIKRi

)
– the maximum time of microcycle realization in partic-

ular buses when a failure occurs.

To weight up the influence of the occurred failure the following formula can be
used:

TC > TMMAX + TWWMAX (6)

where:

TC – time of network cycle (time for realizing the whole exchanges within the
one macrocycle),

TMMAX – maximum time for realizing a microcycle within the macrocycle,
TWWMAX – maximum acceptable time of triggered exchange.

Bearing in mind that if a failure occurs, then TMMAX takes value TMIKRmax,
and by keeping the value TC, the time for realization of triggered exchanges will
be shortened. However, if it is unacceptable from the technological point of view,
then the only possible solution is increasing the value TC. It can be done at the
designing phase of a communication system. The realization of some triggered
exchanges can be abandoned by making some modifications in the main program
(in this approach the value TC is not changed).

The precise measurement of the delay time will be possible after having the
authors’ algorithm implemented on the exact processing unit.

2.2 Delay Resulting from a Failure Detection Time in a Bus

When a failure occurs in one bus, then the delay on the second, correctly per-
forming bus, resulting from the failure detection and changes in the scenario of
exchanges, is:

TOP2 = TPR2 + TTR2 + TDE2 + 2 ∗ TOD + TALG2 (7)

where:

TOP2 – delay caused by a failure detection in a bus,
TALG2 – time for executing the algorithm of a bus failure detection and modifi-

cations in the scenario of exchanges.
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This case is the most difficult from the point of time analysis, since it requires
to go back to the original form of the matrix L [11,12]. Thus, the values such
as efficiency or useful bandwidth takes the original form of their quantities. The
transient state will introduce a delay leading to:

TMIKRmax = max
(
T

′
MIKRi, T

′′
MIKRi

)
+ TOP2 (8)

which must be considered at the system designing phase. The time for executing
the algorithm for detection a medium failure and the switching the transmission
scenario into one bus, can be precisely measured after having the algorithm
implemented in an exact processing unit.

2.3 Delay Resulting from a Detection Time of a Subscriber
Interface Failure

In case when a subscriber interface is disrupted, a delay in a bus, which the
damaged interface was connected to, resulting from a failure detection and the
change of the scenario of exchanges equals:

TOP3 = TPR2 + TTR2 + TDE2 + 2 ∗ TOD + TALG3 (9)

where:

TOP3 – delay caused by a failure detection in a subscriber interface,
TALG3 – time for executing the algorithm used for detection a subscriber inter-

face failure and the changes in the scenario of exchanges.

Considering the requirements of the time analysis, this case is very difficult,
because the scenario of exchanges needs to be edited entirely and thoroughly [12].
And again, as previously the threads of maintaining the rules of the real time
system come from the following dependency:

TMIKRmax = max
(
T

′
MIKRi, T

′′
MIKRi

)
+ TOP3. (10)

As before, a delay can influence the time parameters of the real time system,
but only in the transient state. After the transmission is stabilized, the minimal
modifications in the structure of macrocycles can be noticed. This happens,
because some exchanges normally addressed according to the order determined
by the algorithms of creating matrices A and B [12], will be transmitted in an
imposed manner via the bus not connected to the disrupted interface. Therefore,
it will not have any special influence on the dependency (4), and the designing
conclusions will be almost the same as in the two previous cases. The time
for executing the algorithm of interface failure detection as well as the changes
of transmission scenario can be precisely measured after having the algorithm
implemented in an exact processing unit.
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3 Test Bench and Research Procedure Based on PLC

In order to determine the time for realization of a failure detection algorithm in
a real time environment and its influence on the time parameters of a real time
system, a test bench was designed and prepared (Fig. 3) and the following tests
were conducted:

1. Measurement of the duration of exchange in Bus A.
2. Measurement of the duration of exchange in Bus B.
3. Measurement of the duration of exchange in case of Bus A failure, Bus B

failure, subscriber failure and subscriber interface failure for various values of
timeout parameter.

4. Measurement of the duration for failure detection algorithm.

Fig. 3. Test bench based on PLC (GE Intelligent Platforms)

The authors decided also to prepare an additional test bench based on micro-
controller, thanks to a completely new concept and opportunity to build a mul-
tiprotocol industrial node [15]. This model has also been tested, but the received
results are far beyond the current paper issue.

The paper includes the measurements of the duration of algorithm designed
for failure detection of a bus (subscriber interface), subscriber or the entire com-
munication system.

The research was carried out for industrial control-measuring circuit based
on Modbus/RTU protocol. The discussed conception required applying solutions
used in industrial systems. The measurement of failure detection was conducted
on a test bench, which was prepared straight for this purpose, and was provided
with special software. The measurements of software were conducted on test
bench consisting of several devices. The most essential is to mention that basic
assumption of the system was its work in a redundant system. As Master station,
the authors used PAC RX3i Intelligent Platforms controller. The central unit of
controller was equipped with RS-485 interface. In order to double interface, it
could be possible to complement the device with RS-232/RS-485 converter for
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port 1 or additional network coprocessor. However, in the discussed case the PAC
controller was equipped with additional network coprocessor CMM004 with RS-
485 interface. This two coprocessors have different functionalities. Coprocessor
with RS-485 interface is in-built in PLC and has implemented communication
driver to Modbus RTU. Driver is distributed by PLC producer. To start commu-
nication it is necessary to implement driver function in PLC application, each
data exchange has to be declared by programmer. Second coprocessor CMM004
is a module with microcontroller which realizes data exchanges. This coprocessor
is independent device and programmer has to declare data exchanges scenario
during configuration. This device operates in the main cartridge of PAC con-
troller, and the information can be realized into three ways. The test procedures
include:

– Measurement of the exchange duration in Bus A and B.
– Measurement of the exchange duration in case of a failure in Bus A or B

(including also the failure detection time).
– Measurement of the exchange duration, including also a failure detection time,

in case of a subscriber failure.
– Measurement of the exchange duration, including also the failure detection

time, in case of a subscriber interface failure.

The measurements of the duration were conducted by using a special appli-
cation that operates in Master Station. The program started the internal clock
while the transmission was being initialized. The clock was stopped when a word
of transmission status, confirming its realization, was read. The other important
values used for measurement tests, were:

VT – transmission speed – 9600 bits/s,
LBT – the number of bits per one character equals 8,
LBS – the number of control bits (start and stop bits) equals 3,
TPRZ – time for preparing the request frame in Master station 5.5–6 ms (man-

ufacturer standard),
TDT – time for frame detection, equal to the time of transmission of 3.5 charac-

ters,
TPRO – time for preparing the response frame from Slave module, 10 ms (man-

ufacturer standard).

Moreover, according to the specification of Modbus protocol:

– The request transmission frame contains 8 bytes,
– The response transmission frame contains 6 bytes,
– The used function was function with code 02.

For such determined values, and that transmission frame is described by the
below dependency:

TTRi =
(LBT + LBS)

VT
=

(8 + 3) ∗ 8
9.6

= 9.16 [ms] (11)
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the time for request transmission (TTRZ) frame (from Master to Slave) is:

TTRZ = TDT + TTRi + TPRZ = 4 + 9.16 + 6 = 19.16 [ms] (12)

and the time for response transmission (TTRO) frame (from Slave to Master)
equals:

TTRj = (8+3)∗6
9.6 = 6.88 [ms] (13)

TTRO = TDT + TTRj + TPRO = 4 + 6.88 + 10 = 20.88 [ms]. (14)

Thus, the total time of i exchange:

TWi = TTRZ + TTRO = 40.04 [ms]. (15)

4 Research Results

The received transmission times in both buses (Figs. 4 and 5) are the same as
the calculated ones in the previous point. As the charts show, the maximum
transmission times for data exchange TWi (“request-response”) respectively for
Bus A and B were: 46.9 ms (A) and 47.2 ms (B), and their minimum values are
41.2 ms (A) and 40.8 ms (B). The differences of transmission times in Bus A and
B result from applying two different coprocessors the buses were connected to;
and in consequence, they have different transmission times.

Fig. 4. Measurement of duration of exchange transaction in Bus A – PLC

To ensure the basic functionalities, such as security and data cohesion of
redundant systems, it is important to prepare appropriate procedures, which
can protect the system in case of a failure of one of the buses, subscriber failure
or interface failure. The average duration of transaction exchange in Bus A, B
and standard deviation are presented in Table 1.

Standard deviation of about few milliseconds results from the cyclic work of
a controller. The cycle phase of a controller determines the moment of network
coprocessor service, and at the same time, it defines the time after which the
transmitted data can be accessible for executing application [15]. Having looked
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Fig. 5. Measurement of duration of exchange transaction in Bus B – PLC

Table 1. The summary of durations of transaction exchanges in Bus A and B

Bus A Bus B

Average time of exchange [ms] 43.95 44.21

Standard deviation [ms] 1.71 1.74

at Figs. 4 and 5, it can be said that the time of a central unit cycle while the
measurement were conducted was:

TWiMAX − TWiMIN
∼= 5.7 [ms] (16)

which was confirmed by observations.
Figures 6 and 7 present the durations of transaction exchange while a failure

occurs in one of the buses, at subscriber or a subscriber interface. When a failure
is detected in one of the buses, the implemented algorithm changes the scenario
of exchanges so that the remaining transactions could be switched to the efficient
bus. In case of a subscriber interface failure, the scenario of exchanges is modified
so that the exchanges to this subscriber could be transmitted via bus connected
to the efficient interface. Next, a failure of a subscriber results that the exchanges
to this subscriber are removed from the scenario of transmission. Additionally,
it is checked every 1000 cycles of a controller if a failure has not been removed
by sending the control frame. Figures 6 and 7 clearly show how many times,
according to the algorithm, Timeout was counted – respectively, twice for a bus
failure and subscriber and one for an interface failure (the value of Timeout
parameter was set at 100 ms). In consequence, the transaction duration in case
of an interface failure is shorter than in case of a bus or subscriber failure.
Figure 8 presents the delays resulting from the time of a failure detection in a
bus, at subscriber or his interface. It is clear that these delays meet the below
dependency:

TOP2 < TOP1 < TOP3. (17)

It results from the analysis of algorithm for a failure detection. When a bus
failure occurs it is enough to switch all transactions from one bus to another, and
this takes a very little time (TOP2). In case of a subscriber failure, additionally
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Fig. 6. Measurement of transaction duration in case of Bus A and Bus B failure includ-
ing the time of a failure detection – PLC

Fig. 7. Measurement of transaction duration in case of subscriber and subscriber inter-
face failure including the time of a failure detection – PLC

Fig. 8. Delays resulting from the time of a failure detection
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Table 2. Summary of times in case of Bus A and B failure

Bus A failure Bus B failure

Average time of exchange [ms] 247.91 249.45

Average time of failure detection and changing the
scenario of exchange [ms]

5.29 5.29

Table 3. Summary of times in case of a subscriber and a subscriber interface failure

Subscriber Subscriber

failure interface failure

Average time of exchange [ms] 249.83 151.12

Average time of failure detection and changing [ms]
the scenario of exchange

5.96 7.42

it is advised to search the whole scenario of exchanges in order to remove the
transactions addressed to a faulty subscriber [12] – this delay is TOP1 long. The
detection of an interface failure takes the most amount of time, because it is
necessary to modify the whole scenario of exchanges – TOP3.

The Tables 2 and 3 present the average times of exchange for failures in
Bus A and B, subscriber failure and subscriber interface failure. Moreover, they
show an average time of a failure detection with the duration of changes in the
scenario of exchanges. Time of a failure detection and the time for changes in
the scenario of exchanges were measured by using appropriate, commonly known
time functions.

The research results show the time dependencies occurring in the presented
algorithm that was developed for a failure detection in a bus, at a subscriber, in
its interface or even in the entire communication redundant system that is based
on Master-Slave model. The differences in an average time of a failure detection,
depending on a failure type, are the result of various steps the algorithm executes.
In case of a bus failure, all transactions are switched to an efficient bus; whereas in
case of a subscriber failure or its interface failure, the entire scenario of exchanges
must be modified so that not to send another exchanges. It is worth to notice
that the time for algorithm realization is very little (a few milliseconds) and it
does not introduces a significant delay into real time system.

It should be noticed that the biggest delay is the result of the value of Timeout
parameter. Its value influences significantly the time of switching the communi-
cation between buses of the redundant system. If the time of maximum response
is wrongly selected, then all procedures related to improving the system relia-
bility can be lost.

The presented results clearly indicate the efficiency of the discussed solution.
The developed algorithm [11] allows to detect a failure of an interface, bus or sub-
scriber in a redundant network based on Master-Slave model of exchange. During
the tests, the algorithms each time defined correctly the type of occurred failure.
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5 Conclusion

The aim of the conducted research presented in this paper was to detect various
types of failures in the industrial communication system. The presented idea of
applying redundant bus for increasing the frequency of exchanges in distributed
real time systems must be strongly related to the methods of failure detection.
The presented approach is based on redundant communication bus, but the data
exchange model is different than in e.g. PRP (Parallel Redundancy Protocol)
where the same information are transmitted via parallel/redundant buses.

If tested algorithm are omitted, then one should expect the system failure. It
seems that mechanism of interface failure detection is particularly useful. Failure
detection of interface or bus makes the system to change the operation mode by
switching the communication to other bus.

The conducted tests allow to make an argument that the described algo-
rithm [11] enables to detect a failure and what is more, allows to execute the
scenario of exchanges that cannot be executed via disrupted bus. Although the
system is not a classical redundant system, the proposed solution allows the sys-
tem to work correctly in case of a failure of a communication bus, even if in some
situations the periodicity of a microcycle can be overrun. However, it does not
mean that the tasks have been finished. It only makes the system to reconfigure
automatically in order to execute the exchange as soon as possible in the other
efficient communication bus.
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(eds.) CN 2009. CCIS, vol. 39, pp. 252–263. Springer, Heidelberg (2009)

5. Wei, L., Xiao, Q., Xian-Chun, T., et al.: Exploiting redundancies to enhance
schedulability in fault-tolerant and real-time distributed systems. IEEE Trans.
Syst. Man Cybern. Part A Syst. Hum. 39(3), 626–639 (2009)
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Abstract. Currently Distributed Control Systems are commonly used
in the industry. Proper operation of such systems depends on reliable
and efficient communication. Simulation of the system operation in dif-
ferent conditions, performed during early development stages, allows to
estimate performance and predict behavior of final implementation. In
this paper new event-driven model of a DCS has been introduced and
compared with the previous one. Structure of the model decreased simu-
lation time and improved scalability of the approach, whereas precision
of the results was not diminished.

Keywords: Distributed control systems · Communication · Modeling ·
Performance · Simulation

1 Introduction

Nowadays typical stand-alone controllers are often superseded by Distributed
Control Systems (DCSs). In such systems it is essential to provide efficient and
reliable data exchange method between system components. Different paradigms
of access to the common communication link may be considered [1], however most
of them are based on the Time Division Multiplexing (TDM) scheme. Alterna-
tive Frequency Division Multiplexing (FDM) method has been also discussed [2],
but it was not adopted in the practice. The most common TDM models used in
the DCSs are master-slave, token passing and producer-distributor-consumer [3].
Each of them defines a scenario of data exchanges in particular case, assigning
appropriate time slots to every device sharing the common bus. Such scenario is
typically fixed, however in some cases it might be changed automatically, espe-
cially in situation where numerous redundant data buses are present, to comply
with external events (e.g. failure of one of the buses) [4]. Usually industrial sys-
tems use a fieldbus [5] and a field protocol, e.g. one of the defined in the IEC
61158 standard [6], however nonstandard solutions, such as using Hypertext

c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 168–179, 2016.
DOI: 10.1007/978-3-319-39207-3 15



Event-Driven Approach to Modeling and Performance Estimation of a DCS 169

Transfer Protocol (HTTP) instead of specialized field protocol, have been also
considered [7,8].

In this paper a simple DCS structure is analyzed by means of simulation.
The goal of this analysis is to observe behavior and provide information about
efficiency of the whole control system. As performance in distributed system may
depend on different factors, simulation can provide information about the ones
that should be considered as bottlenecks. This research considers basic structure
of the DCS and estimates its efficiency depending on network reliability and run
time of master’s control program as discussed in [9]. This research however uses
new approach to modeling and simulation that was used for the other distributed
system in [10].

Similarly as in [9] Timed Colored Petri Nets (TCPN) [11] are used to ensure
reliability of simulation. However, the DCS model is created using Domain Spe-
cific Language (DSL) designed to describe models of distributed systems. There-
after the model is automatically translated to TCPN according to principles
described in [12] and refined in further research. The DSL can be used to con-
veniently model wide variety of distributed systems and is designed to enable
convenient scaling of the models. Additionally, simulator used in this research is
significantly more efficient then the previous one.

Consequently, unlike the previous solution, the approach used in this paper
can be easily extended to analyze more complex systems and longer periods of
time. The goal of this research is to compare results obtained using the new
approach with the previous ones and verify that while enhancing convenience
and scalability of the method its accuracy was not diminished.

2 Structure of the DCS

The DCS analyzed in this paper consists of one controller and two slave mod-
ules. They are connected to the common serial bus (e.g. RS-485) and com-
municate in master-slave field protocol (e.g. Modbus RTU). The controller
as a master initiates a data exchange sending a message to a slave, and the
addressed slave responds. If the valid response is not received in the assumed
time (e.g. due to noise or bus/slave failure) the timeout occurs. Scenario of
data exchanges is determined by communication tasks. Each task defines data
exchange (command-response) with particular slave, repeated periodically. In
described case two communication tasks are present, one for each slave module.
Simple controller without dedicated communication coprocessor is considered,
so the communication tasks are served by the controller in the time slots after
execution of each loop of the control program, and before defined cycle time pass.
It is assumed that cycle time is kept constant, thus duration of the communica-
tion time slot is determined by current program execution time tprog. Of course
communication takes place asynchronously. The transmission is handled in the
interrupts, so messages may be sent or response received by the controller also
during execution of the control program, however processing of the response and
starting of the new transmission will be delayed till new communication time
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slot. In such system it is interesting to measure obtained communication cycle
time tcom (i.e. time necessary to handle all the communication tasks) as the
function of parameters like tprog, or probability of packet loss Ploss.

Such structure of the modeled DCS is taken from [9], however modeling
method in this research is different. In [9] SysML diagrams have been used to
define system structure and parameters. These values have been introduced, as
initial marking, to the constant TCPN model of the communication loop. In
this paper communication is modeled in an event-driven way, as described in
Sect. 3. Event-driven approach is quite new for modeling of a DCS, but seems
to be promising. Identical, quite simple structure of the DCS, as modeled in [9]
is considered here, to allow direct comparison of the results between different
applied methodologies.

3 Model

In order to enable analysis a model of the Distributed Control System was cre-
ated. The DSL used to describe the model assumes event-driven description of
programs running on computing resources. The model of master controller used
in this research uses four events described below.

Event :cycle – Listing 1.1 – is used to model control cycle of the controller.
It is registered at the beginning of simulation and its handler registers it again
with the delay equal to controllers cycle time. The controller first executes iter-
ation of its controlling loop and for the rest of time performs communication.
Thus the :communication event is registered with the delay equal to controllers
work time (i.e. sum of reading inputs, writing outputs and running control pro-
gram). The flag @communication unset at the beginning of the :cycle event
handler ensures that no communication tasks are performed during the control
program execution.

1 on event : c y c l e do
2 @communication = fa l se
3 work time = params [ : read t ime ] + params [ : exec t ime ] +
4 params [ : wr i t e t ime ]
5 unless @tasks . empty? && @running task . ni l ?
6 register event : cyc l e , de lay : params [ : c y c l e t ime ]
7 end
8 register event : communication , de lay : work time
9 end

Listing 1.1. Model of master controller’s cycle

Communication is enabled when :communication event occurs and its han-
dler (Listing 1.2) sets @communication flag at the beginning. If there is no com-
munication task running yet, new one is started. Otherwise, it is checked if a
response to running communication task was received (using interrupts) and
buffered while control program was running (call to check response). If so, a
new communication task is started as soon as the response is received.
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1 on event : communication do
2 @communication = true
3 i f @running task . ni l ?
4 s t a r t t a s k
5 else
6 s t a r t t a s k i f check re sponse
7 end
8 end

Listing 1.2. Model of master controller’s communication-related actions

The data received event is registered by the simulator itself whenever a data
package is delivered to modeled process and is handled by code from Listing 1.3.
If received data matches currently running communication task it is saved in a
buffer. Otherwise, the data must be a late response to a previous communication
task that was timed out and thus should be dropped. The data can be received
by the DCS master in two distinct situations. If a data package (i.e. response
to a running communication task) was received while master was running its
control program and communication was disabled (@communication flag unset),
then the received data is left in the buffer for later use. This data package is
served later, when :communication event occurs. Otherwise, if communication
is enabled, the response is received immediately by check response function
and new communication task is started. If no data package was received during
the period of running control program, the check response function returns
false and no new communication task is started.

1 on event : d a t a r e c e i v ed do | data |
2 i f data . content . i n s t an c e equa l s ? @running task
3 @re c e i v e bu f f e r = data
4 end
5 i f @communication
6 s t a r t t a s k i f check re sponse
7 end
8 end

Listing 1.3. Model of master controller’s data received actions

Event :comm timeout (Listing 1.4) is registered with appropriate delay for
each new communication task. If the event occurs while this task is still run-
ning (before response was received), the task is considered timed-out. Then, the
running task buffer is emptied and a new task is started without waiting for a
response for the old one.

1 on event : comm timeout do | task |
2 i f task . i n s t an c e equa l s ? @running task
3 @running task = ni l
4 s t a r t t a s k i f @communication
5 end
6 end

Listing 1.4. Model of master controller’s communication timeout actions
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Event handlers use two functions to control communication tasks:
start task from Listing 1.5 and check response from Listing 1.6. New
communication tasks are taken from priority queue according to its discipline. In
this research the queue is cyclic and the task cycle can be restarted. If the queue
was exhausted and must be restarted, this fact is saved in simulator statistics.
Thereafter, a new task instance is taken from the queue, request is sent to this
task’s destination and the task is stored in master controller’s buffer to verify
correctness of the response. Finally, new :comm timeout event is registered with
appropriate delay for this communication task.

1 function : s t a r t t a s k do
2 i f @tasks . r e s t a r t ?
3 s t a t s s t o p : t a s k c y c l e unless @f i r s t t a s k
4 s t a t s s t a r t : t a s k c y c l e
5 @f i r s t t a s k = fa l se
6 end
7 task = @tasks . s h i f t
8 return fa l se i f task . ni l ?
9 send data to : task . dst , s i z e : task . r e qu e s t s i z e , content : task

10 @running task = task
11 register event : comm timeout , args : task , de lay : task . t imeout
12 true
13 end

Listing 1.5. Starting communication task by master controller

The check response function is used to handle responses for communication
tasks. If there is no response to be served, it returns false. If there is a response,
the buffers for incoming data and for currently running tasks are reset and the
function returns true.

1 function : check re sponse do
2 return fa l se i f @re c e i v e bu f f e r . ni l ?
3 @re c e i v e bu f f e r = ni l
4 @running task = ni l
5 true
6 end

Listing 1.6. Handling response to communication task by master controller

The model of slave controllers is implemented as :slave program
(Listing 1.7). It has only one event handler for data received event. When a
data package carrying master’s request is received, slave’s CPU is loaded for
time specified in the communication task’s parameters and thereafter a response
is sent.

The programs of master and slave controllers are mapped to run as processes
on devices modeled as nodes with single CPUs and connected with a single bus-
like network segment. Each of the controllers is represented by separate node,
thus three nodes are used – one for master and two for slave controllers.
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1 program : s l a v e do
2 on event : d a t a r e c e i v ed do | data |
3 cpu do | c |
4 data . content . s l a v e d e l a y
5 end
6 send data to : data . src , s i z e : data . content . r e s pon s e s i z e ,
7 content : data . content
8 end
9 end

Listing 1.7. Model of slave controller action

The model accepts the following parameters. For master controller
read time, write time, exec time and cycle time can be set denoting read
time from controller inputs, write time to controller outputs, execution time
of control program and cycle time of the master. Additionally, queue of com-
munication tasks must be passed to the model of master controller. Each task
also carries its parameters including task destination (dst), size of request sent
to slave (request size), size of response sent to master (response size), time
between receiving request and sending response by slave (slave delay) and task
timeout (timeout). Two additional parameters can be set for the model. First
of them is drop which models network reliability and denotes probability that a
data packet is dropped by the network. Second is the number of slave controllers
connected to the bus (this one is always set to 2 in this research).

4 DCS Simulation

Before the model from previous section can be used for simulation, its parameters
must be set. The parameters are set accordingly to the ones used in [9]. Thus,
write time and read time are set to 0 since considered controller does not use
its inputs and outputs, cycle time is set to 200 ms. For each communication
task request size and response size as well as bandwidth of the network
segment are set to obtain required total network transmission time for each task
equal to 40 ms (sum of transmission time in both directions) corresponding to
the value used in [9]. Delay of slave’s response (slave delay) is random value
with normal distribution for mean value 10 ms and standard deviation of 5 ms.
Timeout of each communication task is 500 ms. Task queue in simulation con-
tains two communication tasks, one for each slave module, with its destination
parameter (dst) set accordingly.

During simulations some parameters are automatically changed and exper-
iment repeated for different configurations. Simulated values of program exe-
cution time tprog (denoted in the model as exec time) are between 10 ms and
190 ms with 10 ms steps. Tested values of probability of packet loss (denoted in
the model as drop) are Ploss ∈ {0, 0.05, 0.2}. The values were used to facilitate
direct comparison of the results with [9].



174 W. Rz ↪asa and D. Rzonca

The model is automatically translated to the TCPN and simulations are
performed. As a result communication cycle time tcom (i.e. time necessary to
handle all the communication tasks) has been logged (numerous values for each
set of parameters). Petri net simulator used in this research was significantly
optimized in comparison to the version used in [9]. Detailed description of the
modifications are a wide topic and thus do not fit into scope of this paper.
As a consequence of the optimizations, the more efficient Petri net simulator
allowed to observe DCS behavior in longer periods of time. Thus, for each set
of parameters period of 200 s of DCS operations (model time) was simulated
instead of 20 s period used in [9]. Consequently, credibility of the obtained results
is improved.

5 Results

To compare both models the same DCS system as described in [9] has been
analyzed two times, once in every model. The results have been analyzed in R
statistical package [13]. Graphical comparison of the results, for different proba-
bility of packet loss Ploss is shown in Fig. 1. The results obtained in the previous
models are in the left columns, while the current results are shown on the right.
Typical symbols in the statistical boxplot have been used. Line inside the box
indicate the median value of the data set in particular case, while top and bot-
tom box hinges mark the upper and lower quartile, respectively. Vertical whiskers
indicate the minimum and maximum of the obtained values, which are located
in one and a half interquartile range from the box. Outliers located outside the
whiskers are marked as circles.

Shape of the plots in Fig. 1a, b may be easily explained. As mentioned in
Sect. 2 communication tasks are handled during time slots determined by end
of the execution of each loop of the control program, before defined cycle time
pass. Thus if the program execution time tprog is small, resulting time slot is
large enough for handling all communication tasks, and obtained communica-
tion cycle time tcom is also small. If tprog is increased, time slot will be large
enough for handling only one of the tasks. In the second task the message will
be sent, but response from the slave will be processed in the next program cycle.
Thus stabilization of the tcom near 200 ms (cycle time) is observed. Further incre-
mentation of tprog results in stabilization of the tcom near 400 ms (twofold cycle
time), because in every time slot one message is sent, but response is always
analyzed in the subsequent cycle.

In Fig. 1c–f an influence of packet loss on the tcom is presented. Additional
probability of packet loss equal to 0.05 and 0.2, respectively, has been introduced.
Such huge values, unrealistic for real network, have been intentionally chosen in
[9] to show behavior of the system in extreme conditions. Both models present
similar results with significant degradation of network performance.
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Fig. 1. Comparison of the results obtained in both models for different values of Ploss
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As seen in Fig. 1 the results obtained in both models seem to be consistent.
For some sets of parameters the results are constant and identical in both mod-
els (for Ploss = 0, tprog = 120 ms and tprog = 130 ms obtained tcom = 200 ms;
for tprog ∈ {160, 170, 180, 190} [ms] resulted tcom = 400 ms), thus statistical tests
are not applicable in such cases. The p-value of the Wilcoxon rank-sum test has
been calculated for remaining populations received in both models for every set
of the parameters (see Table 1). Null hypothesis for this test assumes that both
samples come from populations with identical distributions. Assuming signifi-
cance level α = 0.01, test results do not support rejecting this hypothesis for
any analyzed case.

Table 1. Wilcoxon rank sum test

Ploss = 0

Cycle time [ms] 10 20 30 40 50 60 70 80 90 100

p-value 0.668 0.6144 0.9945 0.4695 0.6854 0.8942 0.9927 0.8121 0.5784 0.1321

Cycle time [ms] 110 120 130 140 150 160 170 180 190

p-value 0.8749 NA NA 0.2745 0.07882 NA NA NA NA

Ploss = 0.05

Cycle time [ms] 10 20 30 40 50 60 70 80 90 100

p-value 0.7252 0.944 0.3752 0.7432 0.6533 0.4814 0.5311 0.9959 0.9916 0.2203

Cycle time [ms] 110 120 130 140 150 160 170 180 190

p-value 0.6393 0.2288 0.3129 0.3569 0.8267 0.2553 0.4815 0.9942 0.6371

Ploss = 0.2

Cycle time [ms] 10 20 30 40 50 60 70 80 90 100

p-value 0.3232 0.108 0.1242 0.8753 0.9119 0.4571 0.0184 0.3798 0.721 0.9813

Cycle time [ms] 110 120 130 140 150 160 170 180 190

p-value 0.4726 0.2931 0.9699 0.7364 0.1521 0.7914 0.9264 0.808 0.1695

To illustrate that the results obtained for both models give populations with a
similar distribution, they have been also compared using quantile-quantile plots
(see Fig. 2). Due to limited space only selected plots have been shown, i.e. for
Ploss = 0, tprog ∈ {30, 60, 90, 120, 150, 180} [ms].

As seen in Fig. 2 in numerous cases the points are located approximately along
reference line representing equal quantile distribution, which is an evidence, that
the distributions being compared are similar. Different distortions, which may be
observed, might be related to small numbers of results from the previous model.
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6 Conclusion

In this paper new, event-based approach to modeling Distributed Control System
was applied. The model was used to assess performance of the DCS depending
on execution time of master controller’s main loop and reliability of network
connection. The results were statistically compared to the ones from [9] that
were obtained using older approach.

The new approach to modeling DCS allows to conveniently create large mod-
els. Consequently, it is possible to analyze more complex examples in the future.
Additionally, more efficient simulator allows to obtain more reliable simulation
results that were already presented in this paper. The results proved to be con-
sistent with the ones presented in [9], thus the change in modeling method did
not deteriorate precision of the results.

The research also showed that the modeling and simulation method created
according to principles from [12] and used in [10] can be successfully applied to
model and analyze distributed aspects of control systems. This conclusion allows
to use the method in future research concerning performance of more complex
structures of DCS. Concurrently, flexibility of the method was confirmed as it
was successfully used for control system as well as for Platform as a Service
deployed web applications [10] that exemplify significantly different distributed
systems.
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Abstract. Nowadays, multimedia content is the basis of most popular
network services. At the same time, adaptive video streaming is becom-
ing more widely used method for delivering such content to end users.
The main purpose of the mechanisms of adaptation is to maximize the
usage of network resources while ensuring the best quality of transmitted
video. The implementation of adaptation, however, has a serious draw-
back of not considering the mutual influence of simultaneous transmis-
sion of multiple video streams. In this article, we propose a method of the
QoE-oriented fairness control for DASH systems which uses a new util-
ity function. This function based on a hierarchical structure of a SVC
video stream. The properties of this solution were evaluated in a test
environment that uses SDN principles. Functional features of the pro-
posed control method were compared with standard algorithm of the
adaptation used by DASH supported devices.

Keywords: Video adaptation · Resource allocation · Utility fairness ·
SVC video · DASH streaming · Quality of Experience (QoE) · Software
Defined Network (SDN)

1 Introduction

The beginning of the twenty-first century has brought convergence of telephone
systems to computer networks. Currently, a similar process is observed in relation
to the market for TV and video services. Moreover, there is a new, increasingly
widespread trend according to which it is expected that high-resolution video
material would has combined with high and stable parameters of its transmis-
sion and reception. For this reason, modern telecommunications infrastructure
must support diverse network traffic with limited capacity of individual links.
This in turn inevitably leads to the possibility of congestion. Currently the TCP
(Transmission Control Protocol) is able to provide efficient services for typi-
cal Internet applications. Unfortunately, there is a significant difference between
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 180–191, 2016.
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services such as web browsing or e-mail and video streaming services. The con-
ventional applications are classified as the elastic services in contrast to trans-
mission of video which represents the real time services. Streaming video and
generally video broadcasting are delay sensitive and require bandwidth guaran-
tees. The failure to comply with strict requirements of a quality of service (QoS)
may affect video quality perceived by users [1]. Although bandwidth provision
in computer networks has been improved in the last few years, mechanisms cur-
rently implemented only partially solve the problems arising from the transmis-
sion of video streams. A proposal aimed at improving the situation was adaptive
streaming. The fundamental idea of this approach is the introduction of moni-
toring mechanism of a network status at the client side. The gathered data allow
for adaptations of QoS requirements to changing conditions inside a computer
network. The standardised implementation of this solution is DASH (Dynamic
Adaptive Streaming over HTTP) [2] elaborated by the Moving Pictures Experts
Group. Another factor influencing the popularity of adaptive video streaming is
the layered video coding. The standard H.264/SVC (Scalable Video Coding) [3]
was created by JVT (Joint Video Team) as an extension of the H.264 codec.
The idea of a SVC is to enable the removal of parts of the coded data stream
while ensuring proper decoding video. The resulting sub-stream, with a reduced
quality has lower QoS requirements than the original video stream.

A combination of both techniques, the adaptive streaming and the scalable
video coding, allows for a significant reduction of such phenomena as video pauses
or too long buffering and thus greatly improved the overall user experience [4,5].
Unfortunately, even in this case, a few problems remain unsolved. The network
resource adaptation has to be correlated to the perceptual quality of a video
stream. In other words, it is necessary to map between an available bandwidth
and the parameters QoE (Quality of Experience). This mapping could serve as a
utility function. Unfortunately, the research work in this field shows that there is
no simple, linear correlation between the bitrate of a video stream and an assess-
ment of the parameters QoE. Also all relationships strongly depend on the char-
acteristics of the source video material [6,7]. The second unresolved issue is the
implementation of the process of the adaptation, which recommends the DASH
standard [2]. The DASH adaptation algorithms do not define mechanisms that
take into account mutual influence of the individual transmission. Each video
receiver, realizes the process of adaptation in isolation from other recipients [8].
This leads to a situation in which every recipient of the service DASH selfishly
trying to secure the best quality of the received video. This leads to the degra-
dation of the parameters of the received video at all other competing clients in a
network segment [9]. There is therefore a need to ensure a fair share of network
resources. The QoE fairness in this context means that the perceived quality of
a video content should be maximized for all users of the DASH service. Over the
last several years it has been proposed many solutions to achieve a user-centric
fair-share in streaming applications. In this context, particular interest focused
research concerning the specificity of cooperation between the mechanisms of
adaptation inside the DASH systems and the protocols: TCP and HTTP [9].
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The presentation of the principles of this approach is published in [10]. The
authors described the “downward spiral effect”, and the way to measure it on
the adaptive streaming services. They also validated the initial solutions to pre-
vent this phenomenon. At the same time, Tian et al. studied the responsiveness
and smoothness trade-off in DASH systems [11]. They presented the algorithm
for the throughput prediction to attenuate video rate fluctuations. The solu-
tion that integrates both network measurement and the QoE-aware adaptation
is presented in [12]. Some more detailed research has focused on the delayed
bitrate update mechanism [13] and controlling the buffering behaviour to reduce
the size of the receiver window at a DASH client [14].

An entirely different approach to ensure an fair distribution of network
resources in the DASH system is the method called OFC (Optimal Flow Con-
trol). OFC provides an efficient congestion control mechanism for the network,
but it also opens a way to develop a fair bandwidth allocation among competing
DASH client. The principles of the method OFC described Kelly [15]. According
to the proposal, the process of the flow control can be formulated as an optimiza-
tion issue. In such a case, the rate flow control algorithm can be developed based
on the optimal pricing policy for a link congestion. Moreover, Kelly showed the
importance of the utility function (he used a logarithmic function) and presented
that the OFC approach leads to the so-called proportional fairness in a network
resource (bandwidth) allocation. Shortly later, Marbach [16] described the max-
min fair allocation in a network controlled in accordance with the OFC principles.
All of these solutions have been developed to control an elastic traffic. Wang et al.
proposed the method OFC for real-time network traffic [17]. Authors defined the
application-oriented utility function and defined a new distributed algorithm for
the flow control in multiservice networks. Recent research go towards a combi-
nation of both approaches discussed above. For example, in [18] authors analyze
the theoretic approach for the control of dynamic, adaptive video streaming over
HTTP. They proposed the predictive control algorithm that combines the video
bitrate and buffer occupancy information. This paper introduces the method for
the QoE-oriented fairness control for DASH systems. It based on a new utility
function. This function is derived from the analysis of a hierarchical structure of
a SVC video stream.

The remainder of the paper is organised as follows. Section 2 contains pre-
sentation of the method for creating the proposed utility function. Section 3
describes the proposed method of QoE-oriented fairness control. The test net-
work and the test results are in Sect. 4. Finally, a brief conclusion is made in
Sect. 5.

2 QoE-Aware Utility Function for SVC/DASH Systems

For many recent years, the allocation of bandwidth in computer networks has
been the subject of numerous studies. Recently, however, more attention is paid
to the QoS performance which is described by the utility function for an network
application. The following sections will be devoted to the presentation a method
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for the construction of a new utility function, which is based on an analysis of
the hierarchical structure of SVC video streams.

2.1 Gradation of Video Quality in SVC Video Stream

Any SVC video stream consists of three types of scalability: temporal, spatial and
quality (SNR), respectively. Also, each scalability is represented by the base and
the enhancement layers. Removing the given enhancement layers lead to creation
a new structure of the SVC stream. Temporal scalability allows for a change of
a bitrate by changing the number of frames per second. Removing single spatial
enhancement layer leads to a reduction in resolution of the received video. In
the case of SNR layers, the situation is more complex. There are two types
of the SNR scalability: the Coarse Grain Scalability (CGS) and the Medium
Grain Scalability (MGS), respectively [3,19]. Considering cooperation between
standard DASH and SVC coding, it has been proved that the MGS approach
seems to be particularly promising [20]. This implementation allows to obtain
finer granularity of the video quality by dividing each SNR enhancement layer
on several sublayers (MGS layers).

The process of defining the quality gradations inside the SVC stream is there-
fore directly linked to the analysis of the hierarchical structure of that video
stream. The process of elimination of certain enhancement layers leads to the
formation of a new video stream with a lower bitrate. Any such a new struc-
ture of the SVC stream is often called as a OP (Operation Point). Typically,
OPs are defined at the level of single GOP (Group of Pictures) [7]. Using this
nomenclature, the OP1 is a basic OPs i.e. it contains all the SVC layers (base
and enhancement). Removal of the individual enhancement layers leads to the
definition of the next OPs.

2.2 Construction of Utility Function

For each video content encoded using the codec H264SVC, it is possible to define
multiple sets of OPs. The method of the selection of the best hierarchical struc-
ture of the SVC stream should take into account, on the one hand the ability
to provide uniform gradation of the video quality and on the other, the best
perceived quality of the decoded video content. This issue was the subject of
our more detailed research. Their results were presented in [21] along with a
description of the algorithm allowing for the selection of the best set of OPs.
This algorithm was called as the T-P (Temporal Preservation) method and it
has been used during the process of defining the utility function. The main
assumptions of this method are as follows:

– A stream of the SVC video is encoded using temporal and quality scalability. It
was also assumed that separate representations of video content with different
resolution are available on the DASH server.

– For each temporal layer (T0, T1, T2, . . . , Tn) at least a basic quality layer
(SNR0) is available.
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Fig. 1. Definition of OPs according to the T-P method

– A video stream created by the OP with the highest number ensures that the
decoder has at least SNR0 data for each temporal layer.

To illustrate the principles of the method T-P, the Fig. 1 presents a set of
OPs obtained for the case of the video stream containing three temporary layers
and four SNR layers.

The video stream that was created based on the T-P method, has a finite
number of OPs (in the example illustrated in the Fig. 2 is equal to 10). With the
change to a higher OP decreases perceived video quality due to the removal of
more and more enhancement layers. At the same time decreasing the requirement
for the necessary bandwidth, which should be guaranteed during the transfer of
a video content. Such a relationship can serve as a utility function since it pro-
vides a way to map bitrate of video (at particular resolution) and value of the
QoE metric which is a measure of video quality perceived by the users of a
video service. Figure 2 shows this type of the relationship for two video resolu-
tions, 1080p and 720p, respectively. The data were obtained for the “Elephants
Dreams” video sequence (1080p, 24 f/s) [22]. The video was encoded using the
reference software JSVM (Joint Scalable Video Model) [23].

Unfortunately, direct use of the presented relationships as the utility function
has one very significant drawback. For each particular video, the relationship
between bitrate and perceived quality is different. There are also differences for
each resolution of the same video content. Therefore, the practical use of such
utility functions would require to build a database containing the utility function
per video at each resolution. For this reason, we propose a different approach to
the issue of construction of the utility function.

Each client of the service DASH is interested in getting the best quality of the
received video. For SVC video, this is equivalent to the possibility of receiving
a video stream containing the highest possible number of layers (the lower OP).
In other words, a measure of “success” of the receiver DASH/SVC is to use
a video representation of the highest bitrate (representation ensuring the highest
perceived quality). Any available video representation is an implementation of
a particular OP. Therefore we defined the RU indicator describing the ratio of
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Fig. 2. Bit rate vs. PSNR-Y for the analyzed video sequence

Fig. 3. Bit rate vs. RU for the analyzed video sequence

the number of the OPs, a client can receive in a particular state of the network
to all the available OPs for the received video content. RU (Relative Utilization)
indicator is therefore a measure of the relative use of video data in the context
of maximizing the quality of the received content. For a video containing 10 OPs
(case shown in Fig. 2), the relationship between RU and bit rate of the video
stream is shown in Fig. 3.

The relationship between bitrate and RU is nonlinear. As it is shown in
Fig. 3, with increasing bandwidth also increases the value of the indicator RU.
Also, the gain in video quality (represented by increasing RU values) is gradually
saturated. This relationship defines a new utility function whose usefulness will
be reviewed later in this article. In order to use this utility function for the
QoE-oriented fairness control (presented in the next section), it is necessary to
conduct the curve fitting. For video content used as the example, the best results
were obtained by the method of logarithmic regression. The final parameters of
this fitting procedure are also shown in Fig. 3. The model that describes the
utility function is not critical in our approach. It is only necessary for deriving
a set of parameters required by proposed control method. On the other hand, it
should be strongly emphasized another feature of the proposed utility function.
The parameters (shape) of the proposed utility function obviously depends on
the characteristics of the video. Unlike other solutions [24], all the data needed to
define it can be obtained on the basis of the information contained in the MDF
file. This file contains descriptions of all video representations (the number of
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available OPs) and the stream bitrate for each of them. This means that after
the MDF file is downloaded, it is possible to determine the RU and to create
proposed utility function. There is no need for a separate, dedicated database,
which contains the parameters of all the offered movies and also there is no
need to create custom methods for transmitting this information to the DASH
clients. This allows for simple implementation of the proposed utility function
in existing video streaming services.

3 QoE-Oriented Fairness Control for Optimization
of Bandwidth Allocation in the System DASH

The utility function is the primary but not the only element necessary to ensure
the QoE-oriented fairness control. It can be said that the utility function is
only the model required to obtain the set of bitrates that ensures QoE fairness
across all DASH clients. The problem to be solved, can be defined as follows. Let
UFi be a utility function and xi the bitrate for i-th video stream. Also, let BT
represents the total amount of available bandwidth for all streams. We need to
find the optimum set of bitrates for all video streams (all DASH receivers). This
means the need to calculate the value of Yoptimal satisfying the Formula (1).

Yoptimal = max[min
i

(UFi(xi))] Σ(xi) ≤ BT. (1)

In the case of continuous and strictly increasing function UFi, the solution is
relatively easy to find [16,17]. Unfortunatelly, in the DASH system, video con-
tent is available only at a finite set of OPs. Therefore, it is necessary to apply
the algorithm for finding solutions to optimization problem in which the vari-
ables must be integers. To solve our problem we chose an integer-programming
algorithm which belongs to the branch and bound family of algorithms. It was
proposed by Dakin in [25]. It assumes that an algorithm exists for finding solu-
tion to problem in a continuous domain with the addition of upper or lower
bounds on any of the integer variables. Based on the information provided in
the previous parts of the article, we can say that our problem meets these condi-
tions. Unfortunately, the algorithm provides the optimum bitrate values which
do not correspond with the bitrates for the available OPs. For this reason, each
calculated theoretical values of bitrate must be changed to the nearest, lower
value of the bitrate associated with the particular OP. The proposed control
method consists of four steps. First three of them are mandatory, the last one is
optional (in this regard, we plan separate tests). These steps are as follows:

– MDF file downloads, construction of utility function,
– finding solutions to optimization problem (Formula (1)),
– downgrading the optimal, theoretical bitrates to the bitrate (lower) of the

closest OP,
– redistribution of the available bandwidth that remains after reducing the

bitrate.
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4 Test Scenario and Evaluation

Video material that was used in all test scenarios was the animated movie “Ele-
phants Dreams” [22]. Three representations of the video were available on the
server DASH, with resolutions 1080p, 720p and 360p, respectively. All of them
have been encoded by the codec H264SVC and divided into chunks with a dura-
tion of 20 s each. The structure of the SVC GOP was created according to T-P
method and consists of 10 OPs. The MDF file also was placed on the server
DASH. It described the parameters of the prepared video. The values of the
bitrate for OP1 and for each resolution were as follows: 8140 kb/s for 1080p,
4060 kb/s for 720p and 1620 kb/s for 360p.

4.1 Testbed Configuration

In order to assess the functional characteristics of the proposed control method,
we implemented a simple network environment. Its fundamental element is a net-
work controller. The controller should have the following characteristics:

– It should has knowledge of all video streams, which are ordered or received in
the network (MDF file contents, the maximum resolution and bitrate of the
video stream supported by each of the receivers).

– It should be able to monitor the amount of free bandwidth and should know
the limits imposed for a given service or a particular receiver.

– It should be able to delegate to individual clients information about the para-
meters of video representation, what should be downloaded in the next step
of the adaptation process (DASH receivers do not make an independent eval-
uation of the network status and do not perform individually the adaptation
process).

These features offer a new approach to the control of the packet forwarding,
which is known as SDN (Software Defined Networks) [26]. SDN networks allow
for separation of network resource management plane from the packet forward-
ing plane. The management plane is implemented as a dedicated software, called
controller SDN. It has two interfaces for communication with outer systems. The
northbound interface is used to exchange data with other controllers or external
applications (in our case, receivers DASH). On the other hand, the transmis-
sion of packet-forwarding rules from the controller to physical switching devices
passes through the southbound interface. This interface is also used to collect
data on the status of individual devices and to monitor network parameters.
A more detailed discussion of the use of SDN in conjunction with the DASH we
presented in [27].

Considering the above facts, we decided that he fundamental part of the
testbed was SDN controller. It has been implemented on the basis of Open-
Daylight [28]. The SDN controller supervised a network switch that supports
the OpenFlow protocol (in our case it was Linksys WRTG54L with Pantou
installed). DASH Server was implemented based on DASH-JS library [22]. The
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Fig. 4. The structure of the testbed

network included three receiver DASH with a maximum playback resolution,
respectively: 1080p (DASH1), 720p (DASH2), and 360p (DASH3). All DASH
clients have been also implemented based on DASH-JS. Throughput on the link
to the receiving network was limited to 12 Mb/s. The structure of the testbed is
illustrated in Fig. 4.

4.2 Test Results

Three tests were planned for the functional assessment of the proposed control
method. Each of the test scenarios assumed to stream video for 4 min. DASH1
has been receiving video data during the whole test period. The DASH2 began
receiving after 60 s and finally, the DASH3 after 120 s. In the first scenario (Test
A), we used unmodified DASH clients and the standard network switch. Next,
we configured the SDN controller to manage the allocation of the available band-
width equally between all three receivers DASH (Test B). The last test scenario
consisted of the use of utility function based on the hierarchical structure of SVC
streams and proposed control method (Test C). The values of the video stream
bitrate which was received by each client DASH, collected during subsequent
tests, are shown in Fig. 5. In addition, this figure includes information about the
transitions between different OPs that have taken place during each test.

Standard adaptation algorithm (Test A), which was implemented in the
DASH clients led to the highest bitrate instability of the transmitted video.
All three clients receive a video stream, whose internal structure has changed
almost every 20 s (with each new decision about getting another chunk). On the
basis of our subjective assessment of the quality of the received video we can
conclude that it significantly affected the perceived video quality. Deterioration
has been particularly noticeable for DASH1 (1080p) client. Frequent skipping
between the OPs is not the only registered disadvantage of this process of adap-
tation. A definite winner of the competition for the available bandwidth turned
out to be DASH3, the receiver with the lowest performance. In turn, HD receiver
(DASH1) had to settle for video stream OP4 (5950 kb/s). This is two thirds of
the maximum bit rate, which was 8040 kb/s. An even greater reduction in the
bitrate for this receiver took place during the test B. In this case, after 4 min of
receiving the video stream, the bitrate has the value for OP7 (3980 kb/s). The
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Fig. 5. The values of the video stream bitrate, for each client DASH and the transitions
between different OPs that have taken place during each test

parameters of the video stream for the other receivers “happily” fit in rigid limits
of the available bandwidth and are therefore not (or almost not) affected. The
allocation of the available bandwidth equally between all three DASH clients
greatly increases the stability of the parameters of the received video stream.
Unfortunately, due to the fact that in this method the receivers with the highest
requirements are most strongly affected, it is not suitable for practical use. Com-
paring the results of the test A and test B with our solution of QoE-oriented
fairness control (test C), we can conclude that our proposal is the best one
among all three. The final values of the bitrate for all three video streams are
comparable with test A. However, it is clearly noticeable improvement in the
stability of transmission parameters. In addition, all three receivers fairly shared
the quality loss caused by the lack of sufficient bandwidth.

5 Conclusion and Future Work

The main element of the proposed method of the QoE-oriented fairness control
for DASH systems is the utility function. It is based on a hierarchical struc-
ture of a SVC video stream. This function is described in Sect. 2 and its usage
does not require any changes to the rules of the DASH service. The implemen-
tation of the test environment described in Sect. 4, shows the usefulness of SDN
and OpenFlow protocol for the implementation of complex algorithms for the
management of real-time network traffic. The conducted tests confirmed that
the proposed method of the fairness control is superior to the standard rules of
adaptation DASH and it offers increased stability of parameters of the received
video. In subsequent studies, we plan to evaluate the behavior of the proposed
solution in the presence of a background traffic of a different characteristics (gen-
erated by other real-time applications as well as elastic applications) and on the
basis of a larger number of video sequences with different motion characteristics
(slow motion, action scenes and high dynamic sequences). Also, we are going to
conduct separate tests of algorithms for the step 4 in the proposed QoE-oriented
control method.
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Abstract. This paper examines the impact of the degree of self-
similarity on the selected AQM mechanisms. During the tests we ana-
lyzed the length of the queue, the number of rejected packets and waiting
times in queues. We use fractional Gaussian noise as a self-similar traffic
source. The quantitative analysis is based on simulation.
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1 Introduction

The development of the Internet is partially based on new solutions for traffic con-
trol to improve the Quality of Service (QoS) provided at the network layer. Among
others, the studies are related to real-time applications such as Voice over IP or
Video on Demand. To ensure QoS, the Internet Engineering Task Force (IETF)
has proposed Integrated Services (IntServ) and Differentiated Services (DiffServ)
architectures. They include a number of mechanisms, in particular for queue man-
agement in routers and the efficiency of the TCP protocol depends largely on
them. Queue management may be passive or active. In passive solutions, pack-
ets coming to a buffer are rejected only if there is no space in the buffer to store
them, hence the senders have no earlier warning on the danger of the increasing
congestion and all packets coming during saturation of the buffer are lost.

To enhance the throughput and fairness of a link sharing, also to eliminate
the synchronization, the IETF recommends active algorithms of buffer manage-
ment (Active Queue Management, AQM) [1]. They incorporate mechanisms of
preventive packet dropping already when there is still place to store packets,
this way advertising that the queue is increasing and the danger of congestion
is ahead. The packets are dropped randomly, hence only certain users are noti-
fied and the global synchronization of connections is avoided. The probability of
packet rejection is increasing with the level of congestion.
c© Springer International Publishing Switzerland 2016
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The basic active queue management algorithm is Random Early Detection
(RED) algorithm. It was primarily proposed in 1993 by Sally Floyd and Van
Jacobson [2]. Its performance is based on a drop function giving probability that
a packet is rejected. The argument avg of this function is a weighted moving
average queue length determined at arrival of a packet:

avg = (1 − wq)avg′ + wqq

where q is the current queue length, avg′ is the previous value of avg and wq is
a weight parameter, typically wq << 1, thus avg varies much more slowly than q.
Therefore avg indicates long-term changes of q. If avg < Minth, all packets are
admitted. If Minth < avg < Maxth, then dropping probability p is increasing
linearly:

‘p = pmax
avg − Minth

Maxth − Minth
.

The value pmax corresponds to a probability of packet rejecting at avg = Maxth.
If avg > Maxth then all packets are dropped. Dropping probability p is thus
dependent on network load.

Efficient operation of the RED mechanism depends on the proper selection of
its parameters. There were several works on the impact of various parameters on
the RED performance [3] and many variants of RED mechanism were developed to
improve its performance [4–6]. They may be classified according to the dropping
packet function and according to the parameters of the algorithm. Section 2 briefly
reviews the modifications of the RED mechanism studied in this article.

Research related to the Internet traffic aims to provide a better understanding
of the modern Internet, inter alia, by presenting the current characteristics of
Internet traffic based on a large number of experimental data and introducing
the internet traffic models. The understanding of the traffic nature of the modern
Internet is important to the Internet community. It supports optimization and
development of protocols and network devices, improves the network applications
security and the protection of network users.

Measurements and statistical analysis (performed already in the 90s) of
packet network traffic show that this traffic displays a complex statistical nature
including self-similarity, long-range dependence and burstiness [7–10].

Self-similarity of a process means that the change of time scale does not
influence the statistical characteristics of the process. It results in long-distance
auto-correlation and makes possible the occurrence of very long periods of high
(or low) traffic intensity. These features have a great impact on a network per-
formance [11]. They enlarge mean queue lengths at buffers and increase the
probability of packet loss, deteriorating this way the quality of services provided
by a network.

In consequence, it is needed to propose new or to adapt known types of
stochastic processes able to model these negative phenomena in network traf-
fic. Several models have been introduced to imitate self-similar processes in
the network traffic. They use fractional Brownian Motion, chaotic maps, frac-
tional Autoregressive Integrated Moving Average (fARIMA), wavelets and mul-
tifractals, and processes based on Markov chains: SSMP (Special Semi-Markov
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Process), MMPP (Markov-Modulated Poisson Process) [12], HMM (Hidden
Markov Model) [13]. Section 3 briefly describes the self-similar traffic source used
in this article.

2 Our Modifications of the RED Mechanism

Our previous works [14–16] presented a study of the influence of RED modifica-
tions on its performance in the presence of self-similar traffic.

In classic RED and its variations described in the literature a packet to be
dropped is taken usually from the end of the queue. As Sally Floyd wrote: “when
RED is working right, the average queue size should be small, and it shouldn’t
make too much difference one way or another whether you drop a packet at the
front of the queue or at the tail”. Our article [14] reconsiders the problem of
choosing tail or front packets in presence of self-similar traffic.

It was shown that in the case of light non-self-similar traffic the obtained
results confirmed the opinion of S. Floyd. If the mean queue length is relatively
low, the influence of dropping scheme on queueing time is negligible: the intro-
duction of drop-front strategy gives less then 1% shorter mean queueing time. In
the case of heavy traffic, drop from front strategy gives two times shorter mean
queueing times. However, when the Poisson traffic is replaced by self-similar one
with the same intensity and the same parameters of RED are preserved, the
length of the queue increases and the influence of the dropping scheme is more
visible: drop from front strategy reduces mean queueing time by about 16% even
in the case of light load. This fact confirms the advantage of drop from front
strategy if the traffic exhibits the self-similarity.

In [15] we investigated the influence of the self-similarity on the non-linear
packet dropping function in a special case of NLRED queues. In the NLRED
mechanism the linear packet dropping function is usually replaced by a quadratic
function. We introduced a linear combination of independent polynomials of
3rd degree:

p(x, a1, a2, pmax) =

⎧⎨
⎩

0 for x < Minth

ϕ0(x) + a1ϕ1(x) + a2ϕ2(x) for Minth ≤ x ≤ Maxth

1 for x > Maxth

where the set of basis function is defined as follows:

ϕ0(x) = pmax
x − Minth

Maxth − Minth
,

ϕ1(x) = (x − Minth)(Maxth − x),
ϕ2(x) = (x − Minth)2(Maxth − x).

The process of finding the best values of pmax, a1 and a2 for a given type of traffic
may be considered as optimization problem in 3-dimensional space. The exper-
imental results show the existence of one optimal set of values of parameters;
self-similarity of network traffic and traffic load have no influence on the choice
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of the optimal dropping packet function. The results obtained for this optimal
set of parameter values demonstrate that the mean waiting time is two and half
times shorter compared to the RED mechanism in the case of non-self-similar
traffic and it is four times shorter in the case of self-similar traffic.

Then in [16] we investigated the impact of the way how the weighted moving
average is defined on the performance of the RED mechanism in the presence of
self-similar traffic. The proposed approach, named REDwM, is an extension of
RED where the average queue length A(n) at a moment n is given by the first
order difference equation

A(n) = a1A(n − 1) + a2A(n − 2) + . . . + akA(n − k)
+ b0Q(n) + b1Q(n − 1) + . . . + bmQ(n − m)

where aj (j = 1, . . . , k) and bi (i = 0, . . . ,m) are constant, A(l) is the average
queue length at the l-th moment of time, and Q(l) is the current length of the
packet queue at the l-th moment; aj and bi are subject to constraints:

k∑
j=1

aj +
m∑
i=0

bi = 1 ∧ aj ≥ 0 ∧ bi ≥ 0.

The optimal values of equation coefficients were found during minimization
of the score function. The improvements, following numerical experiments, are
over 5% if we refer to results given by the classic RED approach (for the assumed
score function based on the mean waiting time).

The improvements of the RED mechanism described above may be combined
making NLREDwM mechanism. The primary goal of this article is to study its
performance.

3 Self-Similar Traffic Source

Previously in [14–16] we used the SSMP markovian traffic source to represent the
self-similar traffic. Such Markov based model can generate a self-similar traffic
over a finite number of time scales. Here we use fractional Gaussian noise which
is an exactly self-similar traffic source.

Fractional Gaussian noise (fGn) has been proposed in [17] as a model for
the long-range dependence postulated to occur in a variety of hydrological and
geophysical time series. Nowadays, fGn is one of the most commonly used self-
similar processes in network performance evaluation [18] and the only stationary
Gaussian process being exactly self-similar.

The autocorrelation function of fGn process [7]

ρ(m)(k) = ρ(k) =
1
2

[
(k + 1)2H − 2k2H + (k − 1)2H

]

assures second-order self-similarity.
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Fig. 1. Maximum and minimum difference between assumed and estimated Hurst
parameter

The synthetic generation of sample paths (traces) of self-similar processes is
an important problem [18]. In this paper we use a fast algorithm for generating
approximate sample paths for a fGn process, first introduced in [19].

The Hurst parameter H characterizes a process in terms of the degree of
self-similarity, the degree increases with the increase of H. Thge value H ≤ 0.5
denotes the lack of long-range dependence, but the process is still self-similar,
[20]. We have generated the sample traces with the Hurst parameter with the
range of 0.5 to 0.95. After each trace generation, the parameter was estimated
with the use of aggregated variance method [21]. Table 1 presents results of this
estimation for 10 generated traces with the Hurst parameter assumed to be equal
to 0.7. These results show that the assumed and estimated Hurst parameters
are not the same. This situation repeated for each value of Hurst parameter
(see Fig. 1).

Table 1. Estimated Hurst parameters obtained for sample fGn traces generated for
assumed Hurst parameter H = 0.7

Trace number Estimated Hurst parameter Trace number Estimated Hurst parameter

1 0.7279822 6 0.73197

2 0.7299411 7 0.7311628

3 0.7288566 8 0.7291909

4 0.731594 9 0.7290085

5 0.7313482 10 0.7284157



The Impact of the Degree of Self-Similarity 197

Table 2. FIFO queue

Hurst
parameter

Mean queue
length

Mean waiting
time

Rejected packets

Tail drop 0.50 299.099 119.380 249520 49.90 %

Front drop 0.50 299.089 119.223 249494 49.89 %

Tail drop 0.70 298.118 119.158 249879 49.97 %

Front drop 0.70 298.132 119.118 250034 50.01 %

Tail drop 0.80 296.878 118.883 250354 50.07 %

Front drop 0.80 296.870 118.772 250383 50.08 %

Tail drop 0.90 248.553 102.061 256587 51.32 %

Front drop 0.90 247.848 101.399 255954 51.19 %

fGn generator usually generates the traffic with a slightly greater Hurst para-
meter. The difference between assumed and estimated Hurst parameter decreases
with the increase of the value of Hurst parameter. For our purpose we chose the
samples with the smallest difference.

4 Obtained Results

The simulation model of an appropriate AQM mechanism was prepared with
the use of SimPy. SimPy is a process-based discrete-event simulation frame-
work based on the language Python. Its event dispatcher is based on Python’s
generators [22]. SimPy is released under the MIT License (free software license
originating at the Massachusetts Institute of Technology).

We investigated the influence of combination of modifications described in
Sect. 2 on RED performance. We also studied the impact of the degree of self-
similarity on the examined AQM mechanisms. During the tests we analyzed the
following parameters of the transmission with AQM: the length of the queue,
queue waiting times and the number of rejected packets. The service time rep-
resented the time of a packet treatment and dispatching. The input process,
following fGn was based on descrete time slots (1 or 0 arrivals in a time slot),
the average interarrival time was 2 time slots. The size of this time slot was
our symbolic time unit presented in figures. The service time was geometrically
distributed with the average of 4 time slots. That means a heavy charge, leading
to the link saturation, as our goal was to study the mechanisms performance at
high load intervals. The type of the distributions and their mean values were the
same for all Hurst parameters.

Table 2 shows the results obtained for the FIFO queue without any AQM
mechanism. The introduction of drop from front strategy gives shorter mean
waiting time compared to drop tail strategy. Additionally, an increase in the
degree of self-similarity causes an increase in number of rejected packets. The
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Fig. 2. FIFO queue – drop from front, waiting time distribution (top), fluctuations of
queue length (bottom), Hurst parameter H = 0.90

reason of it is bursty nature of self-similar traffic. Figure 2 shows fluctuations of
queue length in the case of H = 0.9.

The same results were obtained in case of the RED queue (see Table 3). The
RED parameters were: buffer size 300 packets, threshold values Minth = 100
and Maxth = 200, pmax = 0.1, w = 0.02. We distinguish packets rejected when
RED starts dropping packets and packets rejected when the walking average of
the queue is at the maximum threshold. Table 3 shows that majority of packets
were rejected when the average is at the maximum threshold. The number of
packets rejected because of reaching the maximum threshold increased with the
increase of Hurst parameter.

Tables 4 and 5 show the results obtained for two sets of parameter values of
our NLRED mechanism (described in Sect. 2). The first set of values of parame-
ters (Table 4) refers to the case with the minimal value of average waiting time
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Table 3. RED queue

Hurst
parameter

Mean queue
length

Mean
waiting
time

No. of rejected packets

≤ Maxth > Maxth

Tail drop 050 199.801 79.865 27616 5.52 % 222436 44.48 %

Front drop 050 199.841 79.477 27083 5.41 % 222318 44.46 %

Tail drop 070 198.549 79.485 26948 5.38 % 223461 44.69 %

Front drop 070 198.524 79.079 27230 5.44 % 222519 44.50 %

Tail drop 080 196.941 78.473 26805 5.36 % 222453 44.49 %

Front drop 080 196.864 78.604 26491 5.29 % 223819 44.76 %

Tail drop 090 158.818 66.119 19108 3.82 % 240991 48.19 %

Front drop 090 158.541 65.797 19487 3.89 % 240405 48.08 %

at the expense of the number of rejected packets (the best case). The second
set (Table 5) refers to the case with the maximal value of average waiting time
(the worst case). The results obtained for the worst case resemble those obtained
for the classical RED mechanism. In the best case all packets are rejected when
RED starts dropping packets. In this case the mean waiting time is 1.77 times
shorter compared to the RED mechanism (in the case of H = 0.9). The results
presented in both tables show the impact of degree of self-similarity on mean
queue length, mean waiting time and number of rejected packets. Figures 3 and
4 compare the waiting time distributions and queue length fluctuations (the best
case of NLRED) for non-self-similar traffic to the case of self-similar traffic with
H = 0.9.

Table 4. NLRED queue; a1 = 0.00042, a2 = −0.0000038, pmax = 0.855

Hurst
parameter

Mean queue
length

Mean waiting
time

No. of rejected packets

≤ Maxth > Maxth

Tail drop 050 112.3725 44.8316 249846 49.96 % 0

Front drop 050 112.4435 44.6774 249943 49.98 % 0

Tail drop 070 111.3998 44.6255 250865 50.17 % 0

Front drop 070 111.3741 44.2123 249685 49.93 % 0

Tail drop 080 109.9958 43.8370 249588 49.91 % 0

Front drop 080 109.9371 43.6606 249788 49.95 % 0

Tail drop 090 87.7811 36.8922 264244 52.84 % 0

Front drop 090 87.7484 37.0343 264662 52.93 % 0
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Table 5. NLRED queue; a1 = −0.00008, a2 = −0.0000008, pmax = 0.6

Hurst
parameter

Mean queue
length

Mean waiting
time

No. of rejected packets

≤ Maxth > Maxth

Tail drop 050 194.1852 77.8825 227407 45.48% 23477 4.69%

Front drop 050 194.1163 77.3081 227516 45.50% 22249 4.44%

Tail drop 070 191.3899 76.4370 201347 40.26% 48478 9.70%

Front drop 070 191.3007 76.2139 200608 40.12% 49243 9.85%

Tail drop 080 188.8292 75.4878 183403 36.68% 66689 13.34%

Front drop 080 188.8145 75.1376 184170 36.83% 65392 13.08%

Tail drop 090 152.5569 63.7271 143043 28.61% 117863 23.57%

Front drop 090 152.4339 63.4312 142710 28.54% 118333 23.67%

Table 6. NLREDwM mechanism; a1 = 0.00042, a2 = −0.0000038, pmax = 0.855

Hurst
parameter

Mean queue
length

Mean waiting
time

No. of rejected packets

≤ Maxth > Maxth

Tail drop 050 112.4056 44.8221 249713 49.94 % 0

Front drop 050 112.4650 44.8019 250599 50.12 % 0

Tail drop 070 111.3513 44.3102 249209 49.84 % 0

Front drop 070 111.3267 44.1467 249418 49.88 % 0

Tail drop 080 109.9675 43.7743 249306 49.86 % 0

Front drop 080 110.1168 43.7970 250160 50.03 % 0

Tail drop 090 87.5870 37.1751 264962 52.99 % 0

Front drop 090 87.4502 36.8666 264395 52.88 % 0

Table 7. NLREDwM mechanism; a1 = −0.00008, a2 = −0.0000008, pmax = 0.6

Hurst
parameter

Mean queue
length

Mean waiting
time

No. of rejected packets

≤ Maxth > Maxth

Tail drop 050 194.2196 77.5939 228135 45.63% 21802 4.36%

Front drop 050 194.1596 77.3485 226814 45.36% 23049 4.61%

Tail drop 070 191.4063 76.5439 201466 40.29% 48687 9.74%

Front drop 070 191.4217 76.4816 201918 40.38% 48654 9.73%

Tail drop 080 188.8828 75.3979 184848 36.97% 64876 12.98%

Front drop 080 188.8172 75.1325 184379 36.88% 65160 13.03%

Tail drop 090 152.4997 63.7525 141616 28.32% 119465 23.89%

Front drop 090 152.3294 63.4188 142388 28.48% 118311 23.66%
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Fig. 3. NLRED – tail drop, waiting time distribution (top), fluctuations of queue length
(bottom), H = 0.50, a1 = 0.00042, a2 = −0.0000038, pmax = 0.855

Tables 6 and 7 show the results obtained for NLREDwM mechanism (best and
worse case), which is a combination of our NLRED and REDwM mechanisms
(described in Sect. 2). The introduction of modified weighted moving average
function gives about 0.1% of changes compared to NLRED. This improvement
increases with the increase of Hurst parameter.

5 Conclusions

The article confirms the important impact of the degree of self-similarity
(expressed in terms of Hurst parameter) on the following parameters of the
transmission with AQM: the length of the queue, queue waiting times and the
number of rejected packets. We discuss the problem of choosing the optimal
shape of dropping packet function for NLRED algorithm and at the same time
investigate the influence of the weighted moving average on packet waiting time
reduction for this NLRED mechanism.
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Fig. 4. NLRED – tail drop, waiting time distribution (top), fluctuations of queue length
(bottom), H = 0.90, a1 = 0.00042, a2 = −0.0000038, pmax = 0.855

Drop from front strategy, when applied in place of tail drop one, results
in reduction of packet waiting time in examined AQM mechanism. Obtained
results are closely related to the level of self-similarity. Hence the application of
presented AQM mechanism may be recommended for bursty traffic connections
with real-time requirements.
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Abstract. The scope of this paper is to check influence of voice activity
detection VAD procedure and its accuracy on speaker verification error
rates. It is shown that for speech of high quality, it is absolutely necessary
to remove silence from the signal as the errors increase radically. It is bet-
ter to remove more than less from the signal as the equal error rate EER
is the worst for the original speech with silence. Additionally influence
of white noise, which was added to speech utterances, was examined.
Presented results show that in order to achieve highly reliable speaker
verification system it must be insensitive to low quality of speech, since
noise is the most important factor responsible for high error rates.

Keywords: Biometrics · Security · Speaker verification · Voice activity
detection

1 Introduction

Division of Telecommunication, a part of the Institute of Electronics and Fac-
ulty of Automatic Control, Electronics and Computer Science of the Silesian
University of Technology, for many years specializes in speech and speaker recog-
nition [1–11]. One of the results of conducted research is presented in this paper
which is devoted to speaker verification.

Speaker recognition is the process of automatically recognizing who is speak-
ing by analysis speaker-specific information included in spoken utterances. This
process may be divided into identification and verification. The purpose of
speaker identification is to determine the identity of an individual from a sample
of his or her voice. The purpose of speaker verification is to decide whether a
speaker is whom he claims to be.

The paper is organized in the following way. At first fundamentals of speaker
verification are presented, next research procedure with obtained results are
shown and discussed.

2 Speaker Verification

Typical structure of speaker verification system consists of feature extrac-
tion, similarity calculation, construction of speaker model and making an
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 207–215, 2016.
DOI: 10.1007/978-3-319-39207-3 18
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accept/reject decision. Basic structure of speaker verification system is shown in
Fig. 1. Speech signal is cut into short fragments, which usually last for 20–30 ms
known as speech frames. Feature extraction is responsible for extracting from
each frame a set of parameters known as feature vectors. Extracted sequence of
vectors is then compared to speaker model by pattern matching. The purpose
of pattern matching is to measure similarity between test utterance and speaker
model. In verification the similarity between input test sequence and claimed
model must be good enough to accept the speaker as whom he claims to be.

Feature
extraction Decision

Threshold

Speech
signal

Similarity

Fig. 1. Speaker verification scheme

Feature extraction is one of the most important procedures in speaker recog-
nition. Applied parameters should be stable in time – physical and mental state
of the speaker should have low impact on recognition performance which means
low intraspeaker variability. Features should also posses high interspeaker vari-
ability in order to discriminate well between speakers. The most often applied
features are parameters based on frequency spectrum of the speech like MFCC.
These parameters are based on the nonlinear human perception of the frequency
of sounds. They can be computed as follows: window the signal, take the FFT,
take the magnitude, take the log, warp the frequency according to the mel scale
and finally take the inverse FFT. Mel warping transforms the frequency scale to
place less emphasis on high frequencies [12].

Speaker recognition is based on similarity calculation between test utterance
and the reference model. As a result, the problem of construction of a good
model is crucial. One of methods used to create voice model is based on vector
quantization VQ. Speaker is represented as a set of vectors that possibly in the
best way represent speaker. This set of vectors is called a codebook. In this case
during recognition each test vector is compared with its nearest neighbour from
the codebook and the overall distance for the whole test utterance is computed.
Calculation of normalized distance D for M frames of speech is given by

D =
1
M

M∑
i=1

min(d(xi, cq)) 1 ≤ q ≤ L, (1)

where xi is a test vector and cq a code vector from a codebook of size L. As
it can be seen for M frames and L code vectors its necessary to calculate ML
distances. The most often used measure of similarity is an Euclidean distance

d(xi, cq) =
p∑

k=1

(xi(k) − cq(k))2 (2)
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where p is a dimension of a vector. How to find the best codebook for speaker
from a lot of training data? To solve this problem a kind of clustering technique
is required, which can find a small set of the best representative vectors of
a speaker. One of applied algorithms is k-means procedure.

K-means algorithm is an iterative procedure and consists of four major steps.
At first arbitrarily choose L vectors from the training data, next for each training
vector find its nearest neighbour from the current codebook, which corresponds
to partitioning vector space into L distinct regions. The third step requires
updating the code vectors using the centroid of the training vectors assigned
to them and the last step – repeat steps 2 and 3 until some convergence cri-
terion is satisfied. The convergence criterion is usually an average quantization
error expressed in the same way as in (1) with an exception that xi is a training
vector.

3 Research Procedure

All research was done on Polish database ROBOT [13]. This database consists
of 2 CD with 1 GB of speech data. The speech utterances were collected from
30 speakers of both sex in a several time-separated sessions to catch intraspeaker
variability. Main specifications of ROBOT are the following: sampling frequency
22 kHz, language – Polish, quantization 16 bit, file format “.wav”, lack of files
compression, recording environment – quiet, each file is preceded and followed by
the silence. Recorded utterances consist of the words belonging to three dictio-
naries (L1, L2, and L3). Words in L1 and L3 are numbers from 0 to 9 and 10 to 99
respectively. Dictionary L2 consists only from commands used in robot control
(start, stop, left, right, up, down, drop, catch, angle). These dictionaries were
used to construct seven different sets of utterances Z1. . . Z7. Set Z3 consists of 5
sentences – isolated numbers 04, 17, 49, 72, 93 (each sentence repeated 15 times
in order to catch voice variability). Z4 is made of 11 sequences of numbers. Each
sequence is a 3-element combination of numbers from Z3, e.g. 04-17-93, 49-72-93.

During training and testing of the speaker verification system the same sig-
nal processing procedure was used. Speech files, before feature extraction, were
processed to remove silence. Voice activity detection was based on the energy of
the signal. Next signal was preemphasized and segmented. Hamming windowing
was applied. From each frame MFCC parameters were computed (18 features
per segment).

There were 30 speaker models. Each model was trained by 75 utterances of
the speaker. All training utterances came from set Z3 of ROBOT corpus. Text
dependent speaker identification was implemented. Set Z4 was used for test-
ing. The test utterances came from 30 speakers. Each speaker provided 11 test
sequences of approximately 5 s each. There were 330 (30*11) genuine attempts
(possible false rejection FR error) and 9570 (29*11*30) impostor attempts (pos-
sible false acceptance FA error, speaker has its own model in a system – seen
impostor).

Verification performance was characterized in terms of the two error mea-
sures, namely the false acceptance rate FAR and false rejection rate FRR.
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Fig. 2. Influence of VAD decision level on speaker verification for L = 8, 16, 32, 64
codevectors per speaker model

These measures correspond to the probability of acceptance an impostor as
a valid user and the probability of rejection of a valid user. Changing the deci-
sion level, DET curves which show dependence between FRR and FAR can be
plotted. Another very useful performance measure is an equal error rate EER
which corresponds to error rate achieved for the decision threshold for which
FRR = FAR. In other words EER is just given by the intersection point of the
main diagonal of DET plot with DET curves.

3.1 Influence of Voice Activity Detection on Speaker Verification

For the high quality speech, influence of VAD on speaker verification was tested.
Discrimination between speech and silence segments was based on the energy of
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Fig. 3. Influence of VAD decision level on EER

the signal. If the energy was above some specified decision level it was assumed
that this signal segment contains speech, otherwise it was removed. Decision
level DL was calculated as the fraction of the mean energy of the utterance
samples. There were 181 values of DL – starting from 0 (which means that all
frames were classified as containing speech) to 1 (decision level was equal to
mean energy of samples in utterance, approximately only 25 % segments were
left as containing speech). Influence of DL was tested for different complexity of
speaker models (L = 8, 16, 32, 64 codevectors per model). Each speaker model
was obtained with the k-means procedure.

Achieved speaker verification performance was shown in Fig. 2. It can be
seen that increasing complexity of the model enables to obtain lower error rates.
The lowest EER ≈ 0.5% was achieved for the system with 64 codevectors
per speaker model. Value of decision level has serious impact on verification
performance but it is difficult to decide where is its optimum value. Figure 3
shows obtained results in a different way, namely EER as a function of DL
for each complexity of the model. Obtained results are very interesting as this
figure clearly shows that leaving all silence parts in utterance is responsible for
drastically worse performance (strong peak near DL = 0). If decision level is
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Fig. 4. Influence of signal to noise ratio on speaker verification for L = 8, 16, 32, 64
codevectors per speaker model and decision level 0.1

high, then EER also increases but in a moderate way. The optimum value of
DL for the most complex speaker model may be estimated between 0.1 and 0.3.

Interesting conclusion may be drawn from this research that it is better to
remove more than less frames from the utterance since silence is responsible for
serious degradation of the speaker verification performance.

3.2 Influence of Noise on Speaker Verification

In order to test influence of speech signal quality on verification, white gaussian
noise was added to each utterance. The rest of research procedure was the same
as the previous one. Verification was tested for different values of signal to
noise ratio, starting from the very poor quality of speech (SNR = −5 dB) to
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Fig. 5. Influence of SNR [dB] and VAD decision level on EER for L = 64 codevectors
per speaker model

high quality (SNR = 40 dB). Obtained results for speaker models consisting of
L = 8, 16, 32, 64 codevectors and DL = 0.1 are shown in Fig. 4. Dependence
between EER and decision level DL in voice activity detection for the most
complex speaker model was shown in the Fig. 5.

It can be seen (Fig. 4) that noise has dramatic impact on speaker verifica-
tion performance. For the most complex model EER increases from 1% for
SNR = 40 dB to 21% for SNR = −5 dB. It shows that low error rates in
speaker recognition systems are possible to achieve only for the high quality
speech. Figure 5 shows that optimum value of DL ∈ (0.1, 0.3) for high quality
speech (SNR = 40 dB), DL ≈ 0.1 for medium quality (SNR = 20 dB) and for
lower SNR values voice activity detection does not matter.

4 Discussion

It would be interesting to check whether the results obtained for other languages
would be similar to the ones obtained for Polish language. However, it would
require English speech corpus which was comparable to Polish corpus ROBOT
(similar recording conditions, similar age of speakers, similar proportion between
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male and female speakers, etc....). Only under these conditions results obtained
for other languages could be in some way compared to results obtained for Polish
language. Since during VAD procedure no statistical properties of language are
utilized, results obtained for other languages should be similar to the Polish ones.

Most papers devoted to speaker recognition are focused on speaker modeling
and feature extraction and VAD is only a small part of speech signal processing.
Usually authors write that silence was removed and nothing more. The aim
of this paper was not to find the best method for silence removing but rather
checking impact of silence removing on achieved recognition errors. In literature
one may find that it is better to remove more than less silence excerpts from
the speech but does it apply for only high quality of speech signal or also for
noisy speech? Presented research show that in case of high quality signal there
is an optimum value of threshold. It is true especially for more complex speaker
models. For the most complex model VQ 64 the lowest obtained EER ≈ 0.5%
(Fig. 3), for non-optimum threshold it can reach more than 1%, whereas omitting
VAD procedure yields EER ≈ 5%. For noisy speech such optimum value is
difficult to find or even does not exist (Fig. 5). As a result VAD is definitely more
important for high quality signals where it may substantially improve recognition
results and reduce numerical complexity of recognition process.

5 Conclusion

Conducted research clearly show that for high values of SNR it is extremely
important to remove silence excerpts from the speech utterance. Such procedure
decreases EER values significantly and simplifies next steps of speaker recog-
nition as less data are needed to proceed. Strong noise is definitely the worst
scenario for the recognition system and is responsible for bad performance of
verification process. In that case VAD is less important as EER is independent
of VAD decision level.

Acknowledgment. This work was supported by the Ministry of Science and Higher
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Kozielski, S., Peters, J.F., Stańczyk, U., Wakulicz-Deja, A. (eds.) Man-Machine
Interactions. AISC, vol. 59, pp. 389–397. Springer, Heidelberg (2009)



Influence of Noise and Voice Activity Detection on Speaker Verification 215

4. Dustor, A., Szwarc, P.: Spoken language identification based on GMM mod-
els. In: Pulka, A., Golonek, T. (eds.) Inetrnational Conference on Signals and
Electronic Systems (ICSES 2010): Conference Proceedings, Poland, Gliwice,
pp. 105–108 (2010)

5. Dustor, A., K�losowski, P.: Biometric voice identification based on fuzzy
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Abstract. The paper describes a novel method of load balancing in cel-
lular networks based on the management of the reference signal transmit
power. The method described is easy in implementation, as it requires
only reconfiguration of one of the parameters already defined in the LTE
eNodeB in response to the changes in spatial distribution of the clients
in the network. The proposed method is evaluated using simulation. The
results prove that it allows to significantly decrease the number of unsat-
isfied clients (by up to 50 % for partially overloaded network), while does
not decrease the total efficiency of the network in terms of the summary
amount of bits per second transferred by network in time.

Keywords: LTE · LB · Load balancing · SON · HO · Handover

1 Introduction

The LTE has become a leading standard in wireless cellular communication,
offering very high throughput and interoperability with exiting 3G and packet
networks. As the traffic in cellular networks is rapidly growing [1], the cellular
networks must improve the efficiency of radio reuse utilization. The LTE net-
works, also called Evolved UMTS Terrestrial Radio Access Network (E-UTRAN)
improves the utilization of radio spectrum thanks to the implementation of
OFDMA modulation and reuse of the full spectrum available for an operator
in each of the cells. The LTE network can achieve the throughput of up to
300 MBit/s per cell. However this bandwidth is shared by all users equipments
(UEs) using the same cell. The number of mobile devices using the cellular net-
works grows rapidly, so to limit the number of UEs sharing the cell capacity the
network operators are deploying multiple low power and low range base stations.

The growing number of cells also increases the amount of intra-cell interfer-
ences. To minimize the effect of interferences the frequency allocation schemes
such as Fractional Frequency Reuse (FFR) and Soft Frequency Reuse (SFR)
have been proposed [2]. In FFR scheme the cell bandwidth (all available sub-
carriers) is divided into two or more parts, of which one part is assigned to the
users near to the centre of the cell and the other part(s) to the users near to the
border. The eNodeB uses lower transmission power to send the data to the users
within the center of the cell (the inner part), and higher power to the rest of the

c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 216–225, 2016.
DOI: 10.1007/978-3-319-39207-3 19
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users to maximize the received signal level. In SFR each cell uses one part of
the subcarriers (usually not used in the outer parts of neighbouring cells) near
the border, and the remaining subcarriers in the centre.

The LTE uses different modulation and coding schemes (MCS) depending
on the signal quality. The selected MCS defines the amount of bits per radio
resource blocs (RRB) which can be transmitted to and by a particular UE, as it
is described in Sect. 2. As the result, the maximum bitrate at which a particular
client may receive data changes between approximately 4 Mbit/s and 25 Mbit/s
(for a 5 MHz channel without MIMO) [3]. On the other hand the clients expect
to be serviced independently of the location in which they are using the mobile
device. Thus the network management layer must allocate the radio resources
to minimize the amount of clients which are not serviced with the expected
throughput on one hand, and maximize the amount of data being transmitted
on another hand.

Typically the clients are serviced by the eNodeB which has the highest mea-
sured level of reference signals (the highest value of the RSRP – Reference Signal
Received Power). This strategy is efficient as long as the amount of clients within
each cell is similar. When the UE spatial distribution is not uniform, the same
amount of radio resources needs to be shared between much more clients in
densely occupied cell and less number of clients in another cell.

The mobile clients roam within the area covered by the network, moving from
one cell to another. The communication between the clients and the network is
handled by different eNodeBs (base stations). If the data or voice transmission is
in progress while the client moves, the handoff procedures are initiated to provide
the client with continuous transmission. Handoff is a process of transferring
an ongoing call or data session from one base station to another in wireless
networks. The handoffs increase the dynamics of network load distribution and
shift part of the traffic served by the network from one cell to another. Thus
the load balancing scheme must react dynamically to the shifts in network load
distribution to constantly optimize the configuration of eNodeB.

To improve the fairness of radio resource allocation between the cells a load
balancing algorithms have been proposed, shifting the load from the heavily
occupied cells to the rest of the network. There are quite a few load balancing
schemes proposed for LTE which try to equalize the distribution of the users
among the different cells. The most popular approach is to shift the hystere-
sis to prefer the execution of handover to a less loaded cell. This method is
described in details in [4]. Proposed solution was evaluated in simulator with
different scenarios and shows quite good results in reduction of overload when
users are in hotspot. Another possible method is based on Markov Decision
Processes, in the paper [5] the vertical handoff procedure was described and in
[6] is described a hybrid decision approach for the association problem in het-
erogeneous networks. Next possible approach is a game theory, described in [7]
where the selection of the best radio access technology was studied and in [8]
which described the dynamics of network selection in a heterogeneous wireless
network. Alternative way is a Cell Range Expansion approach which adds an
offset to RSRP of pico cell to offload more users from macro cell [9].
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A novel approach to load balancing between the cells in LTE is to change
the transmit power (TX power) of the eNodeB dynamically in response to the
changing spatial distribution of the clients with consideration of Soft Frequency
Reuse technique. In literature are similar solutions but widely used in other
technologies, like WLAN [10] or taking into account only virtual cell breathing
which do not have any Interference Mitigation methods [11].

In this paper we propose a novel load balancing scheme which regulates the
load of base stations by changing not only the TX power, but also adjusting
the SFR parameters, what influences very beneficial on reduction of interfer-
ences [12].

The rest of the paper is organized as follows: second section is a description
of presented algorithm with pseudo code. Section 3 contain the simulation model
used to analyse the performance of the proposed scheme. In Sect. 4 the results
are discussed. The last section finish the paper with a short conclusion.

2 Algorithm Description

It was assumed that modifying Tx power will change the assignation of UEs to
eNBs. This solution is intended to work as centralized manager of the network.
It tries to offload crowded cells by reduction of TX power in outer area of those
cells and reduction of the proportion of this area to the inner area because of
this region has a lower number of subcarriers. It also raise a little Tx power
of inner area to increase the achieved MCS by UEs what gives higher bitrates.
Simultaneously to reconfiguration of crowded eNBs, the algorithm finds the best
candidate for takeover of some UEs and increase its Tx power, both in inner and
outer area and also reduce the area of outer part. Variables description:

lLoadIn – the power of inner area for eNB with low load,
lLoadOut – the power of outer area for eNB with low load,
lLPc – point of change between inner and outer area for eNB with low load,
hLoadIn – the power of inner area for eNB with high load,
hLoadOut – the power of outer area for eNB with high load,
hLPc – point of change between inner and outer area for eNB with high load,
defIn – the power of inner area for eNB with default settings,
defOut – the power of outer area for eNB with default settings,
defPc – point of change between inner and outer area for eNB with default

settings,
eNB – single eNodeB,
eNBs – list of all eNodeBs,
crowdedeNBs – list of eNodeBs with high load,
lleNBs – list of eNodeBs with low load,
UEsTable – list of UEs connected to the current eNodeB,
alternativeeNBsTable – list of eNodeBs which are not highly loaded and UEs

could connect to them.
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setVar iab lesForPowers ( lLoadIn , lLoadOut , lLPc ,
hLoadIn , hLoadOut , hLPc , defIn , defOut , defPc )
setVar iab lesForLoad ( overLoad , medLoad)
f o r each eNB in l i s t O f (eNBs ) : eNB. getLoad ( )

i f eNB. getLoad ( ) > overLoad : crowdedeNBs . put (eNB)
f o r each eNB in l i s t O f ( crowdedeNBs ) :

UEsTable=eNB. getListOfConnectedUEs ( )
f o r each UE in l i s t O f (UEsTable ) :

a l ternat iveeNBsTable . put (UE. geteNBwith2ndBestReception )
a l ternat iveeNBsTable . removeeNBsWithLoadHigherThan (medLoad)
l leNBs . put ( a l ternat iveeNBsTable . f indMostPopular ( ) )

l leNBs . leaveOnlyUniqeeNBs ( )
f o r each eNB in l i s t O f ( l leNBs ) :

eNB. setTxPowerInside ( lLoadIn )
eNB. setTxPowerOutside ( lLoadOut )
eNB. setPointOfChangeBetweenInsideOutside ( lLPc )

f o r each eNB in l i s t O f ( crowdedeNBs ) :
eNB. setTxPowerInside ( hLoadIn )
eNB. setTxPowerOutside (hLoadOut )
eNB. setPointOfChangeBetweenInsideOutside (hLPc)

f o r each eNB in l i s t O f (eNBS ) :
i f eNB i s not in ( crowdedeNBs and l leNBs ) :

eNB. setTxPowerInside ( de f In )
eNB. setTxPowerOutside ( defOut )
eNB. setPointOfChangeBetweenInsideOutside ( defPc )

Next, the rest of eNBs, which are not reconfigured in this round, have set
their settings to default. In described scenario the following values were used:
lLoadIn = 40 dBm, lLoadOut = 43 dBm, lLPc = 90 %, hLoadIn = 38 dBm, hLoad-
Out = 39 dBm, hLPc = 80 %, defIn = 37 dBm, defOut = 40 dBm, defPc = 60 %,
overload = 1.0, medLoad = 0.85. Values for high and low load were attained
experimentally. We express the network load as a percentage of used radio
resource blocks (RRB) among all RRBs in all cells in the network. Load equal
100 % means that all RRBs were allocated.

3 Simulation Model

To verify the efficiency of load balancing algorithm we have implemented a sim-
ulation model. It consists of 19 LTE base stations (eNodeB) and number of UEs.
Base stations were located according to the honeycomb topology. The area mod-
elled within the simulation scenario is 14.9× 13.3 km. The simulation model has
been implemented using OMNeT++ with INET framework. UEs move according
to RandomWaypoint mobility model [13]. Velocity of users was set to 50 km/h.
The 24 hours time was simulated. The signal attenuation was modeled using the
SUI [14] propagation model. In equal time interval the Signal To Interferences
and Noise Ratio (SINR) for every UE was calculated and the next the possi-
ble bitrate, based on SINR and Modulation and Coding Scheme (MCS) table.
Described in more details in subsequent paragraphs.
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The cell size radius Rc is equal 1666 m. Radio resources were allocated with
Soft Frequency Reuse (SFR) approach which divides the cell into two regions. For
the inner area the 2/3 of all subcarriers is available and eNB transmits there with
lower power and for the outer area the 1/3 of subcarriers are used with higher
power. In our scenarios in the inner part of cell the eNB transmits with power
of 37 dBm and in the outer part with power of 40 dBm. The point of the change
between both parts is set to 60 % of Rc. Parameters described in this paragraph
were taken from [15]. Subcarrier allocation was made according to [16].

Evaluation of the algorithm was made for five different densities of the
devices: 100, 200, 300, 400, 500 UEs. For all instances we simulated two cases –
with and without optimization of TX power. We assumed that every UE needs
to be served with at least the bitrate equal 512 Kbit/s [17]. We simulate only
active users, the users which are not receiving traffic are omitted as they do
not influence the results. For the sake of simplification of the model only the
downlink traffic is considered. Two main metrics were used to evaluate the per-
formance of LTE network: the number of UEs unsatsfied (where CBR 512 Kbit/s
cannot be guaranteed) and the total (summary) bitrate offered for all UEs. We
did not simulate more than 500 users because the network load is quite high with
such number of active clients and the model assumptions taken for the download
ration (512 Kbit/s). Additionally, the mobility of UEs sometimes causes higher
density of them in some cells.

The Physical Downlink Shared Channel (PDSCH) is used to transfer appli-
cation data according to the LTE standard. The throughput achieved by the
PDSCH is determined mainly by the modulation and coding scheme (MCS) and
the channel width. A single UE can be assigned to only one MCS in each trans-
mission time interval (TTI) or scheduling period. The possible modulation and
coding schemes are presented in the Table 1.

In our model the maximum throughput available for a particular client is
calculated basing on the selected MCS for this client. The LTE standard does
not define a method of MCS selection – a comparative study of different methods
is given in [18], for the sake of this work we use a simple method used in [19]
on the basis on mapping tables [20], in which the MCS with highest code rate
is selected, for which the SINR Threshold defined in the Table 1 is lower than
the calculated SINR for a given UE. Basing on the selected MCS the efficiency
ηi of the i-th transmission mode (channel quality indication index – CQI index)
is derived using the equation:

ηi = ri · log2(Mi). (1)

The throughput offered to a particular client can be calculated using the
equation above as a function of the code rate ri and the amount of radio Physical
Resource Blocks (PRBs) allocated to this client. We assume that the Round
Robin scheduler is used and the total number of PRB is divided fairly between
all clients within the cell – each client is allocated with the same amount of
PRBs, proportional to the channel bandwidth (see Table 2).
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Table 1. MCS table

CQI Index MCS Modulation Code Rate
x1024, ri

Modulation
size, Mi

SINR Threshold

1 0 QPSK 78 4 -5.45

2 2 QPSK 120 4 -3.63

3 4 QPSK 193 4 -1.81

4 6 QPSK 308 4 0

5 8 QPSK 449 4 1.81

6 10 QPSK 602 4 3.63

7 12 16QAM 378 16 5.45

8 14 16QAM 490 16 7.27

9 16 16QAM 616 16 9.09

10 18 64QAM 466 64 10.90

11 20 64QAM 567 64 12.72

12 22 64QAM 666 64 14.54

13 24 64QAM 772 64 16.36

14 26 64QAM 873 64 18.18

15 28 64QAM 948 64 20

Table 2. PRBs allocated per TTI

Bandwidth (BW) [MHz] 1.5 2.5 5 10 15 20

Numer of PRBs per TTI 12 24 50 100 150 200

4 Results

The analysis shows that presented load balancing algorithm significantly
improves the radio resources utilization when the whole network is not over-
loaded or when there are only some overcrowded spots and it is possible to
takeover some load by neighbouring cells. It was assumed that UEs require the
minimum download data rate equal 512 Kbit/s. The results were normalized to
show the relative decrease of the number unsatisfied UEs: first the simulation has
been executed without the load balancing algorithm and the number of unsatis-
fied client and the bitrate was measured. It was perceived as a 100 %. Next the
simulation was run with the proposed load balancing algorithm and the mea-
sured value of bitrate or no of unsatisfied clients was divided by the same value
for the previous simulation run. The plots represent the value measured with
the load balancing divided by the same value without load balancing, multiplied
by 100 %.

The analysis show that the proposed load balancing algorithm contributed
to the improvement of more than 50 % in count of unsatisfied clients when there
are 100 UEs on the network, by more than 30 % with 200 UEs and about 10 %
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with 300 UEs, is it shown on Fig. 1. These values are compared to the scenario
without any optimization. At the same time the average network throughput
remains almost unchanged where there is up to 200 UEs. With the raise of UEs
count the average bitrate slightly falls down, but only to 1.6 % in case with
500 UEs, it is shown on Fig. 2. This is caused by the high utilization of the
radio resources when number of users is high, what makes the load balancing
ineffective, because all cells are almost fully loaded.

Fig. 1. Unsatisfied UEs with tx power adjustment in comparison to no optimization

Fig. 2. Bitrate with TX power adjustment in comparison to no optimization

The Figs. 3 and 4 present the distributions (experimental probability density
functions) of number of unsatisfied clients per cell and summary throughput
of all clients in the network in time. It shows that when the load balancing
algorithm was used the number of cells which were able to serve all the clients
(with 0 unsatisfied UEs) was significantly higher. The dynamic management of
TX power allowed also to decrease the probability of significant overload in a cell,
when 4 or more client were not able to receive the data with the required speed.
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Fig. 3. Histogram of unsatisfied UEs (200UEs)

Fig. 4. Histogram of network bitrate (200 UEs)

The Fig. 4 shows that the implementation of proposed load balancing scheme
did not change the variability of the total throughput offered to the clients.

5 Conclusion

The paper describes a novel method of load balancing in cellular networks based
on the management of the transmit power. The method described is easy in
implementation, as it requires only reconfiguration of one of the parameters
already defined in the LTE eNodeB in response to the changes in spatial dis-
tribution of the clients in the network. The results prove that it allows to sig-
nificantly decrease the number of unsatisfied clients, while does not decrease
the total efficiency of the network in terms of the summary amount of bits per
second transferred by network and its variability in time.
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Abstract. The USB device designer must be aware of the worst case
total delay between the host and a peripheral, because this value is nec-
essary for setting the transaction timeout (allowable response packet
delay).

In the paper the problem of USB bus timeout is covered for different
USB buses: Low/FullSpeed USB 1.x, HighSpeed USB 2.0 and Super-
Speed USB 3.1 Gen 1. The USB 3.1 bus time delay measurement results
are presented and supremum of response time is estimated. Additionaly,
time delay of isochronous timestamps broadcasting is considered. At last,
the demand for adaptive setting of the USB 3.1 bus timeout is expressed.

Keywords: USB 3.1 · Transaction timeout · Total trip delay · Hub
time delay

1 Introduction

The SuperSpeed, gigabit USB 3.1 Gen 1 (hereinafter called USB 3.1) brings
many advantages against still the most popular 480 MHz USB 2.0 version. This
is not just about enormous bit rate that results in bandwidth reduction required
by transfers, but above all due to:

– full duplex transmission circuit with separated lines for transmitting and
receiving,

– packet routing that transformed USB bus from broadcast to unicast,
– power saving from not used bus segments disabling,
– asynchronous service requests handling.

These modifications required hub redesign from ordinary USB 2.0 repeater
forwarding packets and enabling/disabling downstream ports only, into the
strongly parametrized device, additionally ready to:

– route packets in downstream port direction,
– managing the link power hierarchy,
– deferring transactions,
– hub error detecting and handling.
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 226–234, 2016.
DOI: 10.1007/978-3-319-39207-3 20
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The hub defined in the basic USB 1.x and in USB 2.0 specifications operates
at the physical layer only, but the hub 3.0 stack additionally contains the link
layer (Fig. 1).

Fig. 1. USB hub connectivity: USB 2.0 packet broadcasting (A), USB 3.1 packet
routing (B)

The serious question is, how a new “better” hub influences on USB bus basic
parameters, like the transaction timeout and the time (clock) delivery accuracy.

It is a matter of concern, that rapid growth of hub responsibilities in USB
bus possibly inhibits performing its basic functions, namely forwarding packets
between upstream and downstream ports and bus clock distribution.

2 USB Regular Transaction Timeout

The USB host attempts to simultaneously carry out data transfers via serial
bus (to or from USB devices) commissioned by different applications. In that
case it is necessary to divide data related to each transfer into multiple units
(the process called segmentation) and forwarding successive units using trans-
actions. The USB transaction is the ordered sequence of packets defined just
for transporting a data unit. A typical transaction consists of three phases, or
packets (Token Packet phase, Data Packet phase and Handshake Packet phase),
what really makes it possible to interact data source and data recipient. Paral-
lel performing of transfers is based on multiplexing the transactions related to
different transfers.

The transmitter and receiver involved in a transaction must know how long
they must wait for response. The transaction timeout is a typical protection
against frozen bus due to uncompleted transaction caused by packet error. The
timeout for the USB 3.1 is considered in Sect. 3. In this section the timeout for
“regular” USB (USB 1.x, USB 2.0) is evaluated in order to compare it further
with USB 3.1 timeout.

The USB bus timeout (tTTD) must include some delay related to signal propa-
gation over bus and time needed for preparing a response. The propagation delay
depends on the number of cable segments supported downstream from the host.
The USB 1.x specification defines the worst case timing when six cable segments
are supported via a single downstream path (Fig. 2) and assumes that:
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– cable delay is 30 ns maximum,
– hub delay is 40 ns maximum,

so the total delay from the downstream port of the root hub to the downstream
port of the first hub is a maximum of 70 ns.

Fig. 2. USB trip delay for Low/FullSpeed

The total round-trip delay between the host port to the upstream end of the
device’s cable is

2 · (5 · 70 ns) = 0.7μs. (1)

Additional components of total trip delay are the signal propagation time over
device cable in both directions and the time necessary for preparing a response.
It is required that all these components together must take no more than 7.5 bit
times1.

The total trip delay is usually expressed in bit time units. For FullSpeed
(bit time = 1/(12 MHz)), the total trip delay is equal approximately 16 bit times
(0.7 μs/(1/(12 MHz)) + 7.5 bit times). It is required that the transmitter of the
transaction must not timeout before 16 bit times but must timeout by 18 bit
times. This is true of both: Low and FullSpeed transactions.

The same value expressed in [ns] is

1328 ns ≤ tTTD ≤ 1494 ns. (2)

The USB 2.0 interacting data terminal equipment (HighSpeed host and High-
Speed peripheral) must not timeout the transaction if the interval between pack-
ets is less than 736 bit times, and must timeout the transaction if it is greater
than 816 bit times [2]. These limits allow a response to reach a recipient even for
the worst case total trip delay. The base for setting HighSpeed bus timeout in
the limits mentioned above is the sum of the following components:

– max 12 cables length = 312 ns,
– max 10 delay hubs = 40 ns + 360 bit times,
– max 1 device response time = 192 bit times.

The Worst case total trip delay = 352 ns + 552 bit times. For HighSpeed the bit
time is 2.0833 ns (1/(480 MHz)), so the total trip delay is 721 bit times (1502 ns).
1 This 7.5 bit times delay is defined as the time from the EOP (End of Packet) to

idle transition observed on the upstream end of the function cable until the SOP
(Start of Packet) transition from the device is returned to upstream end of the target
cable [1].
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3 USB 3.1 Transaction Timeout

The USB 3.1 specification [3] is very laconic on the host transaction timeout and
defines only that:
1. For bulk, interrupt and control transactions it is the time without a response

to the last data packet or acknowledge transaction packet that the host sent
out before the host assume that the transaction has failed and halt the end-
point.

2. For isochronous input transactions it is the time without a response to
the acknowledge transaction packet that the host sent out. The timeout
timer must restart counting whenever the host receives data packet that was
requested by the acknowledge transaction packet. If a timeout occurs, the
host is forbidden to perform any more transactions to the “insecure” end-
point in the current service interval. The host shall not halt the endpoint,
but rather restart transactions to the endpoint in the next service interval.
No retries of sending damaged data packet are allowed.

3. The timeout min value is 7.6 ms and the timeout max value is 25 ms.

It is, however, difficult not to perceive that the USB 3.1 timeout limits (of about
ms) are much more than the USB 2.0 limits (of about μs). Why that is so?

The USB 3.1 hub ports run not only in the physical layer but also in the
link layer, which is making propagation through hub rise sharply up to 432 ns
(thus about ten times compared with the USB 2.0 hub). Including 30 ns of max
cable delay, the set of a hub and cable brings worst case delay of 462 ns. The
total round trip delay is proportional to the number of hubs “visited” in both
directions, so for 5 hubs between the host and a device, this parameter is equal
to 4.6 μs (10 · 462 ns). It is 6.5 times greater than in the USB 2.0 bus, but still
much lower than suggested timeout value in the USB 3.1 specification.

It is evident that the timeout of the USB 3.1 bus is not based on the round
trip delay only. There is one more important fact that must be taken to account
trying to estimate the actual USB 3.1 bus latency. It is power management
policy based on putting USB device into a low power consumption mode. The
worst case for timeout estimating is the situation when all the hubs as well as
endpoint device are in one of the idle states (U1-U3 according to the LTSSM
state machine). It needs 2 ms to recover from the idle state [4] and this delay
must be included to the total round trip delay. For example if there are 5 hubs
between the host and a device, the worst total trip delay is

tTTD = 5 · 2000μs︸ ︷︷ ︸
total recovery time

+ 10 · 4.6μs︸ ︷︷ ︸
round trip delaty

+ 0.4μs︸ ︷︷ ︸
response delay

. (3)

It is less from 25 ms (the upper timeout limit) quouted in [4] and it shows that
the value in specification is arbitrary to some degree.

4 Time Delay of Isochronous Timestamps Broadcasting

Time (moments of bus interval beginning) on USB 3.1 bus is globally synchro-
nized by host controller which broadcasts isochronous timestamp packet (ITP)
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over all ports with state U0 at the beginning of each bus interval. This mecha-
nism is based on broadcasting the start of microframe packet (μSOF) introduced
in version 2.0. The broadcasting ITP via downstream ports of root hub may be
delayed (0 ≤ Δτ ≤ 8μs). Moreover, the delay is expressed in units equal to time
of 8 bits transmission in HighSpeed mode. Peripheral device receives ITP at t′ITP

and is able to evaluate the beginning of bus interval (tITP) using formula:

tITP = t′ITP − Δτ −
h∑

i=1

tiHUB. (4)

Obviously, peripheral device knows a posteriori the time delay of ITP broad-
casting via root hub downstream ports and knows the delays (tiHUB) added into
transmission by h hubs on the route between the host controller and a device.

5 Evaluating USB 3.1 Hub Time Delay

As shown in the preceding sections, total trip delay (tTTD) and the moment of
bus interval beginning (tITP) are depended on hub time delay. Hence, it was
decided to evaluate mean of hub time delay. The first step of experiment was to
determine the peripheral device response time (tDVK) using system under test
shown schematically in Fig. 3.

Fig. 3. Scheme of system under test without hub

The evaluation board Cypress EZ-USB FX3 (CYUSB3KIT-001) with the
ARM processor and USB 3.1 interface was used as isochronous peripheral device.
Real-time operating system ThreadX ran on this evaluation kit [5]. The firmware
was responsible for one input isochronous endpoint service. Apart from this, the
DMA mechanism was used and ran in Producer-Consumer mode. The DMA
simplified passing data from buffer within embedded memory (Producer) to
endpoint buffer (Consumer). Emptying the buffer required the CPU action like
filling the buffer using random value.

The host controller was a computer equipped with Renesas USB 3.1 controller
and Microsoft Windows 7 as operating system. Some application software based
on CyUSB library was implemented for executing one large isochronous transfer
(read operation) consisting of N = 150 000 data transactions. Furthermore, all
links on the route between the host controller and peripheral device were in



USB 3.1 Gen 1 Hub Time Delay Influence on System 231

the state U0 for whole time of experiment, because PING-PING RESPONSE
protocol had been executed before each isochronous transaction.

Transmission time of transaction packet (tTP) and transmission time of data
header subpacket (tDPH) are constant and equal 72 ns. Indeed, only first sub-
packet (data header) of data packet is crucial for further reasoning, because it
is forwarded from downstream port to upstream port without waiting for data
payload subpacket passing completion. These parameters include not only the
bit propagation delay over link but also the transmission time of link commands
(credit and acknowledgement mechanisms).

Beagle SuperSpeed 5000 v2 analyzer was connected between the root hub
downstream port and the peripheral device upstream port. Accordingly it was
possible to record the moments, when first TP and DPH bits of i-th transaction
were being sent respectively on root hub downstream port (tDN(i)) and device
upstream port (tUP(i)).

The mean of peripheral device response time may be calculated the using
recorded time:

tDVK =
1
N

N∑
i=1

(tUP(i) − tDN(i) − tTP). (5)

In the case of CYUSB3KIT-00 peripheral device tDVK equals 271 ns (point “x”
in Fig. 4).

t D
V

K
=

27
1 

ns
-

D
U

T
re

sp
on

se
tim

e

Fig. 4. tDVK against number of hubs between host controller and device

Then, additional hub (Cypress HX3 CY4603) was connected between ana-
lyzer and peripheral device (Fig. 5).

Thereby, experiment and calculation were repeated for each of four hub down-
stream ports. Using the recorded information and calculated response time (5)
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Fig. 5. Scheme of system under test

it was possible to evaluate mean of the hub time delay:

tHUB =
1

2N

N∑
i=1

(tUP(i) − tDN(i) − 2tTP − tDPH − tDVK). (6)

Notice that tHUB is the same for downstream and upstream transmission over
hub and this is simplifying assumption.

The experiment was repeated again but for another hub: Logilink UA0170.
All results are depicted in Table 1. Last column contains maximum of the hub
time delay defined in specification [3].

Table 1. The mean values of hub USB 3.1 time delay

Port number 1 2 3 4 MAX

Cypress HX3 CY4603 hub 277 ns 279 ns 279 ns 278 ns 432 ns

Logilink UA0170 hub 135 ns 134 ns 137 ns 134 ns 432 ns

Finally, whole experiment (with evaluating response time) was repeated
for another host controller (Odroid XU3 mobile platform) with Ubuntu 15.04
installed. Similar results were obtained as in previous test.

As shown in Sect. 2, it is possible to calculate the total trip delay if we know:

– hub time delay on route between host controller and peripheral device,
– packets propagation time over each cable,
– device response time.

The supremum (tSUP ∈ [32, 5032μs]) of total trip delay, called transaction
timeout, is defined in specification [3]. Using this value limit, maximum of the
response time tDVK (7) can be estimated, and this parameter is important for
peripheral device implementator [6].

tDVK ≤ tSUP − 2
h∑

i=1

tiHUB − h(tTP + tDPH). (7)
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Table 2. USB 2.0 and USB 3.1 bus timeouts

MIN MAX

USB 2.0 1.5µs 1.7µs

USB 3.1 32µs 5032µs

In Table 2 bus timeout lower and upper limits for USB 2.0 and USB 3.1 are
presented.

Almost 20 times greater USB 3.1 timeout minimal value against USB 2.0 bus
timeout is the result of complex packet transport mechanism defined in USB 3.1
specification. The USB 3.1 hubs are not ordinary repeaters like USB 2.0 hubs
working in physical layer. They perform much more functions, mainly packets
buffering and routing. Furthermore, the USB 3.1 hubs also detect and handle
errors (3 attempts to send packet correctly) and perform flow control using credit
mechanism.

In Fig. 4 tDVK maximum values calculated for the lower limit of bus timeout
(32 μs) and different number of hubs in the cascade using formula (7) are shown.

6 The Call for Adaptive USB 3.1 Bus Timeout Setting

The USB 3.1 bus timeout setting is in practice left to the host designers. The
limits quoted in the USB 3.1 specification shall be treated rather as a suggestion.
It is not sensible to set the bus timeout of about ms, if a USB 3.1 system consists,
for example, of the host and the several devices or hubs only (the most common
situation). It is not sensible, but now common, to set the bus timeout as constant
value.

Our demand is adaptive setting the USB 3.1 bus timeout taking to account
the bus structure. The host has all the needed information of the bus topology
(branches and leaves), so it can calculate the most appropriate bus timeout value.
There is one important condition to implement this idea: the timeout must be
recalculated each time a new device or hub is connected or disconnected to or
from the bus.

7 Summary

The results of experiments show that hub time delay is not depended on down-
stream port number and implementation of host controller. Further, all hubs
under test add delay into transmission, which is less than maximum defined in
specification.

It was confirmed that the USB 3.1 hub time delay is about 7 times greater
than the USB 2.0 hub time delay. This is the unavoidable price for routing and
buffering packets, detecting and handling errors, flow control performed by each
hub between the host controller and peripheral device.
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We explained why the USB 3.1 bus timeout is so great and we “discover”
that it is hub recovery mechanism primarily responsible for this. Furthermore,
we came to conclusion that it is not reasonable to set the USB 3.1 bus timeout
as the constant value. Our call is to set it adaptively using information about
the bus structure collected by the host controller. This idea is somewhat similar
to the IEEE 1394 (FireWire) bus reset mechanism after changing bus topology
(plug in or plug out a device) and well known in computer networks, mainly
wireless links [7].
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Abstract. In this paper a quantum communication protocol with use
of repeaters is presented. The protocol is constructed for qudits i.e. the
generalized quantum information units. One-dit teleportation is based
on the generalized Pauli-Z (phase-flip) gate’s correction. This approach
avoids using Pauli-X and Hadamard gates unlike in other known proto-
cols based on quantum repeaters which were constructed for qubits and
qudits. It is also important to mention that the repeaters based on tele-
portation protocol, described in this paper, allow a measurement in the
standard base (what simplifies the measurement process) and the use of
teleportation causes only Pauli-Z operational errors.

Keywords: Quantum information transfer · Quantum repreater · Qudit
teleportation protocol

1 Introduction

One of the solutions currently discussed in the field of quantum communication
[1–3] is a quantum repeater [4]. Its construction is not so simple as building
classic amplifier because of non-cloning theorem which is one of the most basic
and important foundations of quantum mechanics. However, the lack of ability
of making perfect copies of quantum information may be compensated with use
of teleportation and the phenomenon of entanglement. The protocol of quantum
teleportation may be utilized to amplify the signal i.e. a quantum state during
the transfer process. This approach may be used, e.g. in a fiber, to improve
the quality of transferred information. Applying the teleportation protocol and
the entanglement to amplify the quantum information results with building of
so-called quantum repeater (QR).

It should be emphasized that the notion of QR is currently in the center
of interest of many researchers [5,6]. Apart from the theoretical analysis of
this subject there are also physical experiments carried out with use of QRs as
c© Springer International Publishing Switzerland 2016
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the elements of quantum networks. These experiments are being accomplished
for the transmission of quantum states in an optical fiber [7] and also in the air
[8]. Therefore, the progress in the field of quantum computing [9–13] is strongly
connected with the progress of quantum communication because of the need to
send information.

The notion of QR is currently discussed as a potential solution to the prob-
lems of quantum communication and cryptography (especially for quantum key
distribution). The three generations of QR were presented do far. The first type
utilizes the phenomenon of entanglement and its purification [4,7,14]. The sec-
ond generation [15] is based on the near-perfectly entangled pairs’ generation
(however, in this approach still the entanglement purification is used). The third
type [16,17] of QR utilizes the protocol of teleportation. The quantum informa-
tion is transmitted from one point to another, so the communication is organized
as a one-way scheme. The solution presented in this paper belongs to the third
generation of QR and it uses so-called one-dit teleportation protocol to cor-
rect the errors which may appear during the transfer process. The novelty of
described solution consists on using only Pauli-Z gate for error correction. More
precisely: the result of measurement performed during the teleportation protocol
determines the number of Pauli-Z operations which have to realized as an error
correction.

The reminder of this paper is organized as follows. In Sect. 2 there is a quan-
tum teleportation protocol presented and the error correction is performed with
use of Pauli-Z gate. Section 3 describes the realization of QR with use of previ-
ously mentioned teleportation protocol. The interpretation of repeater protocol
as a quantum circuit is shown in Sect. 4. The summary and the final conclusions
are presented in Sect. 5.

2 Single Dit Teleportation Protocol

The protocols presented in this section are defined with notions of dits and
qudits. A concept of dit is a generalization of classic bit. For classic bit there can
be distinguished only two states: zero and one. In the case of dit more states are
possible. The number of these values is symbolized by the letter d. For example,
the classic bit is a dit with d = 2.

A unit of quantum information is so-called qubit. A definition of qubit may
be presented as:

|ψ〉 = α|0〉 + β|1〉, |α|2 + |β|2 = 1, α, β ∈ C, (1)

where vectors |0〉, |1〉 stand for the computational base (in this case the standard
base is used):

|0〉 =
[

1
0

]
, |1〉 =

[
0
1

]
. (2)

These vectors represent the classic states zero and one.
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By analogy, a generalization of qubit is a qudit. In this case more base states
are admissible. The state of unknown qudit with d base states is represented as:

|φ〉 = α0|0〉 + α1|1〉 + α2|2〉 + . . . + αd−1|d − 1〉,
d−1∑
i=0

|αi|2 = 1, αi ∈ C. (3)

The number of base states for a given qudit, expressed as d, will be also called
a qudit’s freedom level.

Standard base for qudits requires more vectors e.g. for so-called qutrits
(qudits with d = 3) standard basis vectors are:

|0〉 =

⎡
⎣1

0
0

⎤
⎦ , |1〉 =

⎡
⎣0

1
0

⎤
⎦ , |2〉 =

⎡
⎣0

0
1

⎤
⎦ . (4)

The presented repeater protocol is realized as a single-dit teleportation pro-
tocol. The described protocol differs from other one-dit protocols [18,19] in this
way that only Pauli-Z gate is used as a correction gate. The Pauli-Z (or just Z)
gate for qudits may be defined as:

Z|j〉 = ωj |j〉, (5)

where ω stands for the root of unity:

ωd
k = cos

(
2kπ

d

)
+ i sin

(
2kπ

d

)
= e

2πik
d , k = 0, 1, 2, 3, . . . , d − 1. (6)

More precisely, ωd
k is a d-th root number k of unity. The symbol i represents the

imaginary unit.
There are also Hadamard gate and CNOT gate used. Definitions of these

gates for qudits are:

H|j〉 =
d−1∑
k=0

ωj·k|k〉, CNOT|ab〉 = |a, a
d⊕ b〉 (7)

where a
d⊕b = (a+b) mod d. In the case of CNOT gate the CNOT† gate may be

given as well – this gate is obtained as the Hermitian conjugate of CNOT opera-
tion. The CNOT† gate is useful for a quantum teleportation protocol described
in this section.

The exemplary matrix form of CNOT gate for qutrits (d = 3) is:

CNOT3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 . . . . . . . .
. 1 . . . . . . .
. . 1 . . . . . .
. . . . 1 . . . .
. . . . . 1 . . .
. . . 1 . . . . .
. . . . . . . . 1
. . . . . . 1 . .
. . . . . . . 1 .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8)
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where the zeros were replaced by dots to make the notation more legible. In
general, the CNOT gate for qudits is constructed in a following way:

CNOTd = I ⊕ X1 ⊕ X2 ⊕ . . . ⊕ Xd−2 ⊕ Xd−1, (9)

where the symbol ⊕ stands for matrix direct sum and X means the negation
operation for qudit with freedom level d.

The gates, mentioned above, allow to present the teleportation protocol of
an unknown quantum state:

|ψ〉 = α0|0〉 + α2|1〉 + α2|2〉 + . . . + αd−1|d − 1〉 and
d−1∑
i=0

|αi|2 = 1. (10)

The 3-qudit state |ψAB〉, where A belongs to Alice and B to Bob, after per-
forming the Hadamard, CNOT and CNOT† operations on it, due to Fig. 1, may
be described as:

|00〉
(
ωF (0,0)α0|0〉 + ωF (0,1)α1|1〉 + ωF (0,2)α2|2〉 + . . . + ωF (0,w)αw|w〉

)

+|01〉
(
ωF (0,0)α0|0〉 + ωF (0,1)α1|1〉 + ωF (0,2)α2|2〉 + . . . + ωF (0,w)αw|w〉

)

+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

+|0w〉
(
ωF (0,0)α0|0〉 + ωF (0,1)α1|1〉 + ωF (0,2)α2|2〉 + . . . + ωF (0,w)αw|w〉

)

+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

+|w0〉
(
ωF (w,0)α0|0〉 + ωF (w,1)α1|1〉 + ωF (w,2)α2|2〉 + . . . + ωF (w,w)αw|w〉

)

+|w1〉
(
ωF (w,0)α0|0〉 + ωF (w,1)α1|1〉 + ωF (w,2)α2|2〉 + . . . + ωF (w,w)αw|w〉

)

+|w2〉
(
ωF (w,0)α0|0〉 + ωF (w,1)α1|1〉 + ωF (w,2)α2|2〉 + . . . + ωF (w,w)αw|w〉

)

+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

+|ww〉
(
ωF (w,0)α0|0〉 + ωF (w,1)α1|1〉 + ωF (w,2)α2|2〉 + . . . + ωF (w,w)αw|w〉

)
(11)

where w = d− 1. The gates CNOT and CNOT† realize the entanglement. Func-
tion F is expressed as:

F (a, b) = (d − a · b) mod d. (12)

A correction gate’s form depends on the result of measurement performed on
the first qudit by Alice (however, both qudits are measured in the standard base
what is a consequence of Hadamard gate’s use in a quantum circuit – see Fig. 1).
If Alice, after the measurement, obtains one of given states

|00〉, |01〉, |02〉, . . . , |0w〉,
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then the Bob’s qudit is characterized by the proper values of probability ampli-
tudes and there is no additional operations needed to correct the obtained
state. This also stands with the accordance to the values of function F : F (0, 1),
F (0, 2), . . . – they equal zero.

Fig. 1. A quantum circuit realizing the quantum teleportation protocol. The correction
is performed only by the Z gate. The symbols X and X† stand for CNOT-type gates.
The gate AM takes part in a process of measurement on the first and the second qudit,
but to perform the correction operation only the value of first qudit’s amplitude is
necessary.

If Alice, also after the operation of measurement, obtains one of following
states

|10〉, |11〉, |12〉, . . . , |1w〉,
then the state of Bob’s qudit is

ω0α0|0〉 + ωwα1|1〉 + ωw−1α2|2〉 + . . . + ω1αw|w〉. (13)

The values of F function in this case are following:

F (1, 0) = (d − 1 · 0) mod d = d mod d = 0, (14)
F (1, 1) = (d − 1 · 1) mod d = d − 1 mod d = d − 1 = w,

F (1, 2) = (d − 1 · 2) mod d = d − 2 mod d = d − 2 = w − 1,

...
F (1, w) = (d − 1 · w) mod d = d − (d − 1) mod d = 1.

When the Z gate is used only once, then the correct values of some amplitudes
may be recovered. In general, the result of measurement determines the number
of operations Z which should be performed. It can be expressed as Zr if r stands
for the result of measurement performed on the first qudit.

The above description presents the teleportation protocol for an unknown
qudit, where Z gate is needed to correct the final state and only one measurement
decides about the way how the correction is done after the teleportation process.
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Fig. 2. The general scheme for the one-way communication protocol based on a tele-
portation protocol and a quantum repeater. The appearing Pauli errors are corrected
with a generalized gate Z (QRepeater – Quantum Repeater).

3 Protocol for Quantum Repeater

The presented protocol of quantum communication is based on the idea of tele-
portation. It belongs to the third generation of protocols utilizing the concept
of repeater. It is so-called one-way protocol and the information is transferred
from left to right – according to Fig. 2.

The state |ψ0〉 is the initial state of the system and it is transferred between
repeaters with use of some physical medium. The final state is presented by
a vector |ψfinal〉. The changes of system’s state, after passing through following
repeaters, may be described as:

|ψ0〉 r1→ |ψ1〉 r2→ |ψ2〉 r2→ . . .
rn−2→ |ψn−1〉 rn−1→ |ψn〉 rn→ |ψfinal〉. (15)

All states, from |ψ1〉 to |ψfinal〉, need the correction of transferred information
because of the protocol’s structure. This action may be performed in two ways.
The first solution is to correct the state ri (i.e. the result of measurement per-
formed on Alice’s qudit) locally in each repeater by using the gate Zri . In this
case the local operations guarantee that the state |ψfinal〉 is equal to the initial
state in terms of Fidelity measure:

F (|ψ0〉, |ψfinal〉) = 〈ψ0|ψfinal〉 = 1 (16)

where F represent the Fidelity measure and the states |ψ0〉, |ψfinal〉 are pure.
The second approach needs to collect all the results of local measurement

from every repeater:
R = {r1, r2, r3, . . . , rn−1, rn}. (17)
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The obtained results should be sent to the last node involved in the communi-
cation protocol. In the last node the final correction may be applied according
to the following formula:

|ψFinal〉 = Zf |ψfinal〉 where f =

(
n∑

i=1

Ri

)
mod d (18)

where d is a qudit’s freedom level and the state on the last repeater is |ψfinal〉.

4 Quantum Repeaters Network as a Quantum Circuit

Just like in the case of one-dit teleportation protocol, the data transmission
with use of QR may be presented as a quantum circuit. The schema of circuit
for the teleportation protocol is shown in Fig. 3. The construction of circuit for
quantum transmission needs a system consisting of 3 · n qudits and n is the
number of used repeaters.

Fig. 3. The general scheme of quantum circuit which realizes the one-way communica-
tion protocol. There are 3 ·n qudits needed to send the information between the initial
and the final node. It is assumed that the error correction is performed locally on each
repeater. In this one-way protocol the communication is organized from qudit marked
as |ψ0〉 to qudit |ψfinal〉.

Although the suggested number of qudits needed to carry a correct simulation
is 3 · n, it should be emphasized that the phenomenon of entanglement occurs



244 M. Sawerwain and J. Wísniewska

inside of repeaters. It means that the entanglement is present in a teleportation
process and it occurs between three qudits which consist the repeater itself.
There is no entanglement between particular repeaters.

This assumption makes easier the implementation of mentioned quantum
phenomena with use of classic computers. It is also important to know that
the repeaters are connected physically (e.g. optical fiber) with suitable quantum
channel. If the numeric or symbolic simulation is to be carried out on a classic
machine, then only the three-qudit repeater needs to be simulated. The features
of communication channel, which transmits a quantum state, may be simulated
apart from the simulation of QR.

Figure 4 presents the pseudo-code illustrating the simulation’s algorithm for
a given state. The changes are saved in a classic variable H which collects the
quantum states obtained after the calculations in every node. The initial state
is assigned to variable |ψ0〉 and the final state to |ψfinal〉.

Fig. 4. The algorithm for classic simulation of quantum transmission protocol based
on N nodes with QRs. The symbol ← stands for the classic assignment operation.

5 Conclusions

The one-dit teleportation protocol with error correction performed by Pauli-Z
gate allows the realization of QR for transmitting the unknown qudit state. Two
presented strategies for Z-type error correction provide the choice to the user who



Quantum Network Protocol for Qudits with Use of Quantum Repeaters 245

can run the protocol with the error correction at the end of the whole process or
the correction may be performed locally on every QR. The approach with the
correction at the end of transmission reduces the use of Z gate application. We use
this gate only at the end of the process to complete the communication protocol
by correcting the received information. This solution excludes the need of using
Pauli-X and Hadamard gates, which are utilized in other known protocols for QR
realization. The advantages connected with presented approach are: the influence
of possible errors, caused by the imperfect realization of quantum gates, is lower
and the construction of QR is easier because only the operation of measurement
have to be performed (the error correction is redundant).

Planned further research on presented protocol is to use it as a quantum
key distribution protocol. In this case it will be very important to estimate the
number of secret bits one can generate.

The another interesting problem for further research is using quantum error
correcting codes on transmitted state. The presented protocol concerns the pure
states, so it would be also important to analyze the quality of transmitted infor-
mation taking into account the quality of utilized quantum gates and the influ-
ence of environment.
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Abstract. The results of benchmarking tests of multi-level virtualized
environments are presented. There is analysed the performance impact
of hardware virtualization, container-type isolation and programming
level abstraction. The comparison is made on the basis of a proposed
score metric that allows you to compare different aspects of performance.
There is general performance (CPU and memory), networking, disk oper-
ations and application-like load taken into account. The tested technolo-
gies are, inter alia, VMware ESXi, Docker and Oracle JVM.

Keywords: Virtualization · Performance · Benchmark

1 Introduction

For the last few years an intensive growth of popularity in the cloud services
has been observed. Nearly all hosting providers now offer such a dynamic cloud
service for an affordable cost. The most popular services are Infrastructure-as-
a-Service (IaaS) or Platform-as-a-Service (PaaS). There are three main types of
cloud: public, private and hybrid [1].

There has also been a significant progress in technology supporting widely
understood clouds. Many types of virtualization were developed. They can be
divided into 3 main groups [2]. There are hardware virtualizations, containers
inside systems, and programming language abstractions such as e.g. Java Virtual
Machine (JVM). The last type concerns mainly large scale, service-oriented sys-
tems which use .NET or Java Enterprise Edition (JEE) platforms. More detailed
classification will be described later on.

The main reason for the popularity of dynamic cloud solutions is comfort and
ease of use. Dynamic clouds help share resources among many virtual systems
and manage them dynamically depending on the systems’ load. This way it
is possible to overbook the resources. But the most important advantage is the
time of a new virtual server deployment – it is incomparably shorter than buying
traditional hardware, placing it in datacenter and operating system installation.
Thereby, it is very easy and cheap to add some new virtual machines to a cluster
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 247–259, 2016.
DOI: 10.1007/978-3-319-39207-3 22
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for the short time of an increased system load, e.g. academic session, recruitment
for the university. When the load decreases, the resources are released and can
be used for other purposes.

The deployment process is very fast thanks to, among other reasons, using
some prepared templates and snapshots. It may also be a way of releasing new
versions of software – the new image is only introduced. Especially Docker images
[3,4] are popular for this way of releasing software [5].

There is no rose without a thorn. All these benefits come together with
a cost of performance decrease. Of course, the developers of cloud solutions
intensively work on the performance improvement, so that this cost is getting
lower every day. There are not currently available any reliable reports comparing
the costs of these solutions. The last good job was done in 2014 by IBM Research
Division [6].

At our university we started to use virtualization intensively, and put it one
into another. We use VMware ESXi virtualization on which we run a Debian
Linux guest OS. Inside the guest OS we run a Docker image containing the
release of our central system. Because our university system is very big, it was
designed as a distributed JEE system written in Java language. In this way we
have a three-level virtualization used. Thus, we want to check what the real cost
of such an approach is.

2 Virtualization Methodologies

As mentioned earlier there are three types (levels) of virtualization: hardware,
containers and platform (e.g. JVM). We will briefly describe them below.

2.1 Hardware Virtualization

The hardware virtualization can be divided into two main groups depending
on the type of host operating system (hypervisor). The first one is a native
hypervisior (also known as “type 1” or “bare-metal”) where the guest OS works
on virtualized hardware and the host OS is not a standard OS but a highly
specialized solution. They are able to take advantage of all hardware capabilities,
especially those supporting virtualization. The main representatives of this group
are: VMware ESXi [7], XenServer [8], MS Hyper-V [9].

The second type are hosted hypervisors (also known as “type 2”). These
solutions cannot work alone – they require a standard operating system and
work as a regular application in this system. For better performance they use
special kernel modules and/or libraries of host operating system such as KVM
(Kernel Virtualization Module) [10,11].

The intention of using this solution is not productive environments – they
are rather for testing images of virtual machines (VMs) during the develop-
ment and testing process. They may also be an easy and cheap solution of
a multi-technology environment for testing traditional software on different oper-
ating systems, etc. The most famous solutions of this type are: VirtualBox [12],
VMware Player [13], QEMU [14].
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2.2 Containers

Another approach accompanies the development of containers. This is the oldest
type, also known as para-virtualization. The most characteristic aspect of this
type of virtualization is that the host OS only separates processes and resources
so that it is impossible to run another operating system than the host OS. It
started with chroot, then there were FreeBSD jails [15] and Solaris zones [16].

Nowadays there are two mainly-used solutions: OpenVZ [17] based on a cus-
tomized Linux Kernel, and Docker [3] which uses LinuxContainers [18] or lib-
container library (from version 0.9).

Due to the taken architectural assumptions, they should have a lower per-
formance overhead (than hardware virtualization solutions) but they also have
some limitations (e.g. impossibility to choose another guest OS) and a worse
isolation of processes and resources usage.

2.3 Programming Language Abstraction

In large-scale distributed e-service systems there are mainly used .NET and JEE.
Both of them use a specific level of programming language abstraction – .NET
Framework and JVM. Especially in the case of JVM the portability is on a high
level, however it is done at the cost of a negative impact on performance.

Figure 1 presents the virtualization stack of our university central system.
We use either hardware virtualization (hypervisor type 1 – VMware ESXi), con-
tainers (Docker) with images containing release versions of software written in
Java, so it is run inside a JVM. The use of Docker images ensure that the system
is configured and behaves the same in every environment: development, testing
and production.

Fig. 1. Virtualization stack of our university system

3 Benchmark Methodology and Tools

The IBM research report [6] focused on the global performance of Docker, bare-
metal, and pure virtualization environments. They have taken the assumption
that so-called double virtualization is redundant and has a negative impact on
performance. In our paper we want to verify this hypothesis and check if the ease
of use (in terms of maintenance, resource reallocation and scalability) of such
virtualization infrastructure is worth the cost of the predicted performance drop.

The IBM research team performed comprehensive benchmarking of Docker
containers, including both networking mechanisms (i.e. direct host mapping and
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Table 1. Benchmarked test configurations

Machine type OS configuration Docker configuration

bare-metal metal.local metal.aufs

metal.remote metal.mnt

metal.aufs.nat

metal.aufs.host

metal.mnt.nat

metal.mnt.host

virtual machine vm.local vm.aufs

vm.remote vm.mnt

vm.aufs.nat

vm.aufs.host

vm.mnt.nat

vm.mnt.host

port forwarding) and two I/O subsystems (direct mounts and AUFS – they
have omitted: device mapper and btrfs backends). In our paper we want to
focus on both the double and triple virtualization problems. In order to achieve
that, we need to run our test containers in the same manner as the IBM team
did. Therefore, the containers were tested in several different configurations (see
Table 1).

3.1 Test Configurations and Suites

For benchmarking purposes we have used three concepts:

test configurations – a set of all available testing environments (i.e. all com-
binations of virtual/bare-metal and Docker instances),

test suites – a set of test cases which measure a similar aspect of performance
in a specified test configuration,

test case – an individual performance measurement.

Table 1 presents tested configurations. They correspond to the first two lowest
levels of virtualization in our university system stack presented in Fig. 1: hard-
ware virtualization (VMware ESXi) and container (Docker). The highest layer
of virtualization (JVM) is covered not by the test configuration, but by two test
suites: java and rich java application (see Table 2) – this way we could test java
applications on every considered type of virtualization. So we benchmarked the
16 following configurations:

(metal|vm).local pure operating system with no Docker container layer, tests
are performed locally,
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(metal|vm).remote pure operating system with no Docker container layer,
tests are performed from a remote location, thus the network layer is also
being tested,

(metal|vm).aufs tests are performed on a Docker shared file system – AUFS,
therefore I/O operations have a serious drawback,

(metal|vm).mnt tests are performed on mounted volume, therefore I/O per-
formance is significantly improved,

(metal|vm).aufs.nat the same as .aufs but uses port forwarding,
(metal|vm).aufs.host the same as .aufs but uses direct host mapping,
(metal|vm).mnt.nat the same as .mnt but uses port forwarding,
(metal|vm).mnt.host the same as .mnt but uses direct host mapping.

Table 2. Test configurations and suites matrix

Test configuration Test suites

CPU multicore memory java disk network application

(metal|vm).local � � � � � �
(metal|vm).remote � �
(metal|vm).aufs � � � � � �
(metal|vm).mnt � �
(metal|vm).aufs.nat � �
(metal|vm).aufs.host � �
(metal|vm).mnt.nat �
(metal|vm).mnt.host �

The performance of each test configuration was separately measured in the
following aspects: CPU, memory, I/O and network. The final test suite covered
a typical web application resource usage. This way, we adopted 7 test suites:

1. CPU – overall computation performance tests,
2. multicore – specific tests run to verify multiple CPU cores’ performance,
3. memory – overall memory performance tests,
4. java – CPU utilization during java application execution,
5. disk – overall disk performance tests,
6. network – overall network layer performance tests,
7. application – complex performance tests.

Table 2 presents the combinations of test configurations and test suites which
were measured during our benchmarking. One can easily notice that only the
most representative and not-redundant combinations were taken into account.
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3.2 Hardware and Software Configuration

Our tests were launched on Dell R210 hardware with one Intel Xeon E31270
@3.39 GHz (8 cores) processor and 16 GiB of RAM. Network throughput was
1 Gbps. And we used 1 TB Western Digital WD1003FBYX-0 disk.

Our tests were based on a standard GNU/Linux Debian 8.2 distribution
which was used as a host and guest OS and also as a base for Docker containers.
As for Docker daemon we used a currently available version 1.9. For hardware
virtualization tests we used VMware ESXi 6.1. For Java applications we used
Oracle Java 1.8.0 45-b14.

We did not use any limitations like ulimit, cgroups or ESXi mechanisms,
hence all tests were run on all available resources. On ESXi we used Hardware
version 11 with all default options, for disk storage we used Local Storage with
thin provisioning and standard 1 MiB data blocks.

To measure our tests we used mainly Phoronix Test Suite 6.0.1 which was
run on PHP 5.6.14. Additionally, for measuring network performance we used
netperf 2.6.0. And finally, for overall testing we used IBM Daytrader 3 web
application with Apache Jmeter 2.13.

3.3 General and Disk Performance

As mentioned earlier we divided our tests into 7 test suites. For suites 1–5 we
used Phoronix Test Suite, with the following standard test suites:

1. pts/cpu (27 different test cases),
2. pts/multicore (19 different test cases),
3. pts/memory (9 different test cases),
4. pts/java (6 different test cases),
5. pts/disk (17 different test cases).

Each of these test cases consisted of three runs. The average score of those
runs was selected as the result. The results of each test case were normalized,
and finally summed to provide a total score for each test suite.

3.4 Network Performance

For test suite no. 6 we used two test cases:

1. netperf in tcp mode,
2. netperf in udp mode.

Each test case contained 10 identical tests. After running them, the average
score was computed, and afterwards the total score was calculated in the same
manner as in the previous test suites. In all cases the tested machine was used
as a server.
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3.5 Application Stack Performance

For test suite no. 7 we used a complex application which tries to utilize all
previous test suites to provide a final performance result. It consists of IBM
Daytrader 3 web application which is a Java EE 6 application built around an
online stock trading system. The application allows users to login, view their
portfolio, look up stock quotes, buy and sell stock shares, and more [19]. We
deployed it on a WildFly 9.0.2.Final Application Server, H2 standalone database
and with EJB3 Mode enabled in the Daytrader application (which uses EJBs
with JPA to connect to the database).

To measure the total performance of this test suite we used an Apache JMeter
which was run within the tested system, and also from a remote host, to check
network performance. For each run we started with a clean database and a 180 s
dry-run. After that, we measured the performance for 180 s, in 6 s intervals.

3.6 Score Calculation

We propose the following score calculation methodology. Each completed test
case produces an average result. This value is normalized with all average results
collected from all test configurations. The acquired values are called test scores.
After completion of a particular test suite, those test scores are summed up to
present a final performance score in each of the 7 test suites. Most of values
collected by test runs are presented as HIB (higher is better) but some (especially
in multicore test suite) are presented as LIB (lower is better). In the second case
the test score must be subtracted from the final performance score.

Let us assume that our results can be stored in a large 3 dimensional array –
t containing all test suites, test cases and test configurations with s, i, c as their
indices. Therefore, ts,i,c is a single result of test configuration c on test case i in
suite s. ts,i is a vector containing the results of test case i in suite s and |ts,c| is
the number of test cases in the test suite s for the particular configuration c. In
such a case we can use the following formulae:

test scores,i,c =
ts,i,c

max(ts,i)
(1)

total scores,c =
|ts,c|∑
i=1

sgns(i) · test scores,i,c (2)

where sgns(i) is “−1” when LIB and “+1” in HIB case.
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4 Benchmark Results

4.1 CPU and Memory Performance

Table 3 presents aggregated results for CPU, java and memory test suites. The
final results were predictable and are similar to those presented in the IBM
report. Docker performance drop in single core configuration is around 3 % for
both bare-metal machine and virtualized environment. The multicore perfor-
mance has a higher drop of 8 %. Java performance tests were based on scimark,
bork file encrypter and sunflow rendering system. Therefore, they mainly focused
on CPU and memory efficiency. The outcome is similar to the CPU performance.
Memory drop is insignificant. ESXi virtualization layer produces around 15 % of
CPU performance drop and lowers java application efficiency by 10 %. Memory
drop is lower than 2 %.

Table 3. CPU and memory performance – total scores

Test suite metal.local metal.aufs vm.local vm.aufs

CPU 7.43 7.29 6.36 6.08

multicore −4.31 −4.64 −4.79 −5.16

java 2.17 2.03 1.96 1.93

memory 9 9 8.83 8.82

When testing Docker CPU/memory efficiency we were really benchmark-
ing the cgrups/namespaces efficiency, thus the Docker overhead is almost non-
existent. The differences between metal-docker test cases were minimal (less than
1 %), but while summing 27 results we ended up with an overhead of 3 %.

4.2 Network Performance

In Table 4 there is presented the overall network performance. The Docker in
direct host mapping configuration (.host) has no significant performance drop.
The port forwarding configuration (.nat) lowers performance by around 4 %.
The highest efficiency drop (14 %) can be observed in the ESXi environment.

Table 4. Network performance

Test suite metal.aufs.host metal.aufs.nat metal.remote vm.aufs.host vm.aufs.nat vm.remote

netperf tcp 1.00 0.93 1.00 0.86 0.84 0.86

netperf udp 1.00 0.97 1.00 0.88 0.84 0.87

Total score 2.00 1.9 2.00 1.72 1.68 1.73
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Table 5. Bare-metal configurations disk performance test scores. In brackets there are
in-normalized results denominated in given units.

Test case Order Unit metal.local metal.mnt metal.aufs

AIO-Stress HIB MB/s 1.00 (2637.12) 0.92 (2430.07) 0.89 (2336.56)

SQLite LIB Seconds 1.00 (524.31) 0.88 (463.31) 0.86 (448.47)

FS-Mark HIB Files/s 0.34 (15.67) 0.40 (18.43) 0.40 (18.43)

Dbench1 HIB MB/s 0.13 (39.22) 0.14 (41.72) 0.15 (43.72)

Dbench2 HIB MB/s 0.13 (66.93) 0.14 (72.27) 0.14 (69.34)

Dbench3 HIB MB/s 0.28 (67.5) 0.30 (72.43) 0.24 (58.63)

Dbench4 HIB MB/s 0.36 (9.68) 0.41 (10.76) 0.40 (10.5)

IOzone1 HIB MB/s 1.00 (8059.31) 0.97 (7780.49) 0.38 (3032.21)

IOzone2 HIB MB/s 0.60 (69.02) 0.97 (111.48) 0.96 (110.45)

Threaded I/O Tester1 HIB MB/s 1.00 (13595.01) 0.99 (13453.36) 0.83 (11330.63)

Threaded I/O Tester2 HIB MB/s 0.42 (0.55) 0.41 (0.53) 0.45 (0.59)

Compile Bench1 HIB MB/s 0.89 (487.95) 1.00 (548.2) 0.71 (388.47)

Compile Bench2 HIB MB/s 0.95 (261.22) 1.00 (274.74) 0.56 (154.23)

Compile Bench3 HIB MB/s 0.80 (1460.93) 0.74 (1343.32) 0.29 (533.12)

Unpacking LIB Seconds 0.89 (8.61) 0.89 (8.61) 0.92 (8.95)

PostMark HIB TPS 0.99 (5208.0) 1.00 (5282.0) 0.60 (3178.0)

Gzip Compression LIB Seconds 0.94 (12.85) 0.94 (12.93) 0.95 (13.05)

Apache Benchmark HIB RpS 1.00 (29040.6) 0.89 (25830.51) 0.80 (23352.62)

Total score HIB 7.06 7.57 5.07

4.3 Disk Performance

The disk performance results are shown in Tables 5 and 6. Oddly, the overall disk
performance is significantly greater in the ESXi environment (roughly, by 39 %).
This is probably the effect of VMware VMFS filesystem features [20], notably the
huge block size of 1 MiB. The ext4 file system used on bare-metal system has a max-
imum block size of 4 KiB. Therefore, file system buffers will sync more frequently
than the VMFS counterpart, leading to the observed performance drop.

In some test cases the efficiency of the DockerAUFS file system is greater than
pure OS. This is the effect of the COW (copy on write) mechanism which writes
changes to the disk only when it is needed [21,22]. Similar COW mechanisms
are used while mounting volumes inside Docker (metal.mnt and vm.mnt).

The bare-metal supremacy performance can be observed in asynchronous
AIO-Stress, IOzone1 (8 GiB read test), Threaded I/O tester1 (64 MiB random
read by 32 threads), Gzip Compression (2 GiB file) and Apache Benchmark.
While analysing the results one can notice that the bare-metal environment
shows some serious performance drops on writes (e.g. IOzone2, Threaded I/O
tester2). This is the effect of the aforementioned COW mechanisms on Docker
and VMFS buffers.
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Table 6. Virtualized configurations disk performance test scores. In brackets there are
in-normalized results denominated in given units.

Test case Order Unit vm.local vm.mnt vm.aufs

AIO-Stress HIB MB/s 0.85 (2239.05) 0.79 (2094.9) 0.75 (1969.52)

SQLite LIB Seconds 0.26 (136.46) 0.28 (144.8) 0.28 (144.39)

FS-Mark HIB Files/s 1.00 (46.03) 0.97 (44.87) 0.98 (44.97)

Dbench1 HIB MB/s 1.00 (301.23) 0.98 (295.08) 0.90 (272.4)

Dbench2 HIB MB/s 1.00 (508.15) 0.93 (472.84) 0.84 (428.83)

Dbench3 HIB MB/s 1.00 (244.02) 0.80 (194.63) 0.80 (196.13)

Dbench4 HIB MB/s 1.00 (26.55) 0.96 (25.51) 0.95 (25.24)

IOzone1 HIB MB/s 0.94 (7559.72) 0.96 (7714.91) 0.69 (5569.87)

IOzone2 HIB MB/s 1.00 (115.35) 0.99 (114.35) 0.98 (112.72)

Threaded I/O Tester1 HIB MB/s 0.91 (12390.95) 0.89 (12157.88) 0.81 (11076.75)

Threaded I/O Tester2 HIB MB/s 0.90 (1.17) 1.00 (1.3) 0.95 (1.24)

Compile Bench1 HIB MB/s 0.66 (360.75) 0.65 (356.42) 0.61 (336.42)

Compile Bench2 HIB MB/s 0.73 (199.35) 0.76 (208.75) 0.61 (166.58)

Compile Bench3 HIB MB/s 1.00 (1825.35) 0.75 (1367.49) 0.76 (1389.03)

Unpacking LIB Seconds 0.99 (9.64) 0.98 (9.52) 1.00 (9.69)

PostMark HIB TPS 0.89 (4716.0) 0.90 (4746.0) 0.72 (3807.0)

Gzip Compression LIB Seconds 1.00 (13.66) 1.00 (13.63) 1.00 (13.69)

Apache Benchmark HIB RpS 0.77 (22259.71) 0.67 (19492.16) 0.59 (17089.18)

Total score HIB 11.4 10.74 9.66

4.4 Application Stack Performance

The results of the most comprehensive test suite are presented in Table 7.
We ran this test suite on 16 test configurations, thus benchmarking all use-
ful combinations. The most important finding is the overall low performance of
the ESXi network stack (around 25 %, thus lower than in network performance
benchmark).

If we compare the local executions of JMeter (thus removing the network
stack) we can see that the overall performance of the virtualized environment is
almost identical to the bare-metal one (see Fig. 2), with some minor fluctuation
of the AUFS filesystem (4 %). Docker with mounted volume and direct network
mapping is almost identical in performance to its bare-metal counterpart. The
only difference can be observed in the virtualized environment where pure OS
versions are faster by 6 % (see Fig. 3).

There are no significant differences between Docker network modes (NAT
and direct network mapping) in this test suite (see Fig. 4). The performance of
AUFS and mounted volumes is almost identical to ESXi, some slight differences
appear in the bare-metal environment(see Fig. 5).
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Table 7. Application stack performance – total scores

Test configuration Total score

L
o
ca

l
ex

ec
u
ti
o
n metal.local 0.95

metal.aufs 0.94

metal.mnt 0.95

vm.local 0.95

vm.aufs 0.91

vm.mnt 0.95

R
em

o
te

ex
ec
u
ti
o
n

metal.remote 1

metal.aufs.host 0.96

metal.aufs.nat 0.95

metal.mnt.host 1

metal.mnt.nat 0.99

vm.remote 0.79

vm.aufs.host 0.75

vm.aufs.nat 0.74

vm.mnt.host 0.75

vm.mnt.nat 0.76

Fig. 2. Application stack performance –
Local JMeter executions

Fig. 3. Application stack performance –
Remote JMeter executions

Fig. 4. Docker port forwarding vs
direct host mapping comparison

Fig. 5. Docker AUFS vs mounted vol-
umes comparison
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5 Conclusions and Future Work

The most significant benchmarking results were obtained in disk and applica-
tion stack performance measurements. The overall results show that there is no
significant decrease in performance while using three-level virtualization con-
figurations. The decrease is from 1 to 9 % with the exception of ESXi network
layer overhead. The ESXi network layer is significantly slower when using a stan-
dard configuration. The observed network bottleneck in ESXi environment can
probably be reduced by changing the default network driver.

Container layer (Docker) has a negligible impact on performance indepen-
dently of using hardware virtualization or not. This refers to medium loaded
systems such as our university system. The Docker default settings are produc-
tion ready – the overall performance drop is insignificant.

Superior ESXi disk performance may be obtained by using external disk
storage. In the future there should be used some larger files (bigger than RAM)
for benchmarking disk operations. For additional disk performance measurement
we should also focus on a large database.

Finally, we can say that the cost (understood as system performance
decrease) of using multi-level virtualization in our university system is accept-
able, especially while taking into account the advantages of such configuration
(see Introduction). This cost can be balanced by introducing horizontal scaling
(clustering) when the system load is higher. It is very quick and easy to do
thanks to the usage of virtualization on the first and second levels. There is an
overwhelming need to check non-default ESXi network drivers because effective
networking is very important while clustering large scale distributed e-service
systems, which is the point of cloud configurations.
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Abstract. An undetectable eavesdropping of the entanglement based
quantum direct communication in lossy quantum channels has already
been demonstrated by Zhang et al. (Phys Lett A 333(12):46–50, 2004).
The circuit proposed therein induces losses at a constant 25% rate. Skip-
ping of some protocol cycles is advised in situations when the induced
loss rate is too high. However, such policy leads to a reduction in infor-
mation gain proportional to the number of skipped cycles.

The entangling transformation, parametrized by the induced loss
ratio, is proposed. The new method permits fine-tuning of the loss ratio
by a modification of coupling coefficients. The proposed method signifi-
cantly improves efficiency of the attack operated in the low loss regime.
The other properties of the attack remain the same.

Keywords: Ping-pong protocol · Quantum direct communication

1 Introduction

The ping-pong protocol [1] aims to provide confidentiality without encryption.
It has been proven that it is asymptotically secure in lossless channels [2–6].
Unfortunately, the existence of the losses is a rule in a quantum world and their
exclusion from the analysis is an oversimplification. Zhang et al. [7] presented
a circuit than permits successful eavesdropping of 0.311 bits per protocol cycle at
the price of loosing one quarter of control photons. The attack targets the only
practical implementation [8] of the protocol, so its further analysis and deeper
understanding is scientifically justified.

To exemplify the power of the attack, it is frequently argued that the existing
quantum channel can be replaced with a better one to mask the presence of the
circuit. Although in practice this is usually not the option, the attack still cannot
be excluded completely. Legitimate parties usually monitor the average loss ratio
of the channel and they assume some safety margin to avoid false alarms. The
presence of an adversary is hidden as long as the additional losses stay below
that margin, which is usually much lower than 25 % rate. The typical policy of
an eavesdropper is to skip some protocol cycles to reduce induced losses. Linear
reduction of average information gain with the number of skipped cycles is the
price he pays.
c© Springer International Publishing Switzerland 2016
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It follows that impact of the attack on practically deployed systems is deter-
mined by its properties in the low-loss regime. The new method of an attack that
outperforms known solutions in this area is proposed. It permits fine-tuning of
the loss ratio by a modification of coupling coefficients of the entangling trans-
formation. The other properties of the attack remain the same.

The paper is constructed as follows. A brief reclaim the ping-pong protocol
and the analysis of the Zhang’s circuit is provided in Sect. 2. An alternative
entangling transformation and key results are introduced in Sect. 3. Concluding
remarks are made in the last section.

2 Analysis

The message mode of the ping-pong protocol is composed of three phases:
an entanglement distribution, a message encoding and its subsequent decod-
ing. Its further description adheres to the standard cryptographic personification
rules: Alice and Bob are the names of the communicating parties, the malevolent
eavesdropper is referred as Eve.

Bob starts the communication process through the creation of an EPR pair

|ψinit〉 = |ψ+〉 = (|0B〉|1A〉 + |1B〉|0A〉) /
√

2. (1)

The qubits that constitute the pair are further referred to as home and travel/sig-
nal qubits, respectively. Bob sends the signal qubit to Alice. Alice applies a phase
flip operator ZA = |0A〉〈0A| − |1A〉〈1A| to the received qubit to encode a single
classic bit

|ψν〉 = ZA|ψinit〉 = (ZA)ν |ψ+〉 = ((−1)ν |0B〉|1A〉 + |1B〉|0A〉) /
√

2. (2)

The signal particle is sent back to Bob, who identifies the transformation that
has been applied through the measurement of both qubits (Fig. 1).

Fig. 1. The schematic diagram of a message mode in the ping-pong protocol

Unfortunately, such a communication scenario is vulnerable to the intercept-
resend attack. As a countermeasure, Alice measures the received qubit in
randomly selected protocol cycles and asks Bob over an authenticated classic
channel to do the same with his qubit (Fig. 2). Her measurement causes the col-
lapse of the shared state. The correlation of the outcomes is preserved only if the
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qubit measured by Alice is the same one that was sent by Bob. That way Alice
and Bob can convince themselves with the confidence approaching certainty that
the quantum channel is not spoofed provided that they have executed a suffi-
cient number of control cycles. The above scheme is asymptotically secure in the
absence of losses and/or transmission errors i.e., in a perfect quantum channel.

Fig. 2. The schematic diagram of a control mode in the ping-pong protocol

Further, we will consider individual (incoherent) attacks in which Eve attacks
each protocol cycle independently. The signal particle travelling back and forth
between Alice and Bob can be the subject of any quantum action Q introduced
by Eve, as depicted in Fig. 3. Eve’s activity can be described as a unitary oper-
ation acting on the signal qubit and two additional qubit registers, as follows
from Stinespring’s dilation theorem.

Fig. 3. A schematic diagram of an individual attack

The efficiency of the eavesdropping detection depends on the properties of
the control mode. In the seminal version of the protocol, the reliability of quan-
tum communication is estimated by the measurements in the computational
basis. The probability of verification failure pC (the specific form of the operator
depends on the assumed initial state) and the probability of a non-conclusive
control cycle pL (it is assumed that Bob’s qubit is never lost) can be found as
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PC = |0B〉|0A〉〈0A|〈0B | + |1B〉|1A〉〈1A|〈1B |, (3)
PL = IB ⊗ |vA〉〈vA|, (4)

pC,L = Trx,y ((PC,L ⊗ IE) (IB ⊗ Q) |ψinit〉|χE〉) . (5)

where |v〉 denotes vacuum state and |χE〉 is the initial state of the ancilla system.
Zhang’s attack [7] addresses the violation of the protocol security in the

presence of losses in a quantum channel. The clever circuit permits the detection
of phase flip operations at the price of introducing some losses. The expected
correlation of outcomes of the conclusive measurements made in the control
mode (3) is also preserved so the attack is undetectable.

The Zhang’s circuit is composed of two modules [7, Eq. (2)]: the coupling
unit CU followed by the selective swap CSWAP (Fig. 4). The first one entangles
the signal qubit from register A with the ancilla registers x and y. The second
module swaps the contents of the A and x registers exclusively for signal qubit
being in state |1A〉. If qubit in register A is equal to |0A〉 then no swapping
occurs. Both modules are build around Controlled Polarization Beam Splitter
(CPBS) originally proposed by Wójcik [9].

Fig. 4. The block diagram of the Zhang’s circuit

Polarization Beam Splitter (PBS) is a two qubit gate which conditionally
swaps the port of the input based on its value – the qubit |0〉 arriving on port
x (y) appears on port y (x) of output, but the qubit set to |1〉 does not change
its port. The CPBS acts as normal PBS for control qubit is set to |0〉. In the
complementary situation, i.e., for the control register set to |1〉, we have the
opposite behaviour: |1〉 (|0〉) is swapped (hold). The CPBS can be realized as
PBS preceded and followed by double CNOT gates (Fig. 5).

The coupling module CU is realized as a circuit from Fig. 5. The quantum
state of the whole system is given as

|ψ(0)
BAE〉 = |ψinit〉|χE〉 =

1√
2

(|0B〉|1A〉 + |1B〉|0A〉) |vx〉|0y〉, (6)

where it was assumed that the ancilla is initially in the state |χE〉 = |vx〉|0y〉.
The CU actions are as follows

CU|0A〉|vx〉|0y〉 =
1√
2
|0A〉 (|0x〉|vy〉 + |vx〉|1y〉) = |0A〉|α+〉, (7a)
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CU|0A〉|vx〉|1y〉 =
1√
2
|0A〉 (|0x〉|vy〉 − |vx〉|1y〉) = |0A〉|α−〉, (7b)

CU|1A〉|vx〉|0y〉 =
1√
2
|1A〉 (|vx〉|0y〉 + |1x〉|vy〉) = |1A〉|β+〉, (7c)

CU|1A〉|vx〉|1y〉 =
1√
2
|1A〉 (|vx〉|0y〉 − |1x〉|vy〉) = |1A〉|β−〉. (7d)

so the resulting state of the system takes the form (compare with Fig. 4)

|ψ(1)
BAE〉 =

1√
2

(|1B〉|0A〉|α+〉 + |0B〉|1A〉|β+〉) . (8)

Fig. 5. The coupling circuit CU

It enters the CSWAP circuit (Fig. 6) which is also build on the CPBS basis,
but this time the y register serves as the control.

Fig. 6. The selective swap circuit CSWAP

The circuit does nothing for signal qubit set to |0A〉. Otherwise, i.e., for signal
qubit equal to |1A〉, it swaps the contents of A and x registers:

CSWAP|0A〉|α+〉 =
1√
2

(|0A〉|0x〉|vy〉 + |0A〉|vx〉|1y〉) = |0A〉|α+〉, (9a)

CSWAP|1A〉|β+〉 =
1√
2

(|vA〉|1x〉|0y〉 + |1A〉|1x〉|vy〉) . (9b)

In effect, the state of the system at Alice’s end reads (see Fig. 4)

|ψ(2)
BAE〉 =

1√
2
|1B〉|0A〉|α+〉+

1√
2
|0B〉

[
1√
2

(|vA〉|1x〉|0y〉 + |1A〉|1x〉|vy〉)
]

. (10)
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Her encoding affects only the term in square brackets

Zν
A (|vA〉|1x〉|0y〉 + |1A〉|1x〉|vy〉) = (|vA〉|1x〉|0y〉 + (−1)ν |1A〉|1x〉|vy〉) . (11)

The photons that “carry” encoded information and travel back to Bob
are affected by C−1

SWAP. The component with |α+〉 is not changed again but the
term (11) sensitive to Alice’s encoding operation is transformed to

1√
2
|1A〉 (|vx〉|0y〉 + (−1)ν |1x〉|vy〉) = |1A〉|β±〉. (12)

Thus the forward and backward application of the CSWAP circuit to the state (8)
caused that Alice’s encoding is effectively applied to the x register. The states
visible at this cross-section after applied encoding read (Fig. 4)

ν = 0 |ξ0〉 =
1√
2

(|1B〉|0A〉|α+〉 + |0B〉|1A〉|β+〉) , (13a)

ν = 1 |ξ1〉 =
1√
2

(|1B〉|0A〉|α+〉 + |0B〉|1A〉|β−〉) , (13b)

where |β±〉 = (|vx〉|0y〉 ± |1x〉|vy〉). These states are transformed by the C−1
U to

|ε0〉 = C−1
U |ξ0〉 =

1√
2

(|1B〉|0A〉|vx〉|0y〉 + |0B〉|1A〉|vx〉|0y〉) , (14a)

|ε1〉 = C−1
U |ξ1〉 =

1√
2

(|1B〉|0A〉|vx〉|0y〉 + |0B〉|1A〉|vx〉|1y〉) , (14b)

where expressions (7) have been taken into account. Eve has to discriminate
between states

ρ0 = TrBA (|ε0〉〈ε0|) =|vx〉|0y〉〈vx|〈0y|, (15)

ρ1 = TrBA (|ε1〉〈ε1|) =
1
2
|vx〉|0y〉〈vx|〈0y| +

1
2
|vx〉|1y〉〈vx|〈1y|. (16)

The information she can draw is limited by the Holevo bound [10]

IAE = S

(
1
2
ρ0 +

1
2
ρ1

)
− 1

2
S (ρ0) − 1

2
S (ρ1) (17)

where S (·) denotes von Neumann entropy. The straightforward analysis shows
that Eve’s information gain is equal to IAE = 0.311 bits per single message
mode cycle. However, the information is intercepted at the price of an induction
of a 25 % loss rate in the control mode (10). As long as legitimate parties accept
losses above that threshold, the quantum channel can be in theory replaced
with a perfect one and the attack can be applied without modification. But the
replacement of the quantum channel is impossible in typical real-life scenarios.
Moreover, the communicating parties monitor the average losses occurring in the
link they use and any abrupt change and/or excess value can trigger an alarm.
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However, to avoid false alarms, the estimation procedure cannot be exact and
some safety margin have to be assumed. This opens a gap for mounting the
attack as long as the induced losses are below that margin. It is advised that
Eve should skip some protocol cycles to keep average induced losses below the
required threshold. But this decreases her information gain proportionally to the
number of omitted cycles. Further, it is shown that such a policy is not optimal.
The entangling transformation that provides fine-tuning of the induced loss rate
via the control of the coupling coefficients, is proposed. It provides better results
than a linear decrease in information gain while reducing losses. The proposed
enhancement can be considered as the generalization of the Zhang’s attack.

3 Results

The map (7) that defines coupling of the signal qubit with the ancilla has
straightforward generalization

W|0A〉|vx〉|0y〉 = |0A〉 (a|0x〉|vy〉 + f |vx〉|1y〉) = |0A〉|α+〉, (18)
W|1A〉|vx〉|0y〉 = |1A〉 (a|1x〉|vy〉 + f |vx〉|0y〉) = |1A〉|β+〉, (19)

where |a|2 + |f |2 = 1. The transformation W is unitary when

W|0A〉|vx〉|1y〉 = |0A〉 (f |0x〉|vy〉 − a|vx〉|1y〉) = |0A〉|α−〉, (20)
W|1A〉|vx〉|1y〉 = |1A〉 (f |1x〉|vy〉 − a|vx〉|0y〉) = |1A〉|β−〉, (21)

fa∗ = f∗a and

W|0A〉|0x〉|vy〉 = |0A〉|vx〉|0y〉, W|0A〉|1x〉|vy〉 = |0A〉|1x〉|vy〉, (22)
W|1A〉|0x〉|vy〉 = |1A〉|0x〉|vy〉, W|1A〉|1x〉|vy〉 = |1A〉|vx〉|1y〉. (23)

The state (10) used for control measurements then takes the form

|ψ(1)
BAE〉 =

1√
2
|1B〉|0A〉|α+〉 +

1√
2
|0B〉 (f |vA〉|1x〉|0y〉 + a|1A〉|1x〉|vy〉) . (24)

The average loss rate observed in control measurements is related to coefficient f as

pL =
1
2

|f |2 (25)

and Eve is now able to fine-tune induced losses by an appropriate selection of
this coupling parameter. However, the above capability does not come without
a price. Alice’s encoding is still effectively applied to the x register when the
system state is observed at the CSWAP-CU cross-section. But this time information
encoding does not transform |β+〉 into |β−〉 as in (13) but instead into the state

|βz〉 = (−a|1x〉|vy〉 + f |vx〉|0y〉) . (26)
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Fig. 7. Eve’s information gain as a function of the average loss rate

so the information-encoded states take the form

ν = 0 |ξ0〉 =
1√
2

(|1B〉|0A〉|α+〉 + |0B〉|1A〉|β+〉) , (27a)

ν = 1 |ξ1〉 =
1√
2

(|1B〉|0A〉|α+〉 + |0B〉|1A〉|βz〉) , (27b)

Consequently, disentangling W−1 = W† leads to states

|ε0〉 = W†|ξ0〉 =
1√
2

(|1B〉|0A〉|vx〉|0y〉 + |0B〉|1A〉|vx〉|0y〉) , (28a)

|ε1〉 = W†|ξ1〉, (28b)

and Eve’s information gain is determined by the distinguishability of states

ρ0 = TrBA (|ε0〉〈ε0|) = |vx〉|0y〉〈vx|〈0y|, (29)

ρ1 = TrBA

(W†|ε1〉〈ε1|W
)
. (30)

Figure 7 presents Eve’s information gain for the two policies of total induced
loss reduction. A key “Zhang” denotes the information gain when the losses are
reduced by the plain skipping of protocol cycles. The curve marked as “PZ” illus-
trates the same quantity computed with the introduced technique and obtained
for real-valued coefficient f . The improvement ΔI = IPZ − IZhang expressed in
bits does not first appear to be impressive as it does not exceed ΔImax = 0.1 bit.
However, the ratio of the additional eavesdropped information to the one received
with the traditional technique better exhibits the strength of the contribution.
As the graph illustrates, the new way of eavesdropping can be almost 80 % bet-
ter than methods proposed so far. The other features of the new method remain
unchanged compared to Zhang’s method. Numerical simulations have shown
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that maximal information gain is obtained for a = f = 1/
√

2 i.e., for values
hard encoded in Zhang’s circuit. At the same time, the maximal loss ratio is
observed for these coupling constants.

4 Conclusion

The entangling transformation, parametrized by the induced loss ratio, is pro-
posed. In the new method, the eavesdropper’s information gain exceeds val-
ues offered by other methods. The other key properties of the attack remain
the same. The proposed method significantly improves efficiency when attack is
operated in low loss regime. It follows, that instead of skipping some protocol
cycles, a better policy based on the modification of the entangling transformation
parameters should be used to fine tune induced losses.

Acknowledgement. Author acknowledges the support by the Polish Ministry of Sci-
ence and Higher Education under research project 8686/E-367/S/2015.
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Abstract. In this paper we develop a novel approach to confidence
estimation of the stationary measures in high performance multiserver
queueing systems. This approach is based on construction of the two
processes which are, respectively, upper and lower (stochastic) bounds
for the trajectories of the basic queue size process in the original system.
The main feature of these envelopes is that they have classical regener-
ations. This approach turns out to be useful when the original process
is not regenerative or regenerations occur extremely rare to be applied
in estimation. We apply this approach to construct confidence intervals
for the steady-state queue size in classical multiserver systems and also
for the novel high performance cluster (HPC) model, a multiserver sys-
tem with simultaneous service. Simulation based on a real HPC dataset
shows that this approach allows to estimate stationary queue size in
a reasonable time with a given accuracy.

Keywords: Regenerative envelopes · Confidence estimation · Multi-
server model · High-performance cluster

1 Introduction

Analytical expression of performance measures describing the steady-state mul-
tiserver queueing system is available in a few particular cases only. In general,
only simulation is the tool available to evaluate the required QoS parameters.
However, when a dependence between data exists, the estimation based on sim-
ulation faces the problem of the accuracy of the obtained estimates. At the same
time a dependence between observed data is a typical situation for the queueing
models describing functioning of high performance computer systems. While the
standard point estimates, like sample mean, usually provide an accurate estimate
of the unknown parameter even for dependent data, the confidence estimation,
based on the corresponding form of Central Limit Theorem (CLT), requires in
this case a more careful and delicate analysis. In this work, we present a mod-
ification of the well-developed and powerful regenerative simulation method,
c© Springer International Publishing Switzerland 2016
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see [1–4]. As we show, this approach can be effectively applied to estimate
the mean queue size both in the conventional queueing models and in the modern
high performance cluster (HPC) in the case, when number of servers is large and
classical regenerative approach is not applied in practice. The key feature of this
approach is its applicability to non-regenerative queueing processes, for which
we construct a majorant and minorant regenerative systems (called regenera-
tive envelopes). The main idea of the method is to observe the instants when a
basic (Markov) process hits a fixed compact set, and then transform the remain-
ing service times in an appropriate way, to obtain classical regeneration. This
transformation generates both majorant (upper) and minorant (lower) systems
possessing regenerative properties. Then we carry out regenerative-based confi-
dence estimation of the required QoS parameter (the mean queue size, in the
present setting) in the new systems. After that we apply a monotonicity prop-
erty (which, in turn, is based on concept of coupling) to construct confidence
estimate of the steady-state performance measure in the original system. An
essential problem related to this approach is the following: how “rough” are the
new regenerative systems comparing with original one? In other words, how tight
the obtained confidence interval will be? Hopefully, as we show, the queue size
turns out typically to be less sensitive to the transformation of the remaining
service times used to construct regenerations of the envelope processes. Thus
the key contribution of this work is a new regeneration-based approach allowing
correct confidence steady-state estimation of complex models of the multiserver
queueing systems, including HPC models.

This paper is organised as follows. In Sect. 2 we give the main notions of
the regenerative simulation method and the basic monotonicity properties of
the queueing models. In Sect. 3, the new method of regenerative envelopes is
described in detail. In Sect. 4, we present numerical examples which cover both
the well-known queueing systems (M/M/m, M/G/m and GI/G/m) and the
new HPC model. For the analysis of the latter system, a log-file of the HPC of
Karelian Research Centre of the Russian Academy of Sciences is used.

2 Preliminary Results

First we present the basic notions of the regenerative simulation method. Con-
sider a discrete-time regenerative process {Xn, n ≥ 0}, with the regeneration
instants {βk, k ≥ 1}, which describes the dynamics of a stochastic system. It
means that the regeneration cycles Ck := {Xj : βk ≤ j < βk+1}, k ≥ 0, are inde-
pendent identically distributed (iid) random elements with the iid cycle lengths
αk := βk+1 − βk (β0 := 0). Consider the iid sequence

Yk =
βk+1−1∑

i=βk

Xi, k ≥ 0,

and construct the sample mean

rn =
∑n−1

i=0 Xi

n
, n ≥ 1.
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(Below we will suppress serial index to denote a generic element of an iid
sequence.) Provided E|Y | < ∞ and Eα < ∞, the regenerative process is called
positive recurrent, and the following limit exists with probability 1 (w.p.1) [1]:

r := lim
n→∞ rn =

∑α−1
i=0 Xi

Eα
=

EY

Eα
.

Denote the ratio

r̂k :=
∑k

i=0 Yi∑k
i=0 αi

.

As a rule, a stationary QoS measure r is analytically unavailable, and simulation
is applied to estimate r. In such cases, if the variance σ2 := D[Y − rα] ∈ (0, ∞),
then the following regenerative variant of the CLT holds (⇒ stands for conver-
gence in distribution):

√
k(r̂k − r)
σ/Eα

⇒ N(0, 1), k → ∞,

implying the following asymptotic 100 (1 − 2γ)% confidence interval for the
unknown r: [

r̂k − z1−γS(k)
α̂k

√
k

, r̂k +
z1−γS(k)

α̂k

√
k

]
, (1)

where α̂k is the sample mean of Eα, the estimate S(k) → σ, k → ∞, w.p.1, the
quantile z1−γ is defined as P(N(0, 1) ≤ z1−γ) = 1 − γ, and N(0, 1) is standard
normal variable. It is important to stress that, unlike classic estimation, in this
case we deal with the iid groups {Yk} related to regeneration cycles, but not
original data {Xi}, and simulation with a given accuracy requires in general
much more simulation time.

Now we consider an infinite buffer FCFS m-server GI/G/m queueing system
Σ, with the renewal input with instants tn, the iid interarrival times τn = tn+1−tn
and the iid service times Sn, n ≥ 1. Denote νn the number of customers at
instant t−n , Qn the number of customers waiting in the queue at instant t−n , so
Qn = max(0, νn − m). Finally, denote by S and τ the generic service time and
input interval, respectively. Consider another m-server queueing system Σ̃ with
the same input. The corresponding variables in the system Σ̃ we endow with
tildes. Assume that the service time distributions in both systems are ordered as
FS(x) ≤ FS̃(x), x ≥ 0, that is S ≥st S̃ (stochastically). Moreover, by construc-
tion, τ =st τ̃ . Then the coupling method allows to take t̃n = tn and Sn ≥ S̃n

w.p.1. (More on the coupling method see, for instance, in [1].)
The following statement is a key result on the monotonicity of the queueing

processes, which we use below, see [1,5].

Theorem 1. If ν1 = ν̃1 = 0 and τ =st τ̃ , S ≥st S̃, then w.p.1,

ν̃n ≤ νn, Q̃n ≤ Qn, n ≥ 1. (2)
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Denote (in the system Σ) the input rate λ := 1/Eτ , and the service rate
μ := 1/ES. Assume the following conditions hold:

ρ :=
λ

μ
< m, P(τ > S) > 0. (3)

Then it is well known that the instants

βn+1 := inf
k

(k > βn : νk = 0), n ≥ 0, (4)

are the classic regenerations of the processes (not only the queue size process)
describing the system Σ, and form a renewal process (with generic period α :=st

βn+1 − βn). Moreover, this process is positive recurrent, that is Eα < ∞, and
aperiodic, since P(α = 1) = P(τ > S) > 0. Then, in particular, the weak
limits νn ⇒ ν, Qn ⇒ Q exist [1]. These limits are important steady-state QoS
parameters and are of a great interest for the practitioners dealing with the
telecommunications systems. These parameters are analytically available in some
particular cases only, and the estimation remains the only way to evaluate the
QoS of the system under consideration. Although the values of the queue size
process (and other related processes) belonging to the same regeneration cycle
are dependent, the enlarged variables Yn are iid, and it allows to apply above
given regenerative variant of the CLT for confidence estimation. (Regenerative
simulation method is described in detail in [2–4,6,7].) Notice that the (negative
drift) condition ρ < m is necessary for stability, while condition P(τ > S) > 0 is
rather technical and less motivated. Although the latter condition holds if the
interarrival time τ has unbounded domain (for instant, if τ is exponential), the
probability of an empty state, P(νn = 0), may be very small, in which case classic
regenerations turns out to be too rare to be useful for estimation in practice.
As our experiments below show, it is the case when the number of servers m
is large enough. Even more difficult problem arises when the opposite condition
P(τ > S) = 0 holds, which precludes the appearance of classic regenerations (4).
It motivates a new approach to the estimation, called regenerative envelopes,
which is presented in the next section.

Remark 1. It is possible to extend Theorem 1 for non-empty initial condi-
tions. The ordering (2) holds true for the weak limits ν,Q as well. Although
the monotonicity results given above hold also for the workload process (the
remaining work in the systems), the coupling used in the method of regenera-
tive envelopes in general does not allow to keep this monotonicity to construct
(w.p.1) upper and lower processes. (We postpone a detailed discussion of this
problem to a future paper).

3 The Regenerative Envelopes

Now, given original system Σ, we construct a majorant system Σ and a minorant
system Σ with the same input as in the system Σ. (We will supply the corre-
sponding variables in the systems Σ and Σ with overline and underline, respec-
tively). Note that, by assumption, we can take tn as the arrival instant of cus-
tomer n in all three systems. First, we construct the system Σ, and denote zn
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the departure instant of customer n. (In general, in multi-server system, the
order of departures is not the same as the order of arrivals.) Define the set
Mn = {i : ti ≤ tn < zi} of the customers, which are being served in the system
Σ at instant tn. Denote Si(n) the remaining service time of customer i at instant
t−n . Fix arbitrary integer ν0 ≥ 0, constants 0 ≤ a ≤ b < ∞ and define the instant

β1 = inf
{

k : νk = ν0, Si(k) ∈ (a, b), i ∈ Mk

}
, (5)

assuming that the driving sequences in all three systems are identical up to the
moment β1. Then, at the (discrete) instant k = β1, we replace all the non-zero
remaining times Si(k), i ∈ Mk, by the upper bound b. Thus, at the arrival instant
tβ1

, we increase service times of the customers being served in the system Σ,
while the original iid service times {Sn} remain unchanged in system Σ. Now
we introduce the basic process Xn := {νn, Si(n), i ∈ Mn}, n ≥ 1. It is easy to
see that this process is Markov. For n ≥ 1, we define recursively the instants

βn+1 = inf
{

k > βn : νk = ν0, Si(k) ∈ (a, b), Mβn

⋂
Mk = ∅, i ∈ Mk

}
, (6)

and again, at each such instant, replace all remaining service times by the upper
bound b. Thus, at each instant βn, the basic process jumps to the fixed state
(ν0, b), where m-dimensional vector b contains exactly min(ν0,m) components
b and (m − ν0)+ zeros. (The order of the components can be arbitrary because
of the stochastic equivalence of the servers.) Condition Mβn

⋂ Mk = ∅ means
that all customers being served at instant βn have left the system before instant
βn+1. Thus just after jump, on the event {βn = k}, distribution of Xk = (ν0, b)
(because of Markovity) is independent of k and the pre-history {Xl, l < k}.
Moreover, the distribution of post-process, {Xl, l ≥ k}, is the same for all k. In
other words, the process {Xn} regenerates at the instants {βk} and has the iid
regeneration cycles {Xk, βn ≤ k < βn+1} and iid cycle lengths βn+1−βn, n ≥ 1.

Thus the systems Σ, Σ have zero initial state, and moreover (in an evident
notation) τn = τn, Sn ≥ Sn, n ≥ 1. Then it follows from (2) that

νn ≥ νn, Qn ≥ Qn, n ≥ 1, (7)

and it allows us to use regenerative simulation of Σ to obtain an upper bound
of the mean stationary queue size in original system.

In a similar way, we construct the system Σ and, at each instant {β
n
},

replace the remaining service times by the lower bound a. In particular, it implies
Q

n
≤ Qn and (see (5)–(7))

EQ ≤ EQ ≤ EQ.

Remark 2. Instead of the common upper and lower bounds b, a for all remaining
service times one can use different bounds bi and ai depending on server i. Also
it is expected that a wider interval (a, b) provides more frequent regenerations
(in both systems Σ, Σ) however implies less accurate estimate. Thus, in gen-
eral there exists a trade-off between given parameters ν0, a, b for the effective
estimation by means of the regenerative envelopes.
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4 Simulation Results

4.1 M/M/m System

The multiserver system M/M/m is well-studied and the performance measures
are analytically available. Moreover, in this system various types of classical
regenerations exist. We stress that for estimation of this model we need not
to construct envelope processes, and our purpose is to study the frequency of
different types of (classical) regenerations and show how simulation time depends
on the type.

It is well known, that under condition ρ < m (see (3)), the process {νn} is
positive recurrent regenerative and has stationary version ν (stationary queue
size Q exists as well). In this case the classic regenerations are generated by
the customers meeting an empty system. (We call them 0-regenerations). We
recall that the mean 0-regeneration period can be found as Eα = 1/P(ν = 0).
Thus, if the stationary probability of an empty system, P(ν = 0), is very small,
then a huge simulation time is required to obtain the number of 0-regenerations
to estimate the corresponding parameter with a given accuracy, see (1). By this
reason we consider another regenerations which, as we will see, are more effective
for estimation.

Recall the expressions for the stationary distribution πk := P(ν = k) in the
system M/M/m [1]:

π0 :=

[
m∑

k=0

ρk

k!
+

ρm

m!
m

m − ρ

]−1

, (8)

πk :=
{

π0ρ
k/k!, 1 ≤ k ≤ m,

π0ρ
k/(m!mk−m), k > m.

(9)

It is easy to see from (9) (by induction) that πk increases in k as long as k ≤ 	ρ
,
implying π�ρ� = maxk≥0 πk. Moreover, for a fixed ratio ρ/m (close to 1), the
probability π0 → 0 exponentially fast, as m → ∞. As a result, the mean 0-
regeneration period Eα becomes dramatically large. Figure 1 illustrates this effect
for ρ = 0.9m depicting the mean 0-regeneration period, Eα = 1/π0, vs. the
number of servers m. Thus, the empty state of the system with large number of
servers m appears to be extremely rare.

It is worth to stress that m large corresponds to the modern communication
and computer systems, for instance, communication fabrics and server farms.

However, instead of rare 0-regenerations, we can define ρ-regenerations as
follows:

β̂n+1 := inf
k

(k > β̂n : νk = 	ρ
), n ≥ 0 (β̂0 := 0). (10)

which, as follows from discussion above, are the most frequent regenerations in
the system. Moreover, it follows from (9) that ρ-regenerations occur in ρ�ρ�/	ρ
!
times faster than 0-regenerations. This gives a practical recommendation to
reduce simulation time for steady-state estimation.
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Fig. 1. M/M/m system with fixed ratio ρ/m = 0.9: the mean number of arrivals during
regeneration cycle vs. the number of servers m (logarithmic scale)

As an example, we consider 10-server system with Eτ = 1,ES = 9, implying
ρ = 9. Figure 2 demonstrates a confidence interval for the mean stationary queue
size EQ, based on ρ-regenerations, generated by the events {νn = 9}. Note that
there are no arrivals facing an empty system among 10 000 arrivals, and it does
not allow to construct confidence interval. In this regard we mention that vari-
ous types of regenerations give asymptotically the same confidence interval [8],
however, as we see, the required simulation time may be considerably different.

4.2 M/G/m System

In the system M/G/m the process {νn} is not Markovian anymore, and we
include the remaining service time at each processor to obtain an (m + 1)-
dimensional Markov process. By the property of the input, the (classical) regen-
erations still exist but, as we show, are too rare to apply them in the estimation.
It motivates construction of the envelops for this system. Moreover, as we show,
the frequency of the regenerations in the envelope processes turns out to be
enough for accurate estimation in an acceptable time.

We consider a 10-server system with Poisson input, the mean interarrival
time Eτ = 1, and Pareto service times with the density

fS(x) =
αkα

xα+1
, x > k,

with given parameters α > 1, k > 0 and expectation ES = kα/(α − 1). Again
we take ρ = 0.9m and set α = 2.5, implying finite service time variance. Then

k = ρ(α − 1)/α = 5.4. (11)

In the experiments with 10 000 customers, no one meets an empty system (no 0-
regenerations). We apply regenerative envelopes to construct a confidence inter-
val for the stationary mean queue size EQ. To select appropriate low and upper
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Fig. 2. M/M/10 system with ρ/m = 0.9: 95 %-confidence interval, based on classic
ρ-regenerations, for the stationary mean queue size EQ

bounds a, b, we apply empirical quantiles of the remaining service times. Namely,
we take a as 0.2-quantile, so that 80 % of the remaining service time values is not
less than a, and b is taken as 0.8-quantile. We also set ν0 = m. (In M/M/m sys-
tem we would take ν0 = 9, see (10).) As Fig. 3 shows, these transformations do
not change original system considerably. In other words, the queue size processes
in all three systems (Σ, Σ, Σ) turn out to be very close. At the same time, the
number of ν0-regenerations is enough to provide confidence estimation with a
high accuracy.

4.3 GI/G/m System

As we saw above, although M/G/m system (theoretically) obeys 0-regenerations
(because P(τ > S) > 0), they may not have a practical use because of the rarity.
Now we assume that P(τ > S) = 0, that is the system never empties (even
theoretically). We consider the same setting as above: 10 servers, 10 000 arrivals,
Pareto service time with α = 2.5 and k defined as in (11). Now τ is taken uniform
in [0.3, 0.9], it implies P(τ > S) = 0 and excludes classical 0-regenerations. We
also set the barriers a and b as in the M/G/m system, i.e., as 0.2- and 0.8-
quantiles, respectively. Figure 4 demonstrates 95 %-confidence interval for the
stationary mean queue size in original system, with the upper bound obtained
for Σ, and the lower bound obtained for Σ.

4.4 High Performance Cluster

High performance computing cluster (HPC) is a modern multiserver system,
which is used to speedup the computations of computationally-demanding tasks
by using the parallel processing capabilities. Such a system is shared among many
customers, which submit their tasks into the queue and wait for the results in
an asynchronous manner.
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Fig. 3. M/G/10 system with ρ/m = 0.9: sample means of the queue size in the original,
upper and lower systems, and 95 %-confidence interval based on the upper and lower
systems

Fig. 4. GI/G/10 system with no classic regenerations and with ρ/m = 0.9: sample
mean of the queue size in original system, and 95 %-confidence interval based on the
upper and lower systems

In contrast to classical GI/G/m model, customer i of an HPC may occupy
a random number Ni of the servers (processors) simultaneously for a random
(but identical) service time. This model is much more difficult to be ana-
lyzed. (A detailed description of this model is in [9,10].) Nevertheless, the
workload sequence in such a system can be effectively evaluated by a modi-
fied Kiefer–Wolfowitz recursion (see [11]). In particular, it allows to determine
the departure instants {zi, i ≥ 1} by analogue with a classic GI/G/m system.
We stress that service discipline in this model turns out to be non-work-
conserving, see [9,10,12]. It means that the empty processors may coexist with
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non-empty queue. This opportunity is reflected in a modified definition of regen-
erations for the majorant and minorant systems. Namely, in expression (6) we
include the requirement ζn = n0, for a constant n0, where ζn is the number
of the servers required by the first customer waiting in the queue at instant t−n
(ζn := 0 if the queue is empty). Moreover, since the number of customers being
served at instant t−n depends on the number of processors required by each such a
customer, we now replace the number of customers in the system by the number
of customers waiting in the queue. In particular, in this case the upper Markov
process becomes

Xn := {Qn, Si(n), ζn, i ∈ Mn}, n ≥ 1,

which has the fixed state (q0, b, n0) at each regeneration instant, where q0 is
a predefined fixed value of Qn.

To illustrate this approach, we set m = 80 and take the interarrival times,
service times and requested number of servers (cores) from the dataset HPC KRC
available in the CRAN package hpcwld [13] for the R statistical package [14].
This package contains the data from a log-file of the HPC of Karelian Research
Centre [15]. We skip the first 2000 customers of the dataset, to exclude a tran-
sient period, and consider customers 2000, . . . , 8000. These observations cover
approximately one year activity of the cluster.

Then we define the regenerations as arrivals into an empty queue (q0 = 0),
and select the values a, b, respectively, as 0.2- and 0.4-quantile of the observed
residual service times in the original system. We note that this choice allows to
use in practice an adaptive approach, in which case the quantiles are evaluated
online, with the ongoing arrivals into the observed system. Then we construct the
corresponding majorant and minorant systems and realize confidence estimation.

Fig. 5. Simultaneous service system (HPC) based on the dataset HPC KRC from the
HPC of Karelian Research Centre of the Russian Academy of Sciences: sample means
of the original system, and 95 %-confidence interval based on the upper and lower
systems
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The results of the experiments are depicted on Fig. 5. It is worth mentioning that,
as a rule, the customer arriving to the HPC never faces an empty system, and
it makes impossible confidence estimation based on classical regeneration. We
may conclude that the method of regenerative envelops may be used to evaluate
a QoS parameter of a HPC with a given accuracy.

5 Conclusion

In this work, we introduce the regenerative envelopes which can be used for
QoS estimation of a stationary multidimensional queueing process when classical
regenerations do not exist or they are too rare to be useful in simulation. We
present simulation results to compare a QoS estimation based on the regenerative
envelopes and classic 0-regenerations (when exist). It is shown that this approach
can be applied to confidence estimation of a high performance cluster model
described by a non-regenerative process.
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Abstract. This article proposes a new multi-dimensional Erlang’s Ideal
Grading (EIG) model with queues that can service a number of call
classes with differentiated access to resources. The model was used to
determine delays and packet loss probabilities in the access system com-
posed of a node in the operator’s network and a number of users. The
analytical results obtained in the study were then compared with the
results of a simulation, which confirmed the essential and required accu-
racy of the proposed model. The model developed in the study can be
used to analyse, design and optimize present-day operator’s networks.

Keywords: Erlang’s Ideal Grading · Queue

1 Introduction

Local area network and Ethernet technology has shown a dynamic development
in recent years and is expanding at a fast pace [1]. Present-day operator’s net-
works are more and more often based on the Ethernet technology [1]. These
networks make use of the hierarchical visualization of network resources. This
means that virtual networks are created both at local network levels of providers
and companies that are serviced by a given operator and at the level of the back-
bone network.

Such an approach ensures that traffic introduced to a service provider’s
network by individual providers or firms can be separated. As a result, a con-
struction of a logical structure at the core network level for pre-defined types of
services offered to end-users is feasible [2]. The working principle of this structure
is based on appropriate relevant standards that allow multistage and hierarchi-
cal systems of tagging Ethernet frames to be introduced [3]. Hierarchical tagging
has been widely used, for example, in the development of the architecture of the
Ethernet service provider’s network known as Carrier or Metro Ethernet [2].

The scope, quality and responsibilities to support the cooperation between
network operators and users are underlain in SLA (Service Level Agreement) [4].
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These agreements also include technical parameters that define quality of ser-
vice for network services (QoS – Quality of Service). A good example of these
parameters can be the maximum delay or the acceptable level of packet loss.
To guarantee appropriate values for the QoS parameters it is necessary to take
these parameters into consideration at the network designing stage and to mon-
itor their values when the operation of the network is in progress.

The present article proposes a simplified analytical model of a system com-
posed of a number of users connected to the node of a service provider’s net-
work, further in the text referred to as the access system. In the study, a model
of Erlang’s Ideal Grading (EIG) is used to analyse the access system. Ideal
grading in its canonical form was proposed by Erlang [5,6]. The author of [7]
proposes a model of EIG with infinite queues in each of the load groups. Grad-
ings with different structures, with finite and infinite queues and different types
of call streams, are addressed in [8,9], among others. [10] proposes a model of
EIG without queues in which the system can service a number of call classes.
The assumption in models [11,12] is that call classes can have differentiated,
non-integer availability. In [13–17] the model is used to analyse a VoD system,
UMTS and LTE systems, and mobile overflow system. It should be noted at this
point that both the model of EIG with losses [6,12,18] and EIG with queues [19]
are good at approximating other structures of gradings. This article proposes
an EIG queueing model that can service a number of call classes with differen-
tiated access to resources. This model, applied to an analysis of access systems,
will allow us to perform approximate evaluation of the value of delays and packet
losses in such systems.

The article is structured as follows. Following the Introduction, Sect. 2
describes the multi-dimensional EIG model with a queues. In Sect. 3, the
analysed access model is parametrized in line with the EIG model with queues
proposed earlier. In Sect. 4, the results of the analytical calculations are com-
pared with the results of a digital simulation for selected structures of the access
network. Section 5 sums up the article.

2 Erlang’s Ideal Grading Model with Queues

The starting point for the analysis of the access system is the Erlang’s Ideal
Grading model (EIG) that is offered a traffic stream composed of a number of
call classes [12]. The group has the capacity of V allocation units (AU), i.e.
units that have been adopted in the discretization process of the capacity of
the system [20]. Traffic of class i is offered to gi load groups. A call of class i
appearing at the incoming of a single load group has access to di AUs from
among the number of all V AUs. The di parameter is called the availability of
class i. The number of load groups gi for calls of class i in EIG is equal to:

gi =
(

V
di

)
. (1)
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Fig. 1. Erlang’s Ideal Grading with queues: (a) schematic diagram, (b) fragment of
a Markov process

Figure 1a shows a simple model of EIG with the capacity V = 3 AU’s. The
group services two classes of calls with the availability d1 = 2, d2 = 3. Hence,
the number of load groups for relevant call classes is equal g1 = 3 and g2 = 1.

The number of load groups in EIG is then equal to the number of possible
ways in which di AUs, from their general number V , can be selected, while the
two load groups differ from each other in at least one AU. With uniform traffic
offered to all load groups, occupancy distributions in each of the groups are the
same. This property enables the conditional blocking probability βi(n) for calls
of class i in EIG servicing n AUs, to be determined in a very simple way. The
βi(n) parameter is equal to the probability of the appearance of a new call of
class i in these load groups in which all AUs are busy:

βi(n) =

⎧⎨
⎩

(
n
di

)
/

(
V
di

)
for di ≤ n ≤ V,

0 for 0 ≤ n < di.
(2)

A complementary event to blocking phenomenon is the event of service accep-
tance for a call of class i in the occupancy state n. The probability of such
an event is defined as the conditional transition probability σi(n), and is equal to:
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σi(n) =
{

1 − βi(n) for di ≤ n ≤ V,
1 for 0 ≤ n < di.

(3)

Observe that the parameters σi(n) and βi(n) for calls of class i depend on the
total number n of serviced calls of all classes and do not depend on the distri-
bution of these calls between individual classes. A call of class i that cannot be
admitted for service due to the occupancy of all AUs available in a given load
group will be redirected to the queue of class i of a given load group (Fig. 1(b)).
The basic assumptions applying to the Markov processes occurring in EIG with
a queues can be defined as follows:

– system services M call classes;
– call stream of class i (0 ≤ i ≤ M) has Poisson character with the average

intensity equal to λi;
– service stream of class i (0 ≤ i ≤ M) has exponential character with the

average intensity equal to μi;
– upon the termination of the service process of a call of class i, a call of the

same class is retrieved from the queue of any randomly chosen load group that
has access to released resources.

The last assumption expresses the fact that the process taking part in EIG with
queues is independent of the service discipline for queues of individual classes.
Microstate (N , Z) of the Markov process that occurs in the system can be
described by the following parameters:

(N,Z) = (n1, . . . , ni, . . . , nM , z1, . . . , zi, . . . , zM ), (4)

where ni and zi are the numbers of serviced calls and those calls that have been
placed in queues of class i. In line with the adopted notation, the microstates that
are adjacent to microstate (N,Z), in which service calls of class i are decreased
one, or alternatively there is one call of class i less in the queue of class i, can
be written as follows:

(N − 1i, Z) = (n1, . . . , ni − 1, . . . , nM , z1, . . . , zi, . . . , zM ), (5)

(N,Z − 1i) = (n1, . . . , ni, . . . , nM , z1, . . . , zi − 1, . . . , zM ), (6)

where 1i denotes one call of class i. The probability of microstate (N,Z) will
be denoted by the symbol p(N,Z). The macrostate of Markov process (n, z) is
defined by the total number of serviced calls and the total number of calls waiting
to be serviced, regardless of the distribution of these calls between individual
classes. Therefore, the probability of macrostate [Pn,z]V,U , where U is the total
capacity of the queues in the system, can be determined on the basis of the
probabilities of microstates in the following way:

[Pn,z]V,U =
∑

Ω(n,z)
p(N,Z), (7)

where: Ω(n, z) is the set of all microstates (N , Z) that fulfil equations:

n =
∑M

i=1
ni, z =

∑M

i=1
zi. (8)



Queuing Model of the Access System in the Packet Network 287

Consider the portion of a Markov process at the microstate level shown in
Fig. 1(b). In microstate (N − 1i, Z), the intensity of transition to microstate
(N,Z) is determined by the conditional transition probability σi(n − 1), and is
equal λiσi(n−1), whereas the intensity of transition from microstate (N,Z −1i)
to microstate (N,Z) results from the conditional blocking probability βi(n), and
equals λiβi(n). The γ

′
i(n) parameter is the conditional probability of an event

in which, after the termination of service of a call of class i, none of the queues
of class i have access to released resources. The conditional probability γ

′′
i (n) is,

in turn, the probability of an event that after a termination of service of a call
of class i at least one queue of class i has access to released resources, which,
in consequence, leads to the admission of a next call of class i taken from the
queue for service. Since events determined by the probabilities γ

′
i(n) and γ

′′
i (n)

are complementary events, then:

γ
′
i(n) + γ

′′
i (n) = 1. (9)

The values of the parameters γ
′
i(n) and γ

′′
i (n) will be omitted in further consid-

erations. The proposed model is based on the assumption of the reversibility of
the Markov process in EIG with queues. This means that local balances between
the microstates presented in Fig. 1(b) are fulfilled. We can thus write:

γ
′′
i (n)niμi p(N,Z) = λiβi(n) p(N,Z − 1i), (10)

γ
′
i(n)niμi p(N,Z) = λiσi(n − 1) p(N − 1i, Z). (11)

By dividing both sides of Eqs. (10) and (11) by μi and then by adding them,
with (9) taken into consideration, we get:

nip(N,Z) = Aiβi(n) p(N,Z − 1i) + Aiσi(n − 1) p(N − 1i, Z), (12)

where Ai is the intensity of traffic of class i:

Ai = λi/μi. (13)

Since the general assumption is that the process under consideration is a
reversible process, then we add side by side M equations of the type (12). As
a result, we get:

p(N,Z)
∑M

i=1
ni =

∑M

i=1
Aiβi(n) p(N,Z − 1i)

+
∑M

i=1
Aiσi(n − 1) p(N − 1i, Z). (14)

Equation (14) expresses the sum of all balances of microstate (N,Z) with younger
microstates (N − 1i, Z) and (N,Z − 1i). This equation provides a basis for
the determination of the occupancy distribution at the macrostate level. This
can be done by summing up both sides of Eq. (14) over all microstates that
belong to the set Ω(n, z) and fulfil the conditions (8):

n
∑

Ω(n,z)
p(N,Z) =

∑M

i=1
Aiβi(n)

∑
Ω(n,z)

p(N,Z − 1i)

+
∑M

i=1
Aiσi(n − 1)

∑
Ω(n,z)

p(N − 1i, Z). (15)
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The sum over Ω(n, z), on the left side of Eq. (15) defines, according to defin-
ition (7), the probability of microstate (n, z). The sums over Ω(n, z), on the
right side of Eq. (15) define probabilities of macrostates (n, z − 1) and (n− 1, z).
Except for the case with z = 0, Eq. (15) can be re-written in the following way:

n [Pn,0]V,U = [Pn−1,0]V,U

∑M

i=1
Aiσi(n − 1) for 1 ≤ n ≤ V, z = 0, (16)

n [Pn,z]V,U = [Pn,z−1]V,U

∑M

i=1
Aiβi(n)

+ [Pn−1,z]V,U

∑M

i=1
Aiσi(n − 1) for 1≤ n ≤ V, 1 ≤ z ≤ U. (17)

Equations (16) and (17), along with the normalisation condition:

∑V

n=0

∑U

z=0
[Pn,z]V,U = 1, (18)

create a system of equations that allows a recurrent determination of the occu-
pancy distribution at the macrostate level in EIG with queues to be recursively
determined. Observe that for one class of calls (M = 1), the distributions (16)
and (17) are reduced to the result obtained in [7,19]. The average length of the
queue qi(n, z) for calls of class i in macrostate (n, z) can be expressed by the
following formula:

qi(n, z) =
∑

Ω(n,z)
zip(N,Z). (19)

The parameter qi(n, z) can be therefore defined on the basis of (12), i.e. on the
occupancy distribution at the microstate level. A determination of the distri-
bution p(N,Z) at the microstate level is, however, far more complex than the
determination of the occupancy [Pn,z]V,U at the macrostate level. Using the occu-
pancy [Pn,z]V,U as a basis for our considerations, the average length of a queue
of class i in macrostate (n, z) can be expressed approximately on the basis of the
following reasoning: a transition from any randomly chosen macrostate (n, k) to
(n, k+1) causes an increase in the queue length of a queue of class i by one, with
the probability πi(n, k) that is equal to the participation of a stream of class i
in the total stream that increases the total queue size by one waiting call:

πi(n, k) = Aiβi(n)/
∑M

j=1
Ajβj(n). (20)

Therefore, the total average length of queues of class i in macrostate (n, z) can
be determined by the following formula:

qi(n, z) =
∑z−1

k=0
1 · πi(n, k) = z

Aiβi(n)∑M
j=1 Ajβj(n)

. (21)

Now, we are in position to determine the total average length of queues of class
i in the system:

Qi =
∑V

n=di

∑U

z=0
qi(n, z) [Pn,z]V,U . (22)
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Since there are gi queues of class i in the system (the number of queues is equal
to the number of load groups of a given call class), then the average length of
one queue qi of class i and the average waiting time ti in one queue of class i
(determined on the basis of Little’s formula [21]) are respectively as follows:

qi = Qi/gi, ti = Qi/λigi. (23)

3 Resource Access Model

Access to resources of the system with the capacity of V AUs is available for
G users (access links), whereas user j has access to a link with capacities Vj

AUs, where 1 ≤ j ≤ G (Fig. 2). Each link can be offered a mixture of M packet
streams. If a packet of class i cannot be serviced due to the occupancy of the
access link or the occupancy of resources, then it is redirected to a queue of
class i of a given user. Availability in the system for a given class of packets is
a measure of the accessibility to resources and can be evaluated on the basis
of the following reasoning [13]: in the access link j, the resources are co-shared
by M packet streams. It can thus be assumed that the number of occupied
resources in the link by individual classes will be directly proportional to the
traffic participation of these classes in the total traffic offered to the access link.
Therefore, availability di,j for packets of class i via the access link j can be
expressed as follows:

di,j = VjAi/
∑M

k=0
Ak. (24)

The total average availability for packets of class i is equal to:

di =
1
G

∑Gi

j=1
di,j , (25)

where Gi is the number of access links that service packets of class i (1 ≤
Gi ≤ G). The presented scheme for the operation of an access system can be
modelled on the basis of EIG with queues. This means that a fictitious value
of the number of load groups gi, defined by Formula (1) on the basis of the
availability (25), will be used for modelling. The real value of the access links Gi

will be then used to determine the average queue length and the average waiting
time in a single queue by substituting Gi in place of gi in Formula (23).

4 Numerical Evaluation

In order to verify the proper functioning of the analytical model of an access
system proposed in the paper, the results obtained on its basis were compared
with the results of simulation experiments. To do so, an access system simula-
tor was developed. The operator’s network node capacity was assumed to be
C = 10 Gbps. 12 clients (G = 12) were connected with the node through access
links. The assumed speed of access links was 1 Gbps. The clients were offered
M = 3 service classes. The simulator’s input parameters were as follows:
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Fig. 2. A diagram of an access system

– λi – intensity of packets of class i,
– μi – intensity of service stream of class i,
– li – average length of packets of class i.

It was assumed that subscribers generated data with the speed of 1 Gbps.
In order to determine the bit length of each packet belonging to a stream

of class i, a pseudo-random number following an exponential distribution with
parameter μi was generated, corresponding to packet duration τi. Next, the
packet bit length was calculated:

lτi = τici, (26)

where ci is the average bitrate of the packet stream:

ci = λili. (27)

The access system capacity was expressed by the number of resource allocation
units according to the following formula [20]:

V = C/cAU, (28)

where cAU is the system resource allocation unit. For the purpose of the exper-
iment, it was assumed that an allocation unit was equal to cAU = 10 kbps. The
value was determined on the basis of the maximum packet possible to be sent
via the Ethernet (1526 bytes). The adopted total buffers capacity for all services
was 1000 AUs.

The experiment also assumed that the traffic offered in each access network
fulfilled the following condition: A1 : A2 : A3 = 3 : 2 : 1. The obtained results are
presented in graphs in the function of traffic offered per one AU of the system:

a =
∑M

i=1
Ai/V. (29)

The results obtained on the basis of the analytical model are shown by sold line,
whereas those obtained in the simulation by appropriate symbols.
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Fig. 3. Numerical results: (a) average packet delay of individual traffic classes,
(b) packet loss probability of individual traffic classes

The study made it possible to evaluate the average value of packet delays
and the levels of packet losses for individual traffic classes. Figure 3(a) shows the
values for the packet loss probability, whereas Fig. 3(b) presents the values for
the average waiting time for packets in one queue. The study was conducted for
changing traffic intensities.

To determine one point in the graph, 5 series of simulation runs, each involv-
ing 10 000 000 packets, was performed. This made it possible for confidence inter-
vals to be determined at the level of 95 %. These intervals are small enough that,
in the graphs, they do not exceed the values of the symbol that defines the result
of a simulation.

By analysing the presented results it can be seen that when values of traffic
offered to the system do not exceed 0.7 Erl. per AU, packet losses are low in
the networks so that they can be ignored, and their transmission delays are also
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negligible. Packet losses can be further decreased by increasing the buffers for
individual traffic classes. This will be followed, however, by an increase in delays
of packets.

5 Conclusion

This article proposes a new analytical model of Ideal Erlang’s Grading with
queues for traffic classes that are differentiated by their availability to the
resources of the group. The proposed model is used to analyse a designated
section of the operator’s network. The study confirms that satisfactory accu-
racy can be obtained by the application of the analytical model presented in
the article. This means that the developed model can be used in evaluating QoS
parameters considered as early as the designing stage of present-day operator’s
networks. The model can be also used for solving practical problems in design
and optimization of modern networks.

Acknowledgements. The presented work has been funded by the Polish Ministry of
Science and Higher Education within the status activity task “Structure, analysis and
design of modern switching system and communication networks” in 2016.
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Abstract. We investigate the use of Markov chains in modeling the
queues inside IP routers. The model takes into account the measured
size of packets, i.e. collected histogram is represented by a linear combi-
nation of exponentially distributed phases. We discuss also the impact of
the distribution of IP packets size on the loss probability resulting from
the limited size of a router memory buffer. The model considers a self
similar traffic generated by on-off sources. A special interest is paid to
the duration of a queue transient state following the changes of traffic
intensity as a function of traffic Hurst parameter and of the utilization
of the link. Our goal is to see how far, taking into account the known
constraints of Markov models (state explosion) we are able to refine the
queueing model.

Keywords: Markov queueing models · Self-similarity · IP packets
length distribution

1 Introduction

It is well known that the distribution of the size of packets and traffic self-
similarity have both an impact on the transmission quality of service (QoS)
determined by transmission time, jitter, and loss probability and that they influ-
ence also the dynamics of changes of number of packets waiting in routers to be
forwarded. This latter problem is important for implementation of active queue
management (AQM) traffic control algorithms performed at IP routers. These
issues are usually investigated with the use of discrete-event simulations which,
especially in case of self similar traffic, demand very long runs and are time
consuming. Simulation applied to transient states studies needs the repetition
of multiple (millions) runs to obtain a smooth time-dependent distribution of a
queue length. Therefore, analytical models are welcome.

We present here an approach based on continuous time Markov chains which,
since the advent of queueing theory a hundred years ago, are a very popular tool
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 294–305, 2016.
DOI: 10.1007/978-3-319-39207-3 26
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in queueing models despite their constraints – only very simple models have
a straightforward analytical solution, the other models should be solved numer-
ically and the size of a model (the number of states equal to the number of
equations to be solved) is naturally limited. However, this limit is constantly
shifting due to the increase of computer power and size of memory and also
development of better software and numerical methods able to solve very large
systems of equations. Apart from the formulated above goals we test the useful-
ness of known tools which may be helpful in such models, HyperStar [1] to fit
a system of exponentially distributed phases to a real distribution, and Prism
[2] to study transient states at a complex Markov model. This is a quantitative
approach: several fine analytical results for similar Markov models were already
obtained e.g. [3] but at the end they also need complex numerical computa-
tions to furnish quantitative results, hence we prefer to start numerical part of
the model as early as possible, i.e. on the level of Chapman-Kolmogorov equa-
tions defining state probabilities. This is a pure engineering approach, a kind of
Markov chain applied to IP routers cookbook.

2 Distribution of the Size of IP Packets

The size of a packet determines the time of sending this packet by a router, hence
in a realistic queueing model the service time distribution should correspond to
the distribution of packets size. However, in existing purely analytical queueing
Markovian models, there are difficulties to correlate the distribution of the size
of packets and the distribution of service time, see e.g. [4]. An approach to this
problem based on diffusion approximation was presented in [5]. The distribution
of the size of IP packets depends on the version of IP protocol and the type
of traffic; numerous measurements and statistics are stocked, among others in
repositories of CAIDA [6]. In the examples that follow we used CAIDA mea-
surements of the size of IP v4 packets from (IPv4 equinix-chicago 2008) file with
typical data.

In a Markov model we should represent any real distribution with the use of
a system of exponentially distributed phases (PH). The PH fitting is extensively
investigated problem, see e.g. [7] for details. The fitting is done numerically, e.g.
with the use of Expectation Maximization Algorithms. Numerous tools exist
[8–16]. We used HyperStar [1] which is reported to be much more successful at
fitting peaks (as in our case) than other tools.

To determine service time distribution in our model, the real histogram where
the size is expressed in bytes (up to 1500 bytes) was rescaled to have the aver-
age value of 1 time unit. Therefore, traffic intensity λ is at the same time the
utilisation factor � of the server. Figure 1 presents the real histogram and the
distribution (probability density and probability distribution functions) of its
approximation: three parallel Erlang distributions having 21, 1387 and 2 phases.
The corresponding probabilities of an Erlang choice are 0.4078, 0.2288, 0.3634,
and the parameters of exponential distributions of phases are 616.24, 954.42,
3.26. We call it below tcp distribution and use it in Kendal’s notation for queue-
ing modells, e.g. M/tcp/1/N.
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Fig. 1. Approximation of IP packet length histogram by a combination of exponen-
tially distributed phases: its probability density function (pdf) – left vertical axis, and
cumulative distribution function (CDF) – right vertical axis

3 Self-Similar Traffic

During the last two decades, self-similarity became an important research
domain [17,18]. Extensive measurements demonstrated the self-similarity of net-
work traffic on several levels of communication protocols. Various studies made
also evident that ignoring these phenomena in the analysis of computer networks
leads to an underestimation of important performance measures as queue lengths
at buffers and packet loss probability [19,20]. Therefore, it is necessary to take
self-similarity into account in realistic models of traffic [21].
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The suitability of Markovian models to describe IP network traffic that
exhibits self-similarity were discussed e.g. in [21,22]. The conclusion is that we do
not need perfect self similar processes in all time scales but the one that exhibits
self similarity in a finite number of time scales, and Markov processes may be
used for this purpose, [23,24]. In particular, the input traffic may be modeled by
Markov Modulated Poisson Process (MMPP) – a Poisson process having para-
meter λ defined by a state of a separate Markov process called modulator. If the
modulator is at state i, the parameter λ is λi. The simplest modulator has only
2 states and if in one of these states there is no traffic, λ = 0, we speak about
ON-OFF process.

We use here a sum of ON-OFF processes, as proposed in [25], see details in
[26]. This model consists of d ON-OFF processes, each of them may be parame-
trized by two square matrices:

Di
0 =

[−(c1i + λ1i) c1i
c2i −(c2i + λ2i)

]
, Di

1 =
[

λ1i 0
0 λ2i

]
, i = 1, . . . d.

The element c1i is the transition rate from state ON to OFF of the i-th source,
and c2i is the rate out of state OFF to ON, λ1i is the traffic rate when the
i-th source is ON. In the state OFF a source is inactive. The sum of D0

i and
D1

i is an irreducible infinitesimal generator Qi with the stationary probability
vector πi

πi =
(

c2i
c1i + c2i

,
c1i

c1i + c2i

)
.

The superposition of these two-state Markov chains is a new Markov process
with 2d states and its parameter matrices, D0 and D1, can be computed using
the Kronecker sum of those of the d two-state processes [27]:

(D0,D1) =
(⊕d

i=1D0
i,⊕d

i=1D1
i
)
.

Article [25] demonstrates that a superposition of four described above two-
state MMPP models is sufficient to replicate second-order self-similar behaviour
over several time scales. Table 1 presents the parameters of superpositions of four
two-state MMPP’s used in our experiments. These parameters were obtained
following algorithm given in [25] for chosen traffic intensities and degrees of self-
similarity expressed by Hurst parameter H. In notation we use S-S symbol to
denote self-similar input, e.g. S-S/M/1/64.

4 Buffer Occupation and Loss Probability

In majority of queueing models the limitation of a system capacity is given by the
maximum number of customers that may be allowed inside the system, waiting
in the queue or being served. This approach ignores the distribution of the size
of customers. In fact, the joint distribution of the size i packets gives us the
information if there is still place for the next one. In Markov models this issue
may be modelled by batch arrivals, namely by Batch Markovian Arrival Process
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Table 1. The parameters of superpositions of four two-state MMPP’s; λ2i = 0

Input parameters λ1i c1i c2i

λ = 0.5 H = 0.6 MMPP1 43.7 7.923×10−1 7.707×10−3

MMPP2 6.926 7.923×10−3 7.707×10−5

MMPP3 1.096 7.923×10−5 7.707×10−7

MMPP4 0.18 7.923×10−7 7.707×10−9

λ = 0.5 H = 0.8 MMPP1 12.145 7.798×10−1 2.016×10−2

MMPP2 4.945 7.798×10−3 2.016×10−4

MMPP3 1.798 7.798×10−5 2.016×10−6

MMPP4 0.945 7.798×10−7 2.016×10−8

λ = 0.8 H = 0.6 MMPP1 43.952 7.877×10−1 1.226×10−2

MMPP2 6.966 7.877×10−3 1.226×10−4

MMPP3 1.102 7.877×10−5 1.226×10−6

MMPP4 0.181 7.877×10−7 1.226×10−8

λ = 0.8 H = 0.8 MMPP1 12.329 7.682×10−1 3.179×10−2

MMPP2 5.02 7.682×10−3 3.179×10−4

MMPP3 1.826 7.682×10−5 3.179×10−6

MMPP4 0.96 7.682×10−7 3.179×10−8

Fig. 2. The distribution of a sum of n = 4, 8 packets having tcp distribution
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Fig. 3. The distribution of a sum of n = 10, 15, 25, 40 packets having tcp distributions
and corresponding Erlang distributions

(BMAP) – customers arrive in groups and the size of group is determined by
a probability distribution, see e.g. [3] for details. Here we assume that the size
of a packet is given by previously determined distribution and determine the
distribution of the size of i = 2, . . . ,K packets together, see Figs. 2 and 3. This
distribution is converging with the increase of K to the normal distribution the
mean and variance of which are determined by the mean and variance of packets
distribution. This way we may define probability that the size of i packets exceeds
a given volume V of the buffer where packets are stored and we take this value
as ploss(i) – probability that a packet is refused when there are already i packets
in the buffer. The rate of the input flow is thus λ(i) = λ(1 − ploss(i)). It is an
approximation: in fact, if the buffer is nearly full, there is a zone in its capacity
where smaller packets are still allowed to enter.

Because the packets do not exceed 1500 bytes, the considered distribution,
although irregular, has no heavy tail and its squared coefficient of variation
(ratio of variation to squared mean value) is closed to one as in exponential
distribution. Therefore in our case the distribution of the sum of n packets is
closed to the Erlang order n distribution, see Fig. 3. Hence, in this case, we may
also use Erlang distribution to estimate loss probability.

5 Numerical Solutions, Transient States, Network
Dynamics

Most frequently, queueing models are limited to the analysis of steady states. It
means that flows of customers considered in models are constant and obtained
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solutions do not depend on time. Numerous Markovian solvers, e.g. [28,29] fol-
low this approach. It is in contrast with the flows observed in real networks
where the perpetual changes of traffic intensities are due to the nature of users,
sending variable quantities of data, cf. multimedia traffic, and also due to the
performance of traffic control algorithms which are trying to avoid congestion in
networks, e.g. the algorithm of congestion window used in TCP protocol which
is adapting the rate of the sent traffic to the observed losses or transmission
delays. To study transient states we essentially dispose, apart from simulation,
three analytical methods: diffusion approximation, fluid-flow approximation, and
Markov models. First and second method see traffic on the level of time-variable
flows, Markov chains models consider transmissions in detail, on the packet level.
In diffusion approximation a diffusion equation (second order partial differential
equation) solved with the use of semi-analytical, semi-numerical approach is used
to give the probability distribution of a queue length [30], in fluid-flow approx-
imation we use in this purpose first order linear ordinary differential equations;
this simplification allows us to consider very large network topologies, having
hundreds thousands on nodes and flows [31].

Theoretically, for any continuous time Markov chain the Chapman-
Kolmogorov equations with transition matrix Q

dπ(t)
dt

= π(t)Q, (1)

have the analytical transient solution π(t) = π(0)eQt, where π(t) is the probabil-
ity vector and π(0) is the initial condition. However, it is not easy to compute
the expression eQt where Q is a large matrix, see e.g. [32,33]. It may be done
by its expansion to Taylor’s series

eQt =
∞∑
k=0

(Qt)k

k!
,

but the task is numerically unstable, especially for large Q. Nineteen dubious
ways to compute matrix exponential are discussed in [32,33] this work indicates
that some of the methods are preferable to others, but that none are completely
satisfactory. Otherwise, it may be wasteful to compute the solution of a math-
ematical model correct to full machine precision when the model itself contains
errors of the order, say 10 %.

In practice, to solve Eq. 1 we should apply either the uniformization
(Jensen’s) method which studies discrete Markov chain (it is much easier) embed-
ded inside the considered continuous time one or use readily available efficient
equations solvers as Runge-Kutta or the Adams formulae and backward differ-
entiation formulae (BDF). In a general opinion, the most efficient approach is to
use projection methods where the original problems is projected to a space (e.g.
Krylov subspace) where it has considerably smaller dimension, solve it there and
then retransform this solution to the original state space, [34]. We may find its
implementation in tools [2,35]. Here we used the latter: a well known probabilis-
tic model checker Prism [2]. We supplemented it with a kind of preprocessor to
ease the formulation of more complex queueing models.



A Study of IP Router Queues with the Use of Markov Models 301

6 Numerical Examples

The examples below illustrate the results furnished by the model and give an
idea on the impact of the distribution of packet size – if we compare a service
station with real distribution of service times with an analogous with exponen-
tially distributed service time – as well as on the impact of self-similarity of the
performance of stations. We see how both self-similarity and non-exponential
distribution increase the queue length and the duration of transient period. In
the examples the input flow starts at t = 0 to arrive to the empty station. This
impact increases with the utilization � of the stations. Note the influence of self-
similarity on the distribution of the queue size: it is not decreasing monotonically
with the number of queued customers.

Numerical examples:

Example 1. The impact of packet size distribution on the queue size and the
length of transient period: comparison of M/M/1/N and M/TCP/1/N stations,
two levels of congestion � = 0.5, Fig. 4 and � = 0.8, Fig. 5.

Example 2. The impact of self similar input flow on the queue size and the
length of transient period: comparison of S-S/M/1/64 and M/M/1/64 stations,
two levels of congestion � = 0.5, Fig. 6 and � = 0.8, Fig. 7.

Fig. 4. Mean queue as a function of time and steady state distribution of the queue
length: comparison of M/M/1/64 and M/tcp/1/64 stations, � = 0.5
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Fig. 5. Mean queue as a function of time and steady state distribution of the queue
length: comparison of M/M/1/64 and M/tcp/1/64 stations, � = 0.8

Fig. 6. Steady state distribution of the queue length and mean queue as a function of
time: comparison of M/M/1/64 and S-S/M/1/64 (H = 0.6, 0.8) stations, � = 0.5
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Fig. 7. Steady state distribution of the queue length and mean queue as a function of
time: comparison of M/M/1/64 and S-S/M/1/64 (H = 0.6, 0.8) stations, � = 0.8

7 Conclusions

The presented numerical examples confirm that the proposed approach that
unifies in a Markovian model (i) a real IP packet distribution which is a basis
to define both the losses due to a finite buffer volume and the service time
distribution (ii) self similar traffic, is feasible and may be used also to study
transient behavior of router queues. Quantitative results may be obtained with
the use of well known public software tools. We plan to test the approach when
applied to more complex models.
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Abstract. We consider a two-server queueing system with a finite
buffer. Customers arrive to the system according to the Markovian arrival
process. Normally, only one server is active. The service time of a cus-
tomer has a phase-type distribution. An additional server is activated
only if the queue length exceeds some fixed preassigned threshold. The
service time by the additional server also has a phase-type distribution
with the same state space. While the underlying Markov chains of ser-
vice at two servers have non-coinciding states, service in two servers
is provided independently. But if it occurs that the underlying Markov
chain for one server, say, server 1, needs transition to the state, at which
the underlying Markov chain for server 2 is currently staying, service
in the server 1 is postponed until the Markov chain for server 2 tran-
sits to another state. Dynamics of the system is described by the multi-
dimensional Markov chain. The generator of this Markov chain is written
down. Expressions for computation of performance measures are derived.
Problem of numerical determination of the optimal threshold is solved.

Keywords: Markovian arrival process · Phase-type service time distri-
bution · Dependent service processes · Congestion avoidance

1 Introduction

Queueing theory is suitable for solving mathematical problems arising in capacity
planning, performance evaluation and optimization in computer networks. In
this paper, we consider a two-server queueing system with a finite buffer. Due
to the random nature of arrival process, especially when this process exhibits
positive correlation, congestion situations may occur. Queue length becomes
large and some customers are lost due to the buffer overflow. Aiming to reduce
average value and to smooth the variance of a queue length as well as to decrease
customer’s loss probability, it is reasonable to switch on the additional server
whenever congestion occurs. The literature about the queues with controlled
number of servers is not poor, for references see, e.g., [1–4]. It is assumed in
these papers that service processes in all servers are mutually independent and
do not interfere. However, in some real world systems service processes in active
c© Springer International Publishing Switzerland 2016
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servers may be dependent. In particular, if service is provided to applications or
customers by the servers with help of some common hardware or software, service
processes become dependable. E.g., if service of a customer on computer consists
of implementation of a sequence of I/O operations and operations with CPU
(or a sequence of operations with tables and indices of a relational database)
and service to at least two customers is provided at the same time, collisions
may occur. Such collisions are explained by the conflicts arising when the same
device or logical unit (CPU, table or index) is required by some application
when it is already busy (or locked) by another application. To the best of our
knowledge, such kind of queueing models with dependent service is not addressed
in the queueing literature. In this paper, we analyse a single server queue with
contingent additional server that activates on demand when congestion occurs.

2 Mathematical Model

A queueing system with a finite buffer of capacity N is considered. The arrival
flow is described by the Markovian arrival process (MAP ). Arrivals may occur
at instants of transitions of continuous time Markov chain νt, t ≥ 0, which is
called as underlying process of arrivals. This process has a finite state space
{0, . . . , W}. The intensities of transitions of the process νt that lead (do not
lead) to a customer arrival are defined as the entries of the matrix D1 (D0) of
size W̄ × W̄ where W̄ = W + 1. The stationary distribution vector θ of the
process νt satisfies the system of equations θ(D0 + D1) = 0, θe = 1. Here and
throughout this paper, 0 is a zero row vector, e is the column vector consisting
of 1’s. In case if the dimension of a vector is not clear from the context, it is
indicated as a lower index. The average intensity λ (fundamental rate) of the
MAP is defined by λ = θD1e. Generally speaking, inter-arrival times in the
MAP may be correlated. For more information about the MAP, its properties,
definition of coefficients of variation and correlation of inter-arrival times as well
as about the partial cases and generalizations see, e.g., [5].

The service process is of phase (PH) type. This means that the duration
of service is governed by the underlying process nt which is a continuous time
Markov chain with state space {1, . . . , M}. The initial state of the process nt at
the epoch of starting the vacation is determined by the probabilistic row-vector
β = (β1, . . . , βM ). The intensities of transitions of the process nt within the
state space that do not lead to the service completion, are defined by the square
irreducible matrix (subgenerator) S of size M . The intensities of transitions,
which lead to the service completion, are given by the column-vector S0 = −Se.
The pair (β, S) of a vector and a matrix is called as irreducible representation
of PH distribution. For more information about PH distribution see [6].

Customers service discipline is described as follows. Some threshold, say,
K, K = 1, N + 1, is fixed. If the number of customers in the system is less
or equal to K, only one server is working. Otherwise, the second server is
switched on. The service time distribution at this server also has PH distri-
bution with an irreducible representation (β, S). If, at an arbitrary moment,
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underlying processes of service at two servers reside at different phases from the
set {1, . . . ,M}, durations of these phases are independent of each other as well
as the choice of the next phase of service. But, if service of customers by the
l-th server, l = 1, 2, is at some phase while the underlying process of service at
the l′-th server, l′ = 1, 2, l′ �= l, finishes residing at some phase of service and
the next phase of service by this server is the one, at which service is provided
by the l-th server, the transition of the phase of service by the l′-th server is
not performed (the server is considered as blocked) until service at this phase by
the l-th server will be finished. We suggest that the servers enumerated in order
of their occupation. During the time when service of customer by some server
is blocked, this customer can be impatient and leave the system without con-
tinuation of service after the random time having the exponential distribution
with parameter (intensity) γ. If, at some customer service completion moment,
the number of customers drops to the value K, the server, which just finished
service, is switched off.

The goal of our analysis presented below is the determination of the opti-
mal value K∗ of the threshold K which ensures the smallest value of the loss
probability of an arbitrary customer in the system.

3 Process of System States

It is easy to see that the behavior of the system under study is described in
terms of the following regular irreducible continuous-time Markov chain

ξt = {it, rt, νt, nt, mt}, t ≥ 0,

where, during the epoch t, t ≥ 0,

• it is the number of customers in the system, it = 0, N + 2;
• rt is an indicator that indicates whether some server is blocked or not: rt = 0

corresponds to the case when the server is not blocked and rt = 1 otherwise;
• νt is the state of the underlying process of the MAP , νt = 0,W ;
• nt is the state of PH service process in the first server, nt = 1,M ;
• mt is the state of PH service process in the second server, mt = 1,M .

The Markov chain ξt, t ≥ 0, has the following state space:
(

{0, 0, ν}
)⋃(

{i, 0, ν, n}, i = 1,K, n = 1,M

)⋃

(
{i, 0, ν, n,m}, i = K + 1, N, n = 1,M, m = 1,M, m �= n

)

⋃(
{i, 1, ν, n}, i = K + 1, N, n = 1,M

)
, ν = 0,W .
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For further use throughout this paper, we introduce the following notation:

• I is the identity matrix, and O is a zero matrix of appropriate dimension;
• ⊗ and ⊕ indicate the symbols of Kronecker product and sum of matrices,

respectively;

• δa=b =
{

1, if a = b,
0, otherwise;

• Il1,l2 , l1, l2 = 1,M, l1 �= l2, is the square matrix of size M − 1 with all zero
entries except the entries (Il1,l2)k,k, k = 0,M − 2, k �= l2 − 2, in the case
l1 < l2 and (Il1,l2)k,k, k = 0,M − 2, k �= l2 − 1, in the case l1 > l2 which are
equal to 1;

• S̃l, l = 1,M , is the square matrix of size M − 1 that is obtained from the
matrix S by removing the l-th column and the l-th row;

• el1,l2 , l1, l2 = 1,M, l1 �= l2, is the column vector of size M − 1 with all zero
entries except the entries (el1,l2)l2−1 in the case l1 > l2 and (el1,l2)l2−2 in the
case l1 < l2 which are equal to 1;

• cl1,l2 , l1, l2 = 1,M, l1 �= l2, is the row vector of size M − 1 with all zero
entries except the entry (cl1,l2)l1−2 in the case l1 > l2 and (cl1,l2)l1−1 in the
case l1 < l2 which are equal to 1;

• βl, l = 1,M , is the row vector that is obtained from the vector β by deleting
the l-th component;

• al, l = 1,M , is the column vector of size M − 1 that is obtained from the l-th
column of the matrix S by removing the l-th entry;

• I+
l , l = 1,M , is the matrix of size (M − 1) × M which obtained from the

identity matrix of size M − 1 by adding the zero column in position l;
• Sl

0, l = 1,M is a column vector of size M − 1 which is obtained from the
vector S0 by removing the l − 1-th component;

• ãl, l = 1,M , is a row vector of size M with all zero components except the
component (ãl)l−1 which is equal to 1;

• Bl, l = 1,M , is the matrix of size (M − 1) × (M − 1)M which is obtained
from the matrix diag{β1, . . . ,βM} by deleting the l-th row;

• Cl, l = 1,M , is the matrix of size (M − 1) × M which is obtained from the
matrix diag{β1, . . . , βM} by deleting the l-th row.

Let us enumerate the states of the Markov chain ξt, t ≥ 0, in the direct
lexicographic order of the components k, ν, ζ, η and refer to the set of the states
of the Markov chain having values (i, r) of the first two components of the chain
as a macro-state (i, r).

Let Q be the generator of the Markov chain ξt, t ≥ 0, consisting of the blocks
Qi,j , which, in turn, consist of the matrices (Qi,j)r,r′ of the transition rates of
this chain from the macro-state (i, r) to the macro-state (j, r′), r, r′ = 0, 1.
The diagonal entries of the matrices Qi,i are negative, and the modulus of the
diagonal entry of the blocks (Qi,i)r,r defines the total intensity of leaving the
corresponding state of the Markov chain ξt, t ≥ 0.

Analysing all transitions of the Markov chain ξt, t ≥ 0, during an interval of
an infinitesimal length and rewriting the intensities of these transitions in the
block matrix form we obtain the following result.
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Lemma 1. The infinitesimal generator Q = (Qi,j)i,j≥0 of the Markov chain
ξt, t ≥ 0, has a block-tridiagonal structure:

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Q0,0 Q0,1 O . . . O O
Q1,0 Q1,1 Q1,2 . . . O O
O Q2,1 Q2,2 . . . O O
...

...
...

. . .
...

...
O O O . . . QN+1,N+1 QN+1,N+2

O O O . . . QN+2,N+1 QN+2,N+2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

The non-zero blocks Qi,j , i, j ≥ 0, have the following form:

Q0,0 = D0, Qi,i = D0 ⊕ S, i = 1,K,

Qi,i =
(
Q(0,0) Q(0,1)

Q(1,0) Q(1,1)

)
, i = K + 1, N + 1,

QN+2,N+2 =
(
Q(0,0) + D1 ⊗ IM(M−1) Q(0,1)

Q(1,0) Q(1,1) + D1 ⊗ IM

)
,

Q(0,0) = D0 ⊗ IM(M−1) + IW̄ ⊗ (S + diag{S̃1, . . . , S̃M}),

S =

⎛
⎜⎜⎜⎝

S1,1IM−1 S1,2I1,2 . . . S1,MI1,M

S2,1I2,1 S2,2IM−1 . . . S2,MI2,M

...
...

. . .
...

SM,1IM,1 SM,2IM,2 . . . SM,MIM−1

⎞
⎟⎟⎟⎠ ,

Q(0,1) = IW̄ ⊗

⎛
⎜⎜⎜⎝

a1 S1,2e1,2 . . . S1,Me1,M

S2,1e2,1 a2 . . . S2,Me2,M

...
...

. . .
...

SM,1eM,1 SM,2eM,2 . . . aM

⎞
⎟⎟⎟⎠ ,

Q(1,0) = IW̄ ⊗

⎛
⎜⎜⎜⎝

0 S1,2c1,2 . . . S1,Mc1,M

S2,1c1,M 0 . . . S2,Mc1,M

...
...

. . .
...

SM,1c1,M SM,2c1,M . . . 0

⎞
⎟⎟⎟⎠ ,

Q(1,1) = D0 ⊕ diag{S1,1, . . . , SM,M} − γIW̄M ,

Q0,1 = D1 ⊗ β, Qi,i+1 = D1 ⊗ IM , i = 1,K − 1,

QK,K+1 =
(
D1 ⊗ diag{β1, . . . ,βM} | D1 ⊗ diag{β1, . . . , βM} )

,

Qi,i+1 =
(

D1 ⊗ IM(M−1) O
O D1 ⊗ IM

)
, i = K + 1, N + 1,

Q1,0 = IW̄ ⊗ S0, Qi,i−1 = IW̄ ⊗ S0β, i = 2,K,
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QK+1,K =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

IW̄ ⊗

⎛
⎜⎝

⎛
⎜⎝

(S0)1I+
1

...
(S0)MI+

M

⎞
⎟⎠ + diag{Sl

0, l = 1,M}

⎞
⎟⎠

IW̄ ⊗

⎛
⎜⎝

⎛
⎜⎝

(S0)1ã1

...
(S0)M ãM

⎞
⎟⎠ + γIM

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Qi,i−1 =

(
Q(0,0)

− Q(0,1)
−

Q(1,0)
− Q(1,1)

−

)
, i = K + 2, N + 2,

Q(0,0)
− = IW̄ ⊗

⎛
⎜⎝

⎛
⎜⎝

(S0)1B1

...
(S0)MBM

⎞
⎟⎠ + diag{Sl

0βl, l = 1,M}

⎞
⎟⎠ ,

Q(0,1)
− = IW̄ ⊗

⎛
⎜⎝

⎛
⎜⎝

(S0)1C1

...
(S0)MCM

⎞
⎟⎠ + diag{Sl

0βl, l = 1,M}

⎞
⎟⎠ ,

Q(1,0)
− = IW̄ ⊗ diag{((S0)l + γ)βl, l = 1,M},

Q(1,1)
− = IW̄ ⊗ diag{((S0)l + γ)βl, l = 1,M}.

Because the Markov chain ξt is regular, irreducible and has a finite state
space, the following limits (stationary probabilities) always exist:

π(i, r, ν, n,m) = lim
t→∞ P{it = i, rt = r, νt = ν, nt = n, mt = m},

i = 0, N + 2, r = 0, 1, ν = 0,W , n = 1,M, m = 1,M.

Then let us form the row vectors of the stationary probabilities πi as follows:

π0 = (π(0, 0, 0), π(0, 0, 1), . . . , π(0, 0,W )),

πi = (π(i, 0, 0),π(i, 0, 1), . . . ,π(i, 0,W )), i = 1,K,

where

π(i, 0, ν) = (π(i, 0, ν, 1), π(i, 0, ν, 2), . . . , π(i, 0, ν,M)) , ν = 0,W , i = 1,K.

πi = (π(i, 0),π(i, 1)), i = K + 1, N + 2,

where

π(i, r) = (π(i, r, 0),π(i, r, 1), . . . ,π(i, r,W )), i = K + 1, N + 2 ,

π(i, 0, ν) = (π(i, 0, ν, 1),π(i, 0, ν, 2), . . . ,π(i, 0, ν,M)), ν = 0,W ,

π(i, 0, ν, n) = (π(i, 0, ν, n, 1), π(i, 0, ν, n, 2), . . . , π(i, 0, ν, n,M)), n = 1,M,
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π(i, 1, ν) = (π(i, 1, ν, 1), π(i, 1, ν, 2), . . . , π(i, 1, ν,M)), ν = 0,W .

It is well known that the probability vectors πi, i = 0, N + 2, satisfy the
following system of linear algebraic equations (equilibrium or Kolmogorov’s
equations):

(π0,π1, . . . ,πN+2)Q = 0, (π0,π1, . . . ,πN+2)e = 1. (1)

To solve system (1), we use the numerically stable algorithm for computation of
the probability vectors πi, i = 0, N + 2, developed in [7].

4 Performance Measures

The average number Nbuffer of customers in the buffer is computed by

Nbuffer =
K∑

i=2

(i − 1)πie +
N+2∑

i=K+1

(i − 2)πie.

The average number Nbusy of busy servers is computed by

Nbusy =
K∑

i=1

πie + 2
N+2∑

i=K+1

πie.

The probability Pblocked that, at an arbitrary moment, a server is blocked is
computed by

Pblocked =
∞∑

i=K+1

π(i, 1)e.

The probability Pent-loss that an arbitrary customer will be lost upon arrival
is computed by

Pent-loss =
1
λ

(
π(N + 2, 0)(D1 ⊗ IM(M−1))e + π(N + 2, 1)(D1 ⊗ IM )e

)
.

The probability Pimp-loss that an arbitrary customer will be lost due impa-
tience on blocked server is computed by

Pimp-loss =
γPblocked

λ
.

The average intensity λout of flow of customers who receive service is com-
puted by

λout =
K∑

i=1

πi(eW̄ ⊗ S0) +
N+2∑

i=K+1

W∑
ν=0

M∑
n=1

(n−1∑
m=1

π(i, 0, ν, n,m)((S0)n + (S0)m)

+
M−1∑
m=n

π(i, 0, ν, n,m)((S0)n + (S0)m+1)
)

+
N+2∑

i=K+1

π(i, 1)(eW̄ ⊗ S0).

The loss probability Ploss of an arbitrary customer is computed by

Ploss = 1 − λout

λ
= Pimp-loss + Pent-loss.
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5 Numerical Examples

We assume that the buffer capacity is N = 20. To illustrate importance of taking
into account correlation in the arrival process, let us introduce three MAP s
defined by the matrices D0 and D1 which have the same average arrival rate
λ = 0.6, but different coefficients of correlation and variation.

The first process coded as MAP0 is defined by the matrices D0 = −0.6 and
D1 = 0.6. It has the coefficient of correlation ccor = 0 and the coefficient of
variation cvar = 1.

The second process coded as MAP0.2 has the coefficient of correlation ccor =
0.2 and the coefficient of variation cvar = 12.3, and is defined by the matrices

D0 =
(−0.81098 0

0 −0.02632

)
, D1 =

(
0.80559 0.00539
0.01466 0.01166

)
.

The third process coded as MAP0.4 has the coefficient of correlation ccor =
0.4 and the coefficient of variation cvar = 12.3, and is defined by the matrices

D0 =
(−2.03861 0

0.00061 −0.06613

)
, D1 =

(
2.01738 0.02123
0.00728 0.05824

)
.

The impatience rate is γ = 0.6.
The service time distribution is defined by the matrix

S =

⎛
⎜⎜⎜⎜⎝

−2 0.2 0.3 0.3 0.4
0.5 −3 0.2 0.1 1.2
1.1 2 −4 0.7 0.2
0.5 0.6 0.7 −3 1
1.1 1 0.4 0.5 −4

⎞
⎟⎟⎟⎟⎠

and the vector β = (0.2, 0.3, 0.2, 0.2, 0.1).
The average service rate is computed as b1 = β(−S)−1e = 1.4137.
Let us vary the threshold K in the interval [1, 21].
The dependence of the average number Nbuffer of customers in the buffer

on the threshold K for different MAP s is illustrated on Fig. 1. The dependence
of the probability Pent-loss that an arbitrary customer will be lost upon arrival
on the threshold K for different MAP s is illustrated on Fig. 2.

The dependence of the probability Pimp-loss that an arbitrary customer will
be lost due impatience on blocked server on the threshold K for different MAP s
is presented on Fig. 3. Figure 4 shows The dependence of the probability Ploss

that an arbitrary customer will be lost on the threshold K for different MAP s.
As it may be seen from Fig. 4, for all considered arrival flows, there exists

the optimal value K∗ of the threshold that provides the minimal value of the
loss probability. This minimal value is 0.0019286 and the optimal threshold is
K∗ = 19 for MAP0; the minimal value of the loss probability is 0.0296258 and
the optimal threshold is K∗ = 16 for MAP0.2; and the minimal value of the loss
probability is 0.2845692 under the optimal threshold K∗ = 2 for MAP0.4.
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Fig. 1. Dependence of the average
number Nbuffer on the threshold K

Fig. 2. Dependence of the probability
Pent-loss on the threshold K

Fig. 3. Dependence of the probability
Pimp-loss on threshold K

Fig. 4. Dependence of the probability
Ploss on the threshold K

Intuitive explanation of existence of the optimal number of threshold K is
as follows. When K is large, the additional server is activated only when the
number of customers in the queue is large. So, loss of an arbitrary customer
upon arrival is quite likely, the probability Pent-loss may be quite large. When K
is small, two servers often provide service in parallel, so the probability Pimp-loss

to have a conflict and to lose the customer due to the long waiting for releasing
the required phase of service is pretty high. Because the probability Ploss that
an arbitrary customer will be lost is equal to the sum of Pent-loss and Pimp-loss,
some trade-off in the choice of the value of K exists. This implies the existence
of the optimal value K∗ of the threshold.

6 Conclusion

We considered the queueing model with a finite buffer, Markovian arrival process
and PH type distribution of the service time. It is assumed that when the queue
length exceeds some fixed threshold an additional server is switched on. However,
the use of the second server implies reduction of the rate of service in the first
server and may cause the loss of the customer in service. Under the fixed value of
the threshold, we analyzed the stationary distribution of the multi-dimensional
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Markov chain that describe behavior of the system. In numerical experiments,
we discovered existence of optimal value of the threshold which provides the
minimal value of the loss probability of an arbitrary customer. Results may be
extended to the systems with several servers and to more simple cases of PH
distribution, e.g., generalized Erlangian distribution where numerical analysis
may give more insight into the system behavior.
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Abstract. In this paper, a tandem queue consisting of two multi-server
stations without buffers is investigated. Customers of two different types
arrive to the first station in accordance with MMAP (Marked Markov-
ian Arrival Process). The first type customers are satisfied with service
at the first station only while the second type customers should be served
successively at both stations. The system is studied in steady state. The
stationary distribution of the system is calculated. A number of useful
performance measures is derived. Decomposition and optimization prob-
lems are discussed.

Keywords: Tandem queueing system · Heterogeneous customers ·
Stationary distribution · Optimization · Decomposition

1 Introduction

Queueing networks are widely used in capacity planning and performance eval-
uation of computer and communication systems, service centers, and manufac-
turing systems among several others. Tandem queues can be used for modeling
real-life two-node networks as well as for the validation of general decomposition
algorithms in networks (see, e.g., [1,2]). Thus, tandem queueing systems have
found much interest in the literature. Most of early papers on tandem queues
are devoted to exponential queueing models. Over the last two decades efforts
of many investigators in tandem queues were directed to weakening the distri-
bution assumptions on the service times and arrival pattern. In particular, the
arrival process should be able to capture correlation and difference in kind of
customers because real traffic in modern communication networks exhibits [2]
these features.

In the model under study, the correlation and the variability of inter-arrival
times in input flow of the heterogeneous calls are taken into account via the con-
sideration of a Marked Markovian Arrival Process (MMAP ). A tandem queue
with MMAP and two multi-server stations without buffers is considered.
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 316–325, 2016.
DOI: 10.1007/978-3-319-39207-3 28
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A queuing model under consideration can be used, for example, for design of
optimal topology, technology, hardware and software of an office local area net-
work with restricted access to an external network (e.g., Internet). It is assumed
that a part of users (officers) have access to the external network while the rest
of users can work only with local resources. To start access to the external net-
work authorized officers should first go through the local recourses to reach the
router to the external network. Sometimes, the use of external network is quite
expensive. So, important problem is to match architecture of the local network
to the bandwidth of access to the external network. The absence of control by
the access can cause congestion in the network. The excessive bandwidth and too
strict restriction of access of users of the local network to the external network
leads to poor utilization of the bandwidth while it can be rather expensive.

A queuing model which is studied in this paper may be applied for optimiza-
tion of the structure of an office computer network with partial access of officers
to the external network. Also, this model is used to investigate the problem of
decomposition of the tandem under consideration.

2 Model Description

A tandem queueing system consisting of two stations is considered. The first
station is represented by the N -server queue without a buffer. The input flow
to this station consists of two types of customers which arrive in a correlated
flow described as a MMAP (Marked Markovian Arrival Process). The first
type customers aim to be served at the first station only while the second type
customers should be served at both stations.

Arrivals of customers in the MMAP is directed by the underlying process
νt, t ≥ 0, which is an irreducible continuous time Markov chain with state space
{0, 1, . . . ,W}. The intensity of transitions, which are accompanied by an arrival
of the type k customers, are combined into the matrices Dk, k = 1, 2, of size
(W + 1) × (W + 1). The intensity of transitions, which are not accompanied by
an arrival, are combined into the matrix D0. The matrix D(1) = D0+D1+D2 is
a generator of the process νt, t ≥ 0. The fundamental arrival rate λ is defined by
λ = θ(D1+D2)e where θ is a row vector of stationary probabilities of the Markov
chain νt, t ≥ 0. The vector θ is the unique solution to the system θD(1) = 0,
θe = 1. Here and in the sequel e is a column-vector of 1’s and 0 is a row-vector of
zeroes. The arrival rate λr of type r customers is defined by λr = θ Dre, r = 1, 2.
The coefficient of variation, c

(r)
var, of inter-arrival times for type r customers is

given by (c(r)var)2 = 2λrθ(−D0 − Dr̄)−1e−1, r, r = 1, 2, r̄ �= r. The coefficient of
correlation, c

(r)
corr, of two successive intervals between type r customers arrival is

computed by c
(r)
corr = [θλr(D0 + Dr̄)−1Dr(D0 + Dr̄)−1e − 1]/(c(r)var)2, r̄ �= r. The

coefficient of variation, cvar, of intervals between successive arrivals is defined
by c2var = 2λθ(−D0)−1e − 1. The coefficient of correlation, ccorr, of successive
intervals between arrivals is given by ccorr = (λθ(−D0)−1(D(1)−D0)(−D0)−1e−
1)/c2var. For more information about a MMAP see, e.g., [3].
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An assumption that an arrival process of customers of two types is defined by
a MMAP instead of the more simple model with two independent stationary
Poisson arrival processes allows to take into account variance of inter-arrival
times, correlation of successive inter-arrival times of customers of the same type
and cross-correlation between two types.

If an arriving customer of any type sees all servers of the first station busy, it
leaves the system. Otherwise the customer occupies any idle server and its service
starts immediately. Service time is assumed to be exponentially distributed with
parameter μr depending on the type r of the customer, r = 1, 2. After the service
completion, a customer of type 2 leaves the system forever while a customer
of type 1 proceeds to the second station. The second station is represented
by R-server queue without a buffer. If a customer proceeding from the first
station finds an idle server, his/her service is started immediately. In the opposite
case this customer is lost. Service time at the second station is exponentially
distributed with parameter γ.

Our aim is to calculate the steady state distribution and the main perfor-
mance measures of the system. The obtained results are used to solve numerically
the problem of optimal choice of the number of servers at the stations and to
discuss the decomposition problem.

3 Process of the System States

The process of the system states is described in terms of the irreducible multi-
dimensional continuous-time Markov chain ξt = {it, rt, nt, νt}, t ≥ 0, where it is
the number of busy servers at the first station; rt is the number of busy servers
at the second station, nt is the number of servers of the first station occupied by
customers of type 1, νt is the state of the MMAP underlying process at time t,
it ∈ {0, . . . , N}; rt ∈ {0, . . . , R}; nt ∈ {0, . . . , it}; νt ∈ {0, . . . , W}.

Let us enumerate the states of the Markov chain ξt, t ≥ 0, in the lexicographic
order. The matrices Qi,l, i, l ∈ {0, . . . , N}, contain the transition rates from the
states having the value i of the component it to the states having the value l of
this component.

Theorem 1. Infinitesimal generator A of the Markov chain ξt, t ≥ 0, has the
following block structure:⎛

⎜⎜⎜⎝
Q0,0 Q0,1 0 . . . 0 0
Q1,0 Q1,1 Q1,2 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . QN,N−1 QN,N

⎞
⎟⎟⎟⎠

where

Q0,0 =

⎛
⎜⎜⎜⎝

D0 0 0 . . . 0 0
γI D0 − γI 0 . . . 0 0
...

...
...
. . .

...
...

0 0 0 . . . RγI D0 − RγI

⎞
⎟⎟⎟⎠ ,
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and the matrices Qi,j , i + j �= 0, of size

[(R + 1)(i + 1)(W + 1)] × [(R + 1)(j + 1)(W + 1)]

are represented in the block form

Qi,j = (Qi,j(r, r′))r,r′∈{0,...,R}

where the non-zero blocks Qi,j(r, r′) are defined as follows:

Qi,i−1(r, r) = Ai = μ2

⎛
⎜⎜⎜⎜⎜⎝

i 0 . . . 0
0 i − 1 . . . 0
...

...
. . .

...
0 0 . . . 1
0 0 . . . 0

⎞
⎟⎟⎟⎟⎟⎠

⊗IW+1, i∈{1, . . . ,N}, r∈{0, . . . ,R−1},

Qi,i−1(R,R) =

⎛
⎜⎜⎜⎜⎜⎝

iμ2 0 . . . 0 0
μ1 (i − 1)μ2 . . . 0 0
...

...
. . .

...
...

0 0 . . . (i − 1)μ1 μ2

0 0 . . . 0 iμ1

⎞
⎟⎟⎟⎟⎟⎠

⊗ IW+1, i ∈ {1, . . . , N},

Qi,i−1(r, r + 1) = Fi = µ1

⎛

⎜⎜⎜⎜⎜⎝

0 0 0 . . . 0
1 0 0 . . . 0
0 2 0 . . . 0
...
...
...
. . .

...
0 0 0 . . . i

⎞

⎟⎟⎟⎟⎟⎠
⊗ IW+1, i∈{1, . . . ,N}, r∈{0, . . . ,R − 1},

Qi,i(r, r − 1) = rγI(i+1)(W+1), i ∈ {1, . . . , N}, r ∈ {1, . . . , R},

Qi,i(r, r) = Bi =Ii+1 ⊗ (D0 + δi,ND1) − diag{nμ1 + (i − n)μ2, n = 0, . . . , i} ⊗ IW+1

− Qi,i(r, r − 1), i ∈ {1, . . . , N}, r ∈ {0, . . . , R},

Qi,i+1(r, r) = Ci =

⎛
⎜⎜⎜⎝

D2 D1 0 . . . 0 0
0 D2 D1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . D2 D1

⎞
⎟⎟⎟⎠ , i∈{0, . . . ,N − 1}, r∈{1, . . . ,R}.

Here ⊗ is a symbol of Kronecker’s product of matrices; δi,N is equal to 1
if i = N and is equal to 0 otherwise, diag{ai, i ∈ {1, . . . , N}} stands for the
diagonal matrix defined by the diagonal entries listed in the brackets.

4 Stationary Distribution and Performance Measures

Because the four-dimensional Markov chain ξt = {it, rt, nt, νt}, t ≥ 0, is an irre-
ducible and regular and has the finite state space, the following limits (stationary
probabilities) exist for any set of the system parameters:
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p(i, r, n, ν) = lim
t→∞ P{it = i, rt = r, nt = n, νt = t},

it ∈ {0, . . . , N}; rt ∈ {0, . . . , R}; nt ∈ {0, . . . , it}; νt ∈ {0, . . . , W}.

Let us enumerate the probabilities corresponding the value i of the first com-
ponent in lexicographic order and form from these probabilities the row vec-
tors pi, i ∈ {0, . . . , N}. These vectors satisfy Chapman-Kolmogorov’s equations
(equilibrium equations)

N∑
i=0

piQi,j = 0, j ∈ {0, . . . , N},

N∑
i=0

pie = 1. (1)

The rank of System (1) is equal to (N + 1)(N + 2)(R + 1)(W + 1)/2 and can
be very large. E.g., in case N = 10, R = 2, W = 1 the rank is equal to 396, in
case N = 20, R = 2, W = 1 it is equal to 2310, in case N = 30, R = 2, W = 1
it is equal to 6944 etc. Thus, the direct solution of system (1) can be time and
resource consuming.

In the case when at least one of values N, R, W is large, the numerically
stable algorithm based on probabilistic meaning of the matrix Q is used. This
algorithm is presented in [4].

Having the stationary distribution pi, i ≥ 0, calculated, a number of sta-
tionary performance measures of the system can be derived. Below formulas for
computing some of them are presented.

• Mean number of busy servers at the first station N
(1)
busy =

N∑
i=1

ipie.

• Mean number of type 1 customers at the first station

N
(1)
busy,1 =

N∑
i=1

pi(eR+1 ⊗ Ii+1 ⊗ eW+1)diag{0, 1, . . . , i}e.

• Mean number of type 2 customers at the first station

N
(1)
busy,2 = N

(1)
busy − N

(1)
busy,1.

• Probability that a customer of type k will be lost at the first station

P
(1)
loss,k = λ−1

k pN (e(R+1)(N+1) ⊗ IW+1)Dke, k = 1, 2.

• Probability that a customer of type k will be successfully served at the first
station P

(1)
succ,k = 1 − P

(1)
loss,k, k = 1, 2.

• The rate of input flow at the second station (coincides with the rate of output
flow of type 1 customers from the first station) λ

(2)
inp = λ1(1 − P

(1)
loss,1).

• The rate of output flow from the second station

λ
(2)
out = γ

N∑
i=0

pi(IR+1 ⊗ e(i+1)(W+1))diag{0, 1, . . . , R}e.
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• The vector q = (q0, q1, . . . , qR) of the stationary distribution of the number
of busy servers at the second station

q =
N∑

i=0

pi(IR+1 ⊗ e(i+1)(W+1)).

• Mean number of busy servers at the second station N
(2)
busy = λ

(2)
out
γ .

• Probability that a customer of type 1 will be lost at the second station P
(2)
loss =

1 − λ
(2)
out

λ
(2)
inp

.

• Probability that a customer of type 1 will be successfully served at both
stations Psucc = P

(1)
succ,1(1 − P

(2)
loss).

5 Numerical Experiments

5.1 Optimization Problem

In this experiment, the problem of optimal choice of the number N of servers at
the first station and the number R of servers at the second station is solved. To
this end, the following cost criterion (an average gain per unit time under the
steady-state operation of the system) of the system operation is considered:

I = c1λ1Psucc,1 + c2λ2Psucc,2 − aR

where a is a cost of utilization of a server at the second station per unit time
(maintenance cost), cr is a gain for successful service of each customer of type
r, r = 1, 2.

Our aim is to find numerically the optimal number R of servers at the second
station that provides the maximal value to the cost criterion for different number
N of servers at the first station.

The input flow to the tandem is described by the MMAP defined by the
following matrices:

D0 =

( −13.49076 0.0000109082
0.0000109082 −0.43891

)
, D1 =

(
2.2335616667 0.0148965153

0.040809 0.032340848633

)
,

D2 =

(
11.1678083333 0.0744825765

0.204045 0.161704243167

)
.

Intensities of arrival of type-r customers are equal to λ1 = 1.66671 and
λ2 = 8.33357, respectively. Coefficient of correlation of two successive inter-
arrival times is equal to 0.2. Coefficients of correlation of two successive intervals
between arrivals of type-1 and type-2 customers are equal to 0.0425364 and
0.178071, respectively.

The service rates of customers at the first station are defined by μ1 = 0.5,
μ2 = 1. The service rate of customers at the second station is γ = 0.1.
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The values of the cost coefficients are assumed to be as follows: c1 = 15,
c2 = 1, a = 1.

The value of criterion I as a function of the numbers R and N of servers
at the second station and the first station is presented in Table 1. The optimal
values of I as a function of R for different values of N are printed in bold font.

Table 1. Dependence of the cost criterion I on R and N

R = 1 R = 3 R = 5 R = 8 R = 10 R = 13 R = 17 R = 20

N = 5 2.877 3.133 3.001 1.804 0.332 −2.447 −6.423 −9.423

N = 10 5.319 5.871 6.274 6.495 6.294 5.308 2.634 −0.080

N = 15 7.212 7.851 8.393 8.979 9.178 9.091 8.028 6.3898

N = 20 8.306 8.974 9.558 10.249 10.559 10.736 10.268 9.243

N = 35 8.699 9.373 9.967 10.681 11.016 11.251 10.922 10.066

For better understanding the behavior of cost criterion we present the values
of the criterion as function of R under different but fixed values of N in Fig. 1
and the values of the criterion as function of N under different but fixed values
of R in Fig. 2.

Table 2 contains the relative profit provided by the optimal value R∗ of a para-
meter R comparing to other values of a parameter. This relative profit is calcu-
lated by formula I(R∗)−I(R)

I(R∗) 100%.

Table 2. Dependence of the the relative profit on R and N

R = 1 R = 3 R = 5 R = 8 R = 10 R = 13 R = 17 R = 20

N = 5 8.167 0.00 4.193 42.409 89.386 178.10 305.04 400.79

N = 10 18.103 9.604 3.399 0.00 3.089 18.268 59.447 101.23

N = 15 21.412 14.453 8.551 2.165 0.00 0.943 12.524 30.385

N = 20 22.631 16.415 10.976 4.539 1.651 0.00 4.368 13.903

N = 35 22.681 16.686 11.407 5.059 2.086 0.00 2.919 10.530

It is seen from Fig. 2 and Table 1 that, for each R, the value I(N) of the gain
increases in the beginning and then becomes constant. It is explained by the fact
that, for large value of N , all entering customers get service at the first station
so that the gain from the successful service at this station and the rate of input
flow to the second station become constant. Since the number R of servers at
the second station is constant, the gain from the successful service at the second
station becomes constant too. Thus, the value of total gain does not vary for
large N .
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Fig. 1. The cost criterion as a function of the number of servers at the second station
under different number of servers at the first station

Fig. 2. The cost criterion as a function of the number of servers at the first station
under different number of servers at the second station

5.2 Decomposition Issues

In this section, the problem of decomposition of the original tandem system
into two multi-server systems is investigated numerically. To solve properly this
problem, the output flow from the first station (input flow to the second station)
should be described exactly. We find out that this flow is a MAP of order
(W + 1)(N + 1)(N + 2)/2. To avoid the dimensionality problem, we make an
attempt to approximate the output flow from the first station as a stationary
Poisson one. To evaluate the error of the approximation, performance measures
of the second station calculated for the stationary Poisson input and for exact
MAP input flow are compared.
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Theorem 2. Output flow from the first station is a MAP which is described by
the following square matrices D̃0, D̃1 of size (W + 1)(N + 1)(N + 2)/2:

D̃0=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

B0 C0 0 0 . . . 0 0 0
A1 B1 C1 0 . . . 0 0 0
0 A2 B2 C2 . . . 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 . . . AN−1 BN−1 CN−1

0 0 0 0 . . . 0 AN BN

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, D̃1=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 . . . 0 0 0
F1 0 0 . . . 0 0 0
0 F2 0 . . . 0 0 0
...

...
...
. . .

...
...

...
0 0 0 . . . FN−1 0 0
0 0 0 . . . 0 FN 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

where the matrices Ai, Bi, Ci, Fi are defined in Theorem1.

Using Theorem 2, the second station of the tandem can be modeled as
a separate MAP/M/R/R queue. Of course, the first station is modeled as
MAP/M/N/N queue. Thus, we state the fact that the original tandem queue
can be decomposed into two separate multi-server queues with MAP inputs. Nat-
urally, this fact simplifies the investigation of the original system. At the same
time, in case of large values of N the dimensionality problem which takes place
in the original tandem queue is still open because the state space of underlying
process of the MAP of arrivals to the second station can be very large. In this
situation, we can try to approximate the input MAP to the second station by the
stationary Poisson one with the rate λ

(2)
inp (see Sect. 4, Performance measures).

Under such an approximation the stationary distribution pr, r = 0, R, of the
number of busy servers at the second station is calculated by Erlang formulas

pr =
ar

r!
R∑

l=0

al

l!

, r = 0, R, a =
λ
(2)
inp

γ
.

To evaluate the error of the approximation, we compare this distribution with
the corresponding distribution calculated for exact MAP input to the second
station defined in Theorem 2.

Consider the numerical experiment with the following input data: the number
of servers at the stations N = 5, R = 4. The service rates an the stations
μ = 0.5, γ = 0.1. The MMAP at the first station is defined by the matrices

D0 =

( −1.349076 0.00000109082
0.00000109082 −0.043891

)
, D1 =

(
1.340137 0.00893790918
0.0244854 0.01940450918

)
, D2 =0.

Under this data λ = 1.00003, ccorr = 0.2, λ
(2)
inp = 0.918877.

In Table 3 we present the approximate stationary distribution pr, r = 0, R,
of the number of busy servers at the second station calculated for the stationary
Poisson input and the corresponding exact stationary distribution qr, r = 0, R,
calculated for the MAP input.

It is seen from Table 3 that an approximation of the MAP input flow to the
second station by the stationary Poisson flow can be very bad. For example,
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Table 3. Stationary distribution of the number of busy servers at the second station

q0 q1 q2 q3 q4 N
(2)
busy

Poisson 0.00208876 0.0191931 0.0881804 0.27009 0.620448 3.4876259

MAP 0.133934 0.0691116 0.0735184 0.189183 0.534253 2.9207094

in the above experiment the relative error in the calculation of the steady state
probabilities may reach 98 % and the relative error in the calculation of the mean
number of busy servers at the second station is about 20 %.

6 Conclusion

In the paper, the tandem queueing system with MMAP and two stations defined
by the multi-server queues without buffers is studied. A part of arriving cus-
tomers are served only at the first station while the others have to be served at
both stations. Optimization problem is considered and solved numerically. Cost
criterion includes the gain of the system obtained from the service of customers
and the maintenance cost of the servers at the second station. Decomposition
problem is discussed. It was shown that the original tandem can be reduced
to two multi-server queues with MMAP and MAP input. The approximation
problem is considered. It was demonstrated numerically that a simple approx-
imation of the input flow to the second station by the stationary Poisson one
can be very poor. The obtained results can be applied for optimization of the
structure of an office computer network with partial access of officers to the
external network. Results can be extended to the case of more general so called
PH – phase type distribution of the service times, see, e.g., [5] and the case
when not only the number of servers at both stations should be optimized, but
additionally the share of customers, which are permitted to go to the second
station after the service at the first station, is a subject of optimization.

References

1. Ferng, H.W., Chang, J.F.: Connection-wise end-to-end performance analysis of
queueing networks with MMPP inputs. Perform. Eval. 43, 39–62 (2001)

2. Heindl, A.: Decomposition of general tandem networks with MMPP input. Per-
form. Eval. 44, 5–23 (2001)

3. He, Q.M.: Queues with marked customers. Adv. Appl. Probab. 28, 567–587 (1996)
4. Klimenok, V., Kim, C.S., Orlovsky, D., Dudin, A.: Lack of invariant property of

Erlang loss model in case of the MAP input. Queueing Syst. 49, 187–213 (2005)
5. Neuts, M.: Matrix-Geometric Solutions in Stochastic Models - An Algorithmic App-

roach. Johns Hopkins University Press, Baltimore (1981)



Innovative Applications



Adjustable Sampling Rate – An Efficient Way
to Reduce the Impact of Network-Induced

Uncertainty in Networked Control Systems?

Micha�l Morawski(B) and Przemys�law Ignaciuk

Institute of Information Technology, Lodz University of Technology,
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Abstract. The practical realization of Network Control Systems (NCSs)
enforces handling network-induced effects: information transfer and
processing delay, delay variability, packet loss and reordering, etc. The
impact of these phenomena can be limited by using dedicated, expensive
real-time networks and control systems, or by implementation of algo-
rithmic methods. This paper presents an adjustable sampling rate (ASR)
algorithm to alleviate negative influence of network-induced uncertainty
in NCSs, and compares it with previously developed predictor based
(PB) one in a common experimental framework. Since the experiments
are conducted using standard modules and communication technologies,
the reported results are applicable to a relatively broad class of remote
control applications and NCSs.

Keywords: Network control systems · Discrete-time systems · Time-
delay systems · Experimental evaluation

1 Introduction

While local plant control may nowadays be considered well investigated, the
problems of remote regulation and steering, or the control of distributed and
networked control systems (NCSs) continue to attract significant attention of
researchers and practitioners [1,2]. Unlike local plant control, influencing the
state of objects placed in separate locations requires signal exchange over a com-
munication network, which is inherently uncertain. The information passed
among the communicating parties may be lost, discarded as a result of errors,
temporarily misplaced, and arrives with delay. Therefore, although gaining in
popularity owing to the ease of installation, fault tolerance, economic benefits,
or pure necessity (e.g. in hazardous environments), remote control settings need
extra measures to ensure consistency of the control process in the presence of
network-induced perturbations [3–5].

A remote control system consists of at least two subsystems: a local computer
that interacts with the plant through actuators, gathers sensor measurements,
and provides a communication interface for the networked information exchange
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 329–343, 2016.
DOI: 10.1007/978-3-319-39207-3 29
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and a remote computer implementing the control logic and interacting with the
plant via a data transmission network. Obviously, in order to elevate the quality
of networked information exchange, e.g. in the effort to fulfill real-time require-
ments, robust communication media and high performance electronics can be
used. However, the cost of such approach in terms of money and resources is
prohibitive in many prospective applications. One would like to achieve similar
control system performance using inexpensive devices and general-purpose net-
works rather than recur to large monolithic constructs with dedicated connectiv-
ity solutions. The primary drawback of low-end solutions, in turn, is the increased
level of system uncertainty related to longer information transfer delays, larger
delay variability (jitter), packet reordering, and higher loss rate.

While in the circumstances of aggravated uncertainty the system stability
can be preserved by implementing robust, sophisticated control laws [6–9], or
throttling the responsiveness of linear controllers [10], the control quality cannot
be improved unless the severity of perturbations themselves is mitigated. The
current literature [3] advocates solutions based on either assessment of delay
(e.g. [11]) or by incorporating intelligence in the local control system to select
a desired control value at a given time instant. The paper focuses on the latter
case and presents an adjustment rate adaptation algorithm, that is a member
of variable sampling group methods [12]. The majority of this group of methods
apply the control in an event driven mode (see [13] and references therein), i.e.
when a control packet arrives at the local system. Such an approach usually
violates economic requirements (the use of low-end local computers) due to the
necessity of performing sophisticated computations. The developed algorithm
can be implemented on low-end machines, ordinary PC, or even a virtual one.
In contrast to the earlier studies, e.g. [13], primarily limited to computer simu-
lations, the algorithm is tested within a consistent experimental platform. Since
the tests involve a structurally unstable plant, low-end devices, and general-
purpose networks, the conclusions are applicable to a relatively broad class of
customary systems (not just high-end industrial solutions).

2 System Model

Consider the system depicted in Fig. 1. The plant dynamics are modeled as

ẋp(t) = Fcxp(t) + Gcup(t) + dp(t), (1)

where t is a continuous variable denoting the evolution of time, xp(t) ∈ R
n is the

plant state vector, up(t) ∈ R
r is the input applied at the plant, Fc ∈ R

n×n and
Gc ∈ R

n×r where r, n are positive integers, and dp(t) represents the cumulative
impact of model uncertainty and external disturbances.

The plant is to be controlled remotely according to a suitably chosen regu-
lation strategy. The signals between the controller and the plant are exchanged
through a communication network. Such configuration, while flexible and cost
efficient, introduces additional phenomena that need to be accounted for in
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Fig. 1. Remote plant control. S – Sensor, A – Actuator, NIC – Network Interface
Controller.

proper control system design. In particular, one needs to answer the challenges
related to network-induced effects.

First of all, handling events at the network interfaces introduces an extra
latency that limits the achievable sampling rate. At the input side of a com-
municating party, this latency is associated with capturing the arriving packets,
extracting the relevant information, and applying the retrieved information for
the control purposes. Similarly, at the output side, finite time is needed to form
and transmit packets through the networking device. Additional time is neces-
sary to process the data at the remote computer. Therefore, unless the dominant
time constant of the controlled process significantly exceeds the sampling period,
in a networked-based implementation of control tasks the effects of finite sam-
pling rate should be addressed. In the considered setting, it is assumed that
the plant control system is time driven with period Ts and the input is applied
through zero-order hold (ZOH), i.e. up(t) = up(kTs) for t ∈ [kTs, (k + 1)Ts),
with k = 0, 1, 2, . . . For brevity, in a latter part of the text kTs will be written
shortly as k. In discrete time domain, the nominal plant dynamics evolve as

xp(k + 1) = Fxp(k) + Gup(k), (2)

where F = eFcTs and G = Gc

∫ Ts

0
eFc(Ts−λ)dλ.

The other group of effects in remote control systems is related to passing the
data between the communicating parties through the network channels. This
process is never instantaneous. Moreover, the common usage of shared commu-
nication channels in NCSs (especially the wireless ones) results in delay fluctu-
ations arising from various media access procedures, link layer retransmissions,
queuing at the network devices, etc. Let x denote the information about plant
state delivered to the remote controller and u – the command established by that
controller. It is assumed that the controller operates in an event-based mode, i.e.
the input computation is triggered by the reception of a packet carrying the infor-
mation about the plant state, and the clock synchronization with the plant is not
required. The controller command is received at the plant with forward (input)
delay nf (t) and the state measurement is delivered with backward (output) delay
nb(t). The remote computer processes the data by nr(t). Unless only local signal
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exchange is considered with the transmission delay incorporated into the dis-
cretization period, the overall loop delay τ(t) = nf (t) + nb(t) + nr(t) ≥ Ts > 0.
Although uncertain and time-varying, this delay may be assumed to comprise
an integer multiple of Ts, since the time-driven actuator operation permits the
input changes at the plant in Ts intervals only. Thus, τ(t) = h(k)Ts, where the
uncertain h(k) ≤ H, H < 0.

When subject to linear control the actual placement of the controller in the
loop does not affect the system dynamic description. Therefore, following this
common convention in modeling the phenomena encountered in remote control
systems [12], the overall system dynamics may be represented as

xp(k + 1) = Fxp(k) + Gu(k − h(k)) + dp(k). (3)

On the other hand, with the nominal delay τ = hTs, the system dynamics
become

x(k + 1) = Fx(k) + Gu(k − h) + d(k), (4)

where d(k) ∈ R
n captures all the effects related to the plant and communication

process uncertainty.

Remark 1. In addition to experiencing variable, uncertain delay, the information
transmitted in the network may be lost or corrupted, thus increasing the overall
system uncertainty. Since the effect of lost and late packets is essentially the
same from the perspective of preserving the continuity of the control process,
the case of a lost packet is treated here as transmission with infinite delay thus
confining the discussion to the system with uncertain, time-varying delay and
lossless transfer.

Remark 2. In general the overall system delay could be decreased by shortening
Ts. However, such an approach is counterproductive in NCSs because of the
physical limitations of communicating channels and risk of collapse when non-
expensive shared channels are used. Additionally, as a side effect, decreasing Ts

increases the error in reconstructing unmeasured variables [5].

3 Control Strategy Selection

The presence of delay enforces the use of appropriate mechanisms to counteract
its potentially destabilizing effect on the closed-loop system [14]. One of the
popular approaches concentrates on finding a suitable control gain K so that the
closed-loop system remains stable irrespective of the delay and perturbations.
Thus considered control,

u(k) = −Kx(k), (5)

while straightforward to implement and convenient for the analytical studies,
introduces operational conservatism in the effort to preserve stability under
worst-case delay (and disturbance) conditions.
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In order to avoid throttling the dynamics, an attractive alternative is the
application of dead-time compensators (DTC) [15]. By introducing the variable

v(k) = Fhxp(k) +
h∑

i=1

Fi−1Gu(k − i), v ∈ R
n, (6)

closed-loop dynamics (4) become

v(k + 1) = Fv(k) + Gu(k) + Fhd(k). (7)

With the use of DTC (6), the gain selection for system (7) may proceed using
the classical state feedback design for undelayed processes with the control of
the form

u(k) = −Kv(k). (8)

As long as the delay used in the DTC matches the loop delay gain K may be
chosen independent of h, which, in principle, implies the possibility of obtaining
arbitrarily fast dynamics. The performance is then tuned with respect to e.g.
disturbance attenuation requirements. The drawback of this method is the need
for recreating an accurate model of the physical process inside the DTC. If
the model is imprecise, in particular, if the delay used for the internal state
evaluation (6) differs from the one that actually exists in the control loop, the
system is susceptible to stability issues. In the paper, the system is assumed to
be governed by a linear controller, in the form given by (8) (rather than (5)),
with the gain pre-assigned according to certain design requirements. The gain
selection may be realized in any way. The purpose of the presented study is to
evaluate the methods of reducing the influence of network-induced uncertainty,
in particular, random delay variations, on the control system performance.

4 Reducing Influence of Network-Induced Uncertainty

While potentially problematic, owing to the extra uncertainty source, the control
system implementation in a networked environment offers also additional means
of reducing that uncertainty influence.

Among the methods commonly used to handle network-induced perturba-
tions in NCSs (see e.g. [3] for an excellent review of current trends), we have
selected two most willingly used, similar in implementation but different in a way
subsequent inputs are evaluated.

Both approaches are based on the observation that instead of issuing a single
control command (calculated for the nominal delay, for instance) the networked
implementation of a control strategy permits simultaneous transmission of mul-
tiple commands. In such a case, the controller determines multiple input values
and sends them in the control packet for the actuator. Then, based on timestamp
comparison, the most appropriate command corresponding to the current delay
is chosen and supplied to the actuator. As a result, irrespective of the pattern
of delay variation, the loop delay is compensated.
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Remark 3. The associated increase of packet payload only slightly increases the
overall delay because the enlarged transmission time is comparable to media
access time. The computation time (nr(t)) increases approximately linearly with
H, but is still shorter than nb(t) and nf (t).

The investigated methods (in different variants) were the subject of many
analytical and numerical studies in recent years [16,17]. However, their assess-
ment when acting in the actual networked environment (where the plant and
network-induced perturbations influence the control process concurrently) has
not been given sufficient attention. In this study, the practical rather than for-
mal perspective is taken, and comparative, experimental evaluation of the effi-
ciency in mitigating the impact of delay uncertainty on remote control system
performance is provided. The method variants are selected so that the protec-
tion against instability is achieved without much deterioration of the response
speed or excessive implementation and operational burden owing to large level
of sophistication. They are discussed in details in the subsequent sections. In
each case, the network interface of the local computer creates a packet every
Ts containing the current state measurement, the history of previously applied
inputs up(k − 1), up(k − 2), . . . , up(k − H), and a timestamp that uniquely
describes time instant k. The controller copies the timestamp, computes a set of
control values and sends them to the actuator. Since the controller operates in
the event-based mode, the time synchronization with the plant is not required.

The information exchange process, illustrated in Fig. 2, proceeds as follows.
Every Ts, the sensor interface issues a timestamped packet containing the plant
state measurement and the history of inputs applied to the actuator in the last
H periods.

Upon reception (if the timestamp comparison indicates the packet is not
outdated, e.g. due to reordering) the entire set of H commands is stored in the
local buffer. At sampling instant k + j the value corresponding to loop delay j,
uj(k), is taken from the buffer and applied to the actuator. If no new packet
arrives before the next sampling instant the loop delay is perceived to have
increased by 1, so uj+1(k) is chosen as the actuator input. Otherwise, if a new
packet does arrive and the buffer contents are updated, uj(k + 1) is selected
as the plant input. The history of H actually applied inputs is recorded in the
measurement packet sent towards the controller and the process repeats itself.

4.1 Predictive Based Method (PB)

In this method the controller extracts the received data and calculates H com-
mand proposals

uj = −Kvj ,vj = Fjxp +
j∑

i=1

Fi−1Gup(j − i), j = 1, . . . , H, (9)

that are all sent in a single packet towards the plant. The operational details of
this method were discussed in [18].
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Fig. 2. The local computer operating in a time-driven mode performs the measure-
ments, and sends them to the remote controller at discrete instants kTs

4.2 Sampling Rate Adjustment (ASR)

The second group of methods investigated in this paper is based on the dynamic
adjustment of the sampling rate. A drawback of the PB method, which incorpo-
rates the set of values computed for the loops with different delay, is decreased
accuracy if the plant model used to establish the compensator signal is imprecise.
The error may propagate in the subsequent powers of state matrix F (formulae
(7) and (9)), leading to performance deterioration for loops with long delay. In
order to address this issue, instead of using one model with matrix F determined
for the continuous-time process discretized with period Ts, one can construct
a set of discrete-time models, each corresponding to a different sampling period.
Then, if the delay equals τ and the input calculated for the model sampled with
period τ is supplied to the actuator for the duration of τ , a closed-loop system
with a unity delay is obtained (6). The influence of uncertain delay variation
is thus reduced. In order to cover the full spectrum of possible delay values an
infinite set of models would be required. In the practical implementation, the set
of delays is restricted to integer multiples of fundamental sampling period Ts.
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The proposed algorithm works in the following way: every Ts the sensor inter-
face sends a packet towards the remote controller containing the current and
previous state measurements and the history of inputs applied to the plant in
the last H fundamental sampling periods Ts. Unlike the PB method, in addition
to the input also the state history needs to be provided for the reconstruction
of unmeasured variables in the interval (k − H, k]. This task should not be del-
egated to the controller since packet drops in the sensor-to-controller channel
would lead to erroneous view of the plant state evolution should the controller
retrieve the data by itself. Upon the packet reception, the controller establishes
H commands, each corresponding to a system sampled with period iTs. Assum-
ing a unity loop delay, the commands are calculated as

ui = −Ki [Fix + Giup(k − i)] , (10)

where the matrices Fi = eFciTs and Gi = Gc

∫ iTs

0
eFc(iTs−λ)dλ, i = 1, 2, . . . ,H,

represent the discrete-time models of continuous-time system (1) sampled with
period iTs. Ki is the feedback matrix for model (Fi, Gi), determined so that the
closed-loop system under control (10) is stable. All H input proposals are placed
in the packet sent to the plant. The actuator part of the system is exactly the
same as in the PB method. Upon the packet reception at the plant, the local
buffer is updated, and a new control input is applied at the next Ts sampling
instant according to the current loop delay. The control packet reception at the
plant right before instant k+i, with the command calculated for the sensor mea-
surement sent at instant k, indicates input ui should be applied to the actuator
at k + i. Instead of keeping this input at the ZOH for the duration of i, however,
the proposed variant operates with more frequent input updates. Namely, the
check whether a new input should be latched in the ZOH is performed with
period Ts rather than iTs. In particular, if between instants k+ i and k+ i+1 no
new control packet is received, it means the loop delay has increased by 1. There-
fore, instead of keeping ui at the ZOH at instant k+ i+1, it is more appropriate
to apply command ui+1 from the buffer, corresponding to the discrete subsystem
sampled with period i + 1. In this way, a subsystem with the control based on
more recent data is triggered. In addition to obtaining higher responsiveness, the
overall control quality may also improve since the obtained finer sampling period
leads to more accurate representation of the physical process (continuous-time
and discrete-time system representation coincides at the sampling instances). On
the other hand, if between instants k + i and k + i + 1 a new packet arrives and
the buffer contents are updated, the timestamp comparison provides the value
of the current loop delay that allows one to choose the corresponding command
directly from the updated buffer.

4.3 Comments

The efficiency of the considered methods in reducing the adverse effects of chan-
nel uncertainty and the their impact on the process control quality are evaluated
in the experimental part reported in Sect. 5. In this section, the methods are
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compared in terms of the computational overhead and resource requirements
imposed on the plant, remote controller, and network channels.

Computational Overhead. Since the command for the plant is determined by the
remote controller, the computational overhead experienced by the local computer
(at the plant) is nearly the same, except preparation of the packet to be sent
to the controller. Basically, it reduces to choosing the actuator input every Ts.
Similarly, the on-line computations performed by the controller are the same
except for the necessity of retrieving the unmeasured state variables in the ASR
method. In both cases, the controller performs H matrix computations, as the
appropriate data should be prepared off-line.

Resource Usage. The plant control system maintains only a few local variables
of integer type. The corresponding floating point variables are handled at the
remote controller, so the amount of memory consumed by the methods is insub-
stantial. Both methods require a buffer at the plant to hold last H plant input
values and input proposals, and in the case of the ASR method also the plant
state history (H values for each state variable).

Network Utilization. The network utilization depends mainly on Ts and the
size of transfered variables. For instance, assuming 16-bit long variables, system
order n = 4, number of measured outputs l = 2, sampling time Ts = 10 ms
and history size H = 10, maximum throughput of controller-actuator link for
both methods is (H + 1) ∗ 16/Ts = 17.6 kbps, and maximum throughput for
sensor-controller link is (H + n + 1) ∗ 16/Ts = 24 kbps for PB method and
(H + Hl + 1) ∗ 16/Ts = 49.6 kbps for the ASR one.

5 Experiments

The method performance is studied in the networking environment with the
physical object controlled remotely over a real communication network. The
constructed laboratory setup, involving the object, sensors, and actuator (motor)
connected to a microcontroller unit (MCU) equipped with a networking interface
is shown in Fig. 3.

Plant. The controlled plant reflects a structurally unstable 4th-order inverted
pendulum-on-a-cart system. The plant parameters are as follows: mass of the
cart M = 0.768 [kg], mass of the pendulum m = 0.064 [kg], moment of inertia
(around the center of gravity) J = 0.00231 [kg m2], and distance between the
pendulum center of gravity and the shaft lp = 0.205 [m]. For the purpose of
controller design a linearized plant model is considered – the neglected friction,
nonlinearities, and actuator dynamics constitute the plant uncertainty. Thus
obtained nominal plant dynamics are given by

ẋ =

⎡
⎢⎢⎣

v
a
ω
ε

⎤
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⎡
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Fig. 3. Laboratory setup. Inverted pendulum (A) is mounted on cart (E) whose hor-
izontal displacement is regulated by motor (B). The motor input is supplied through
signal manipulation device (C). The device is connected to microcontroller unit (D) that
provides the networking interface. The remote computer is not shown in the picture.

where v is the cart velocity, s – cart position, a – cart acceleration, ω – pendulum
angular velocity, α – pendulum angular position, and ε – pendulum angular
acceleration. Input u is the motor driving force.

The motor speed is regulated through a PWM wave generated from the MCU
(in our case Phillips LPC1768). By design, the MCU collects the data from the
sensors, selects an appropriate PWM duty cycle for the actuator, and handles
the network communication with the remote controller. The position of the cart
and pendulum is obtained from the incremental encoders with 1024 impulses
per rotation. The remaining state variables – the cart and pendulum velocities
– are determined from the position measurements using a differentiating filter
with coefficients [1,−1]. The calculations are performed on the local computer
(the PB method) or on the remote one (the ASR method). The MCU works
in a time-driven fashion. It adjusts the actuator signal, collects and sends the
data in Ts = 10 ms intervals. The MCU, equipped with an Ethernet interface,
communicates with the remote computer using a general-purpose IP-based net-
work. The internal buffer size is adjusted to accommodate H = 10 input and
measurement values. Consequently, the maximum loop delay expected in the
system is HTs = 100 ms. If more than H subsequent packets are lost, the system
switches to a fail-safe state (cuts off the supply power), and restarts after the
connectivity is reestablished.

Networking Environment. The information between the plant and the controller
is exchanged within the standard UDP transmission without acknowledgments.
The data passes through three layer 2 and layer 3 switches. During all the con-
ducted experiments the control information is transferred in the presence of
regular traffic so that the opportune conditions of an isolated networking envi-
ronment are avoided. As soon as the remote computer receives a packet, the
relevant information is extracted and used to determine the control signal. The
established controller command is placed in the packet directed to the MCU.
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The MCU places the data retrieved from the incoming packet in the internal
buffer and at the next sampling instant it applies the most appropriate value
to the actuator. The controller uses the algorithm presented in Sect. 4 to deter-
mine the set of control values for the plant. Special real-time considerations (e.g.
synchronization) need to be applied neither to the remote computer, nor the
network connectivity plane. Only the local computer – the MCU – tracks the
evolution of time.

Controller. Since the discussed methods of counteracting negative impact of
network-induced perturbations operate independently of the control law selec-
tion, basically any stabilizing controller K can be used. In the tests, static-
gain LQ-optimal control was considered with the state weighting matrix Q =
diag{60, 4, 40, 1} and input weighting matrix R = 1. For the minimum (con-
stant) delay in a given range both methods operate in the same way. Therefore,
the experiments conducted for the connectivity with minimum delay is used as
a baseline for comparison.

Experiments. Three series of experiments are conducted. In each case, the ini-
tial state is set as [0 0 π/6 0]T , which reflects the situation of the pendulum
(and cart) originally at rest with the angular position shifted from the upward
(unstable) equilibrium by 30◦. The objective is to stabilize the pendulum in
the upward position despite the plant model uncertainty and network related
perturbations by horizontal cart displacement. Note that setting the initial pen-
dulum position at 30◦ with respect to the vertical axis violates the small signal
approximation of the linear model and further strains the tests. The network
perturbations are artificially injected into the network channels to establish a
consistent comparison plane. The background traffic, in turn, is uncontrolled –
it depends solely on the activity of other users. The numerical data gathered in
each of the corresponding tests constitute an average of 10 experiment runs.

Tests 1–3. The purpose of the first group of tests is to assess the control system
sensitivity to the parametric uncertainties and unmodelled dynamics neglected
in the control gain selection. The network transmission proceeds without errors,
the channels are reliable (no data loss is experienced), and packets are delivered
with constant delay. Consequently, this group of tests forms the basis for evalu-
ating the method performance when the network related perturbations actually
disturb the communication process in Tests 4–9. Results of these experiments
are presented in Fig. 4.

Tests 4–6. In the second group of tests, the communication channels are reli-
able – no error or statistical data loss occurs – but the limited bandwidth does
not allow to transmit all the required information. These experiments show how
a remote control system behaves when the dedicated channel connectivity is
used yet an expensive Commitment Information Rate is too low to transmit
the packets generated at each sampling period. The reduced throughput may
also result from bottlenecks on the data path, or regular (as opposed to burst)
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Fig. 4. Results of algorithm performance tests with constant delay. Ref: minimum
delay, a, d: 20 ms delay, b, e: 30 ms delay, c, f: 40 ms delay. a, b, c: PB method, d, e, f:
ASR method.

packet dropouts. The successful transmission rate amounts to 1/3 in all three
experiments, i.e. only one packet out of three arrives at the plant. The results of
these experiments are presented in Fig. 5.

Tests 7–9. The last group of tests allows one to assess the method perfor-
mance in a stochastic environment. The packets are directed through ordinary
packet transfer network. The delay variations follow the Poisson process with
mean = 30 ms, enlarged by different constant delays. Results of these experi-
ments are presented in Fig. 6.

Result Analysis. Overall better performance (smaller deterioration of the con-
trol quality as measured by the LQ performance index) presents the PB method,
while the ASR one results in smaller overshoots. The quality of the ASR method
rapidly degrades with delay increase. This effect is caused by a larger error in
discrete-time system representation for longer sampling periods of the linearized,
continuous-time plant model. Both methods follow closely the baseline for small
delays with the stabilization effectiveness degrading for longer delays. The non-
linearities and plant uncertainty neglected in the controller design do not allow
the error to be eliminated. Instead, a limit cycle, stable in the Lypaunov sense,
can be observed. The ASR method results in the larger limit cycle (measured
by the amplitude of oscillations).
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Fig. 5. Results of algorithm performance tests with throughput limitation: 1/3 of pack-
ets arrive at the actuator. Ref: minimum delay, no drops, a, d: no additional delay, b,
e: additional 10 ms delay, c, f: additional 20 ms delay. a, b, c: PB method, d, e, f: ASR
method.

Fig. 6. Results of algorithm performance tests with Pareto distributed delays with
mean 30ms. Ref: minimum delay, no drops, a, d: no additional delay, b, e: additional
10ms delay, c, f: additional 20ms delay. a, b, c: PB method, d, e, f: ASR method.
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6 Conclusions

The sensitivity of linear controllers to uncertainties enforces conservative designs
which may discourage their implementation in practical systems. On the other
hand, robust, frequently nonlinear, control strategies tend to address stability
issues at the expense of increased complexity and implementation difficulties
(e.g. the chattering problem in sliding-mode control systems). In the paper, two
groups of algorithmic methods accessible in remote control systems for reducing
the impact of network-induced perturbations were examined. For the purpose of
comparison, a series of experiments were conducted involving a physical plant
and a real communication network thus allowing for consistent empirical inves-
tigation in the presence of model imperfections as well as network-related ones.

Two, similar in implementation but different in design, classes of methods
were identified and subjected to experimental evaluation: predictor based and
adaptable sampling rate methods. The PB method generally outperforms the
ASR one in terms of reducing the output error. The observed performance degra-
dation of the ASR method originates from two successive approximations, one
in the linearization of nonlinear process dynamics and another in the discretiza-
tion with longer sampling period, that reinforce the plant model uncertainty. It
occurs that the (potential) error propagation in determining the compensator
signal due to imprecise plant model in PB method is less severe for the con-
trol process quality in networked environment than applying a longer sampling
period.

The investigated methods support the control law in decreasing the influ-
ence of network-induced perturbations on the closed-loop system. Their perfor-
mance, however, depends on the quality of the model of the regulated process.
Both methods benefit from more accurate representation of the physical system.
Therefore, for achieving best performance, the effort of reducing the influence of
network-induced phenomena should be assisted by decreasing the plant-related
uncertainty. In the case of highly uncertain processes one needs to recur to inher-
ently robust control algorithms.
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Abstract. The integration of the various home devices into a single,
multi-service, and user-friendly platform is still an area of active research.
In this scenario, we propose a domotics framework based on the Session
Initiation Protocol (SIP) and on a SIP-based Home Gateway (SHG).
The SHG retains the compatibility with the existing SIP infrastructure,
allowing the user to control all domotics devices through his usual SIP
client. Particular attention has been paid to the usability and scalability
of the system, which brought us to define a functional addressing and
control paradigm. A working prototype of the SHG and a customized
SIP event package have been used to provide a proof-of-concept of our
architecture, in which the SHG has been interfaced with ZigBee and
Bluetooth networks.

Keywords: Domotics systems · SIP-based Home Gateway · ZigBee

1 Introduction

In the domotics archetype, all subsystems and devices will be able to talk to
each other and interact in a seamless manner, realizing an intelligent structure
that improves the quality of life, reduces the costs, and achieves energy savings,
allowing the user to manage them from heterogeneous devices either at home
or remotely. To put this paradigm into practice, the communication among the
single home devices and between the various domotics subsystems is the funda-
mental operation. The set of sensors and actuators usually comes in the form
of one or more networks (Domotics Sensors and Actuators Networks, DSANs),
backed either by a single technology or by different ones. Often, however, the
specifications do not define a common control plane to contemporarily manage
devices belonging not only to different standards, but even to different appli-
cation profiles (e.g. ZigBee’s Home Automation, and Smart Energy, or KNX’s
Lighting, and Heating – just to cite the most appealing ones). As a result, the
burden of coordinating and making devices interoperate is left entirely to the sys-
tem implementer. From the user perspective, the devices belonging to the diverse
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 344–359, 2016.
DOI: 10.1007/978-3-319-39207-3 30
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subsystems can be typically controlled through dedicated appliances located in
the house (e.g. a touch panel, a smart telephone, a TV remote). However, this
paradigm no longer holds for remote control operations that occur when the
user is far from home. In this case he/she would normally have a single device at
hand, such as a tablet or a smartphone, by means of which he/she would like to
control any device in the home, possibly without profile- or technology-specific
configuration procedures.

In this scenario, we designed a domotics architecture aimed at gaining inter-
operability among devices belonging to different technologies and profiles. In
our vision, the common control plane is realized through the Session Initia-
tion Protocol (SIP) [1]. Indeed, SIP is able to meet many of the requirements
that a domotics system may impose, such as various communication paradigms
(command-based, event-based, session-based), user mobility, integration with
existing services (e.g. telephony), fast development times, and security1. A SIP-
based Home Gateway (SHG), the major enabler of the envisioned system, is
devised to translate the user commands from and to the specific DSAN lan-
guages and to retain the compatibility with the existing SIP infrastructure and
deployed SIP clients, which can thus be exploited in full. In addition, we defined
a functional addressing and control scheme (for short, FACS) by means of which
the user can “talk” with the domotics network using just mnemonic names and
commands. These are interpreted by the SHG and managed transparently to
the user. We implemented a working SHG prototype, used to build a complete
proof-of-concept of our SIP-based domotics architecture. A customized SIP event
package and a notification server have also been developed to validate a possible
extension to new services. On the user side, the SHG was interfaced with both
a common SIP client and a client we developed with some “extended” features.
On the DSAN side, the SHG was interfaced with an actual ZigBee network and
a Bluetooth PAN. The mapping of the SIP methods to the domotics architecture
has also been discussed, and the synergies between SIP and the ZigBee DSAN
have been identified and exploited for a more efficient implementation.

2 State of the Art

Some authors approached the integration between wireless sensor networks and
control plane protocols by bringing customized or reduced versions of SIP or
REST on the sensor nodes [3,4]. This kind of approach suffers from a series of
drawbacks. Since the devices are resource constrained, the protocols must be
stripped of many functions. Then, due to the particular operating system run-
ning on the sensor nodes, the development times might be non-negligible. How-
ever, given the high heterogeneity of the devices, it might be necessary to repeat
and modify the customization and development steps for every technology that
is going to be integrated into the system. Finally, compatibility with deployed

1 The domotics system can smoothly exploit the SIP security options. Details about
these options and their impact on the system performance can be found in [2].
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hardware and software is not retained. Alia et al. follows the philosophy of mak-
ing an open and flexible service platform based on a two-tier middleware [5].
Yet, the main focus of this proposal is on the software and middleware aspects
of the system, with primary target the multimedia home entertainment area. As
a result this work cannot be easily extended to other domotics sub-systems. The
definition of an abstraction layer to be located on top of various MAC layers
is the focus of the IEEE P1905.1 working group [6]. The purpose is to make
applications and upper layer protocols agnostic of the underlying networking
technologies. A preliminary implementation of this concept has been presented
by Nowak et al. [7]. The major drawback of this approach is the need to tailor the
abstraction layer to each MAC technology and implement it on all home devices.
The work closest to ours is perhaps the one by Bertran et al. [8], who tested SIP
as a universal communication bus for home automation environments. A SIP
gateway and a series of SIP adapters and interpreters have been implemented
and deployed to make all devices SIP compliant. However, there are some aspects
that may put our framework one step ahead. Bertran et al. did not consider the
issues with addressing and accessibility of the single DSAN devices. Conversely,
the FACS greatly simplifies the user interaction and does not require the DSAN
nodes to register to any SIP server or other additional entities. Then, we devised
a way of keeping the compatibility also with the already deployed user termi-
nals, providing the users with functionalities that are not natively supported by
their devices. Bertran et al. did not pay much attention to this aspect. A third
distinguishing point is in the adaptation between the SIP and the DSAN worlds.
While Bertran et al. design a single software module to be put in the gateway,
we perform this operation in two steps. This allows decoupling the implemen-
tation of the two domains, making the system more flexible. Finally, we studied
in much more detail the integration with two possible DSANs, namely ZigBee
and Bluetooth, and showed how it is possible to exploit their features to sim-
plify the integration into the system. The main focus of Bertran’s experimental
platform [8] was on the performance figures of the gateway, which, if we consider
the current hardware technology, might not be the most relevant hurdle. Recent
research activities have been focused on the realization of REST (Representa-
tional State Transfer) architecture in a suitable form for the most constrained
nodes, in order to permit the development of Internet of Thing (IoT) services [9].
Similarly, a constrained version of the SIP, named “CoSIP”, has been designed to
allow constrained devices to instantiate communication sessions in a lightweight
and standard fashion [10]. A major disadvantage that is common to proposals
like Alia et al. [5], Bertran et al. [8], and, to a smaller extent, TinySIP [4] and
CoSIP [10], is the need for every home device to register with its own iden-
tifier (a.k.a. URI). When the number of devices increases (heavily monitored
and automated buildings may have hundreds of nodes), the user capability of
handling them through their URIs is clearly hampered. On the other hand, in
our system the sole SHG must perform the SIP registration, while we mask the
multitude of DSAN nodes by means of the FACS.
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3 System Architecture and Components

Figure 1 shows the general architecture of the conceived domotics system, which
is composed by four major physical elements: the Clients, the SIP Servers, the
SHG, and the DSANs. The SIP-based Home Gateway (SHG) is the key element
of the system. It enables the remote control of the various DSANs by interpreting
and mapping user commands to device-specific actions. It is in charge of using
the proper set of SIP methods in order to ensure backward compatibility with
Legacy Clients and full functioning to Enhanced Clients. It performs “intelligent”
operations, such as piloting devices of a DSAN in response to events from another
DSAN. An intermediate entity, named Domotics Facility Abstraction (DFA),
has been introduced with a double goal: disjoin the implementation of the two
domains of the system (i.e. SIP and the DSANs), and create a single and user-
friendly service abstraction. The former goal is meant to ease the development of
the SIP and the DSAN interfaces, which may be carried on separately. The latter
goal is meant to be achieved through the definition of the functional addressing
and control scheme (FACS) employed for the user interface. In practical terms,
this abstraction lets the user deal with mnemonic names for the domotics services
(such as the room names and the device functions), keeping SIP and the specific
DSAN technologies hidden to the user. A pictorial description of the framework
can be seen in Fig. 2.

Fig. 1. Reference architecture of the SIP-based domotics system

The functional service abstraction is implemented through the user inter-
face on the Client (including any legacy SIP application), and is understood
and processed at the SHG. The DFA is realized for the most part in the SHG,
which stores the set of actions and performs the necessary tasks to accomplish
the user’s directives. The client is any device at the user’s disposal support-
ing a minimum set of SIP methods. All widely deployed SIP clients fit this
description, without the need for any customization or added feature. However,
in most of the deployed SIP-clients, very few SIP functionalities are available.
Hence, for the full exploitation of the domotics features envisioned in our sys-
tem, it might be necessary to enhance the client with further capabilities and
SIP methods. Therefore we can distinguish two types of client: a Legacy Client,
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Fig. 2. The functional paradigm implemented by means of the DFA

supporting only the basic SIP methods, and an Enhanced Client, which supports
domotics-specific operations. A SIP server is necessary for the registration of the
devices and to support the Publish/Subscribe-Notify semantic. This server can
be any server on the SIP infrastructure providing such functions. The distinction
between “legacy” and “enhanced” applies to the servers too. Typically, existing
servers are unaware of the domotics functions; hence only standard SIP features
are available. However, as the domotics paradigm gains ground, new domotics-
aware servers can be expected to appear. The sensors and actuators deployed in
the house are usually connected through one or more domotics networks (i.e. the
DSANs). Each DSAN has its own transport technology and can use either wired
or wireless connections (or both). All DSANs are then attached to the SHG.

4 Selected SIP Methods

In this section we provide a brief description of the SIP methods we used and,
above all, how we integrated them into the domotics system. Note that, since
the integration mode is not univocal, particular attention is paid to the rea-
sons that drove our choice, how these methods have been exploited, and how
they interact with the various elements of the system. The SIP message method
(defined in RFC 3428) is used to supply the real-time dispatch of short text
messages. Each message transaction2 is self-contained (i.e. each text message
is independent from the others) and requires no session set-up. We used this
real-time low-overhead method to implement the request/response paradigm. In
detail, the request is mapped to a first message transaction, and the response
is mapped to a second message transaction. Therefore, four SIP messages are
used to realize this paradigm. It should be noted that, since the SIP acknowl-
edgment message (such as 200 ok) could in theory include application data,

2 A “transaction” consists of a message that invokes a particular method on the server
and at least one response message.
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a single message transaction could have been used. Yet, by means of two sep-
arate transactions we achieve a semantic separation too. The first “low-level”
SIP acknowledgment (i.e. a 200 ok message) is used to confirm just the correct
reception of the request message, whereas the second “high-level” response mes-
sage is sent in an asynchronous way to inform the user about the outcome of the
requested action (which may occur several seconds, or even minutes, later). A
very important aspect of the message method is its compatibility with all existing
SIP clients. Since every SIP client must support this method, this ensures that
the basic managing functions of our system are also supported. The SIP Event
Notification Framework (ENF) (RFC 3265) provides a way for SIP elements to
learn when “something interesting” has happened somewhere in the network.
Briefly, an initial subscribe message is sent by the user that is interested in the
event (subscriber) to the node that is first aware of it (notifier). The events are
then reported from the notifier to the subscriber by means of the notify method.
RFC 3903 provides a framework for the publication of event states on a notifi-
cation server, called Event State Compositor (ESC). This task is accomplished
using the publish method. The ESC is responsible for managing and distributing
this information to the interested parties through the ENF. Note that the ESC is
a logical entity, which can physically reside in diverse parts of the domotics sys-
tem. In our prototype we arranged for the ESC functions to be provided by the
SHG. In particular, the SHG is the only entity that publishes the events. DSAN
devices are thus preserved from knowing anything about the SIP existence. In
addition, the SHG can filter and compose events that are not available in the
single DSAN domains. The register method is used by SIP to create bindings
that associate a user’s URI with one or more “physical” locations of the user
(e.g. the IP address). SIP network elements (such as the User Agents (UAs) and
the various servers) handle the URI-location binding on behalf of the user. In
the proposed architecture just two elements must be registered: the user and the
SHG. The user shall register every time he/she changes the point of attachment
to the network (in fact, this is performed automatically by the UA). Since the
SIP infrastructure will automatically take care of keeping the connection with
the SHG alive, the user mobility is made transparent to both the user and the
SHG. On the other side, given that all sensors and actuators are managed by
the SHG via the specific DSAN interfaces, they can be completely unaware of
the SIP control plane. Yet, the user can interact with them by knowing the SIP
URI of the SHG and referring to the DSAN devices through the FACS. This
makes the system extremely user-friendly and also highly scalable. No matter
how many devices are in the house, the user can control them from anywhere
he/she is and through invariably the same URI (the SHG one). Note that this
single-URI approach is neither an intrinsic feature of SIP nor of the domotics
concept itself. Rather, it is a “plus” of the way we built our architecture and the
SHG.
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5 Proof of Concept

To put the ideas expressed in the previous sections into practice, we have realized
a small testbed involving all the elements of the architecture. The SHG, being the
core and most innovative element, has been built from scratch. Two DSANs have
been implemented using two sets of ZigBee and Bluetooth devices. An Enhanced
SIP Client has also been developed. Finally, we have defined and implemented
a specific SIP event package for the domotics framework. To build the SHG we
used a generic single board computer (SBC) with a processor running at 720 MHz
with 256 MB of DRAM and 256 MB of NAND flash memory. To give the SHG
the physical interfaces towards the two DSANs, a ZigBee module was embedded
into the board and connected to the main processor via a serial interface, and
a Bluetooth adapter was inserted into a USB port. Figure 3 shows the prototype
SHG. The SHG software was built on top of GNU/Linux (with kernel 2.6.36),
which provides the necessary support and development tools (e.g. a SIP library,
the interface drivers). The software that implements the SHG functionalities has
been written from scratch using the C++ language. The prototype is provided
of a ZigBee and a Bluetooth DSAN. The nodes of the ZigBee sensor network
are based on a 32-bit micro-controller unit and a low power 2.4 GHz transceiver.
A fully compliant ZigBee stack was installed on the nodes. A custom application
that supports environmental data collection (temperature and pressure) and
remote light control has been developed on top of the ZigBee stack by means of
the ZigBee Cluster Library (ZCL) functions3.

Fig. 3. The prototype SHG, with the ZigBee and Bluetooth modules

The APS ACK feature (an end-to-end acknowledgment mechanism) was
enabled to make the ZigBee transmissions reliable. Ambient data are retrieved
both on regular time basis and on-demand. Both approaches are available to
the user, who can either subscribe to this event or ask the SHG to check a spe-
cific sensor value. As for remote light control, the sensor boards are equipped
3 The ZCL is a set of attributes, data, and commands used to speed up the application

development.
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with an array of LEDs, which was used to mimic a multi-level light. For both
ambient data collection and light control we defined a set of textual commands
(see Table 1). Combining them with the name of a room allows the user to set
the desired light level or retrieve the sensor reading. An important aspect of the
ZigBee system is that it provides for a mechanism, known as binding, to connect
endpoints4 on different nodes. Binding creates logical links between endpoints
and maintains this information in a binding table. The binding table also has
information about the services offered by the devices on the network. A notable
advantage of this structure is that it allows the implementation of the service dis-
covery procedure via bindings. The services available inside the ZigBee network
can thus be discovered directly within the ZigBee domain, without resorting to
any additional software or external entities. With specific reference to the SIP
control plane, this means that there is no need to port the SIP registration pro-
cedure to the ZigBee network, since this would be a duplication of the ZigBee
service discovery. The Bluetooth adapter connected to the SHG board embeds
a version 2.0 compliant chipset. To operate this device we took advantage of the
Bluetooth Linux stack (BlueZ), which gives support for basic operations such
as scanning and pairing. On top of these basic functionalities we built the Blue-
tooth interface, which is capable of listing and managing the connected devices.
For the purpose of validating the domotics system, we set up an audio stream-
ing test. A Bluetooth-enabled headset was used as the client device. The audio
streaming was handled directly by the BlueZ (on the SHG side) and the head-
set, by means of the A2DP profile. On the SIP-based control plane, we defined
and implemented some simple commands, such as listing the available content
and playing an audio stream on the Bluetooth headset (see Table 1). The SIP
ENF provides just the procedures that enable notification of events, but does not
define any specific event package. A few packages for the SIP ENF have currently
been ratified. Among them, the Presence package (RFC 3856) is supported by
some widely available SIP clients. However, this package provides just a single
functionality (the presence of a user) and refers to the bare ENF, without taking
advantage of the publish method. To test our domotics system with a complete
and flexible Publish/Subscribe-Notify paradigm, we built a new package, named
“Home Automation”. The basic features of Home Automation are similar to the
ones of Presence, but our package employs the publish method too. We designed
it to embed a customized XML text, which contains domotics specific data (such
as the values read by some ambient sensors). Clearly, this XML scheme can be
replaced with any other kind of text format, like REST or SOAP. To verify the
domotics-specific features of our framework, we developed a prototype Enhanced
Client that supports the full Publish/Subscribe-Notify paradigm and the Home
Automation package described before. One such client is in all aspects a SIP-
compliant software, but with the extra feature that it can control the DSAN
with its native semantic. A popular smartphone with SIP support has been used
as a sample Legacy Client. In our proof-of-concept we employed three different

4 An endpoint is a logical wire connecting distributed applications residing on different
nodes.
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servers, which represent the three possible situations for our domotics system.
An external registrar and proxy server were used as a sample of a pre-existing
SIP network element. This server is compliant to existing SIP standards, and
is completely unaware of the nature of our domotics testbed. Specifically, we
selected a server provided by iptel.org, the well known free IP-telephony service.
A customized SIP server, called Enhanced Notification Server (ENS), was built
to support the Home Automation event package. Hence, this server is represen-
tative of a domotics-aware element in the SIP infrastructure. Note that the ENS
also supports the registration and proxy procedures. Finally, a SIP server was set
up within the SHG. This solution is the archetype for a self-contained domotics
system, in which the gateway provides all the necessary SIP functionalities.

6 Functional Tests

To check the correct functioning of our prototype we performed a series of tests,
which cover the three major communication paradigms: the request/response
paradigm for remote control, the Publish/Subscribe-Notify semantic for event
management, and the session management to support an audio streaming ses-
sion. For these tests, the messages exchanged on the various interfaces have been
captured by means of a network analyzer and synthetically reported in the form
of diagrams.

6.1 Network Topology

All tests have been carried out within the premises of our Department. The
realized testbed is made of five ZigBee sensor nodes, including the ZigBee Coor-
dinator (ZC), which is embedded into the SHG board, as already shown in Fig. 3.
The physical location of the nodes is illustrated in Fig. 4. Due to the indoor envi-
ronment, the nodes Stairs, Office, and Corridor use a multi-hop path to reach
the ZC. The Bluetooth headphones (bths) are placed in a room adjacent to the
one with the SHG.

6.2 Remote Control

The remote control test consists in a user controlling a light from a remote
location. In this test, the Client can be either Legacy or Enhanced, since all
operations are performed through the message method. The user’s terminal and
the SHG are located on two different networks (though both belonging to our
University). The registration procedures made use of the external SIP server.
The user can make use of a set of commands to pilot the light, as detailed
in Table 1, and can address the end nodes with the name of the room where
they are located (the mnemonic names of the rooms coincide with those of
the ZigBee nodes). The relationship between the SIP messages (expunged of
the registration and authentication procedures, as well as of the 200 ok answers),
the SHG translations, and the ZigBee frames is schematically illustrated in Fig. 5.
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Fig. 4. Experimental scenario with the position of the SHG, the ZigBee and the Blue-
tooth nodes

Table 1. Some of the commands implemented in the testbed

Command Effect

switch on light Turn on the light at the maximum level

switch off light Turn off the light

set light level N Set the light level to N

subscribe home auto Subscribe to the Home Automation events in backward compatibility mode

list audio List available audio files

play audio T on D Play audio track T on device D

Fig. 5. Messages on the SHG and ZigBee domains exchanged during the remote control
tests. Only the SHG interfaces are shown.
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Fig. 6. Screenshot of the chat window taken during the remote control test

After the registration, the SHG is reachable through its mnemonic address
(sip.home.gateway@iptel.org5). Then, the test can be split in three phases
(as indicated on the left of Fig. 5). The first phase refers to a successful user
interaction. To control a specific device the user types one of the previously
listed commands preceded by the room name. For example, assuming the user
wishes to turn on the Office light at an intermediate level, the resulting text
would be something like “Office set light level 2”. Figure 6 shows the text mes-
sages that appear on the Client interface. The SIP UA encapsulates this text
into a message and sends it to the SHG.

At the reception of the message, the SHG SIP interface performs a syntax
check. Since the syntax is correct, a 200 ok is sent back to the Client via the
iptel.org server. Then, another verification is made by the translation module to
ensure that a valid request is received. Being the command and room correct, the
SHG transforms the command into a DFA Request. This is in turn translated
into a ZigBee command, containing the MAC address of the Office node, which
is sent to the embedded ZigBee Coordinator. The ZC builds a proper ZigBee
frame (the ZCL “command” frame shown in Fig. 5) and casts it over the air. The
specified sensor node is thus reached by the command, possibly through some
intermediate router nodes. It verifies that the command is correct and executes
the action (i.e. the light level is set to 2). Since no explicit acknowledgment is
sent by the sensor node6, the SHG proceeds to check for the correct execution
of the command. It thus instructs the ZC to ask for an update of the sensor
status, which, in our example, comprises the current light level, temperature,
and pressure values. The ZigBee Coordinator builds and sends a ZCL “read
attribute” frame to the sensor node, which replies with a ZCL “read attribute
response” frame. The response frame is received by the ZigBee Coordinator,

5 This is a fictitious address valid for the proof-of-concept only.
6 According to the ZCL specifications, the sensor is not required to confirm neither

the reception nor the execution of the command. A MAC layer acknowledgment
frame is indeed sent back, but obviously this does not carry any application layer
information.
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which informs the SHG (via the ZigBee Manager module). The SHG can thus
build a new message packet, with the new light level and sensor readings, and
send it to the user. The user terminal will then display a confirmation message,
as shown in Fig. 6, part 1.

To verify and give an example of the behavior in case of a message con-
taining a wrong command, we let the user issue a non-existent command
(“set water temp”). The SHG replies at first with a 200 ok, because the syn-
tax of the message element is correct, but after parsing the user message, it
detects a wrong command, and therefore builds a message to inform the user
that the typed command is wrong (Fig. 6, part 2). Note that no message trans-
lation occurs and no traffic is sent on the ZigBee network (Fig. 5, part 2).

Finally, we report a test in which a user is trying to control a node that is not
connected to the network (part 3 of Figs. 5 and 6). Assuming that the command
is correct, the SHG passes the request to the DSAN. However, when the ZC
looks for the ZigBee network address of the device in its binding table, nothing
is found. The ZC may then try to find this device, e.g. by means of a discovery
procedure, and, after a specified number of failed attempts, an error message is
sent from the ZC to the SHG and then from the SHG to the Client.

6.3 Event Notification

The event notification test involves the use of the publish, subscribe, and notify
methods together with the newly defined Home Automation event package. Thus
we also employed the ENS. The iptel.org server is still used as both registrar
and SIP proxy for the Clients. The test consists in a remote user interested in
following the variations of the ambient values of a specified room, in our case
the Lab. As already outlined, we have two different possibilities, depending on
the client employed by the user (either Legacy or Enhanced). Both of them are
shown in Fig. 7, which reports the SIP transactions occurred during the test.

To keep the figure clean, we do not show the acknowledgment messages, the
Client registration procedures, and the ZigBee devices, and the iptel.org server.
The messages exchanged on the ZigBee side of the system, however, are quite
essential: every time an event is generated by a ZigBee node, a frame is sent to
the ZC and hence to the SHG. The reception at the SHG is indicated by a disc
on the SHG line. In our testbed, events are generated on a regular time basis.
At startup (phase 0), the SHG registers with the ENS, so that it can publish
the Home Automation events. A publish is sent immediately after the reception
of the 200 ok message to perform a first update of the DSAN data. Both clients
register instead with the iptel.org server. The interaction with the Enhanced
Client embraces phases 1 and 2. When the user wants to monitor the varia-
tions in the ambient values, he/she types the mnemonic address of the device
(e.g. “Lab”) and the duration of the subscription (e.g. 100 s). A subscription to
the Home Automation event regarding the Lab room is sent towards the ENS
by the UA. Note that this message traverses the “legacy” SIP network (dotted
line in Fig. 7). If the command is correct, the server accepts the subscription
and provides the client with the current status of the Lab readings via a notify
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message. The shadow on the Enhanced Client line indicates that the notifica-
tion service is active for this device. Therefore, when the ZigBee network sends
an event to the SHG, this casts a publish to the ENS which in turn notifies
the Enhanced Client with a notify message. Figure 8 shows a screenshot of our
Enhanced Client. When the user wants to monitor the ambient values from a
Legacy Client (e.g. a smart-phone), he/she performs the subscription by typ-
ing the “subscribe home auto” command, followed by the room name and the
duration. The UA then encapsulates this text into a message and sends it to
the SHG (phase 3). Indeed, from the analysis of the traces captured on the SIP
network, we saw that the message reaches the SHG via iptel.org. The mechanism
is therefore transparent to the SIP network. If the command is correct, the SHG
replies with another message in which the user is notified of the acceptance of
the subscription. A further message with the observed values immediately fol-
lows (to mimic the notify message sent to the Enhanced Client). The user can
now take advantage of the notification service managed directly by the SHG.
Note that the notification setup procedure for the Legacy Client involves three
transactions (in place of the two for the standard procedure). When an event
occurs (phase 4), the SHG sends a publish to the ENS and also a message to the
Legacy Client. Note that all message messages are sent from the SHG directly to
the client. The outcome of the event notification service on the chat window is
shown in Fig. 9 (where two events on two different rooms have been subscribed).

6.4 Audio Streaming

In the scenario conceived for this test, the SHG acts as a Media Center capable
to share contents with other devices inside the domotics network7. In the specific
case, the content is a set of mp3 audio files. The user activates the streaming
by means of its SIP-enabled terminal – in our proof-of-concept the same smart-
phone of the event notification test. The messages exchanged between the user
terminal, the SHG, and the headset are summarized in Fig. 10. At first, the user
asks for the available audio tracks (by means of the “list audio” command).
Since the tracks are stored on the SHG, the request and response commands are
handled directly by the SHG engine. In case an external repository was present,
they would have been forwarded towards the proper interface.

Then, the user asks for playing an audio track (e.g. “play audio track01.mp3
on bths”). The SHG receives the SIP message, interprets the embedded request
and (i) instructs the Bluetooth manager to set up a connection towards the bths
device (if not active already); (ii) starts a software to play “track01.mp3”; (iii)
redirects the audio stream towards the Bluetooth manager, which in turn sends
it to the Bluetooth interface and hence to bths. An acknowledgment message is
sent to the client to confirm that the playback is about to start. On the Bluetooth
side, we report the setup phase and the beginning of the data exchange phase

7 Clearly, in a realistic domotics environment, the content would be stored on a ded-
icated streaming server, or come from a remote repository or service provider, but
for the purposes of the test this does not make much difference.
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Fig. 7. Messages on the SIP domain exchanged during the event notification test

Fig. 8. Screenshot of the Enhanced Client taken during the event notification test

Fig. 9. Screenshot of the chat window taken during the event notification test
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Fig. 10. Messages exchanged during the audio streaming test

(via the ACL commands, since the audio has been treated as generic data),
whereas the one-shot preliminary pairing phase is not shown. The setup phase,
which comprises several messages, is not necessarily synchronous with the user-
side transactions. The only requisite is that, when the user asks for playback,
the setup must be completed. The SHG checks this before replying to the user
“play audio” command. For convenience we assumed the user turns on his/her
headset after having received the list of audio tracks.

7 Conclusion

The presented architecture and SIP-based home gateway, with the related pro-
totype and proof-of-concept, showed that building a domotics system that inte-
grates diverse home networking technologies, and at the same time provides the
user with a uniform and easy-to-use interface, is indeed feasible by means of the
technologies currently available. Moving the development effort to a single “high-
end” device (the SHG), allows faster implementation times and full compatibility
with both existing sensor and actuator networks and also with the deployed SIP
terminals. A further and notable advantage of the presented system is that the
sole SHG must register with the SIP infrastructure. The SHG URI is thus the
only one that must be remembered by the user. This expedient, joined with the
functional addressing and control scheme (FACS), which exempts the user from
the jargon of the underlying technologies, makes the system extremely scalable
and user-friendly.
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Abstract. The paper presents the cloud computing system designed for
monitoring the state of roads by processing data packages covering such
data as the car’s acceleration and position acquired by mobile devices
(smartphones and tablets) mounted in cars and implemented on IBM
BlueMix platform. Such data are being directly sent to the cloud sys-
tem, where they are being saved and processed online. The system is
capable of performing the authors’ pothole detection algorithm which is
characterized by high detection rate, but on continuously arriving data.
Finally, the system is presenting its results in the form of website and
data packages sent back to mobile devices.

Keywords: Potholes · Accelerometer · GPS · Cloud computing ·
Internet of things · Bluemix

1 Introduction

The problem of road quality analysis is not a sparking discussion in the topic
of comfort of the road users – drivers and passengers in private cars and public
transport, which is a serious issue in many areas. When travelling by car for a
long time, both the driver and passenger need to feel comfortable instead of try-
ing to avoid all the possible potholes, ruts or other elements negatively impacting
user comfort, which the authors dubbed road artefacts. But the concept is not
only limited to that – evidence of possible road artefacts is also a very impor-
tant aspect of medical transport, where patients should not be transported on
low-quality roads due to their medical condition.

The goal of this research is to provide an automatic computer system gath-
ering data about road quality and providing end users with visual cues on it.
The system must be automated as much as possible. The achieve the ubiquity
of possible data sources for such a system, the authors decided to use smart-
phones, which are popular devices, available to a wide spectrum of users, as well
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 360–369, 2016.
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as equipped with multiple environmental sensors which may provide information
about road quality. The smartphone may now be viewed as a representation of
data coming from a car itself, therefore diving into the concept of the Internet
of Things, treating the car as a Thing connected to the global network.

The solution presented in this paper is to provide a never-ending, continuous,
acquisition of streams of data from multiple devices and process them on-the-fly
to find road artefacts as soon as they are detected by the automated system and
share them in a graphical form.

2 Previous Works and Motivations

The base of the concept the authors are presenting in this paper is the use of
accelerometer in the smartphone – if a smartphone is stably mounted inside
a car, there is a direct correlation between the car’s motion and the phone’s
motion. Thus, acceleration data acquired by smartphone will directly corre-
late with potential road artefacts the car is meeting on the road. Because the
smartphone is also equipped with a GPS (Global Positioning System) receiver,
all acceleration data are paired with a current location, which allows to place
detected anomalies and performed assessments on maps. Acceleration can be
measured using accelerometers, cheap devices included across virtually every
price range of smartphones currently available. Data from the accelerometer are
available from the proper software interfaces to 3rd party developers of smart-
phone applications.

This subject has been studied by only a few researchers in recent years. The
authors published their previous results [1] in 2015, where a basic proposal for
this kind of system was presented, and real life experiments were performed
for checking the algorithm’s correctness, resulting in 100 % detection rate, how-
ever with a number of false positives. The Nericell and TrafficSense systems [2]
focused on traffic monitoring. The researchers were using three discrete devices
– a smartphone, a GPS receiver, and a standalone accelerometer. In contrast, in
the proposed solution everything is built into one device, with a possible loss of
GPS signal or acceleration accuracy, however with a positive impact on battery
life and overall mobility of measuring equipment.

In study [3], the mobile anomaly-sensing systems are discussed where data
from mobile agents were processed on a central server after data acquisition
process, the acceleration of vertical pulse was measured, and the vertical axis
was determined using Euler angles. In the solution presented here a real world
vertical axis is calculated by using the translation from the local to the global
coordinate system by means of the rotation matrix and the data points are
processed in real-time in the cloud computing system.

The authors of [4] collected accelerometer readings with the frequency of
38 Hz along with GPS location, and the noises were nullified by using the Kalman
filter. For final post-processing, Fast Fourier Transform (FFT) was used, and the
data were verified in comparison to a video camera. In a previous study auto-
matically detected road artefacts by the software were compared with a human
operator pressing the button on every road artefact traversed.
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In [5], detection with smartphones with a 3-axis accelerometer and GPS
receiver during 60 s segments was also discussed, with correct identification of
road artefacts ranging from 45 % to 70 %. Better results were obtained using an
analysis of three elements of the acceleration vector in the SWAS system [6],
with correct identification up to 90 %. The authors’ study mentioned earlier, as
well as subsequent experiments, achieved similar values of positive identification
with analysis of only Z axis acceleration – in the authors’ approach, the most
important data aspect is acceleration on the Z axis, perpendicular to the Earth’s
surface, instead of data from all three axes.

The solution is based on detecting anomalies and grading the current state
of road surface based only on these data. A previous attempt of event detection
using standard deviation of Z-axis acceleration over a defined threshold was
proposed in [7], where this method had the lowest false positive, but the system
presented there lacked real-time data analysis. The next study from the same
team [8] introduced real-time monitoring, however on the device itself, which is
constrained by limited hardware and software resources. Our study is also using
a very basic detection algorithm similar to Z-TRESH, however modified to adapt
to overall road quality, which improved detection and reduced the time of fine-
tuning. That study was also limited by strictly controlled device orientation.
The Wolverine system [9] uses the same rotation matrix technique to achieve
independence from the device’s actual orientation, however the general objective
of the research was concentrated on traffic smoothness, not road quality.

The need to use a cloud computing solution comes from the basic data
amount problem – to learn about road quality we need many sensors describing
acceleration data, sent from many units. If the analysis is based on a huge geo-
graphical solution, we soon need a solution to store and analyse megabytes of
data every second. Cloud computing allows to gather lots of data in real time,
scaling them appropriately to the needs. When more and more devices will be
added to the system, scalability can be achieved by increasing the quantity of
the processing units, which is hardly achievable in regular data analysis systems.

Since continuous stream analytics is a basic problem for whole Internet of
Things scenarios, where multiple devices are sending their data to the processing
systems, the issue is heavily discussed, but no solution like the one proposed
exists at the moment.

The IoT allows connecting each device being part of e.g. a wireless sensor net-
work (WSN) with user nets by using software, services and networking technolo-
gies. As shown in Fig. 1 above, three models of IoT implementation are mainly
used. In the first model all actors of the IoT are located in closed vertical silos
[10]. This model is very hermetic and does not allow data to be exchanged with
other systems. Two other IoT deployment models are based on cloud computing
services and it is mainly these that are depicted in the present paper.

The important factor is that not only one-time road artefact detection for one
fragment of a road is sufficient, but data need to be processed continuously because
of the dynamic character of road quality, especially due to the current funds from
the European Union and local governments for improving the situation.
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Fig. 1. Devices, resources and services composing the Internet of Things [11]

3 Data Acquisition and Server Communication

The low speed areas created by law (traffic-calming zones, school zones) are
lowering effective car speed to the range of 30–40 km/h, where road artefacts
may be the most problematic for the road user, and are also full of traffic-
calming means like speed bumps. Such traffic zones were chosen as the base for
the research. To detect artefacts of about 50 cm in length, data are being acquired
from the device with the frequency of 10 Hz, which the authors previously [1]
described as sufficient.

Each data package consists of acceleration in three dimensions, as well as such
acceleration translated to the global coordinate system, current location, speed
and course taken from a GPS module integrated in the smartphone, topped
up by GPS accuracy and current time previously synchronized with an NTP
(Network Time Protocol) server to ensure correct timings.

The data are not only saved on a device but, crucially, are processed in the
cloud. To achieve that, the device is sending all measurements as MQTT protocol
packages, published under the topic of the unique device identifier. Because of
the fact that, in view of its relativity, every data package (acceleration, time and
location) is useful for further processing only as a whole package, the packages
are sent as one, rather than being published separately in different MQTT topics.

The MQTT protocol uses the publish/subscribe principle, as presented in
Fig. 2. It is a lightweight messaging protocol useful with low power sensors and
lossy networks. MQTT is TCP-less and does not require the IP protocol layer
[12], which is used in the proposed solution anyway. The MQTT protocol does
not define data format, and for the sake of easiness of implementation data are
sent as JSON (JavaScript Object Notation).

These data are being continuously received by cloud computing system sub-
scribing to the MQTT broker and saved in the document database system,
stamped with an unique identifier, and accessible to the processing units. At
this moment, data are not being removed from the document database after
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Fig. 2. MQTT publish-subscribe mechanism [12]

post-processing, however this aspect will be introduced if the amount of data
after introduction of multiple devices will be too large.

4 Proposed Detection Algorithm

For detection of road artefacts the authors are willing to reuse a modified version
of the algorithm called Z-TRESH in [8], previously presented in [1]. The authors
previously proved that this method is sufficient to detect such road artefacts as
potholes, speed bumps or overall road surface degradation.

The base concept is that when riding through a road artefact the whole car
is subjected to vibrations, which may be measured using an accelerometer. For
example, when the car is entering a speed bump, it is going “up” the entering
slope, and then going “down” the exiting slope, and the same thing happens
for the second pair of wheels. This means that to find a road artefact’s value of
acceleration the Z axis was used. An example of readings of acceleration on the
Z axis in a device during riding through a pothole are presented in Fig. 3 below.

Fig. 3. Acceleration data when driving through a road artefact
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Then, the value called Zs is calculated using the formula below:

Zs = |Z − σ|. (1)

Z is an acceleration value for the Z axis and σ is standard deviation of Z axis
acceleration values for the current road segment.

If the value for Zs for a current data package was greater than a certain
threshold, that data package was marked as a possible artefact. A threshold
was previously compared to positions of road artefacts entered by the human
operator. Choosing a proper threshold value is a key factor to an algorithm’s
effectiveness. By contrast to the original Z-THRESH method, the authors are
representing the threshold value also as relative to overall road quality. While rel-
ative road quality is represented by standard deviation (σ), the defined threshold
is a multiplication of that value. That also gives a possibility to detect fluctua-
tions both beyond and above a certain threshold without its modifications.

In previous research it was calculated that best results are achieved with
a threshold of 4.3 times the standard deviation (4.3σ). In Fig. 4 below there is
a standard deviation times threshold presented over the calculated Zs data to
show that three data points (at 6.2, 6.5 and 6.8 s, respectively) are above the
defined threshold and will be recognised as road artefacts.

This causes two issues. First, it is necessary to determine how acceleration
data are represented by the device itself – because when lying on the back of the
Z axis will be the information the authors were seeking for – acceleration “up”
from the Earth’s surface, but when the device is mounted in a holder, this may
not be true. To fix that, the global coordinate system is used, where data for
the Z axis are always “up” from the Earth’s surface. To calculate values from
the local device coordinate system to the global one, a rotation matrix is used,
which is derived from other sensors of the device (magnetometer and gyroscope,
respectively) and easily accessible from the device’s APIs (Application Program-
ming Interface). In contrast, most of the previously presented relevant work was

Fig. 4. Calculated Zs in relation to the threshold value
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based on carefully controlled device orientation. With data of the course of the
car there is also a possibility to calculate device orientation in relation to the
car’s movement, positioning the X-axis always “in front” of a car. These calcu-
lations were not used in the proposed solution, but the authors are willing to
try them in the future.

Second, because the algorithm may detect two data points each as an artefact,
while they are parts of only one real artefact (but acceleration change occures
when entering and exiting the speed bump or pothole). To cope with that, a very
basic concept of data grouping is used. Because of GPS accuracy never surpassing
4 meters, it is impossible to distinguish data points which are located within
a distance below this range. And because of road artefacts being much smaller
than 4 meters, the authors chose to group all the data points in the distance of
twice the current GPS accuracy value and mark such a group as a road artefact
in contrast to the original method, where all such points were classified as road
artefacts, resulting in a large number of artefacts representing only one physical
one.

In addition, while the previously used algorithm was based on a whole road
segment from start point to end point, as such it cannot be used in continuous
data acquisition and the processing scheme presented in this paper. To solve this
problem, standard deviation is not being calculated from the whole road between
start and stop points, but using a sliding window of the length of 1000 data
packets, which are representing 10 s of the data stream. Detection is performed
using the algorithm presented in this sliding window.

5 Implementation of the Cloud Computing System

To simplify the IoT model for the presented research, a diagram of the mea-
surement system in the cloud is shown in Fig. 5. The basis of the system is the
measuring equipment included in the mobile device. The mobile device and the
car are treated like one object and a source of physical phenomena. Devices of
this type form the sensor layer. Next, the communication layer gathers all sorts
of devices that allow retrieving basic signals from the meters and detectors. In
case of this research, a mobile device acts as communication as well as integra-
tion of signals to one data stream. Then, the data goes to an intermediate layer.
The aim of this layer is to prepare the data in such a way that they can be trans-
ferred to a database system, e.g. localised in the cloud service. The intermediate
layer registers the measurement system as virtual devices with a set of measured
parameters. This layer keeps rules of security and device access to the system.
In the next step, the data are stored in the document database.

Based on the architecture depicted above was the implemented software sys-
tem. The application was built by means of Node-RED, an open-source tool for
building solutions for the Internet of Things [13]. For the purpose of development
and implementation of the system, the innovative IBM BlueMix platform and
the runtime environment based on Cloud Foundry were used.
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Fig. 5. Diagram of the testbed setup

Fig. 6. Screenshot of the application’s Node-RED flow

The Node-RED flow shown in Fig. 6 is an implementation of code written
in Python language and used in the previous research [1]. The original algo-
rithm was extended by the connectivity and database specific nodes for needs of
implementation in the Cloud Computing model.

Listing 1.1. A JSON package as received by the server

{
"_id": "181 bd48bfdffb0ae85962b5f32ec7039",
"_rev": "1- e2f30de277c309c015efd8cb59adfcf6",
"X": "0 ,0189453125" ,
"Y": "0 ,0234375" ,
"Z": "0 ,1380859375" ,
"N": "0 ,0389922831469448" ,
"E": "0 ,0309265453470289" ,
"Z2": "0 ,132284240551235" ,
"Latitude ": "51 ,2622323445976" ,
"Longitude ": "22 ,5416084378958" ,
"Time": "2015 -07 -30 00:00:33 ,531" ,
"Speed": "11,5",
"Course": "6,6",
"Accuracy ": 13

}
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The connection node (input node) allows to subscribe to the MQTT topics
and then it is connected with a storage node. In this particular case the infor-
mation taken from MQTT stream is stored in the Cloudant NoSQL database in
the format represented in Listing 1.1. On the other hand, the stored data were
the source for the function nodes. The function nodes contain the JavaScript
implementation similar to the original one.

6 Conclusions and Future Work

The output node in the presented Node-RED system was the HTTP response,
which returns the data to the user’s web browser. The response result that was
returned to the browser was a web page with a data table and a map showing
the detected artefacts as well, as shown in Fig. 7.

Fig. 7. Generated website with the road artefact positioned

Another possible method of output, not presented here, is a JSON-encoded
list of previously detected road artefacts near the user, which may be sent to
the mobile device for the sake of presentation to the user – either as a map or a
warning messages about near road artefacts. Again, the cloud computing system
with its possible scaleability is a wonderful solution for the eventual growth of
users.

While the present results are still in the testbed phase, the proposed system
is on the way to be a community-driven system for road artefact detection and
positioning. By usage of open communication protocols creation of client appli-
cations for data sensing and sending will be open to anyone to cover as broad as
possible spectrum of client devices.

The authors will now concentrate on better detection algorithms, especially in
adaptation to the vehicle speed (e.g. in traffic jams), trying to improve detection
where the user is not driving straight through potholes (which is a reasonable
behaviour) and on general assesment of the road quality, not only detection of
possible road artefacts.
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Abstract. The paper presents a practical realisation of the localisation
of a radio wave source. The system is based on the RSSI principle and
uses a set of blind mobile agents. The main goal of the research was to
implement the localisation system of the root node in WSN on the low-cost
autonomous mobile embedded platform. This platform has a limited abil-
ity for complex mathematical operations, therefore more easy algorithms
should be used. The study focused on implementation of movement algo-
rithms and exchanging the knowledge between blind agents. In the solu-
tion described the gradient search path algorithm was implemented.

Keywords: Mobile agents · RSSI · 805.14 · XBee · ZigBee

1 Introduction

Wireless sensor networks (WSNs) are no longer exclusively the subject of
research and tests. They are finding places in a wide range of real-life systems.
Despite the diversity of current implementations of WSNs, most of them require
same form of an estimation of sensors position or the relative distances among
the sensors [1]. Also, the sensor deployment is the important feature of any
WSNs installation [2]. It has the influence on the way the sensors collaborate,
collect and process the information of the phenomenon in monitoring area. Both
issues, localisation and deployment, are becoming even more complex in the case
of using mobile sensors. A crucial issue in these systems is the way of the imple-
mentation of the cooperation among the group of so-called blind sensors. One of
the promising approaches in this field is the use of the Received Signal Strength
(RSS). A direct measure of the RSS is greatly affected by the environment and
therefore recently, the WSN communication modules have implemented built-in
feature able to provide an estimation of RSS by means of the dependable RSS
Indicator (RSSI). For this reason, at present a large number of today’s test and
commercial solutions based on the processing of this indicator [3,4]. Capriglione
et al. in [5] describe an approach for reliably investigating the RSSI features in
localisation applications. The authors propose a suitable measurement proce-
dure to identify the intrinsic variability of the RSSI measurements. The effects
of external interferences on the RSSI values are also discussed.
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 370–383, 2016.
DOI: 10.1007/978-3-319-39207-3 32
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Localising objects on the basis of pattern similarity on a RSSI map is dis-
cussed in [6]. The WSN is used to create the RSSI map. The paper introduces
the energy-aware localisation method. It allows to acquire the actual RSSI map
or broadcast a localisation signal, even if there is not sufficient information to
perform the localisation by nearby Access Points.

There are also some related works on localisation or distance estimation in
WSN using RSSI. The correlation between the distance and the RSSI values
in wireless sensor networks is presented by Adewumi et al. in [7]. The authors
introduce the RSSI model that estimates the distance between sensor nodes and
makes the indoor and outdoor empirical measurements. The result shows that in
an outdoor environment the error of the distance estimation is smaller compared
to an indoor environment.

The other approach for indoor localisation system based on ZigBee and the
measurements of the RSSI level is discussed in [8]. The proposed system for the
localisation consists of static nodes and operates in two phases: calibration and
localisation. The calibration phase is run any time a blind node needs to be
located. In the localisation phase the central server processes all the information
and calculates the blind node’s position.

The anchor-less relative localisation algorithm for use in multi-robot teams
was developed by Oliveira et al. and presented in [9]. The authors use the RSSI
as an estimator of the inverse of the distance between any pair of the WSN. They
assume that such estimates provide information of the nodes relative localisation.
This information is still suitable for several coordination tasks in multi-robot
teams. In their work robots perform the task of mine sweeping and move in the
settled order.

The subject of our article is the specific type of the mobility in WSNs. It con-
sists in tracing the root node, the so-called coordinator. The task of the agents
is to follow the coordinator. Coordinator is the source of RSSI signal used by
a group of blind sensors. These blind sensors collaborate by the exchanging their
knowledge (the RSSI values). In practice, this means that only the coordinator
must know (must be able to determine) the position in the monitoring environ-
ment. All blind sensors must only observe changes the position of a coordinator
and act according to them. This greatly simplifies the monitoring and control
of such a group of sensors. Moreover, the precision of blind sensors localisation
is not crucial so the tracking algorithm can be relatively simple and efficient in
terms of energy requirements. The algorithm exclusively based on the processing
of RSSI values. The merit of this choice has been confirmed in numerous tests
of mobile and static WSNs [10].

The mobile WSN, using the ideas presented above may have a whole range of
practical applications. Two of them are worth mentioning as a very promising.
The first is a situation that a given area is not monitored on a continuous basis.
At the same time, however, there is a need for periodic inspection of the area.
The inspection requires a group of sensors. due to e.g. the size of the area or
the diversity of monitored parameters. In a such case, the coordinator can be
programmed to periodically visit that area and the group of blind sensors will
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follow him. The second situation, in which the discussed sensor mobility can be
useful, refers to the case in which area is monitored but the state of controlled
processes (monitored phenomenon) causes the necessity of further or more com-
plex investigation. Then, the group of additional sensors can be send there to
enrich the current sensor deployment. At this point it is worth to mention that
the analysis of the RSSI allows for the localisation as well as the distance assess-
ment [11]. Thus, the blind sensors can accurately take the place unused in the
existing deployments of the WSN.

The article presents the developed algorithm for tracking the coordinator
by blind sensors. Its operation and characteristics have been tested in the envi-
ronment using the ZigBee protocol. It bases on the specification IEEE 802.15.4
[12]. The ZigBee is a universal protocol for the construction of small and fast-
to-deploy networks. Devices using this protocol are reliable, inexpensive and do
not require a big capacity supplying source. Recently a lot of work has been
devoted to studying the possibilities of using the ZigBee protocol for networking
and device positioning and localisation. Bedford and Kennedy in [13] examine
the possibility of applying ZigBee devices in underground navigation in mines
and tunnels following an emergency incident. Low-cost wireless sensory network
based on ZigBee can also be used as a system for monitoring an indoor localisa-
tion. The implementation of such a system in a home automation application,
where the real-time knowledge of the location of personnel, assets and portable
instruments is important, is presented in [14].

Our contribution, presented in the article consists of the proposition of the
collaborative tracking algorithm for group of blind sensors (agents) based on
the RSSI processing and multi-scenario tests in real-life environment based on
the protocol ZigBee. The remainder of the paper is organised as follows: Sect. 2
describes the hardware and software configuration of the system consisting of
the mobile agents, Sect. 3 describes the experiments and results. Conclusions and
some further research ideas are presented in Sect. 4.

2 Mobile Agent System Configuration

The proposed system for localisation of radio wave sources consists of the fol-
lowing elements:

– mobile agents, which are fully autonomous mobile robots, for that purpose
the Arexx AAR-04 Arduino robots were used [15],

– radio modules, XBee XB24-Z7WIT-004 modules from Digi, which are XBee
2 mW Series 2 wire antenna modules [16],

– coordinator platform, the Arduino Uno board [17] used for data collection,
acts as coordinator node in XBee network.

Fitted on top of Arduino Uno board was the XBee shield with XBee radio.
The Arduino board collects the data from XBee module, which is set as coordi-
nator in the network (Fig. 1). At the same time, the coordinator also acts as the
radio wave source, which should be reached by the mobile agents.
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Fig. 1. The architecture of the multi-agent system

Other XBee radios were set up as routers and fitted on the autonomous mobile
robots Arexx AAR-04 which is shown in Fig. 1. Mobile robots are based on the
embedded platform Arduino Duemilanove. Their features are as follows [15]:

– AVR RISC Processor (ATmega328P) with 32 kB of memory for application
code (i.e. sketches) and 2 kB RAM, as well as 1 kB of EEPROM memory for
data storing, running at 16 MHz clock frequency,

– optical unit,
– LED indicators,
– two odometers,
– two DC-motors (3 Volt),
– free programmable I/O’s,
– USB port for easy PC connection and programming.

The programming of the robots is done in an Arduino open-source develop-
ment IDE that is based on a simplified C/C++ language [18]. The same software
development environment was used for programming the Arduino UNO board
for coordinator data storage purposes.

2.1 Hardware Configuration

Three Digi XBee series 2 modules were used to form a wireless sensory network
[16]. In all XBee radios the firmware was set to the XB24-ZB family, which
enables all the modems to work with ZigBee protocol stack. The Digi XBee
modules operate in a 2.4 GHz band at 250 kbps baud rate. The modulation type
is QPSK and emission designation is 2M32GXW. The firmware installed in the
radio modules supports AT and API commands for their wireless operation. To
obtain the RSSI value from the last collected packet the API mode should be
set in coordinator and AT modes in routers.
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The summary of the XBee modules configuration is shown in Table 1. The
personal area network ID in all modules was the same and equal to 123. These
settings allow to form the mesh wireless network, which is shown in Fig. 2. The
XBee modules configured as routers where connected with adequate pins of
AAR-04 mobile robots, i.e.: supply 3.3 V, GND, XBee’s DOUT (TX) to pin RXD
(Arduino’s Software RX), XBee’s DIN (RX) do pin TXD (Arduino’s Software
TX). The coordinator module was connected in a similar way to the Arduino
UNO board i.e.:supply 3.3 V, GND, XBee DOUT (TX) to pin 2 (Arduino’s
Software RX), XBee’s DIN (RX) to pin 3 (Arduino’s Software TX).

Table 1. Summary of XBee modules settings

Module function/name Function set Firmware version

Coordinator/Coord ZigBee coordinator API 21A7

Router/Agent 1 ZigBee router AT 23A7

Router/Agent 2 ZigBee router AT 23A7

Fig. 2. XBee radio modules mesh connection where: C – coordinator node, R – router
node, numbers on white fields – MAC address of the modules

2.2 Software Configuration

To achieve the assumed objectives the Arduino boards need to be programmed.
For proper communication with XBee modules the XBee Arduino library
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(GNU licence) prepared by Andrew Wrapp has been used [19]. The Arduino
Uno board with the XBee radio was set up as coordinator. The software func-
tion of the coordinator node was recording the results which comes from the
mobile agents. A flowchart for this node is shown in Fig. 3.

Fig. 3. Flowchart for coordinator node operation

To describe the agent movement additional explanation is needed. Let us
assume that there is single radio wave source with reflected signals in the exam-
ined area. The intensity distribution of the source in considered area can be
described by Eq. (1) [20]:

I(X) =
Im

(X − X0)2
+

F∑
k=1

Im(k)
(X − X0(k))2

(1)

where I(X) is the intensity value at point X, Im is the intensity value at point X0,
X0 is the point coordinate of the source, F is the average number of fluctuations
distributed in the examined area, Im(k) is the maximum intensity value for the
k fluctuation, X0(k) is the point coordinate of the k fluctuation, k is the number
of fluctuation. If the fluctuations are small, then there is the following condition
Im � Im(k).

Let us consider the algorithm of finding the maximum value of field intensity
by blind agent. Agent is moving with constant speed and given speed vector.
More formal mathematical description of this algorithm is described below.
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Step 1: the initial speed vector Vi(0) and initial coordinates Xi(0), Yi(0) are
given for each i agent; at this point the initial intensity is measured Ii(0).

Step 2: each agent makes move in the direction of vector Vi(0), calculates new
coordinates Xi(t), Yi(t) in the subsequent time points t = 1, 2, 3, . . .:

Xi(t) = Xi(t − 1) + Vi(t − 1). (2)

The intensity of the field is determined in each point Ii(t) = I(Xi(t), Yi(t))
and the series of Ii(0), Ii(1), Ii(2), . . . , Ii(t) is build as long as the Formula
(3) is true:

Ii(0) < Ii(1) < Ii(2) < . . . < Ii(t). (3)

Step 3: the inequality (3) at some point t = t + 1 is unfulfilled, than the vector
Vi(0) changes direction by an angle α and the Formula (2) is calculated; new
intensity Ii(t + 2) = I(Xi(t + 2), Yi(t + 2)) is designated.

Step 4: if Ii(t + 2) < Ii(t + 1) than Step 3 is repeated until the Formula (3)
becomes true.

Now, let us consider the agent, which is in the local maximum generated by
reflections as shown in Fig. 4. To escape from this the agent have to move from
the centre of local maximum to reasonable distance in finite time strays.

Fig. 4. An agent trajectory for escape from local maximum area, star – indicates the
local maximum

Agent can leave the local maximum point, if inequality Ii(t + 2) < Ii(t + 1)
is true. However if agent follow the algorithm it would force him to commit
a turn at the angle α. If the local maximum covers large area, the agent will
make a circle and return to the point of departure (Fig. 4). Successful exit can
be done, if the agent’s trajectory will finish in the lower part of local maximum
slope. Considering the geometry shown in Fig. 4 the following condition has to
be met: (

2r ∼ V

sinα

)
>

Dav

2
(4)
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where: r is an agent trajectory radius, V is the vector of an agent speed, α is
the angle at which an agent turns, Dav is an average diameter of filed intensity
changes (fluctuations).

There are two ways to fulfil the Formula (4). The speed can be increased
or the angle α can be reduced. In reality increasing the speed is not possible
behind physical limits. Too small angle of turn is undesirable due to the bad
algorithm convergence for small angles. It is worth noting, that the intensity of
the field decreases with the square of the distance. Thus it leads to much simpler
solution, i.e. if the trajectory line leads through the sides of square (described
as alternative trajectory in Fig. 4), going to the next corner is the way to exit
fluctuations.

Shown in Fig. 4 scheme can be also used as ability to find the source. If we
assume that this scheme is not local but the maximum search, then it shows
that at small angles agent requires a lot of steps to get closer to the source. The
most acceptable for quick approximations are rotation angles close to 90◦.

Programs for mobile agents are more complicated and their flowchart is
shown in Fig. 5. During the experiment the agents were pointed in the same
direction at the beginning, as shown in Fig. 1. It was necessary due to the fact
that robots do not know their position in space. At the beginning the agents move
forward and the initial movement vector and RSSI value are recorded. After this
the XBee packet is sent to coordinator and the RSSI value is obtained. This
value is compared with the previous one and if it is lower, the agent moves in
the same direction. If the RSSI value is higher than the previous one then the
robots make a turn left or right (alternately) and move forward. Due to the
inertia of the platform and slight differences in the DC motors the turns are not
90◦ but 80◦. If the RSSI value decreases the new movement vector is designated
and the angle between initial and new vector is calculated and sent to the other
agent together with the RSSI value and agent name.

An autonomous robot looks for information from the second one and if the
received RSSI value is lower than the agent possesses, then it starts to move at
an angle. If the RSSI value decreases, the agent keeps the movement, otherwise
it turns until it starts to move in the direction mirrored by the vector along the
line of the initial movement.

To obtain the RSSI value in Arduino environment the getAtCommandRes-
ponse function was used:

xbee . getResponse ( ) . getAtCommandResponse ( atResp ) ;
r e sp = atResp . getValue ( ) ;
dBm = resp [ 0 ] ;

To reduce the fluctuations, the RSSI value was averaged. Additionally too big
and too little values were discarded. To prevent processing such random bursts
of RSSI the filter described beneath was implemented. If the current value does
not exceed the bounds of plus or minus 20 % of the average value for a previous
period, then the agent should respond to it. Otherwise it pauses for a moment
and restarts the calculation. The signal value that is passed through the filter
contributes to the calculation of the average signal over a long period of time.
To calculate the average signal value the following formula was used [21]:
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Fig. 5. Flowchart for agent node operation

Iav(t + 1) =
Iav(t) · t + I(t)

t + 1
(5)

where: t – subsequent time step number, Iav(t) – average value for t time steps,
I(t) – current RSSI value.
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3 Experimental Results

The idea of the experiment was to check the programmed algorithms by recording
the movement of the mobile agents. The experiment relayed on three scenarios
is shown in Fig. 6.

Fig. 6. Scenarios of the experiment

The radio wave source was placed in different positions:

– ahead of the agents on symmetry line,
– ahead of the agents, 80 cm to the left of symmetry line,
– between the agents on the symmetry line.

Fig. 7. Results of scenario 1: (a) recorded tracks, (b) distance from source versus point
on track
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The experiments were conducted in a room about the size of 6 × 3 m. The
movements of the mobile agents were recorded with an Web camera (Logitech
c270 HD Webcam), placed 2.3 m above the floor surface. Each mobile agent has
the LED diode on it, which helps in the object tracking process. The camera was
connected to a computer, on which the dedicated software for coloured object
tracking was running. The application uses the Open Source Computer Vision
Library (OpenCV). The algorithms placed in the library allow for: face detec-
tion and recognition, object identification, human actions in video classification,
camera movement tracking, moving object tracking, extracting 3D models of
objects, finding similar images from an image database, removing red eyes from
images taken with a flash, following eye movements, recognising scenery and
establishing markers to overlay it with augmented reality, etc. [22–26].

Fig. 8. Results of scenario 2: (a) recorded tracks, (b) distance from source versus point
on track

The results of experiments were shown in Figs. 7, 8 and 9. The dedicated
software, which uses the OpenCV library, was written in Java and allowed for
detection and tracking objects in video based on object colour. This made it
possible to record mobile agents’ tracks drawing, during their move. The software
detects the position of the blue LED on mobile robots (see Fig. 10). Each object
with the same colour is marked as rectangle and the software records the position
of the rectangle centre. Software records the rectangle ID and centre (X,Y )
coordinates in the text file and after this further processing is possible.

It can be noticed that autonomous robots can find the source of radio waves
using RSSI value in all scenarios. To compare the distance between source and
agents the authors made an assumption that agent speed is constant. After this
on recorded paths starting from the beginning at every 8 cm the points were
added. Next the distance between the centre of the Xbee module and added
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Fig. 9. Results of scenario 3: (a) recorded tracks, (b) distance from source versus point
on track

Fig. 10. LED position detection: (a) Java software marked rectangles – inset shows
zoomed areas of LEDs, (b) recorded frame

relative points was measured as shown in Fig. 7(a). The results were presented in
Figs. 7(b), 8(b) and 9(b). It can be noticed that agents exchange the knowledge
on the RSSI value, however their decision of making right or left turn is not
always correct. For example in Fig. 8(b) at point number 10 the Agent 1 turns
correctly (RSSI value increases, distance from source decreases) but the Agent
2 turns badly. The Agent 2 recovered from this situation basing on the signal
from Agent 1 and turning correctly, what can be noticed at point 13.

It can be also observed that the agents sometimes made small loops. It looks
like agent position is in the local maximum area and an agent tries to escape
from this as described in Sect. 2.2.
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4 Conclusions and Future Work

The article presents a system of localisation of a radio wave source by means of
mobile agents. The system works with Digi XBee S2 modules and its main search
procedure is based on the RSSI value. The authors focused on the implementa-
tion of proper communication between robots using the IEEE 802.15.4 protocol
stack and movement algorithms.

In all experiment scenarios autonomous agents can find the source of radio
waves. However, it can be noticed that for the developed algorithm in the case
of source localisation on the symmetry line the agents need more moves to reach
the target. The developed algorithms and software enable to run them on the
Arduino embedded platform, which is a good starting point for further expansion
of the system to more complex structures of wireless sensory networks.

During the implementation of the system and the measurements, the authors
noted that a mobile robot platform is a reliable source of errors due to its inertia
and the small difference in the power of DC motors. In future work the use of
mobile robots odometers is planned.

To improve the shape of the trajectory of robots the authors want to imple-
ment the Kalman filter. There is also ongoing research on the influence of the
other radio wave sources on the robots’ localisation capabilities.
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Abstract. With every passing year, there are more and more websites,
which often process sensitive and/or valuable information. Due to mod-
els like Continuous Development, manual testing and code review are
reduced to minimum, with new features implemented and deployed even
on the same day. This calls for development of new automated testing
methods, especially the ones that will allow for identification of poten-
tial security issues. In this article such a new method, which is based
on automated web pages comparisons, clustering and grammatical evo-
lution is proposed. This method allows for automated testing of a web-
site and can identify outstanding (unusual) web pages. Such pages can
then be further investigated by checking if they are legitimate, contain
some unused modules or potential threats to application security. The
proposed method can identify such anomalous pages within the set of
interlinked web pages, but can also find web pages that are not linked to
any other web page on the server by utilizing genetic-based generation
of URLs.

Keywords: Web security · Vulnerability detection · Evolutionary
algorithms

1 Introduction

Maintaining a secure and quality website is an important task for the majority of
organizations. However, many of them fail to do so, and some spectacular failures
in this area sometimes make the headlines of daily news. Symantec claim that,
while running 1 400 vulnerability scans per day, they have found approximately
76 % of the scanned websites with at least one unpatched vulnerability, and 20 %
of the servers having critical vulnerabilities [1]. In one of their previous reports
they also stated that in the single month of May in 2012 the LizaMoon toolkit
was responsible for at least a million successful SQL Injections attacks, and
that approximately 63 % of websites used to distribute malware were actually
legitimate websites compromised by attackers. In another report [2], WhiteHat
Security stated that 86 % of the web applications they tested had at least one
c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 384–396, 2016.
DOI: 10.1007/978-3-319-39207-3 33
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serious vulnerability, with an average of 56 vulnerabilities per web application.
A thorough overview of recent vulnerabilities can also be found in [3].

In this paper, a method is proposed to identify unusual outlier pages of a web-
site. Such web pages are often left-overs from installation of some software or
experiments with site development. Since they are generally unmaintained, they
can serve as a back door to the website or provide means for staging a successful
attack against it; e.g. by providing the attacker with valuable information.

The important feature of such outlier pages is that they are often not linked
to the main content of the website, therefore, they cannot be accessed by typical
methods of following the links in the pages. This requires the attacker to either
know or guess the URL, or to provide certain parameters in the requests sent to
the server. Such parameters can be supplied either as part of the URL:

protocol://website:port/path?p 1 name=p 1 val&p 2 name=p 2 val
where:

p\ n\ name – the name of n-th parameter,
p\ n\ val – the value of n-th parameter,

or as part of the request’s body if POST method is used instead of GET.
Modification of the parameters sent to a website is a widely used attack

technique known as Parameter Tampering, and it may lead to various exploits
including privilege elevation or circumventing access control; there are a number
of ready-made tools serving this purpose; e.g. the “Tamper Data” browser plugin.

Finding stray web pages at unknown URLs is a very difficult task, since
checking all possible URLs is virtually impossible due to the size of the search
space. However, evolutionary (genetic) algorithms are known for being able to
cope reasonably well with such tasks, and they have been employed for vulner-
ability scanning, e.g. identifying buffer overflows [4], identifying possible XSS
vulnerabilities [5] or other general vulnerability assessments [6,7].

Nowadays, however, so called “Semantic (or Friendly) URLs” are often
adopted as a replacement for typical parameter-driven website navigation due
to the following factors:

– they are favoured by Search Engines, so they are an important element of SEO
(search engine optimization),

– they are more explicit for users and thus increase web service usability,
– they usually do not include any deployment details (such as server-side file

types: .php, .asp, and physical paths inside the web application structure),
they can remain unchanged even when the underlying web application is
upgraded or replaced, ensuring that individual web resources remain consis-
tently at the same URL,

– they do not directly expose parameters in a request (usually there is no visible
connection between the name and the value of the parameter), which reduces
the temptation of some users to manipulate these parameters.

The comparison of a traditional (non-semantic) form of an URL address and
a friendly (semantic) form of this address is presented below:

http://example.com/products?category=kitchen&id=72 (non-semantic),
http://example.com/products/kitchen/72 (semantic URL).
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As can be seen from this example, using the semantic URL makes the para-
meters indistinguishable from the request path. Scanning and analysing such
application requires a method that manipulates the whole URL, like the Vulner-
ability Scanner described in this article below.

2 A Vulnerability Scanner

In a nutshell, the idea of an automatic vulnerability scanner is as follows: a scan-
ner generates requests to a tested web application and checks if the response of
a web application is normal or anomalous in comparison to typical application
responses. If the response is anomalous, i.e. the web application does not behave
in a typical manner, it can indicate some vulnerability in the application. The
proposed method relies on evolutionary approach to generate new URLs and its
main contribution is the transformation of the responses into a metric space that
represents relative distance between the web pages retrieved from the server.

This study focuses only on single GET requests to a web application, but
the same idea can also be used in case of POST requests. Due to the nature
of the evolutionary scanning, the requests are generated semi-randomly and do
not follow any fixed path. Some support for stateful scanning can be added by
handling and forwarding a Session ID provided by the server, however, this is
a simple programming issue, and it does not affect the proposed method.

2.1 Typical Application Responses

In order to detect anomalous web application behaviour, which can be deter-
mined by receiving anomalous responses, it is first necessary to identify the kind
of responses that are typical. In this article it is assumed that only responses
reachable by typical navigation over the website (i.e. by following existing links)
are considered typical. So, the first step in detecting abnormal web application
responses is collecting responses obtained while traversing web pages indicated
by available hyperlinks. During this stage, a preliminary Standard Response
Landscape (SRL) is created. The scanner uses a web crawler mechanism to col-
lect all available links and responses sent by a web application obtained while
visiting these links. For the purpose of this article, only responses with text con-
tent (i.e. html or xhtml) are processed, because binary file comparisons are not
feasible at the moment with the employed techniques.

SRL represents the similarity between particular responses (web pages); it is
created by computing the distance between each pair of web pages. As a result,
the set of points in the metric space is obtained.

To compute a distance (i.e. similarity) between pairs of web pages, the algo-
rithm relies on comparing their HTML code using typical text-related meth-
ods, such as Levenshtein distance [8]. Computing Levenshtein distance for a raw
HTML code is computationally expensive – computation of edit distance for two
strings of length n and m, where n >= m, using a classical algorithm has a com-
plexity of O(n ·m), and the best known algorithm for constant-size alphabet is
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only slightly better O(n ·max(1, m
log(n) )) [9]. Therefore, a hash representation of

HTML code (webpage) instead of a raw (full) HTML code seems a better choice.
As shown in the authors’ previous work [10], this is a valid approach and the
algorithms evaluated there are used in the presented method.

2.2 Projection from a Metric Space to the 2D Cartesian Coordinate
System

Because the SRL is created in a metric space, it needs to be projected into the 2D
or 3D Cartesian coordinate system in order to provide human-understandable
visualisation. This transformation should preserve distances between objects; i.e.
the distance in the Cartesian coordinate system should be equal or possibly very
close to the distance between the same objects in a metric space. This approach
is widely used in a technique of Multidimensional scaling (MDS) [11,12].

In the presented method, a spring model, similar to the one presented in [13],
is used for projecting the points from a metric space into the 2D or 3D Cartesian
coordinate system:

– Page hashes (the points in a metric space) are treated as mass points in the
Cartesian coordinate system.

– Mass points are mutually connected by springs.
– The length of a spring between mass points pk and pn is equal to the distance

between corresponding page hashes hk and hn in a metric space. The spring
length between points pk and pn is denoted lk,n.

– Restoring force value between a pair of points pk and pn is F = −k · (||pk −
pn|| − lk,n), where: k is the spring constant and ||pk − pn|| is the current
Euclidean distance between points pk and pn. The spring constant influences
only the scale, so its value can be assumed as 1.

– The solution is obtained using a simulation approach (with discrete time) for
a dynamic system described above, and the positions of mass points are found
through an iterative method.

– Damping is introduced in order to find a static solution (a system which
minimizes energy) without oscillations. The energy E of a dynamic system is:

E =
n−1∑
i=1

n∑
j=i+1

1
2
· k · (||pk − pn|| − lk,n)2. (1)

As a result, the projection which minimizes the total difference between the
distance between points in the Cartesian coordinate system and the distance in
a metric space is obtained.

Standard Response Landscapes for two websites are presented below. Each
contains 5000 unique points (responses) obtained while crawling these websites
starting from their home page. Site A is one of the largest Polish news portal,
Onet (home page: http://www.onet.pl), with about 14 million web pages indexed
by Google, and the average page size of a few hundred kilobytes. Site B is the
website of AGH University (home page: http://www.agh.edu.pl), consisting of

http://www.onet.pl
http://www.agh.edu.pl
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Fig. 1. 2D projection of SRL for Site A (Onet). The image on the left shows the full
landscape, with the marked rectangular fragment zoomed in the image on the right.

Fig. 2. Examples of typical web pages for Site A from the primary agglomeration area

about 350 thousand indexed pages, and smaller page sizes – typically around
50 KB.

Figure 1 presents the projection of SRL for Site A into the 2D Cartesian
coordinate system.

As can be seen from the above figures, the landscape in full scale for Site A
contains a number of points (representing standard responses) relatively far from
the main agglomeration (concentration). Two examples of web pages from the
agglomeration area are presented in Fig. 2.

Some examples of web pages that are far from primary agglomeration are
presented in Fig. 3. As can be noticed, these web pages differ considerably from
typical pages presented in Fig. 2. The fact that they are linked and accessible
from other web pages of the service is probably a webmaster’s mistake.

For comparison, Fig. 4 shows a 2D projection of SRL for the other site
(Site B). Similarily, typical web pages of this site are presented in Fig. 5 and
examples of pages far from the primary agglomeration area are presented in
Fig. 6.
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Fig. 3. Example of two web pages for Site A far from the agglomeration area

Fig. 4. 2D projection of SRL for Site B (AGH). The image on the left shows the full
landscape, with the marked rectangular fragment zoomed in the image on the right.

Fig. 5. Examples of typical web pages for Site B from the agglomeration area
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Fig. 6. Examples of web pages for Site B far from the agglomeration area

The analysis of Standard Response Landscapes can provide valuable infor-
mation about the web service tested. It allows for finding unusual or abnormal
web pages (the ones which are far from the agglomeration areas). The existence
of direct links to such anomalous web pages can be a sign of mistakes or errors
in the web service design.

This is analogous to one of the applications of MDS as a method of making
these data accessible to visual inspection and exploration, which was presented
in [11].

3 Identification of Anomalous Web Application
Responses

One of the methods used in an attempt of finding website’s vulnerabilities is to
look for requests that generate anomalous application responses. As discussed
above, responses are classified as typical or unusual on the basis of their deviation
from the SRL. The assumption is as follows: if the response obtained in the
process of searching for vulnerabilities differs from any response obtained during
the process of web crawling, it is treated as anomalous. Such responses indicate
a potential deviation from standard behaviour of the web application and may
indicate a vulnerability of the application. Therefore, the process of searching for
vulnerabilities of an application is based on looking for requests (in this study
GET requests), which results in obtaining a web page far from the SRL for this
application.

3.1 The Measure of Deviation of the Response from Standard
Response Landscape

The measure of deviation of a point p (which represents the web application
response) from SRL may be defined as a minimal distance between the point
and SRL set

dist(p, SRL) = min
k∈SRL

dist(p, k). (2)
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Calculating the deviation from SRL requires calculating the distance between
a given point and all the points of SRL. Because the number of distinct points
(responses) in SRL is typically large and calculating the dissimilarity (dis-
tance) of pages (for example, Levenshtein distance) is a computationally time-
consuming process, some optimizations need to be considered.

One of such optimizations can be based on assuming an arbitrary threshold
for the distance if the distance between a given point and any point in SRL is
lower that the assumed threshold, this given point is considered to belong to
the SRL. This approach allows for limiting the number of distances calculated
between a given point and points in the SRL. It has, however, certain disadvan-
tages and one of them is related to the choice of a suitable threshold.

The threshold has to be dependent on particular SRL and can be assumed,
for example, as an average distance between points in the SRL or a minimal
distance between points in the Standard Response Landscape (although it may
not be suitable in every case). Generally speaking, too small a threshold will
result in the need to calculate a greater number of distances between the given
point and points in SRL, whereas too big a threshold can lead to situations
in which some anomalous responses (possibly vulnerabilities) will be treated as
typical ones (i.e. belonging to the SLR).

Another disadvantage stems from the fact that even if a suitable threshold
is chosen, it may be necessary to calculate all distances between a given point
and all points in the SLR. It might happen if a given point does not belong to
the SLR. However, this may not be a significant problem, as points which do
not belong to the SLR are not often found.

Another optimization can be based on clustering the SRL set using the
k-medoids algorithm and then calculating the distance between a given point
and the medoid of each cluster. If the distance between this given point and
the medoid is smaller than the radius of the cluster, the point is considered to
belong to the SRL. Otherwise, the distance between this point and each member
(point) of the nearest cluster should be calculated. The nearest cluster is the one
for which the distance calculated as

d(p,C) = d(p,mc) − rc (3)

is minimal, where:

d(p,C) – the distance between a given point p and cluster C,
d(p,mc) – the distance between a given point p and the medoid of cluster C,
rc – the radius of cluster C.

The minimal distance from any given point to the point from the nearest
cluster can be considered the distance between this given point and the SRL.

However, this approach has several disadvantages, as the efficiency of cluster-
ing is very sensitive to a proper choice of the number of clusters (k parameter).
A wrong selection of k leads to unnatural clustering and the created medoids do
not represent the actual structure of the SRL. There is no effective automatic
way of obtaining the k parameters (a desired number of clusters).
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Another problem is associated with the situation when the point is not classi-
fied as belonging to the SRL: a necessary number of calculations is decreased by
k times (where k is the number of clusters). A proper number of clusters depends
on the analysed web application, but is relatively small (between about a dozen
and several dozens). One more problem occurs if there are several clusters in
a similar distance as the closest one (or the distance to several closest clusters is
comparable), and in such case the distance to all points from these clusters must
be calculated. Another drawback results from the fact that the minimal distance
to a point from the nearest cluster calculated this way does not guarantee to be
the minimal distance to the points from the SRL.

3.2 The Process of Searching for Requests Leading to Anomalous
Responses

The key part of a scanner searching for potential vulnerabilities of web appli-
cations is the process generating GET requests. In the proposed method, this
process is based on a Grammatical Evolution (GE) technique [14,15], which
stems from the idea of genetic programming (GP) [16]. Two main differences
between GE and standard GP are:

– In GP the genotype is represented as a tree structure, and genetic operators
are applied directly to this tree structure. However, in case of GE the genotype
is a linear string and genetic operators are applied to this linear representation
(like in classical genetic algorithms).

– In GE the grammar is used to control the evolutionary process, for example,
the grammar provides declarative search space restrictions and it allows for
defining homologous operations.

The vulnerability scanner generates (using an evolutionary approach based
on a GE technique) strings representing requests to the examined web applica-
tion. The context free grammar describing valid GET requests is used to restrict
the search space. The advantages of using a grammar are: the simplicity and
flexibility in defining valid individuals created by an evolutionary process, in
this case the URLs representing GET requests. Moreover, the same grammar
allows for incorporation of the existing URLs into the pool of individuals used
in the evolutionary process, as it is described below.

The evolutionary algorithm used by the vulnerability scanner can be
described as follows:

1. The initial generation of individuals (URLs representing GET requests) is
created.

2. Created requests are sent to the analysed web application and the responses
of the web application for each request are registered.

3. The distance between each application response and the Standard Response
Landscape is calculated.

4. On the basis of the calculated distance, the value of the fitness function for
each request (individual) is calculated.
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5. On the basis of the fitness values, using tournament selection, candidates (i.e.
GET requests) for the next generation are selected.

6. The next generation of URLs is created from selected candidates (from Step 5)
using genetic operations: crossover and mutation. The genetic operations are
driven by the URL grammar (i.e. created URLs assume the form dictated by
the grammar).

7. The process loops to Step 2.

As can be seen from the above considerations, this algorithm has no termina-
tion criteria and runs until a user requests its termination explicitly. This is due
to the fact that the searching space (the space of all GET requests) is infinite,
and there can always exist additional requests, which could lead to anomalous
application responses, which in turn can indicate additional vulnerabilities.

3.3 Initial Generations

In the GP or GE the first generation of individuals is usually randomly created,
but this approach is quite ineffective for the purpose of the presented method
due to the fact that most randomly generated URLs (GET requests) will result
in the web server returning the HTTP error 404 “not found”.

In order to avoid this difficulty, the first generation is created on the basis of
the URLs acquired in the initial phase, i.e. while creating the Standard Response
Landscape. This guarantees that (for virtually all individuals of the first gener-
ation) the web server will return a correct response “200 OK”.

The process of finding potential web application vulnerabilities starts, there-
fore, with legitimacy requests, which yield responses belonging to the SRL. In
order to introduce new URLs to the pool of individuals, existing URL strings
are parsed using the URL grammar, and, as a result, the sequence of gram-
mar production numbers is obtained. This production number sequence is the
chromosome for an individual representing a given URL. The grammar of this
evolutionary approach has, therefore, two objectives:

– the first one is typical for the GE processes: it drives the evolutionary process
and defines restrictions for the search space, and,

– the second one allows for introducing existing URLs (for example, the ones
obtained while creating the SLR) into the pool of individuals. It is a part of
the parsing mechanism.

3.4 Fitness Function

The fitness function for the evaluation of individuals is defined as follows:

fitness =

{
dist(p, SRL) if response = 200 (OK)
−1 otherwise

(4)

where dist(p, SLR) is the distance between the web application response p and
the nearest point from the SRL.
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The objective of the evolutionary algorithm is to find points in the search
space (URLs) that maximise the values of the fitness function; i.e. to find the
requests for which the responses of the web application are most distant from
the SLR. Such responses denote anomalous pages, which can indicate a possible
vulnerability in the examined application.

3.5 The Tabu List

One of the problems occurring while generating solutions in the search space
using GE technique (and, generally, techniques based on genetic algorithms) is
the creation of possible solutions in the next generation which are identical to
the ones already checked. This may considerably decrease the efficiency of the
search process.

It has even more significant impact on the discussed method, as evaluation of
each newly constructed URL requires sending a request to the server and waiting
for the response. Since this is the real bottleneck of the whole process, reducing
the number of duplicate requests becomes a priority.

To prevent checking the same URL several times, a tabu list is used. The
tabu list is a key concept used in the Tabu search heuristic method [17]. In order
to limit the memory usage of the tabu list, a circular buffer is used. The tabu
list complements the fitness function and together they govern the direction of
the exploration of the search space.

3.6 Creating a Follow-Up Generation

After calculating the values of the fitness function for all individuals in a given
generation, a new generation is created in the following way:

– k1 individuals for the new generation are created on the basis of the present
generation. Tournament selection is used to select the best fitting individuals,
which then undergo a crossover or a mutation (both with certain probability).
Newly created individuals are compared against the tabu list, and – if they
are not on the list – are added to the new generation and to the tabu list.
However, if a given individual is already on the tabu list, it is rejected and the
process of tournament selection is repeated.

– k2 individuals are created on the basis of individuals included in the SRL.
Individuals included in the SRL are randomly selected, and then they also
undergo a possible crossover or a mutation. Newly created individuals are also
compared against the tabu list with the possible outcome described already
in the previous point.

3.7 Genetic Operators

Two genetic operators are used in the evolution process: a crossover operator and
a mutation operator; both are performed typically, the same way as in GE. The
crossover operator operates on two individuals and is one-pointed, i.e. within
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each of the two individuals a random crossover point is selected and particular
sections of the chromosome for the individuals are swapped.

The mutation operator operates on one individual. The number of mutations
applied to a given individual is random within a predefined range. Next, a num-
ber of genes in the chromosome are selected, whose values are replaced by other
randomly selected values.

4 Results and Future Work

Figure 7 illustrates several anomalous pages identified within one of the inves-
tigated domains (AGH). As can be seen in this figure, these web pages are not
meant for public access and some contain information that could assist a mali-
cious person in staging an attack, i.e. the output of phpinfo(). These are just
a few examples of pages that were found even though there was no direct link
leading to them from any of other web page within the domain.

Fig. 7. Examples of anomalous web pages identified by the discussed method

This might serve as a proof that the proposed method has certain impor-
tant advantages that are not available in standard vulnerability scanning tools.
Unfortunately, as it was mentioned earlier, there is no clear indication referring
to when the search of the possibly infinite space should be stopped, so it is
up to the operator to decide when to terminate it. Further research is planned
on assessing the probability of finding new anomalous pages depending on the
current state of search, but this will depend on the availability of large enough
statistical corpus. Another area that certainly may benefit from further research
is the process of creating new generations, which could lead to more effective
coverage of the search space.
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Abstract. This paper attempts to bring closer one of the issues of data
exchange between different subjects of IT structure in production enter-
prises which is the essence of their integration. The paper focuses primar-
ily on transformation of data swapped between systems in open B2MML
format. The article presents a design concept of solution for data trans-
formation using custom class generator. Its operability was tested on
sample data presented in B2MML format.
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1 Introduction

Computer systems have become an integral part of any kind of human activity –
from the entertainment through learning and processing information to assist
in making important decisions. It is no different in the case of manufacturing
operations and its various aspects. The development of information technolo-
gies allow to create new solutions in many different areas or improve existing
ones [1]. In contemporary information structures, whose architecture is often cre-
ated based on distributed solutions, using appropriate communication tools is
essential [2]. This applies to manufacturing companies, which production activ-
ities take place often on large manufacturing plants and are subjected to the
processes of automation and computerization. This results in a large amount
of demanding top-down management or control information entities which are
generating greater amounts of (often redundant) data [3]. Due to the specific
operation of enterprise information systems, data exchange between them must
be free of randomness and the method of communication must be determined
in advance. In the mechanisms for exchange of information, in addition to the
transmission, equally important is the role of transformation, which is neces-
sary because of differences even in the way they are stored [4]. It is particu-
larly important for the smooth flow of information between the two classes of

c© Springer International Publishing Switzerland 2016
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systems occurring in the data structure of production enterprise: Manufactur-
ing Execution Systems (MES) and Enterprise Resource Planning (ERP). In the
flow of data between the systems, Business-To-Manufacturing Markup Language
(B2MML) is used. This language specification has been built on the basis of the
ISA-95 standard in compliance with the specification of Extensible Markup Lan-
guage (XML) [5]. B2MML has been described broadly in Sect. 2.2. In papers [6,7]
an Extensible Stylesheet Language (XSL) was used as a tool for data conversion.
XSL seemed to be natural candidate for this task since it’s also based on XML
specification [8]. Despite having the right tools, data conversion is not flawless.
This process causes the loss of information due to incorrectly defined rules of
transition, or their lack. The purpose of this paper is to present the concept of
a solution that deals with the problem by using custom class generator.

2 Data Flow Between Production Enterprise Systems

2.1 Information Structure in Production Enterprise

In all manufacturing companies, data acquisition and their management on pro-
duction layer should serve to raise the efficiency and reliability of production.
The acquisition is a key element in the decision making process and at every level
of management in the company – from the operational services and maintenance,
through the departments of engineering, to the administrative units [9].

These levels also have their reference in the hierarchical information struc-
ture of the company [10]. At the lowest level there are sensors, actuators and
a variety of industrial automation devices having a direct connection with the
company’s shop floor layer. Level above is domain of the Supervisory Control
And Data Acquisition (SCADA), Computer Numerical Control (CNC), Pro-
grammable Logic Controller (PLC) and other industrial control systems. These
systems operate in real time and despite of being responsible for data collec-
tion they have also control of machines and production lines components in
their agendas. In execution of production and high-level management areas in
an industrial enterprise, there are two classes of systems used – Manufacturing
Execution Systems (MES) and Enterprise Resource Planning (ERP), respec-
tively. MES systems are responsible for the effective realization of the production
process on the basis of accurate and up-to-date production data from lower-level
systems [10]. ERP domain is the management of the company which includes
supply chain management, human resources, finance, etc. The above-mentioned
systems are mutually complementary solutions and their possible interoperabil-
ity adds value to the company. Their co-operation and the associated mutual
communication is as important as any functionality that different systems pro-
vide, regardless of the presence of any other systems instances in the company’s
information structure. An important element of a modern MES system is the
ability to seamlessly integrate with automation systems. To do that, common
and open communication standards such as ISA-88 and OPC are used [11]. In
the case of exchange of information from MES system with the parent ERP
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Fig. 1. IT infrastructure model in an industrial enterprise

system, ISA-95 standard and based on the XML-functional implementation –
Business To Manufacturing Markup Language (B2MML) is used. The exchange
of information between those two class of systems (MES and ERP) is as impor-
tant to the company as the data flow between the other levels. It is the subject
of discussion of this paper, in particular, the analysis of the loss arising from the
information. Figure 1 shows the hierarchical model of information systems in the
industrial structure including communication standards.

2.2 ISA-95 and Business-To-Manufacturing Markup Language
(B2MML)

ANSI/ISA-95 Enterprise-Control System Integration is an international stan-
dard approved by a group of manufacturers, systems’ providers and their con-
tributors. It is described in several documents as broadly understood systems’
integration methodology, which consists of five parts. If we assume that the
ISA-95 standard presents a theory on the integration of management (ERP)
and production systems (MES), the B2MML language should be recognized as
the executive arm of that standard. In [12] the author gives a simple defini-
tion B2MML language as XML-based implementation of the ISA-95 standard.
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B2MML contains a set of XML schemas defined in the Extensible Schema Defin-
ition (XSD) language, which include definitions of object-oriented models drawn
from the content of the ISA-95 standard. The main goal for the language is to
mediate in the process of integration by conversion of data and the structure of
messages exchanged between the systems. The combination of XML and ISA-95
provides many tangible benefits in the process of information transfer. Besides
its openness, simplicity and independence, XML schemas are easily adaptable to
the needs of data exchange, which requires preserving the uniformity and con-
sistency of the data structure. A significant advantage of XML and B2MML is
the legibility of the information resulting from a clear structure [13]. However,
it’s important to notice that the B2MML is not standard but an interpretation
of standard and that the small details can be understood differently by different
system vendors and users.

B2MML language is used for the transmission and transformation of mes-
sages between integrated systems and middleware. When the message is sent by
the one system it goes first to one of the layer of middleware that translates meta-
data and structure of messages into B2MML document (schema conversion), and
then transforms it repeatedly into the language appropriate for the target sys-
tem. Not only schema is transformed but also semantic part, if necessary (data
conversion). Only after this actions and obtaining a guarantee that it will be
received by a proper system, the document can be sent to its receiver (intelli-
gent routing) [14]. Figure 2 shows a simplified diagram of the flow of information
with inclusion of message transformation to B2MML intermediate format.

3 Style-Sheet-Based Data Transformation

Extensible Stylesheet Language (XSL) in an XML-based transformation lan-
guage of XML documents. It allows to translate documents from one format
such as XML to any other format compatible with XML syntax, including the
above-mentioned B2MML. The input in the transformation process is the source
XML document and XSL stylesheet that specifies an XML document transfor-
mation. A stylesheet is made up of templates. Each template describes how to

Fig. 2. Schema of the information flow between IT systems including the transforma-
tion process
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convert a part of the input document to the output document fragment. These
data are processed by an XSLT processor – an application that can interpret
XSLT stylesheet and – basing on input – generate the output document. Exe-
cution of transformation is based on evoking a template matching a specific
input element. In addition to the above description, it should be added that the
document B2MML (like any XML document) is not a “flat” file. It has a tree
structure, and the data stored in it are hierarchical. XSLT uses templates to the
tree elements that match selected patterns, and therefore XSLT provides a set of
rules describing the transformation of one XML tree to new one. The processor
in the transformation process creates a new tree. Figure 3 shows a schematic
representation of the XSL transformation process.

Fig. 3. Diagram of the basic elements and process flow of Extensible Stylesheet Lan-
guage Transformations [8]
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This concept for data transformation was used in author’s previous work [7].
Although XSL seemed to be the best possible solution to the needs of convert-
ing data to and from the format B2MML, however, it causes some problems
described in Sect. 4.

4 Problems with Data Exchange

4.1 Data Schemas

As a result of transformation, output package of information should be ready
to transfer to the target system. However, it needs to be checked beforehand
whether the structure of the data is correct. For this purpose an XML Schema
Definition (XSD) can be used [15]. It comes from the same family of languages
as XML, and therefore ideally suits to control the data packets stored in the
B2MML format. SP-95 committee by developing both ISA-95 standard and
B2MML provides schema definitions of the individual object models. Having
a message transformed we have the ability to check whether the created file has
the correct definition.

Basing on the analysis of the process of data transformation, content of files
involved in conversion, as well as files with the schema definitions, three funda-
mental problems associated with data validation are defined by the author:

– multi-level nested structure,
– frequent references to external schema definitions,
– recursive construction.

Virtually every object containing a range of information consists of other
objects, which have their own attributes. Subjection of the items is often pre-
sented in the form of the tree. These trees, in the case of objects developed in
the B2MML language are very powerful. There are elements that have their own
data structure at each level of the information in the diagram. The more ele-
ments of a data tree, the harder it is to ensure its correctness as a whole, because
even a slightest mistake can bring unwanted consequences. Such multi-level,
nested data structures, despite the transparency of writing, require very com-
plex schema definitions. Cascade structure increases the risk of making a mistake
in it, so complex structures require very careful schema definition preparation.

Another frequent problem in the case of complex data structures, is refer-
ence in the definition of the schema to other schema definition. For example, an
object can be defined in the schema but it also contains a subordinate element,
which has its own definition file. Thus, one schema definition can contain mul-
tiple elements defined in individual, separate diagrams. This fact complicates
the validation of data, especially in the cascade structure, because the subordi-
nate nodes with their own schema definitions, also have their own subordinate
elements with their own schema definitions, etc. Importing them dynamically
during the process of validation is merely possible.

The final problem identified by the author are recursive references contained
in the schema definitions. One object may contain element, which has the same
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definition as its parental node. Therefore, schema definitions must comprise
records that allow for the formulation of data with reference to itself. Recursive
schemas can in extreme cases cause infinite nesting structures, highly undesirable
in the context of performing data validation [7].

4.2 Defects of Data Processing

The biggest drawback of transformations performed by XSL stylesheets is for-
mation of incomplete output files stripped of the part of data from the input
document. Some of the data from the source file is lost during the conversion.
This is primarily the result of incorrectly defined XSL transformation files, which
are devoid of template definition responsible for the conversion of specific infor-
mation. In the absence of such a template, information is completely ignored by
the XSLT processor and overlooked when creating a new data structure in the
output file.

Another issue is the common problem of lack of certain information in the
source file, which is expected by the target system. This is the consequence of
specificity of certain system operation, which does not provide the information
needed by other co-operating systems because it does not need it to work for
itself. Stylesheet alone does not create non-existing data even if they have tem-
plates prepared for their conversion. Therefore, it is impossible to supplement an
output document with a missing data during the transformation process. The
question arises what lacks after conversion and what are the structural differ-
ences of the data between the source and output files. To answer this, a look at
the structure of documents as well as particular transaction operations carried
out in the conversion process is needed. When sending messages by input sys-
tem to another dedicated system, they pass double transformation process. They
go to the middleware layer that translates metadata and structure of messages
into B2MML document (schema conversion), and then translates data from the
B2MML format to the target figure. Transformation of metadata and data into
appropriate for target system requires not only a transformation of metadata but
also its semantic parts, if necessary (data conversion). This situation can occur
for example, when you change the format of a date, when one of the systems
determines the order by day-month-year and another by month-day-year. Only
after this treatment and obtaining a guarantee that a proper system will receive
it, the document can be forwarded.

Issues mentioned in Sect. 4 are the cause of action related to the search for
better solution.

5 Custom Class Generator

Custom class generator (CCG) is a program that generates source code based on
the content recorded using a specific formal language. Generator, basing on the
language description, usually in the form of grammar and syntax, creates classes
from elements that occur in formal record. In this case, the generator receives
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Fig. 4. Custom class pattern

an XSD file, which contains a description of the XML schema in the form of
its syntax and provides the classes corresponding to all possible elements of the
XML tree. Classes are created according to a certain pattern shown on Fig. 4.
In the process of parsing XSD file and code generating, the name of XSD file
becomes namespace. The root node in the XSD file is recognized as the base
class. Each element subordinate to root node is treated as property (field of
value of a simple type), or instance of custom class (if schema element is of
a complex type). All custom classes may also consist of fields or objects of other
custom classes. In addition, generator creates for each field of value (property)
a set of accessors methods (getters and setters).

6 Differences Between XSLT and CCG

The main difference between the concepts of Extensible Stylesheet Language
Transformation (XSLT) and custom class generator (CCG) concerns belonging
to different programming paradigms. XSL is a declarative language, CCG allows
you to operate on code written in an imperative language. XSL instead of defin-
ing how to deal with solution, that is a sequence of steps leading to a result,
describes the solution itself. In other words, XSL focuses on describing the out-
come and not how to reach it (no description of flow control). Source code written
in imperative language describes the process of performing a sequence of instruc-
tions changing the status of the program. As imperative in linguistics expresses
the demands of some activities to do, imperative programs consist of a sequence
of commands to be executed by the computer. The advantage of using XSL
is greater autonomy of the transformation process. Expected outcome remains
independent of the program but only interpretation of the XSLT processor. XSL
provides greater consistency of the conversion process, however, it has limita-
tions on data processing. This language is dedicated exclusively to such solutions
and applying it comes down to creating and altering transformation rules so that
the result (output file) was in expected shape. Operating on the data only in the
form of files is the weakness of XSLT. Custom class generator allows to use much
more tools to shape the transformation process beyond the scope of defining the
rules of transformation. It is possible to perform more complex calculations,
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implement sophisticated algorithms, use of specific libraries or resources (eg. by
established database connection). Another advantage is popularity of imperative
programming techniques. A huge base of pre-existing imperative code guarantees
finding proper solution. Imperative code has an advantage because its already
out there, in great volume. And as long languages like Java will be developed,
we’ll be writing more of it.

7 Application

7.1 Concept

An application has been developed by the author to pursue the purpose of
this paper. The primary purpose and essence of the program is to create XML
tree from the schema definition. Assumed functionality dealing with problems
described in Sect. 4 determine the construction and operation of the program.
Therefore, after the application is started, the user can load the XSD file and
parse it for creation of XML file. Simultaneously, program process the XSD file
in order to create new classes. Each and every autogenerated class in application
refers to specific node in XML tree. This way, every piece of information can be
handled separately. The value of nodes can be changed. Thanks to such solution
we can also change the XML file structure by adding or removing nodes from the
tree before saving it. More importantly, this way the rules of transformation can
be implemented as methods operating on class instances instead of the elements
in XSL file.

The user interface in this solution is negligible (Fig. 5). The approach to the
problem is to reduce the role of the human. In the visual layer, program consists
of text box where the XML tree is presented and few functional buttons.

Fig. 5. Application window

The program was developed in C# with .NET Framework 4.5 involved.
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7.2 Application Description

Main window class contains the methods of functional buttons. Method cmd-
LoadXml Click() is responsible for loading a file with .xsd extension, a method
call, which will convert the XSD file to a XML file and then loading the file to
the TreeView control. After pressing the button opens OpenDialogBox thanks to
whom file selection can be conducted. Selected file name without the extension
is passed to field selectedFileName. Then, using the XmlTextWriter class object
a new file is created, which by XmlSampleGenerator generate XML structure. At
a later stage using the XmlDocument class object file is loaded into the TreeView
control.

Method cmdExpandAll Click() allows you to display all the elements (nodes)
of the tree. The method cmdCollapse Click() acts contrary to the method cmd-
ExpandAll Click(), allows you to display the main node (parent) and node one
level down (children). Button Click method allows you to add a node (parent)
to an existing tree. Value field is contained in textBox. Remove Click method is
responsible for removing the selected nodes from the displayed tree structure.
Save Click() method allows you to save the tree structure to XML file. After
pressing SaveDialogBox is opened. It is possible to indicate the recording folder
and rename the file.

With XSD file loaded program also starts generation of classes and designing
them accordingly to schema definition. In this case the library XSD2Code was
used [16]. Listing presents fragment of generated code.

Fragment of generated code

// <auto-generated>

// Generated by Xsd2Code.

Version 3.4.0.23984 Microsoft Reciprocal License (Ms-RL)

// [...]

// </auto-generated>

// -----------------------------------------------------

namespace test123 {

using System;

using System.Diagnostics;

using System.Xml.Serialization;

using System.Collections;

using System.Xml.Schema;

using System.ComponentModel;

using System.Collections.Generic;

public partial class PurchaseOrderType {

private USAddress shipToField;

private USAddress billToField;

private string commentField;

private List<ItemsItem> itemsField;
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private System.DateTime orderDateField;

private bool orderDateFieldSpecified;

public PurchaseOrderType() {

this.itemsField = new List<ItemsItem>();

this.billToField = new USAddress();

this.shipToField = new USAddress();

}

public USAddress shipTo {

get {

return this.shipToField;

}

set {

this.shipToField = value;

}

}

public USAddress billTo {

get {

return this.billToField;

}

set {

this.billToField = value;

}

}

public string comment {

get {

return this.commentField;

}

set {

this.commentField = value;

}

}

[System.Xml.Serialization.XmlArrayItemAttribute("item",

IsNullable=false)]

public List<ItemsItem> items {

get {

return this.itemsField;

}

set {

this.itemsField = value;

}

}

[...]
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Problems encountered when creating a project processing XSD file for XML:

– Setting appropriate indexes of elements of a tree when adding or removing
nodes. Each node in the tree has its own index (number). Updating the array of
indexes that when a new node was inserted between two existing and indexed
nodes, this new node had to take over the index after subsequent node. All
subsequent nodes need to have previous value of index to be changed. The
same problem applies to node removal.

– Adequate representation of the schema tree of the XML file. After generating
XML tree from the XSD file, XML file structure posed problem. The algo-
rithm which generates an XML file was not able to interpret some attributes
that occur in the XSD file. They were treated as a comment. Comments
were regarded as plain text or the values what made that file structure was
not compatible with XML specification, what could prevent from its further
processing.

Having above problems solved, data transformation can be based on using
class generator. It allows to translate documents from one format such as XML to
any other format compatible with XML syntax, including the above-mentioned
B2MML. Operating on schema definitions is more accurate than on the data.

8 Conclusions

Elaborated solution responsible for converting the data into desired format can
be a useful element in the exchange of information between computer sys-
tems. Standard ISA-95, along with the implementation in the form of language
B2MML gives a lot of opportunities. It allows to manage data on production,
scheduling, maintenance, materials, personnel, etc. It seems that contemporary
systems in manufacturing company are so diverse that without middleware solu-
tions they won’t be able to communicate.

Tangible benefit of using custom class generator instead of Extensible Style-
sheet Language is greater ability to shape the transformation process. XSLT
processor is in fact a black box on which operation we have no influence. Code
compiler allows for greater influence and control of the process.

Elaborated software application has been tested on sample XSD documents
provided by SP-95 committee. The results of the program are at the present
stage of its development in line with expectations. This solution is part of the
theory associated with the data exchange between ERP and MES systems as
a middleware element which resides in environment of those systems. It allows
to transform and validate data from different backgrounds together. It can also
be used as analysis tool for data mapping processes, completeness or data cor-
rectness. Each of the feature is an added value to the solution, which ultimate
goal is to provide interoperability to the systems at the management level in
a production enterprise.

Further work on application will be focused on development of data process-
ing algorithms, presentation layer (e.g. Gantt charts for production schedule),
use of Internet technology, in particular Web services.
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30-084 Cracow, Poland
marp@up.krakow.pl

Abstract. The paper presents an idea of the method of creating the
signal classifier which is based on the optimization of the metric (dis-
tance) function. The authors suggest that the proper choice of metric
function parameters allows to adapt the whole classification operation
to solve certain problems of the time-varied signal recognition, especially
in medical applications. The main advantage of the described approach
is a possibility to interpret the obtained solutions. This may enable to
progress the doctor’s skills, as well as improve the automatic classifica-
tion method. The paper presents a brief example of the method usage
in a practical application. It deals with the classification of the signals
obtained from MEMS (3-axis accelerometer) sensors during the Lach-
man knee test. The authors point to main conditions which determine
an increase in the efficiency of the described approach. Particularly, they
are involved in developing efficient optimization methods of discontinu-
ous criterion functions and algorithms for detection the cohesive group
of points that define the relevant signal regions.

Keywords: Signal processing · Human-computer interaction · Pattern
recognition

1 Introduction

An automatic interpretation, classification or understanding [1] of time-varying
signals may be regarded as an extension of well-known methods of signal process-
ing. Performing the operations, the automatic systems frequently utilize the
knowledge of the analyzed phenomena. The knowledge is obtained during the
learning process by the help of the domain expert (teacher) [2]. This idea involves
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a cooperation between the expert and the system developer. The expert’s sup-
port may vary from simple pointing to some examples of learning sequence [2] (as
belonging or not to known classes), to supporting the process of method creation.
In the second case the expert’s knowledge about technical aspect of classification
methods is needed. The main goal of the paper is to describe the proposal of such
classification method construction, which makes easier this expert’s support.

Obviously, for the sake of limited space, the article cannot cover many impor-
tant matters of the described approach. The authors decided to omit also a reg-
ular bibliography survey as a separated section. Instead, the references to the
bibliography were put into the main text (Sect. 2). Before the main idea, we will
discuss a few possible methods of automatic signal classification.

2 Automatic Classification of the Signals

For simplicity’s sake, we assume that we will deal with the problem of classifi-
cation of discretized time-varied signals, or more generally, signals represented
by discretized, real functions having only one argument.

2.1 Artificial Neural Networks

The classification of the signals is commonly solved by the usage of the artificial
Neural Networks (NN) [3]. First, we should make some assumptions about archi-
tecture of the used network. Assuming that rather a short signal is analyzed, it
may be represented by (at most) several dozen samples. An input layer of the
network consists of nodes which receive the signals related to the exact samples.
Output layer neurons should indicate the class to which the input signal belongs.
The classification can be achieved by three or four-layer feed forward NN. As
an activation function a sigmoidal function may be applied. In such case the
back-propagation learning algorithm may be effectively used [3].

This method, like the others considered in the paper, utilizes a so-called
“learning sequence” [2]. This is a string of pairs containing the signals (gener-
ally – objects) and indices of classes to which the objects should belong. The
suitable choice of the indices is carried out by the expert (teacher). Thus, the
learning sequence contains the knowledge about the objects.

The process of the Neural Network learning, despite of usage of sophisticated
algorithms, remains very time-consuming. However, the network in the above
form can solve any task of signal classification. Unfortunately, the knowledge
which is hidden in the node parameters (synaptic weights), is very difficult to
interpret and modify. For this reason, the role of the expert is limited to judging
the elements of the learning sequence.

2.2 Pattern Recognition Methodology Based on a Distance
Function

We will briefly describe an idea of many classification methods which utilize dis-
tance (or metric) function. The initial operation consists in establishing the prop-
erties of the classified objects. In our case the concept “object” refers to a set of
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discrete samples of signal. We may utilize many kinds of signal properties, e.g.
the value and position of maximum (or minimum), the amplitude, the width of
the signal peak, its energy, and so on. The selected signal properties constitute
a feature vector. In the space of these vectors a metric function may be defined.
The classification can be performed by computing the values of metric (distance)
function between examined object (signal) and some objects which affiliations to
the particular classes are known. In the simple method called Nearest Neighbour
Algorithm [4], the object for which the distance value is minimal, points to the
class of recognized, unknown signal. There are many variants of this approach.
Frequently, some sets of the known objects are utilized to choose (or produce)
special, significant objects called patterns.

We omit the discussion about the other known methods of the signal recog-
nition, let us only note some of them:

1. Syntactic Pattern Recognition, especially using a string or graph grammars
[1,5–7], in this approach the signal is represented by the list or graph of
symbols which relate to some signal artifacts or properties.

2. Methods that apply conceptual clustering and classification approaches
[8–10].

3. Dynamic Time Warping (DTW) [11,12].
4. Wavelet Transform.

At the end of this section let us also note the problem of evaluation of the
generated classifier. One of the possible approaches consists in building the clas-
sifier on the base of only a part of learning sequence (e.g. on the base of a half
of randomly selected elements). The second part can be applied to examine the
classification accuracy. For instance, a number of misclassification errors may be
used (the obtained performance function is discontinuous). The other measures
of classification quality may utilize statistical parameters of the distance func-
tion values between objects belonging to some particular classes, or belonging
to different ones.

3 Searching of the Proper Form of the Distance Function

Let us assume, that some minimal distance method is used. A vital question is
how to develop the form of the distance function that allows to properly classify
unknown signals. Let us start with the simple distance function defined as a sum
of squares:

d0(x, y) =
n∑

i=1

(xi − yi)2 (1)

where: x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) – sample vectors of signals x
and y, n – number of samples.

This simple form enables to compare two signals, however cannot be apply in
real, specific cases in which some ranges of analyzed signals are more valid than
others. The way out may be the usage of distance function based on generalized
Euclidean metric, i.e.:
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d1(x, y) =
n∑

i=1

wi(xi − yi)2 (2)

where: w = (w1, w2, . . . , wn) – weight vector (we omitted the operation of cal-
culating the square root of the total sum). By the proper choice of the weight
vector w we can control the behavior of the distance. So the task of generating
the suitable classifier may be regarded as the optimization of the performance
function in the multidimensional space. It seems to be properly defined, however
let us point to some serious difficulties. The performance function that assesses
the classifier quality is generally discontinuous (see previous section), moreover
its computation is very time-consuming (multiple execution of the distance func-
tion between signals belonging to certain classes). We should be also fully aware
that the number of parameters to optimize (dimension of the search space) may
extend to a few hundred.

For these reasons the task of proper choice of w vector is extremely diffi-
cult. We must radically limit the number of parameter (length of vector) or/and
propose an adequate method. The length of w vector corresponds to number
of samples that represent discretized signal. The obvious solution is its limita-
tion. This leads to decrease in the accuracy of the signal representation and in
consequence may lead to misclassification errors. In the previous section we flag
up the idea of signal representation by using the string of symbols (syntactic
pattern recognition). Each symbol may relate to a range of signal that corre-
sponds to certain signal artifacts (local extremum, “slope” of signal value, etc.).
The validity of each “piece” (artifact) may be expressed by some parameter.
Then, the task of finding the suitable distance function leads to finding a suit-
able set of the parameters. Assuming that cardinality of this set is significantly
lower than the number of samples, the optimization may be much simplified.
Nevertheless, there arise some new problems. They are connected with build-
ing the distance function between two strings of symbols. We may use different
ways, however they commonly lead to problems of the definition of the similar-
ity (or distance) function between two single symbols. Particularly, for each pair
of symbols we may establish the concrete distance value. These values may be
treated as new parameters to optimize. As we can see, this may undo the whole
effect of the parameter number reduction.

Let us propose another approach. Let us assume, like before, that artifacts
(they will be also called sub-objects) correspond to certain ranges of the signal
domain. We also assume that each artifact relates to some weight parameter
(which assesses its validity). The distance function between two signals we may
calculate as follows:

d2(x, y) =
N∑

k=1

wk

∑
i∈Ik

(xi − yi)2 (3)

where:

N – number of artifacts in signal x,
w = (w1, w2, . . . , wN ) – weight vector, each value refers to exact artifact,
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Ik – set of indices of discrete points belonging to kth artifact, the establishing of
Ik sets is carried out by the process of object detection (see details in Sect. 4),
x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) – sample vectors, like in (1).

The distance between signals is calculated according to distances between
values of discrete points corresponding to artifacts. So, the only reason for their
detection is establishing the set of points which relate to individual parameter
value wk. This weight value corresponds to the sub-object position instead of its
type. This brings important advantages. The possible errors of artifact identifi-
cation do not significantly influence the value of the distance function between
signals. First, of course, there do not exist the errors of the bad identification of
the artifact type (they have not types). The improper artifacts detection may
be a result of unsuitable establishing the set of points used to its creation. Let
us assume that a group of discrete points has been incorrectly omitted. Such
a group may form another sub-object for which a proper weight parameter may
be calculated.

The presented idea has just another important advantage. The value of the
distance function depends directly on the values of discrete point of the consid-
ered signals, not on the values of some chosen features of the sub-objects. So, the
impact of an improper choice of the kind of sub-object feature is limited. Thus,
this key problem of the minimal distance methodology may be partially solved
(see Sect. 2.2). The sub-objects relate to coherent (i.e. having some common
properties) set of discrete point. In consequence, the impact of the inappropri-
ate choice of objects properties may be visible in the task of sub-object detection
only.

In our case the object may be constituted by points that:

– correspond to signal extrema,
– correspond to linear, quadratic, etc. growth of signal function; this behavior

should be defined by additional parameters.

Regardless the possible sophisticated method of the sub-objects creation,
the computation of the distance between signals is very simple (it refers to
the distances between discrete points). This makes the cooperation between the
domain expert and the system developer easier. Particularly, the expert (e.g.
physician) may not be fully aware of the details of the object detection method,
knowing that “this region” is valid, and the difference between the certain points
must have been exposed. This agrees with our assumptions expressed in Sect. 1.

Let us return to main problems of described method. The discontinuity of
evaluation functions of the classification process demands the usage some specific
techniques of problem solving [13]. Let us notice here only a few of them.

1. Direct search method [13].
The method is extremely time-consuming, nevertheless, in simple cases it may
be used to generate and study all possible solutions. So, let us estimate the
number of all solutions. We assume, that the length of the parameter vector
is n. The i-th parameter may have one of pi discrete values. Thus, the number
of all possible solutions might be easily expressed by:
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hall =
n∏

i=1

pi. (4)

Assuming additionally that all numbers pi roughly equal p, number of pos-
sible solutions approximately equals pn. This shows its radical (exponential)
growth with increasing in the length of the parameter vector.

2. Evolutionary algorithms (a particular parameter vector is considered as
an individual) [13].

3. Monte Carlo methods.
There may be used some variants of Monte Carlo methods that combine
random searching and bundle methods [13].

4 Example of the Method Usage

The described method has been tested in the problem of automatic diagnostic
of the person having a disease of the locomotor system (tearing a ligament in
a knee, particularly). We will use medical time-varied signals acquired from the
MEMS (Micro Electro-Mechanical Systems) sensors. These devices usually com-
bine 3-axis accelerometer, 3-axis gyroscope as well as 3-axis magnetic sensor.
The MEMS accelerometers can reach a height accuracy (in the order of 0.005–
0.05 [m/s2]). This allow (by the use of discrete integration operation) to estimate
the velocity, and (after the second integration) the location. The MEMS gyro-
scopes allow to detect a sensor rotation, in consequence, the calculation of the
acceleration with respect to an inertial coordinate system (related to the ground)
is possible. In our case however, we decide to use only the direct values of the
acceleration.

The signals are obtained from two accelerometers. During a specific med-
ical test of knees, so-called Lachman test [14] , the doctor try to shift (using his
hands) a shank (near the knee) of the patient. In the analogous way a Pivot-shift
test is executed [14]. The obtained signals of acceleration should help to identify
the ligament tearing. However, its proper classification is difficult even for expe-
rienced physicians. The signals are short, and their number is very limited (the
tests are painful). Nevertheless, on the other hand, this difficult problem may be
used for testing the proposed methodology.

Let us briefly enumerate some details of the used method.

1. The signals (accelerations) are digitalized (sampling rate is 500 Hz) in the
MEMS device and send to minicomputer via USB port.

2. The preprocessing of the signal consists in reducing the noise. We apply the
low-pass gaussian filter [4].

3. The signal artifacts (sub-objects) correspond to the cohesive group of points
related to linear growth of the signal function. Let us start from the point
(t0, y0) belonging to y(t) signal, i.e.: y0 = y(t0), which is positioned next to the
“end” of the previously detected object. We may found a gradient parameter
a of two parallel line segments which border (over the time tmin ≤ t ≤ tmax)
the signal y(t), that is:
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∀tmin≤t≤tmax a(t − t0) + y0 − d ≤ y(t) ≤ a(t − t0) + y0 + d (5)

where: d, tmin, tmax are chosen parameters.
For digitized signal the computation of the gradient a and establishing the
points that satisfy the condition (5) is very simple. These points create our
sub-object.

4. The distance function between two signals is calculated according to (3),
however the direct use of this metric causes an error connected with not
precise signal matching. There is a necessity to shift and scale one of the
signal in the time and value. In a very simplifield form we may define the
modified function as:

ds(x, y) = min
st∈St,dt∈Dt,sy∈Sy,dy∈Dy

d2
(
x, scale(y)

)
(6)

where: scale(y) denotes an operation of scaling and shifting of y signal accord-
ing to parameters: st, dt, sy, dy which belong to finite sets: St,Dt, Sy,Dy

respectively1. We will not discuss here the used, uncomplicated optimization
process leading to the calculation of the (6) statement.

5. The classification method relates to checking the affiliation of the examined
signal to one class only (the patient has, or has not the ligament tearing).
This is done by the use of single pattern signal, which corresponds to typical
signal “shape”. This pattern is selected by the expert (doctor).

6. The classifier optimization refers to search of the w weight vector of the
distance function that minimize the performance function of the classifier.
The computation of the function is performed in two phases. In the first one
we take into consideration the number of misclassification errors. We examine
the distance to only one pattern, thus, in order to conduct the classification
some threshold value is needed. It is an additional parameter to optimize.
The number of misclassification errors (for the sake of very limited count of
training sequence – 12 in our case) must be zero. If not, the function return
a constant big value. If the error count is zero, the function value is defined
as a ratio: m1

m0
, where: m1 is the average value of distance function between

pattern object and all objects from learning sequence which relate to person
having the ligament tearing (according the doctor decision), m0 – like above
for healthy person.

7. Because of the discontinuity of used evaluation functions the direct search
method which generate all solutions has been used.

Figure 1 illustrates two signals obtained during the Lachman test (in Z-axis
which is parallel to the movement direction).

The black colored signal corresponds to the pattern signal (ligament tearing),
the blue colored relates to some ill patient. There were also shown the time peri-
ods corresponded to detected artifacts (regions of linear growing or decreasing
the signal). They are symbolized by the small segments.
1 More precisely, time-varied signal y(t) is scaled and shifted according to following

rule: scale(y(t)) = sy y(stt + dt) + dy.
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Fig. 1. Pattern signal and a selected signal corresponded to ill patient. The horizontal
axis is a timeline (time is expressed in seconds), the vertical axis refers to the acceler-
ation (in [m/s2]). (Color figure online)

Figure 2 depicts the result of optimization process. The values of the found
weights are listed on the bottom of the picture. They are also illustrated by
the color bars which are put near the segments symbolizing the artifact periods.
The biggest values of weight vector indicate the regions of the signal that are
significant for proper classification. Its interpretation is very clear and may be
utilized by the doctor to detect the valid artifacts. This improves the method
(choose of the significant pattern) as well as it allow to training the doctor skills.
There is also possible an iteration route of the above processes.

Figure 3 shows the result of another run of the optimization process. For the
test purpose one of the element of training sequence was incorrectly classified as
relating to the ill person (before it had represented the healthy patient). There
is also the possibility to produce the right operating classifier (having however
a worse performance value – compare Figs. 2 and 3). The similar experiments
show a big potential of the whole described method to generate “any” correct
solution. However, at that point of method testing (there are not available a sta-
tistically significant number of training examples), we cannot judge, whether the
good results corresponds to a random match only.
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Fig. 2. The result of the optimization process; the w vector is: (1.7, 0.1, 1.8, 0.1, 0.2,
0.1), n = 6, first two segments are omitted; the last parameter (equals 1.5) represents
the threshold value of distance function; the value of the classifier performance function
is 0.2973 (left, bottom corner).

Fig. 3. The result of another optimization process; the w vector is: (0.2, 0.2, 1.8, 1.4,
1.4, 0.6); threshold value is 1.4; the value of the performance function is 0.5193, it is
significantly less (worse) than in the previous case.
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5 Conclusions

The article presents a proposition of the scheme of creating the classifier of the
time signals which tries to overcome the problem of proper interaction between
domain experts and the computer system. The proposed methodology consists
in the optimization of the parameters of the distance function. We may draw
the conclusion that the whole presented approach has, to some degree, proper-
ties halfway between the features of the “classical” pattern recognition methods
and methods based on direct processing of the sampled signal. From the first
methods it borrows the stages of sub-object detection and the object feature
calculation. The usage of the very simple calculation method of the distance
between discrete points relates to second kind of methods. This simplifies the
interaction between the man (expert) and computer recognition system and can
be regarded as a main advantage of the presented approach.

However, the main difficulty is the exponential growth of a search space with
the number of samples of the examined signals. This limits the signal recognition
to relatively short sample only.

In this connection we can point to the conditions of gainful usage of the
proposed approach:

– Developing methods for reducing the length of the weight vector.
– Proposing the algorithms for detect the cohesive group of points that minimize

the group cardinality.
– Developing efficient, adequate methods of optimization of the discontinuous

criterion function (e.g. genetic algorithms).

We may consider the solution of listed above questions as the main challenge
of a successful implementation of the proposed method.
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Abstract. User-generated content in social networks constitutes
tremendous stores of knowledge to be analysed. The article presented
results of research on the popularity of design patterns on the basis of
data gathered in the specialised social networks. The conducted analy-
ses concerned i.a. general popularity of questions about design patterns
and indicating a group of patterns which cause possible problems during
implementation. The research results were obtained thanks to using data
mining techniques.
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1 Introduction

The communication via the internet has significantly changed since few last
years. Currently e-mails, static web sites, are often substituted by more and more
popular direction of development of using the Internet is the so-called Web 2.0 [1].
The popular social services are based on Web 2.0 assumptions and they influence
the speed and range of distributed information considerably. Simultaneously, by
engaging the basic assumptions of semantic networks (through tagging informa-
tion with metadata), one can obtain combination that offers more than access
to information – the knowledge resulting from data mining.

The modern information technologies would not exist if it weren’t for pro-
gramming craft. Programming is strictly connected with the use of different
patterns, after [2]:

– Architectural patterns are high-level strategies that are concerned with large-
scale components and global properties and mechanisms of a system.

– Design patterns are medium-level strategies that are concerned with the struc-
ture and behavior of entities, and their relationships.

– Idioms are paradigm specific and language-specific programming techniques
that fill in low-level internal or external details of a component’s structure or
behavior.

c© Springer International Publishing Switzerland 2016
P. Gaj et al. (Eds.): CN 2016, CCIS 608, pp. 421–433, 2016.
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The design patterns presented in [3] were created on the basis of the experi-
ence of the community which was then interested in the issues of object-oriented
programming and good practices. The main purpose of the patterns is solving
problems of designing and object-oriented designing. Design patterns are also
considered as a certain type of a language of communication. Thanks to this
language, the code of software which includes the patterns will be easier to get
to know and understand than the one without the patterns. Therefore, people
who know the patterns, spontaneously create the community which communi-
cates using the language of patterns [4].

The objective of the article is to analyse popularity and trends of changes of
using design patterns on the basis of specialised social networks. The research
results will be used to indicate the direction of further research on the quality
of design patterns implementation, while the methodology will contribute to the
selection of the direction of further analyses in the domain of data mining.

The second section of the article presented a review of the selected issues con-
nected with using community networks to support the work of software develop-
ers and describe information on design patterns. The third section included the
description of the research environment and the grounds for the choices made.
The fourth section introduced research results and relevant conclusions. The last,
fifth section constitutes the summary.

2 Review of Community Network Solutions

2.1 General Support for Developers

Nowadays, developers are constantly being provided with new platforms with
product and technical documentation which are characterised with an extensive
base of information useful during developing new IT solutions. Many companies
providing own information solutions and products knowingly and intentionally
try to make well-documented libraries and programming interfaces accessible to
all the interested. This kind of approach is in a way advantageous; more specif-
ically, it provides relevant promotion of products and their wide distribution in
the market, for instance, through providing their users with the possibility of
creating personalised extras or new functions of the already existent computer
systems.

In the 21st century, the amount of paper documentation has dramatically
decreased to the benefit of online documentation, which, thanks to a common
access to the global Internet network, is world-wide and open round-the-clock.

Developers equipped with the access to the global Internet network are able
to find technical descriptions, construction calculations, plans, figures, schedules
and cost calculations easily. Therefore, new solutions can, to a great extent, be
created without any contact between a developer and products’ owners.

An additional element supporting the work of developers are social networks,
which give a possibility of analysing technical documentation together and offer-
ing new solutions. Ready intermediate products, packages and libraries are made
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accessible in network repositories which connect developers by exchanging con-
fidential fragments of software. One of the specific tools, which is worth men-
tioning in the context of working with repositories of that type, is NuGet1. It is
a so-called package manager or a package management system for the Microsoft
development platform, including .NET platform. NuGet client tools provide an
easy use of packages or a possibility of creating one’s own, and the whole thing
is easily integrated with Visual Studio development environment. The content
of packages included in NuGet repository is constantly being updated by the
authors of packages gathered in a social network. Similar solutions available on
the market are, for instance: GetIt for development tools from Delphi family, or
Maven for Java.

Such platforms as CodePlex2, Github or SourceForge, which are gathering
information on IT projects, can also be called social networks. These give access
to free hosting for open source software and paid private repositories. This type
of portals is also used by developers to exchange information and source codes,
in this way, contributing to development of software products, and especially
those licensed openly and freely.

The network community has also contributed to development and popular-
isation of file repositories available online as version control systems. Those
tools are, for example, Git and SVN, which are software products tracking
changes mostly in a source code, and assisting software developers with combin-
ing changes made in files by many developers in different moments. The version
control systems can be divided into:

– local ones, enabling one to save data only to a local hard drive (e.g. SCCS
and RCS),

– centralised ones, characterised with a client-server architecture (e.g. CVS,
SVN),

– distributed ones, based on a peer-to-peer architecture (e.g. BitKeeper, Git).

The first type of the system only saves file versions to a local hard drive, and it
is a very convenient, still, not very save solution (with regard to data loss pre-
vention) which blocks a possibility of sharing one’s codes with other developers.
In case of centralised solutions, there is one central repository used by all the
system users to synchronise their changes. The distributed solutions give the pos-
sibility of simultaneous maintenance of independent but equal branches which
can be freely synchronised, e.g. through e-mail. The type of the used version
control system depends on the assumptions of a project and should be adjusted
to developers’ needs.

A great way of using social networks are also Internet forums joining together
users whose interests corresponded with topics of these portals. For instance, the
biggest programming forum in Poland – 4programmers.net – attracts software
developers, administrators, webmasters, in other words, people connected with

1 https://www.nuget.org/.
2 https://www.codeplex.com/.

https://www.nuget.org/
https://www.codeplex.com/
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the IT branch. Thousands of topics and comments prove the power of these por-
tals where users can post new topics and the interested can add new comments
concerning a particular issue. Over time, the demand for even more techni-
cally specialised portals appeared, where sharing specialist knowledge is based
on Q&A pattern, that is “question-answer”. One of such portals is Polish ser-
vice devpytania.pl which gives a possibility of asking a question or answering
a question for free. Currently there are approximately 4000 questions. However,
it is way better to take advantage of a worldwide portal as, for instance, stack-
overflow.com service, where the question base is really impressive and it reaches
nearly 11 million, and the answers to the questions are given by the specialists
from all over the world. This kind of services offer assistance in solving problems
that developers encounter each day; therefore, these services’ growing popular-
ity should not be surprising. This publication is also partly focused on analysing
and mining of data from the above-mentioned portal and, more specifically, on
investigating popularity of design patterns in relation to knowledge collected in
the database of the service which was established in 2008. Since that time, the
service has developed a huge social network which contributes to the portal’s
constant development – as of today, there are approximately 4.8 million users
asking and answering questions.

2.2 Stackoverflow.com Service

The stackoverflow.com service is one of the biggest Q&A portals in the scope of
broadly taken subjects connected with software engineering. It is the platform
enabling its users to ask questions and find answers. The portal community has
got a possibility of assessing asked questions and given answers “up” or “down”. It
is a type of natural selection where “bad” solutions are rejected and “good” ones
are distinguished. The users vote according to their knowledge and preferences,
therefore, one should bear in mind that their choices may not be objective.
However, the voice of the community is a very good indicator of popularity, and
this was used in further research. The users are gratified for their actions by
receiving points and batches which create internal and, what’s more important,
positive relation between them. All the content generated by the users is based
on Creative Commons license.

The selection of stackoverflow.com as a source of information is justified
by the popularity measured by Google Trends and its use in other research
studies [5]. Figure 1 shows the chart of stackoverflow.com popularity in relation
to its direct competitor – experts-exchange.com.

2.3 Information on Design Patterns

The basic literature concerning design patterns is the one mentioned above [3],
where have been collected and described the most usable patterns [6]. The most
popular catalog of patterns [7] is literature thus other authors often base their
work on the catalogue offering other variants or implementations adjusted to
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Fig. 1. The chart of popularity of the competing services; the doted line stands for
the popularity of stackoverflow.com queries, the solid one means experts-exchange.com
queries; status as of 6 January 2016

a specific language, e.g. [6,8]. The form of description of design patterns intro-
duced in the above-mentioned literature is, by definition, intended for learning
to use them, and it includes: verbal description in a natural language, class
diagrams, and an exemplary implementation code based on simple examples.
A similar objective is pursued by the repository of knowledge of design patterns
introduced in [9]. The aim of this repository is disseminating knowledge of the
patterns, learning and supporting their implementation. Thanks to the author’s
Internet application from [9], a dialogue between a user and the system is pos-
sible in a form of question-answer. Knowledge of the patterns and questions are
predefined with a possibility of adding new resources.

Some of the formal ways of representation of design patterns are based on
semantic networks; more specifically, they use ontologies [10–12]. In philosophy,
ontology describes the nature of beings of the real world, while in computer
science, it is used for formal representation of knowledge in a form of a set of
notions of a particular field and relations between those notions. A very impor-
tant advantage of ontology is a possibility of transforming data from and into
different sources. In [11,12], one can find ontologies describing basic information
on design patterns. This knowledge can be transformed into other approaches,
for instance, the mentioned above [9] or [10] used to search for instances of design
patterns in a source code.

3 Preparation for the Research

3.1 Design Patterns as the Research Subject

Design patterns should be treated as universal and verified in practice solutions
of frequent design problems. They show the occurring relationships and class
and object dependences; they also facilitate creation, modification and main-
tenance of source codes of IT systems. Using the patterns in small projects
usually contributes to increasing labour intensity of a production process. On
the other hand, in more extensive projects, it improves the general quality of
produced systems and facilitates maintenance. Taking the advantages of using
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design patterns into consideration [13], one should assume that the popularity of
the patterns should be increasing constantly. The subsequent part of the article
presented the results of research on the popularity of design patterns promoted
by the so-called the Gang of Four (Erich Gamma, Richard Helm, Ralph Johnson
and John Vlissides) [3]. The research study was carried out through analysing
the topics gathered from stakcoverflow.com, on the basis of keyword instances
connected with design patterns, using data mining techniques.

3.2 The Course of Research

The research was conducted for four separate data sets which were created by
means of engineering techniques for acquiring information. Subsequently, the set
were adequately processed in order to obtain specific answers and represent them
by means of specific measures. In order to perform data mining out of stackover-
flow.com, StackExchange API programming interface in its newest 2.23 was used.
By means of relevant interface methods, it was possible to create parametrized
server queries and, subsequently, obtain specific answers meeting the preset cri-
teria. All the feedback were obtained in JSON format [14], processed adequately
by means of the author’s software and placed in a database as records; Fig. 2
presents a schematic diagram of the research environment. The fact that API
considerably facilitates the access to the information base in the portal is worth
mentioning here. Unfortunately, it also means certain limitations for developers.
The service uses IP address validation, that is, within 24 h, one can only call
approximately 300 queries which can only return 100 back objects at one time.
In case of willingness to obtain a set of questions concerning a selected keyword
with a single query, one can only obtain up to 100 results. Preparing a query
itself means appropriate parameter and filter management, where, for instance,
one can filter data according to creation date, phrases in titles of questions or
as keywords, as well as, sorting according to a number of answers or popularity.
The most serious inconvenience concerning the current API version is connected
with the lack of possibility of searching through the service database according
to a queried phrase with regard to its occurrence in both question title and con-
tent. The problem is quite significant since, as initial identification study showed,
the users not always give a specific phrase in the title of their messages or as
a tag – a looked up phrase is only occurring in the question content which is
currently unavailable from API level. The solution to this problem is manual
use of the service search engine which takes question content into consideration.
Unfortunately, this solution is unacceptable from the perspective of the research
objective, therefore, only one analysis was conducted in this way. In other cases,
the search was conducted only according to the occurrence of a selected phrase
in a question title since it turned out that searching for keywords (tags) was
ineffective – it ignored too many questions.

All the obtained results were processed and placed in relational data-
base PostgreSQL 9.34, which enables easy data mining and classification.
3 https://api.stackexchange.com/docs/search.
4 http://www.postgresql.org/.

https://api.stackexchange.com/docs/search
http://www.postgresql.org/
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Fig. 2. The research environment scheme

Figure 3 presents a data model which was designed in a way that it provides
an easy access to data and trouble-free data comprehension. The entities cor-
respond with the following objects: questions, questions’ authors and keywords,
with a relevant field describing certain dependences.

4 Research Results

4.1 General Questions Popularity of Design Patterns

The first data set was fed by manual querying of the search engine of the ser-
vice, using in this aim 23 names of desined patterns as key words. The obtained
result, shown in a form of a histogram, is presented in Fig. 4. When analysing
the obtained results, one can notice a dominant group of four patterns: Com-
mand, State, Singleton and Factory. The analysis of the general popularity does
not provide additional information which would stem from the context of the
questions asked on stackoverflow.com. High popularity of questions means that
the software developers attempt to implement particular design patterns; how-
ever, they encounter obstacles or difficulties in understanding hereby patterns.
Low popularity shows less considerable need of using certain patterns or easy
implementation. Still, this is not confirmed by high popularity of Singleton pat-
tern, which is considered as one of the easiest. In order to provide more specific
conclusions, further research was carried out.

4.2 Relative Popularity of Design Patterns

Design patterns are the so-called good practices which are often created on
the basis of the experience of a community. Therefore, comparison of current



428 D. Czyczyn-Egird and R. Wojszczyk

Fig. 3. Entity-relation model for the database for objects from stackoverflow.com

Fig. 4. Histogram showing a number of questions for the particular design patterns [3]
on stackoverflow.com, together with a moving average trendline, status as of December
2015
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popularity of design patterns [3] in relation to similar good practices, in this
case, architectural patterns [9] as MVC, MVP and MVVM, is justified.

The second data set was composed of 13 000 questions which appeared in
December 2015 and acquired from the service by means of API. The database
was fed exclusive of duplicates which resulted in reducing the set to 12 095 unique
questions. Figure 5 presents the obtained results. The obtained result shows con-
siderably higher popularity in relation to similar good practices. The reason
could be the fact that design patterns require understanding and contribution
from a developer with every implementation. The popular programming envi-
ronments do not offer an automatic implementation of patterns. The opposite
situation is found in case of architectural patterns where automated tools inte-
grate with programming environments and it often goes unnoticed to a developer.
Therefore, the lack of tools automating implementation of the analysed patterns
increases interest in this subject.

Fig. 5. Pie chart showing the distribution of questions for design [3] and architectural
patterns

4.3 Popularity of Design Patterns in a Time Function

The aim of the last analysis based on popularity measures was showing trends
of changes for the selected patterns in the preset time function.

The data set prepared for this analysis was composed of the questions
acquired for 3 design patterns which were most popular with regard to a number
of questions in the service, that is, for: Command, State, Singleton. There were
questions acquired for each of the patterns from the beginning of 2011 to the
end of 2015. Therefore, an initial number was nearly 25 000 questions; still, after
exclusion of duplicates there were 21 640 questions in the database. The search
was again conducted according to the criterion of the selected phrase’s presence
in the question title. The obtained results are presented in Fig. 6. The analysis
of the obtained results enabled one to draw the following conclusions:
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Fig. 6. Popularity of the selected patterns in a time function

– the patterns selected for the research maintain constant popularity trend,
slight fluctuations result from different random factors which are numerous in
active communities,

– popularity proportion between the particular patterns is also constant which
was confirmed by the result of analysis concerning general popularity measure,

– it can be predicted that the popularity of the selected design patterns will not
decrease in 2016.

4.4 Discussion Measure of Design Patterns

The aim of the last analysis was determining discussion measure in the implemen-
tation of design patterns on the basis of a number of visits, number of answers to
questions, and the ratio of a summary number of question to the answers. The
discussion measure is an indirect determinant of a number of problems occurring
in the implementation of the patterns. When there are difficulties in using a par-
ticular design pattern, there are different implementation variants discussed and
there are more diverse opinions. The last data set was composed of questions
acquired for all 23 design patterns promoted by [3]. For each pattern, there were
100 newest questions acquired; the initial total number was 2300 questions; how-
ever, after excluding duplicates, there were 2175 questions in the database. All
data was presented in Table 1. The analysis of the obtained calculations enabled
one to propose the following theses:

– the patterns which questions are characterised with high percentage of answers
(>75%), can be defined as patterns relatively easily understandable and
implementable. One can notice a certain correlation between understanding
the complexity of question and a level of complexity of a particular pattern,
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Table 1. Research results for the discussion measure

Name of design pattern Number of
questions with
answers [%]

Number of
questions with
no answer [%]

Number of
questions to
a number of
answers ratio

Classification

Abstract factory 69.44 30.56 0.67 1
Builder 43.14 56.86 1.11 2
Factory 65.57 34.43 0.71 1
Prototype 75.61 24.39 0.61 1
Singleton 69.81 30.19 0.76 1
Adapter 33.82 66.18 1.1 3
Bridge 30.36 69.64 1.56 5
Composite 46.38 53.62 1.17 3
Decorator 73.81 26.19 0.72 1
Façade 56.25 43.75 1.09 2
Flyweight 81.82 18.18 0.48 1
Proxy 14.29 85.71 2.59 5
Chain of responsibility 88.24 11.76 0.74 1
Command 40.00 60.00 1.36 4
Interpreter 51.22 48.78 1.08 3
Iterator 64.86 35.14 0.81 2
Mediator 48.21 51.79 1.1 3
Memento 75.00 25.00 0.57 1
Observer 38.98 61.02 1.05 3
State 45.00 55.00 1.02 3
Strategy 28.79 71.21 1.89 5
Template method 84.51 15.49 0.71 1
Visitor 46.05 53.95 0.94 3
Summary 54.00 46.00 1.04 2

– the patterns for which percentage for questions with no answers is high
(>75%), can be treated as difficult and complicated patterns; questions
regarding more difficult patterns can be more difficult to understand. A num-
ber of users who can give useful answers is commensurately lower,

– the patterns characterised with high answers to asked questions ratio (>1.0)
can be described as the ones encouraging to discussion on solutions to a par-
ticular problem or different ways of implementation of a particular problem.

Aiming at indicating the patterns which can possibly show problems in the imple-
mentation, the classification expressed by the following formula was proposed:

classification = % of quest. with no ans. × a num. of quest. to ans. ratio. (1)
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The high value of both coefficients in Formula (1) will stigmatise the patterns
which obtained unfavourable results, while the opposite situation, that is, low
values of both coefficients, emphasizes a problematic character of patterns. Clas-
sification was divided into 5 levels, evenly distributed in relation to the result (1):

1. 0–25,
2. 26–50,
3. 51–75,
4. 76–100,
5. 101 and more.

The lower the result of classification, the implementation of the pattern is poten-
tially: more intuitive, unequivocal, easily understandable in relation to assump-
tions and intention of use. The design patterns classified as 3 or lower are char-
acterised with the opposite properties, namely, the implementation is: hardly
intuitive, there are many variants, extensive assumptions and intention of use is
difficult to understand. Therefore, the patterns classified as 3, 4 and 5 can be
called in into question in the community of software developers; especially, when
a beginner makes an attempt of implementation.

5 Summary

The article presented the results of the analysis of the popularity of design pat-
terns. The results were obtained thanks to data mining techniques supported by
the author’s software. The research data was acquired from stackoverflow.com,
which is one of the examples of social networks. An important advantage of using
this type of networks is the fact that the community of software developers is
obliged to verify the content occurring in the service.

The conducted analyses concerned: general popularity of design patterns,
popularity of patterns in relation to similar good practices, an attempt of pre-
dicting the popularity in 2016 on the basis of previous years and indicating
a group of patterns which cause possible problems during implementation. The
obtained results showed that the most popular design patterns are: Command,
State, Singleton and Factory. The mentioned patterns were used as examples to
show the constant popularity over the 5 last years, which enables one to predict
that the popularity will not change. What is more, it was shown that in relation
to popularity of architectural patterns, design patterns [3] are more popular.
Finally, a group of patterns, which can be called in into question by the software
developers, and which is connected with potential obstacles in implementation,
was distinguished.

Further research on data mining techniques will be connected to the develop-
ment of the method and use of Business Intelligence tools. Subsequently, a change
of research subject into other issues of software engineering is projected. The
results obtained in the above-mentioned analyses will contribute to the selection
of the direction of further works in the scope of quality assessment of implemen-
tation of design patterns.
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