Chapter 15
How to Avoid the Coincidence Loophole

J an-z&ke Larsson

Bell inequality tests of local realism are notoriously difficult to perform. Physicists
have attempted these tests for more than 50 years, and for each attempt, gotten closer
and closer to a proper test. So far, every test performed has been riddled by one or
more loopholes. While I personally am not overly fond of using the word “loophole”,
it has become the standard term; the word is usually used in connection to laws,
most commonly taxation law, where a “loophole” points to some unintended and/or
unexpected circumstance where the law does not apply, so that one can avoid the
law without technically breaking it. In connection to Bell tests, the word points to
some unexpected circumstance in experiments that makes additional assumptions
necessary, we will see some examples of this below.

Here, we will encounter one of the more recently found loopholes, the coincidence
loophole, and learn how to avoid it. First, the scene is set by reviewing the relation
between the Einstein-Podolsky-Rosen (EPR) paradox and the Bell inequality, and
also fix the notation and formal background. Then a few (not all) recent and not so
recent experiments will be presented, with some of their qualities and shortcomings.
And finally, we have a look at the coincidence loophole, why it seems to be more
serious than one could have expected given results from the eighties, and then why
the seemingly large impact is in fact not so damaging after all. In short, how to avoid
the coincidence loophole.
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Local Realism

The concept of local realism is motivated by the question posed by Einstein, Podol-
sky, and Rosen (EPR) in [12]: “Can [the] quantum-mechanical description of phys-
ical reality be considered complete?” EPR argue that the answer to the question is
negative, while Bohr in [7] argues that the question is meaningless. Although many
physicists agree with Bohr, one should note that EPR were actually correct in a sense:
for the system used by EPR, there does exist a more complete description as Bell [5]
noted. Bell simply constructed a more complete description of that system. His con-
struction gives the same predictions as quantum mechanics for position and momen-
tum, and also has these two explicit in the description.

Another example was used by Bohm [6] to simplify the experiment, going from
the infinite-dimensional quantum description of position-momentum to the much
simpler finite-dimensional quantum description of two spin systems. The choice of
measuring position or momentum now translates into a choice of axis, or direction,
along which a spin component measurement is performed. This choice of direction
is denoted ¢ and y at the two sites in Fig. 15.1. In a spin-1/2 system, there are only
two outcomes: magnetic dipole moment parallel to the direction (“spin up”, +1) or
anti-parallel to the direction (“spin down”, —1).

The system is such that the outcomes are (anti-)correlated; if the same direction
is chosen on both sides (y = ¢), the outcomes are always opposite, as indicated in
Fig. 15.1. This is called a singlet state, which is a special case of a so-called entan-
gled state. The terminology is due to Schrodinger who translated the German Ver-
schrdkung in one of his letters to Einstein into entanglement. Obtaining an outcome
at one site at direction ¢ allows prediction (with probability 1) of the outcome at the
other at direction y = ¢. If the systems are separated, the choice of direction can be
performed so that it (the choice of direction) cannot disturb the remote system, such
disturbances being limited by the speed of light. Prediction without disturbance is
the reason to believe that the outcome exists, as a physical property, independent of
measurement (EPR [12]).

In this system, there are more choices than in the EPR system, since the direc-
tion parameter ¢ is has a continuous range (uncountably infinite to a mathematician)
rather than the two choices of position and momentum in EPR. Still, if one only con-

B(y)

A9)
& A9)+B(§) =0 é

Fig. 15.1 Bohm’s modification of the EPR setup. Two spin-1/2 systems are created in a joint state
such that measurement of the spin component along the same direction gives opposite results, for all
directions. Such a state can be created, it is called a singlet state and has total spin 0. The two systems
are then separated, while making sure that the joint state is preserved. Then, a local measurement at
one site for one direction can be used to predict, with probability 1, the outcome of a measurement
at the remote site, for the same direction.



15 How to Avoid the Coincidence Loophole 275

siders the predictions for equal settings y = ¢, there exists a more complete descrip-
tion just as for EPR, so that equal settings give opposite outcomes (several authors,
but see e.g., [3]). In this sense, EPR are still correct. However, there are many more
combinations y # ¢ than in the plain EPR case (position # momentum), something
John Bell made use of in his famous inequality [4]. The trick is to use three (later
four, five, ...) different settings, and use that anticorrelations are large when the two
directions are close but not equal to each other.

To write down the inequality we need some concepts and notions from probability
theory. In probability theory, measurement outcomes are given by random variables
A and B that can take parameters such as measurement directions, and also depend on
arandom sample A, here often referred to as a hidden variable. The hidden variable
takes values in a sample space A, and subsets of the sample space where, e.g., the
random variable takes a certain value is called an event. To tell us the probability of
events, we need a probability measure, so for example the probability that a random
variable takes a certain value can be written

P({/l :A(¢,/1)=—1}> =P<A(¢)=—1>‘ (1

The notation is often simplified by leaving out the set notation and the A as shown
above. The conditional probability of one outcome given another can be calculated
as
P(A@) =-1nBw) =-1)
P(A@) = -1]Bw) =-1) = . @)
P(Bw)=-1)

Missing detections (as in lowered efficiency) can be handled through either assigning
value 0 to the outcome, or not defining an outcome value at all [18, 19]. Finally, we
need the concept of an expectation value, so to speak, the average outcome. For
brevity I will only give what we need here, the expectation of the product of +1
outcomes,

E(A@BW)) = P(A@) = Bw) ) - P(4) # Bw)) ©)

The above would tell us if the outcomes are equal with high probability, which
would give a value close to +1 or unequal with high probability (close to —1). Using
this, Bell could formulate and prove a theorem, later improved by Clauser, Horne,
Shimony and Holt [10] into

Theorem 1 (The CHSH inequality, [10].) Under the two assumptions

Realism:  The outcomes can be described by random variables
A(¢i3 ll/j’ A')? B((pis u/j’ i); |A| = |B| = 1

Locality:  The r.v.s are independent of the remote setting
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A(3) = Al v, A: Bi(2) = Bl 4)
the following inequality holds:
|E(A|B)) + E(A|By)| + |E(A,B,) — E(A,B))| < 2.

An oversimplified but popular attempt to explain this uses anticorrelated out-
comes: one ball in one of two boxes, one box sent to each of two sites, and then
opened. If the box at the first site is opened and found to contain a ball, there will
be no ball found when the box at the second site is opened. Perfect predictability.
The oversimplification is that it uses too few boxes, since the CHSH expression uses
four boxes, two sent to one site (A; and A,) and two sent to the second site (B; and
B,). The terms E(AiBj) tells us how often we can expect to see balls in both or none
of the boxes. A negative value tells us that the probability is high that there is a ball
in only one of the two boxes. On the other hand, a positive value tells us that the
probability is high that there are balls in both or none of them. The CHSH inequality
puts bounds on these probabilities: a consequence of the inequality is

E(A,B,) <2+ E(A,B,)) + E(A,B,) + E(A,B,). 4)

This means: if the probability is large that there is one and only one ball in the two
boxes A,, B|;oneinA,, B;;and one in A, B,, the terms on the right will be negative.
If they are negative enough, the bound will tell us that the left-hand side must be
negative, so that the probability must be large that there is only one ball in A,, B, (in
essence because there are three pairs on the right-hand side, an odd number). In the
extreme case, if all three terms on the right are —1, the term on the left is forced to
be —1. For our system, we are already able to predict with probability 1, so there is
no news there.

But Bell realized that using directions ¢,, v, ¢,, and y, that are close to each
other (in that order) but not equal, the bound tells us something new. As indi-
cated above, the most common example is the singlet state, for which the quantum-
mechanical prediction is

Eqm(A;B)) = —cos(¢; — y)), (%)
with ¢, =0, y, = n/4, ¢, = n/2, and y, = 3z /4. Then,

3
2+ Equ(AyB)) + Equ(ABy) + Equ(A1By) =2 — 7 <0, 6)

2

while

EquA3B,) = —= > 0. ™)

5
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In other words, for this quantum-mechanical system, there is a large probability of
one and only one ball in the box pair A,, B;, one in A, B, and one in A, B,. And
the bound tells us that the probability is larger that there is one and only one ball
in A,, B,, than two or none (the bound is less than 0). But the quantum-mechanical
prediction is instead that it is more likely that there are two or no balls in A,, B,, than
just one (the quantum prediction is larger than 0). The prediction does not obey the
bound, there is a violation.

If our desired complete description is local realist, then this gives good support
for Bohr’s argument: there exists no local realist description that gives the quantum-
mechanical predictions. The importance of this result cannot be stressed enough: we
have learned something about what possible types of mathematical models that can
be used to describe quantum-mechanical systems.

Loopholes

At this point, it is important to make one thing clear: even though a local realist
description cannot give the quantum-mechanical predictions, it is still possible that
it can give the statistics that we see in nature. It could be the case that the underlying
assumptions of Theorem 1 does not apply in nature, or more accurately in our exper-
iment. So our task now is to make sure that the theorem really does apply in our
experiment, and as it turns out, this may be difficult. There are several loopholes,
problems that could occur in experiment that makes the theorem need additional
assumptions. These mainly fall into two classes: efficiency and locality (see e.g.,
[19]).

Lowered efficiency, that not all single systems give outcomes, is a common prob-
lem in experiments to test local realism. This may seem like a small problem, can one
not just normalize to the subset of systems that do give outcomes? Well, not really:
doing this requires an assumption, the fair sampling assumption. To be allowed to
normalize to that subset, one needs to be sure that the subset is a fair sample of the
full ensemble, in a sense that the subset itself does not depend on the local settings.
Many modern experiments only violate the inequality under this assumption. And
fair sampling is an assumption because in experiment it is impossible to verify that
the sample is fair.

If the sample is not fair, the CHSH inequality changes, something first suggested
in [27]. The bound increases when the efficiency decreases, making it possible for
a local realist description to reach the quantum value. The crossover for CHSH is
82.84 % [13], and below this efficiency, a local realist description can reach the same
value as quantum mechanics. Much work has been put into calculating this and other
bounds under increasingly general conditions, and also new inequalities for new sys-
tems where the effects are smaller.

Many of these modified inequalities need the number of emitted pairs to be
known, so that one can get probabilities from counts (by dividing beneficial counts
by the total counts). The below version of the inequality gives a bound for the
conditional correlations, and the only extra parameter used is the conditional proba-
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bility of coincidence, conditioned on single detections. It does not need the number
of emissions, but simply the ratio of coincidences to single detections. This data is
already available in the experimental record, which simplifies the analysis greatly.

Theorem 2 (The CHSH inequality with inefficiency, [ 18].) Under the three assump-
tions

Realism:  The outcomes can be described by random variables
A v ). B@ywy ;A< 1 1Bl < 1
Locality:  The r.v.s are independent of the remote setting
A =A@, w;, A); B(A) = B(;, w;, )
Detection:  Detection is controlled by the local realist model

n = min P(remote detection|local detection)
settings

the following inequality holds:
|E(A|B,|coinc.) + E(A| B, |coinc.)| + |E(AyB, |coinc.) — E(A,B) |coinc.)| < 4,
n

So, if the violation is high enough and the efficiency is high enough, then a proper
test can be performed. It is important to remember that efficiency refers to the total
efficiency. There is no reference to detectors or other equipment, the focus is on the
output data: coincidences compared to local detections.

The requirements for violation are quite high. Also, we need to take experimental
noise into account. If we use the singlet state and take noise into account, the ampli-
tude of the cosine correlation is decreased. This is quantified in terms of visibility, a
multiplicative factor v in front of the cosine. The inequality now translates into

2\/5\15%—2 ®)

The region of violation is drawn in Fig. 15.2, the small region on the top right.

It is difficult to reach violation when using photons, the system of choice in long-
distance experiments. Efficiency and visibility of four example photonic experiments
[2, 14, 15, 32] is shown in Fig. 15.3. The most-cited experiment is [2], for which the
main intent was to show that the violation remains even with fast-changing settings
at the two sites, fast enough that no light-speed signal could carry information on the
setting from one site to the other. This is to avoid disturbance in the spirit of EPR,
to ensure that the locality assumption of the inequality holds. And the experiment is
conclusive, since the violation does remain. The fair sampling assumption is needed
because the experiment has an efficiency of approximately 0.1 % which is not visible
to the scale of the figure. One reason for the low efficiency of the Aspect experiment
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Fig. 15.2 The region of violation of the CHSH inequality for the singlet state, in terms of effi-
ciency # and visibility v. The almost triangular region of violation has corners at visibility 70.71 %
and efficiency 82.84 %. The fair-sampling assumption would enable a violation in the entire region
above visibility 70.71 %, striped in the figure.

is the wide directional spread of the emissions. More modern sources (for example
[17], but there are many improvements after that) give much better collection of
photons, and in the experiment of [32] this can be seen, the reported efficiency is 5 %.

That experiment also uses proper random settings rather than the quasiperiodic
switching used by Aspect [2]. Another improvement in locality is made in [31],
where the random numbers are selected so that no light-speed signal can reach them
from the emission event. This requires a large distance resulting in a 35 dB attenu-
ation for the most remote site, or an efficiency of 0.03 %. Impressive for the 144 km
distance, but of course lower than our other examples.

At the other end of the scale, we have experiments designed for very high (mean-
ing 100 %) efficiency, these are depicted in the enlarged part of Fig. 15.3. These
experiments do not use photons, but instead other more massive systems, or even
solid state systems. Our examples are ions in one trap [30], in two separate traps
[25], Josephson phase qubits [1], atoms in two separate traps [16], and nuclear spins
near a nitrogen-vacancy centre in diamond [28]. In these experiments experimental
runs are well defined and do give outcomes, so the efficiency is 100 %, but there is
still the locality issue: the systems are not separated enough to guarantee locality.
The quotient between the distance you need because of the duration of the relevant
measurement, to the distance you have, has improved from 10° [30] via 1500 [25],
and 300 [1], to 15 [16]. And this is still improving as we speak; the race is really on
to achieve and surpass the magic number 1.

Meanwhile, photons are still the system of choice for long-distance quantum
experiments, and efficiency numbers have increased steadily over the years. Mod-
ern superconducting detectors (e.g., [24] have a very high efficiency, and modern
sources (e.g., [29] have very high collection. Coupled with low-loss components for
the rest of the setup, an experiment can reach n = 75 %. There were two such exper-
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Fig. 15.3 Examples of experimental tests of local realism. The green dot shows efficiency and
visibility of the experiments. All the papers also report the quality of the visibility estimate in
terms of an estimated standard deviation, this is shown as a vertical bar.

iments recently [8, 15], but at this point one may ask: with the bound at 82.84 %,
how can an experiment with efficiency 75 % be useful?

As it turns out, Eberhard found that one obtains lower bounds if a different state is
used in the test [11]. We need to relax the perfect anticorrelation at equal directions,
that we (and Bell, and EPR) thought so important. This is easiest to see if we use
a different inequality that relates probabilities directly rather than correlations as
in CHSH. The discovery sounds simple but is really profound, so much so that the
below inequality sometimes is called the Eberhard inequality when used with counts
rather than probabilities.

Theorem 3 (The Clauser-Horne (CH) inequality, [9].) Under the two assumptions

Realism:  The result can be described by random variables
Ay A%; Bl o )
Locality:  The r.v.s are independent of the remote setting
A[(A) = A(d;, w;, A); Bi(A) = B(g;, y;, A)
the following inequality holds:

PA =B, =)+ PA, =B, =1)-PA,=B,=1)
<PA =1)+PB; =1)-PA =B, =1).

One should be aware that the above is equivalent to CHSH, but there is a benefit
since the efficiency estimate # does not enter into the calculation. There is no need
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Fig. 15.4 Region of violation for non-maximally entangled quantum states. The region stretches
to efficiency 66.67 %, but thins out considerably close to the limit. The two experimental efficiency
estimates are qualitatively different and not so easily comparable with the earlier results, or to each
other. [15] uses a separate efficiency measurement while [8] uses an estimate from equipment para-
meters (with a large standard deviation as indicated), and neither of these are necessarily equal to
the # of Theorem 2, so the horizontal position of the two dots might not be accurate. On the other
hand, the Clauser-Horne inequality does not need an explicit #, and indeed, both datasets violate
the bound.

to condition on coincidence here, nor estimate the efficiency of the experiment. We
will use this inequality below because of its somewhat simpler structure, since there
are fewer outcome combinations that contribute to the expression, but in principle,
the same can be done with CHSH.

In any case, for a given efficiency, we can find a non-maximally entangled state
(i.e., not our earlier singlet state) and measurement directions that give a violation
even if the efficiency is below 82 % but above 66.67 % [11, 21, 23]. The region of
violation in terms of visibility and efficiency becomes somewhat larger if this is done,
see Fig. 15.4. And the two mentioned experiments are inside the region of violation.
This makes photons the only kind of system for which both kinds of loopholes, both
efficiency and locality, have been closed, in separate experiments. It remains to close
both in the same experiment, but nonetheless, we are gathering evidence that there
really exists no local realist description of such a system.

The Coincidence Loophole

There is one problem in photonic experiments that we have not addressed yet: how
the experimenter knows which clicks come from the same pair of photons. This is
not the same as the efficiency loophole discussed above, which is more the problem
of finding photons at all. Typically pairs are identified by coincidence detection, by
comparing the detection times, either to each other (we’ll call this moving windows),
or to a predetermined reference (which we’ll call fixed time slots). If the comparison
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Fig. 15.5 Example local realist model (due to E. Knill). The detection time depends on the hidden
variable and the local setting. If Alice measures A; and Bob measures B,, the events are close
enough to give a coincidence.

Fig.15.6 Other choices of setting in the same local realist model will give different detection times.
If Alice measures A, and Bob measures B,, the events are not close enough to give a coincidence.

is to other events, each event on one side is surrounded with a time interval of length
7, centered on the event, as in Figs. 15.5 and 15.6. If there is a remote event in the
time interval, this is considered as belonging to the same pair, or coincident. (In a
real experiment there may be several events in the time interval, in which case the
closest can be chosen as belonging to the same pair, but we will just consider the
simple case here.)

We are considering local realist models, and it is possible that such a model influ-
ences the time of detection, similar to influencing (non-)detection. In this situation,
the subset of coincidences could change. It could happen that all of the events are
shifted in time so that there always are coincidences if A,, B; are measured, or if
Ay, B, or A, B, are measured, but never if A,, B, are measured (see Figs. 15.5 and
15.6). This would give

P(A, = B, = 1 ncoincidence) = 1 (9a)
P(A, = B, = 1 ncoincidence) = 1 (9b)
P(A, = B, = 1 n coincidence) = 1 (9¢)
P(A, = B, = 1 n coincidence) = 0 (9d)

PA, =1)=PB,=1)=1 (%e)

so that

P(A, =B, =1ncoinc.) + P(A, = B; = 1 ncoinc.) — P(A, = B, = 1 N coinc.)
=1+1-0=2
£PA, =1)+PB,=1)-PA, =B, =1ncoinc.)
=1+1-1=1. (10)
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The Clauser-Horne inequality does apparently not hold anymore. The apparent viola-
tion above is the highest possible, because this reaches the algebraic bound of the CH
inequality. But note that the terms containing pairs of outcomes P(A; = B; = 1) have
been replaced by P(A; = B; = 1 n coincidence), so it is no longer the same expres-
sions on the right- and left-hand sides. The terms contain an additional restriction in
the pair events (that we calculate the probability of), that comes from not knowing
beforehand which events belong to the same pair. Clearly, the CH inequality does
not apply to the modified expressions, because the left-hand side is larger than the
right-hand side.

The effect of this kind of time dependence on the CHSH inequality was studied in
[20] (it seems the effect is first discussed in [26]). In [20] a modified CHSH inequality
is derived that does apply, and also a local realist model that saturates the inequality
(actually containing the above example).

Theorem 4 (The CHSH inequality with coincidence identification, [20].) Under
the three assumptions

Realism:  The outcomes can be described by random variables
Aoy D, B@y A AL 15 1Bl < 1
Locality:  The r.v.s are independent of the remote setting
ALD) = Ay vy ): Bi(A) = Bl v, A)
Coincidence:  Coincidence is controlled by local realist time delays and
P(coincidence) = y
the following inequality holds:

|E(A, B, |coinc.) + E(A, B, |coinc.)|

+ |E(A,B,|coinc.) — E(A,B|coinc.)| < 6_ 4
Y

This is similar to Theorem 2, but there are differences. The expression 4/n — 2 is
replaced by 6/y — 4, giving a higher bound (in y) than the previous (in 7). There is
no violation unless y > 87.87 %, which is visible also in Fig. 15.7. Also, y is not so
simple to estimate from experimental data as #, again the emission rate is needed for
the estimate. Since the efficiency on the single-photon level is 100 % in the model
example, it has been conjectured that the bound for y translates directly into an equal
bound for #, therefore a comparison with the detection efficiency bound can also be
found in Fig. 15.7.

Interestingly, since the model example has single-photon efficiency 100 %, the
fair sampling assumption holds. All the photons are registered, so the sample is fair
(for the same reason, the no enhancement assumption holds, for details see e.g.,
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Fig. 15.7 Coincidence probability bound for violation of the modified CHSH inequality, when
using a singlet state. The coincidence probability must exceed 87.87 %.

[19]). If anything, it is the coincidence identification that is not fair. The subset of
coincidences that we register may change with the measurement directions. This
happens also when we have lowered efficiency, but there is a difference: detection is
a local process, and detection at one site happens on a subset of As

AAi = {1 : A;(A)is detected }. (11
A coincidence then occurs on the set
AA,- N AB;' (12)

This is in stark contrast to the coincidence detection we use here, where the detection
time TAj depends on the setting and the hidden variable, and coincidence occurs on
the set

Mgy = {4 |TyD =Ty (D] < 37} # Ay 0 Ay (13)

There is even no possibility to rewrite A, B, SO that it can be factorized in this man-
ner. Equivalently, attempting to assign the outcome O or +1 to “missing coinci-
dences” will lead to a non-local hidden-variable model, because even though the
time-dependence is local, the newly assigned missing-coincidence-outcome needs
to depend on both settings.

At this point, things look bleak. Even 100 % efficient detectors do not help, and
the coincidence probability must exceed 87.87 %, considerably higher than the previ-
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ously known efficiency bound 82.84 %. It is not even enough to assume fair sampling,
since it already holds in the model example. It seems that the coincidence loophole
is much worse than the efficiency loophole ever was. But fear not, there are quite
simple modifications that will re-enable the bounds from before.

How to Avoid the Coincidence Loophole

Of course, one could substitute the fair sampling assumption with a fair coincidence
assumption, that the subset of pairs chosen by our coincidence procedure is a fair
sample of the whole ensemble. But we want to avoid that kind of assumptions. Better
to check why the inequality does not apply, and attempt find conditions under which
it does apply.

The timing of the example is such that all the pairs that increase the violation
count as coincidences, while the pairs that decrease the violation does not count.
One alternative to re-establish the inequality would therefore be to make sure that
the latter pairs do count as coincidences. But ensuring that in general would demand
that we know which photons belong together in pairs, and as we already have said,
this is not possible. There will always be pairs that we cannot identify, so we need to
be less ambitious. What we can aim for is to ensure that a pair that would count as a
coincidence for all three measurement combinations that increase the violation, also
would count as coincidence for the fourth measurement combination. This can be
done by having the time window for A,, B, as wide as all three of the other windows
taken together, we call this the window sum method [22]. The reason that this works
is that if A is such that

|T,,(A) = Ty (A)| < 7,and
T, (1) = Ty (D] < 7,and (14)
Ty (D) =Ty (D] < 7,

then, for the same A (see Fig. 15.8), the triangle inequality gives

|7, (A) = Ty, (D)
< T, () = Ty D] + |Tp, (D) = Ty (D] + T, (D = Ty (D <3, (15)

Since this applies to the individual A values, the subsets (in terms of A) that give
coincidence will obey

Ap g, N Ay, N Ay C Ayp. (16)
That this really fixes the issue will of course need a formal proof, so that there is no

possibility for another model to evade our construction. The following theorem will
do this for us.
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Fig. 15.8 One method to avoid the coincidence loophole is to have longer coincidence windows
that decrease the violation (A,B,), as long as the sum of the coincidence windows that increase it
(A,B,, A|B,, A,B,). This ensures that if there is a chain of possible coincidences that increase the
violation (B, <> A| <> B| < A,), the two endpoints that would decrease the violation (B, < A,)
will also be a possible coincidence.

Theorem 5 (The CH inequality, avoiding the coincidence loophole, [22].) Under
the three assumptions

Realism:  The result can be described by random variables
Ay ): B@p v, )
Locality:  The r.v.s are independent of the remote setting
A(A) = A(d; v, A); Bi(4) = B(d, v, A)

Coincidence:  Coincidences are controlled by local realist time delays, are
obtained on sul?sets A{hBl" AAI.BZ; Ay, and Ay g, of A, and the last coinci-
dence set contains the intersection of the other three,

Agg, N Ay, N Ay p C Ayp
the following inequality holds:

P, =B, =104y 5)+PAy =B, =1nA,4)
— P(Ay=By=1NnA,p)
<PA =D +PB, =1)-PA =B =1nA, ).

Another alternative to re-establish the inequality would be to avoid counting some
pairs that increase the violation. Here, instead, we ensure that if a pair does not count
as a coincidence for the measurement combination that decreases the violation, it is
also not counted for at least one of the three measurement combinations that increase
the violation. This can be ensured, in general, by introducing fixed points on the time-
line that break pairs if the detection times are on different sides of such a point (see
Fig. 15.9). And this is what happens when using fixed time slots. Formally, we choose
a number of fixed time slots [, = {t : t, <t <, + 7} (these must be disjoint), and
count a coincidence in slot kX when the detection time of both events are in the time
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Fig. 15.9 Another method to avoid the coincidence loophole is to have fixed time slots, so that if
two events are far enough apart to not give a coincidence (B, .« A,), there cannot be a chain
of possible coincidences from one event to another, that connects the two (here B, & A &
B, < Ay).

100000 - 'l“Fixed time-slots Window-sum method

1
\

No local realism o

—100000 3

Moving windows + fair coincidence assumption

Fig. 15.10 Violation of the Clauser-Horne bound under local realism, using three different meth-
ods of handling the coincidence loophole [data from [14]]. The vertical axis scale is in counts rather
than probability, a negative value is a violation. The dotted yellow line uses standard moving win-
dows and the fair-coincidence assumption. The green dashed line uses fixed time slots. The blue
solid line uses the window-sum method with length 7 of the three short windows. The latter two are
not vulnerable to the coincidence loophole, and the first one can avoid it by using the fair coinci-
dence assumption. The shading corresponds to plus or minus three estimated standard deviations.

slot,
Affg ={A: T, (D el, Ty e} A7)
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Using these time slots, if A is such that the events A,, B, are in the same time slot,
and also By, A, and A, B,, then of course A,, B, are in the same time slot, so that

(k) (k) (k) (k)
AP 0 A, nal, <Al (18)

Since A, B, is the disjoint union over k of Afﬁg_, Eq. (16) immediately follows. As

does the modified CH inequality.

Conclusion

Thus, there are (at least) two ways to avoid the coincidence loophole, either by using
the window-sum method, or by using fixed time slots. This will re-enable the CH
inequality, so that the bound for y (coincidence probability) will be replaced by a
bound for # (efficiency, as defined in Theorem 2). Essentially, we have restored the
violation region from the small region of Fig. 15.7 to the larger region of Fig. 15.4

This means that both experiments from 2013 do violate the modified CH inequal-
ity. The experiment in [8] has a natural time slot structure since the experiment uses a
pulsed-pump source, so Theorem 5 applies directly. The experiment in [15] does not
have this natural structure because it uses a continuously pumped source, but time
slots can still be used. We can also use the window-sum method, and interestingly
the best time slot and time window lengths are different for the two methods, see
Fig. 15.10.

Even though the coincidence loophole did seem to be very serious, e.g., that 100 %
efficiency did not help, we have found two methods that remove it. And both avail-
able photonic experiments can use one or both methods, so that there is a viola-
tion. In conclusion, we are approaching a proper violation; locality remains to be
enforced, but we are getting closer and closer. The importance of performing a con-
clusive experiment cannot be stressed enough: then we will have learned something
fundamental about what possible types of mathematical models that can be used to
describe physical reality.
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