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Preface

The 4th Iberoamerican Conference on Applications and Usability of Interactive TV,
jAUTI 2015, and the 6th Congress on Interactive Digital TV, CTVDI 2015, were
jointly organized by the Multimedia Information Technologies Laboratory (LTIM) and
the Graphics and Computer Vision and Artificial Intelligence Unit (UGIV-IA) of the
University of the Balearic Islands, and the Thematic Network on Applications and
Usability of Interactive Digital Television (RedAUTI), and were held during June
14–16, 2015, in Palma de Mallorca, Spain.

The RedAUTI is sponsored by the CYTED Ibero American Program of Science and
Technology for Development and it consists of 238 researchers from 39 groups from
Spain, Portugal, and ten Latin American countries.

These proceedings contain a collection of extended selected papers and invited
contributions originally presented at jAUTI 2015–CTVDI 2015 that cover the devel-
opment and deployment of technologies related to interactive digital TV and their
applications. The selection rate was 35 % and the extended selected papers were peer
reviewed to assure the high quality of this publication.

March 2016 María José Abásolo
Francisco J. Perales

Antoni Bibiloni
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From Secondary Screens to Socially-Aware
and Immersive Experiences

(Invited Talk)

Pablo Cesar1,2

1 CWI: Centrum Wiskunde & Informatica, Amsterdam, The Netherlands
2 Delft University of Technology, Delft, The Netherlands

p.s.cesar@cwi.nl

Abstract. Several years ago, first conceptualizations of the usages of the secondary
screen in the television environment were proposed. At the time, the real challenge
was to convince stakeholders that interactivity was not a threat, but an opportunity.
Ten years later, the mass adoption of smaller devices has reshaped the media
landscape, truly enabling interactivity while consuming media content at home.
What was perceived as hindering the user experience - the second screen - has
resulted into an essential companion to the television. Paradoxically, even though
key players are investing on secondary screen applications, there are very few
successful examples. In this paper we provide an overview of the present state of the
art through representative examples and discuss future possibilities and challenges.
In particular, we will focus on the importance of immersion, taking into account the
surrounding of the users, and of sociability, involving her social network.

Keywords: Social television � Secondary screen � Immersive experiences

1 Socially-Aware and Immersive Experiences

This paper summarizes my keynote talk at the Interactive Digital TV Congress, that
took place in Palma de Mallorca (Spain) from 14th to 16th October 2015. The full talk is
freely available here: https://www.youtube.com/watch?v=hCGYdg1qbPI.

The following sections provide some relevant scientific resources, in which the
keynote talk is based.

1.1 Past

Over a decade ago, we witnessed a revival of the research area of interactive television
and online video. A plethora of new ideas and initiatives started reshaping the field.
Unlike previous research that mostly focused on the producer concerns, a new gen-
eration of researchers started to predict a more interactive role of the user in selecting,
producing and distributing content. A good survey about this area of research is this
one [4]. Relevant research directions included human-centered television [1] and social

https://www.youtube.com/watch?v=hCGYdg1qbPI


television [3, 5]. In those times, first conceptualizations of the usages of the secondary
screen in the television environment were as well proposed [2].

1.2 Present

In the past years, the research field of online video and television has significantly
evolved moving from the lab to the home, with more robust and reliable solutions
available for the masses. Areas of research include content creation and production,
content recommendation, connected ecosystem of devices and people, and audience
feedback and data analysis [9]. Another relevant research area, still attracting attention,
is social television [8]. All these areas and topics are the focus of a recent initiative, the
ACM International Conference on Interactive Experiences for Online Video and
Television (ACM TVX): http://tvx.acm.org. The conference provides a unique space
for the discussion of interdisciplinary research around new and emerging media. From
developing an understanding of engagement to informing new ways of creation and
consumption for a variety of devices and platforms.

1.3 Future

The number of research topics that will further reshape the media landscape is
immense: virtual reality and television (http://www.immersiatv.eu), convergence of
broadcast and user generated content for interactive ultra-high definition services
(http://cognitus-h2020.eu), multi-sensory experiences (http://www.sussex.ac.uk/schi/).
Two very interesting research directions include immersive shared experiences and
multi-screen experiences.

The first area of research, immersive shared experiences [6, 7], is the result of the
confluence of social networking, multimedia, and computer-mediated interaction. The
challenge ahead is to move from current static solutions (e.g., “talking heads”) to truly
natural and immersive experiences.

The second area of research, multi-screen experiences, is the focus of the EU-funded
project 2-IMMERSE. The project is exploring the future of the creation and delivery of
shared and personalized multi-screen broadcast and broadband experiences. The project
will develop prototype multi-screen experiences for an ‘any device’ environment. These
experiences will merge broadcast and broadband content with the benefits of social
media. To deliver the prototypes, 2-IMMERSE will build a platform based on a rela-
tively new specification for television called HbbTV2.0. 2-IMMERSE brings together
broadcasters, producers, rights holders, technology companies and universities to
design, build and test four prototype experiences involving live performance and sport.
More information about the project can be found at: https://2immerse.eu.

Acknowledgements The work presented in this paper was supported by the EU
funded H2020 ICT project 2-IMMERSE, under contract 687655.
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Enriching and Engaging Linear Television: Findings
and Learnings with HbbTV Second Screen Applications

Joost Negenman1, Susanne Heijstraten1, Jeroen Vanattenhoven2(✉), and David Geerts2

1 NPO R&D, Bart de Graaffweg 2, 1217 ZL Hilversum, The Netherlands
{joost.negenman,susanne.heijstraten}@npo.nl

2 Meaningful Interactions Lab (mintlab), KU Leuven – iMinds, Parkstraat 45 bus 3605,
3000 Leuven, Belgium

{jeroen.vanattenhoven,david.geerts}@soc.kuleuven.be

Abstract. In this article we present findings from a research project on novel
TV applications using second screens. We introduce new ways of enriching and
engaging linear television by using HbbTV services in combination with second
screen applications. HbbTV stands for Hybrid Broadcast Broadband TV, and
focuses on bringing together the TV and the online world. Our goal was to make
the social viewing experience more compelling by incorporating second screen
functionality into TV formats. Our findings, obtained via substantial iterative user
involvement, are the outcome of participation in the European TV-RING project,
with the aim to develop and stimulate HbbTV within Europe.

Keywords: HbbTv · Second screen · Interactive television · Social TV

1 Introduction

In September 2015, Tim Cook stated “The TV experience itself hasn’t changed that
much in decades, in fact the television experience has been virtually standing still while
innovation has been thriving in the mobile space…” [1]. This illustrates that there is not
a lot of innovation around TV. However, in the online and mobile domains substantial
changes have taken place. Whereas the linear television world is built around user needs,
viewer’s day-care and know-how of linear programming, the online world is unlimited
and not time-critical. Linear TV viewing sometimes meets online via for example second
screen interactivity or direct references from linear programs to more related video-on-
demand (VoD) content or extra or follow up program information, which can be found
either in a Smart TV app or in online applications. These two examples show how these
two worlds meet and re-enforce each other; these are examples of linear enrichment.
We created a new and innovative way of watching television: we focused on allowing
viewers to play against each other in their living room. The platform we developed,
makes it possible to play along with a second screen application that interacts and
aggregates scores on the HbbTV content layer on a central TV screen, creating an
engaged social in-house experience. It becomes fun again and social to watch and play
together in a domestic setting.

© Springer International Publishing Switzerland 2016
M.J. Abásolo et al. (Eds.): jAUTI 2015/CTVDI 2015, CCIS 605, pp. 3–8, 2016.
DOI: 10.1007/978-3-319-38907-3_1



2 Related Work

Most of the Social TV related work, has focused on supporting viewers at different
locations [2]. An example of such an application is the MarathOn Multiscreen applica‐
tion, which allows users to “view, share and curate amateur and professional video
footage of a community marathon event” [3]. FANFEEDS is an application that uses
information from a person’s social network to feed a companion app for a specific TV
show [4]. As such, the social network is able to comment on a show. Afterwards,
someone in this network who hasn’t seen this show can watch it and view the generated
comments at the original timing during the show. Many TV shows have a second screen
application that makes it possible to play along, or to look up related information [5].
This is in many cases an individual experience with sometimes a social media extension.
In contrast, the contribution of this paper lies in the fact that we focus on supporting
collocated users. We achieve this by making use of the second-screen devices people
are already using in front of the TV to check their emails or engage with social networks
[6]. By creating second-screen applications for a specific TV show, we draw these
viewers’ attention back to the show. Furthermore, our aim was to stimulate the user
experience, more specifically, the social and competitive experience.

3 Methodology

In this article we report on the field study results for three TV shows and their respec‐
tive second-screen applications: The National IQ Quiz, the Eurovision Song contest,
and the quiz “Een tegen 100” (Dutch for “1 against 100”). We gathered a user panel,
composed of approximately 40 households, with three to five people, individuals or
couples (age: 4–64y). During the 30 months of the project, this user panel was
updated and reviewed several times. For the field studies, participants used the
second-screen applications during the broadcast, after which they were asked to
complete an online questionnaire about their experience. For this, they received an
incentive in the form of a six-month subscription to NL Ziet, a Dutch VoD service
with HD content from public and commercial broadcasters. Additional incentives
were foreseen for the evaluating each application.

3.1 Use Cases

The first use case is The National IQ test (A Test The Nation based format), a Dutch
TV show with a second screen application that can be used to play along. This
program exists for almost 15 years and people in the show and at home are chal‐
lenged by 60 multiple choice questions that measures their IQ. In 2015 there were
around 1.5 million viewers and 125,000 users who played along the second screen
app. Most of the viewers were 35y or older, with a majority even 65y and older.
However, the use of the second screen applications is the heaviest in the youngest
group of users, the group between 13y and 19y. The other two use cases (Eurovision
Song context and Een tegen 100) allowed collocated viewers to play against each

4 J. Negenman et al.



other, along with the TV program. To achieve such interaction, we introduce ques‐
tions from TV-shows, polls, ask people to react tot statements, which can be
responded to by users in the living room on their personal second screen (see Figs. 1
and 2). The second screen app players view their individual results presented on the
first screen, the central TV. The latter is important since we found that viewers rather
have this part on the common screen in order to have a more social experience; other‐
wise all players are constantly looking down on their own screen (individually).

Fig. 1. Each player activates the second screen app and creates its own digital profile (like a
picture or avatar) or gets one assigned (example from “Een tegen 100”).

Fig. 2. On the second screen app or from the TV-show the question appears that must be
answered. On TV’s HbbTV layer the answer of each player is displayed, using signaling colors
such as green (good answer) and red (wrong answer) – example from “Eurosong”. (Color figure
online)

The score is updated after each round, encouraging competition and social interac‐
tion in the living room. If there are more than four people playing along viewers can be
divided into two groups (A and B) who compete against each other. It’s also possible

Enriching and Engaging Linear Television: Findings and Learnings with HbbTV 5



to display the aggregated outcomes of all other second screen players of the show in
different cut outs, such as region or country.

3.2 Field Study

For the National IQ Quiz evaluation, we also asked participants to complete online
questionnaires after using the second screen application at home during a live broadcast.
Six questionnaires were completed in this evaluation. This questionnaire was based on
the Social Presence in Gaming Questionnaire in order to investigate the social interaction
aspects of collocated games [7]. For the Eurovision Song contest application, two
volunteering households (no incentive) were recruited; one in Spain and one in The
Netherlands. In total, 11 participants took part, 6 women and 5 men. Their age ranged
between 24 and 64 years old (average = 37.5y). These participants used the second
screen application during the broadcast of the finals of the Eurovision Song contest in
May, 2015. Hereafter, they were asked to complete an online questionnaire, of which
ten were completed. The questionnaires were designed to inquire about the usability,
user experience, social experience, social interaction, and the extent to which the second
screen application might have distracted participants from the show. The methodology
for the “Een tegen 100” quiz show application was similar.

3.3 Technical Platform

The implementation for HbbTV is a web extension of the existing real time platform
(Play Now!) created by the Hilversum based company Angry Bytes, primarily used
for massive real-time interaction on companion screens. We ensured that the
companion screen runs in all browsers on most desktops, tablets and mobiles. The
platform uses websockets (with fallbacks for older browsers) to the Amazon Elastic
Cloud (EC2). The HbbTV extension shows all quiz data gathered on connected
devices in the same local network (sharing a Public IP address) on the HbbTV web
layer. Participants in the living room who selected the multiplayer option can see
what their peers are doing on television.

4 Results

4.1 National IQ Quiz

The following insights were gathered via user interviews and questionnaires:

• The more people in a household are involved watching a show, the greater their desire
to play together.

• Playing on the second screen can – in specific circumstances – distract people from
the first screen (the TV).

• Some viewers experienced usability issues logging in and creating a profile on the
second screen application.

6 J. Negenman et al.



• At this stage in the application, viewers are still playing individually; there is no
competition between household members.

4.2 Eurosong and “Een Tegen 100”

To optimize this first screen experience and the second screen application, we first thor‐
oughly analyzed how people are watching television at home [8, 9], engaged many users
in prototyping and ideation sessions in order to generate novel designs, and evaluated
the newly developed concepts in field trials [10]. Our most important insights are:

• Allow the TV show to be dependent on the results from the second screen results for
a higher audience engagement.

• People using second screens can be distracted from the main show from time to time.
To minimize this, confine the game’s decisive moments to brief and well-chosen
moments during the TV show.

• As is the case with most games, rewards and incentives causes viewers to experience
more competition.

• People prefer playing against people they know.
• Competition itself is a useful element to increase engagement.
• Make sure the application is very easy to use. This means making procedures such

as logging in very minimal.
• Try to publish most of the information on the TV screen itself (scores, call-to-actions).

This makes the experience more social as every player is not looking down on his or
her own second screen.

5 Conclusion and Future Work

We created a new innovative HbbTV service. We added value in watching TV with
second screen play-along in a household- or another closed network setting. For future
work, we plan to extend this experience among households or friends via social networks
such as Twitter and Facebook. We can demonstrate this application in a real live setting,
with several viewers playing along with their own personal second screen device. The
audience will be challenged to critically think along in how this TV extension may open
possibilities for TV formats or social interaction.

Acknowledgements. The research leading to these results was carried out in the TV-RING
project (EC Grant Agreement ICT PSP-325209). More information about the project can be found
on http://www.tvring.eu.
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Abstract. In this paper we present our results from a research project on multi‐
camera HbbTV applications, the TV-RING project, and situate these results as
part of a broader push towards the development of innovative media experiences
for TV audiences. The main lessons learned in the framework of this project are
outlined, with special attention paid to principles of usability, insights on the user
experience, and recommendations for the selection of multicamera content. These
results were generated as the output of a user-centered design and experimentation
process, involving requirements elicitation, iterative prototyping and large-scale
live pilots. Finally, we sketch how immersive media can address current issues
as regards the user experience raised by TV-RING, and introduce related ongoing
work in the ImmersiaTV project on broadcast omnidirectional video.

Keywords: Connected TV · Hbbtv · User evaluation · Multicamera · Immersive
TV

1 Introduction

In the last years, the mission of i2CAT Foundation’s Media Internet Area has been
centered on the development of innovative audiovisual experiences. In the framework
of the TV-RING project, the focus has been placed on the user-centered development
of adaptive-streaming, MPEG-DASH-enabled multicamera HbbTV applications. In the
upcoming ImmersiaTV project, the focus of work will shift to immersive television, an
emerging paradigm which holds the promise to revolutionize the TV viewing experi‐
ence. This position paper presents an overview of the main outcomes of the TV-RING
project’s multicamera pilot, and attempts to delineate the relevance and continuity of its
research in the ImmersiaTV project.

2 The TV-RING Project Multicamera Pilot

The multicamera pilot application, developed by TV-RING partner Televisió de Cata‐
lunya (TVC), consists of two main scenarios or areas of work. Firstly, a VoD service of
content that can be accessed interactively from one or two different points of view or
‘renditions’ and secondly, accessing multiple renditions on a live TV show. Content is

© Springer International Publishing Switzerland 2016
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accessed using MPEG-DASH in all cases, allowing for seamless and instantaneous
timeline shifting in the first case and actual live content in the second case. All contents
are offered in three different qualities, ranging from the 7 Mbps at HD, to an intermediate
5 Mbps, to 3 Mbps at SD using MPEG-DASH.

The application is made up of different screens. It is mainly composed of a screen
with two lists of contents, one with a live content and the other with the VOD content.
The user can interact with the application using the remote control of the HbbTV-enabled
TV set device, enabling the user to select content, control video playback and specify
video renditions. Finally, in the start menu, the user has option to display help screen
by pressing the blue button on the remote control. Based on insights from the preliminary
user evaluation, the application was enhanced with a second screen functionality to allow
users to control the HbbTV application using a mobile device as remote control. In the
following figure (Fig. 1), a workflow of the application can be found to better describe
the different GUI interactions. For further details on the test application, readers are
kindly referred to the bibliography [1–3].

Fig. 1. Multicamera pilot application basic interaction pattern

As delineated in the piloting plan, a sequence of tests was carried out over a thirteen-
month period [4]. This constituted the final phase of a user-centered design process
which had previously involved users in two rounds of requirements analysis and three
iterations of prototype refinement. First, four small-sample controlled pilots were
executed from December 2014 to June 2015. This phase involved twenty households in
the town of Gurb, in central Catalonia. Each household was given an HbbTV 1.5 device
capable to play MPEG-DASH and last generation services. Test users were connected
to a monitored fibre network of 100 Mb/s using a local controlled CDN, from which
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detailed analytics could be monitored. At this stage, the goal was to fine-tune the
usability of the test application, sort out any outstanding technical issues, and obtain
market data on the most attractive contents for users to be used in larger experiments.
The contents for these tests were a singing contest show, a special news report on the
Spanish local elections, and two football matches.

This first phase of controlled-sample pilot tests set the stage for the two large-scale
open pilots. A preparatory pilot was carried out in September, with news coverage of
the Catalan national day rally, to ensure the successful deployment of the envisioned
live pilots. The selected contents for the live pilots were two FC Barcelona football
matches in September and November 2015. These open live pilots were followed by an
audience of about 4000 and 6200 TV devices which accessed the project’s HbbTV
application (see Fig. 2), representing an audience of thousands of users interacting with
the offered multicamera services. Extensive data was obtained on the patterns of usage
of the application, technical performance parameters and several metrics of user satis‐
faction. An in-depth analysis of these data has yielded rich information on HbbTV
market penetration potential, models of user segmentation and clustering, and analytics
on the user’s behavior in real-life settings.

Fig. 2. Screenshots of application during open live pilot tests

Finally, three batteries of in-lab technical tests were carried out as well in November
and December 2015. These tests were designed to test the performance of the TVC
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application across a range of TV devices, to evaluate the performance of the MPEG-
DASH encoder, and to determine experimentally the impact of hardware performance
on latency and user satisfaction.

3 Lessons Learned

Multicamera content can be attractive for audiences under certain usability conditions
and for certain programs. Nevertheless, there are constraints from a user-centric point
of view that may limit its generalization if not properly addressed by HbbTV application
designers.

Early on during the user evaluation activities, it was found that traditional remote
controls offer very poor usability for users accustomed to more agile handheld device
navigations. Several approaches to replace or complement the traditional remote control
have been successfully implemented, such as speech and gesture recognition controls
[5]. In the TV-RING project multicamera pilot, a Second Screen solution was tested on
field trials. The results obtained give weight to the hypothesis that a Second Screen
solution can overcome the app navigation limitations posed by conventional remote
controls. However, there are some challenges to the uptake of such solutions, as the less
technically-savvy users (which usually coincide with older cohorts) are held back by
the lack of compatible handhelds in some households and the need to link the devices.
Easing the Second Screen – TV linking process, for example with QR codes and visual
step-by-step instructions, is paramount to accelerate uptake.

A number of general usability recommendations for the design of HbbTV applica‐
tions emerge from the prototype refinement and live piloting phases. These include
offering very agile navigations, ensuring consistency in commands by using color codes
(i.e. red means go back, green means go forward), making explicit to the user the function
of every button (forward, back to main screen, exit app), limiting clutter in the screen
with minimalistic designs so that content is always the center of attention, and displaying
a machine reaction for every user action [6].

A significant finding is that hardware performance problems have a serious impact
on the user experience. Users may display some patience with waiting while loading
contents and slight degradations in video quality, but are not so understanding with
instances in which they feel their TVs take an excessive amount of time to process their
requests. More specifically, hardware delays above the 5–6 s threshold were found to
produce frustration in most test users. This frustration increases progressively as delays
become longer, quickly deteriorating the user experience. Delays above the 8–10 s mark
were considered not acceptable by all test users. Performance problems attributable to
hardware are very difficult to address by app developers. Nevertheless, it has been found
that their negative impact on the user experience can be minimized by the simple expe‐
dient of adding any indication of “task in progress” for the user (i.e. a completion bar,
a “wait…” sign), and this reassures the user and may compel her to “stay tuned” [7].

Content selection is critical for the success of a multicamera HbbTV application.
Programs in which the relevant action may happen simultaneously in several locations
are the best picks for multicamera content. Sports such as football, basketball or tennis,
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and racing events like the Formula One or MotoGP competitions have been identified
as particularly suitable contents for multicamera. Other kinds of contents such as special
informative events (i.e. demonstrations, election days) and song contests were piloted
during the course of the TV-RING project. The audience’s reaction to these programs
was fairly positive as well. Nevertheless, a lesser level of interest was detected, as many
users did not see the value of multicamera services for those kinds of programs vis-à-
vis the broadcast content produced by an experienced audiovisual producer.

4 Beyond the Current User Experience: The ImmersiaTV Project

Immersive TV has the potential to overcome these limitations by bringing to audiences
a radically novel experience. The majority of European TV consumers already watch
TV programs in a multi-display environment. Second screens —mostly smartphones,
tablets or laptops— are generally used to check information not directly related to the
events in the TV content being watched. As a result, the attention of the audience is
generally divided between these different streams of information. Broadcasters have
tried (like in TV-RING) to orchestrate all these different rendering platforms to comple‐
ment each other consistently. However, their success is limited, and this is due, at least
in part, to the very different formats in which information is delivered (web-based texts,
mobile apps, hybrid apps, traditional broadcast television, etc.).

The ImmersiaTV project will create new forms of digital storytelling and broadcast
production that, by putting omnidirectional video at the center of the creation, production
and distribution of broadcast content, delivers an all-encompassing experience that inte‐
grates the specificities of immersive displays, and the feeling of “being there”, within
the contemporary living room. We propose a new form of broadcast omnidirectional
video that offers end-users a coherent audiovisual experience across head mounted
displays, second screens and the traditional TV set, instead of having their attention
divided across them. This new experience will seamlessly integrate with and further
augment traditional TV and second screen consumer habits. In other terms: the audience
will still be able to watch TV sitting on their couch, or tweet comments about it.
However, by putting omnidirectional content at the center of the creation, production
and distribution processes, the audience will also be able to use immersive displays to
feel like being inside the audiovisual stream.

5 Conclusions

This paper has discussed the work performed in the framework of the TV-RING project
in the field of multicamera HbbTV applications, and outlined the main conclusions
learned as regards the user’s preferences, experience and behavior with such services.
Multicamera services have been well received by audiences, provided that these are
offered via user-friendly apps, run on well-performing devices, and supported by
adequate contents. These lessons will inform the work to be done in the ImmersiaTV
project. In this Horizon 2020 initiative, which started January 2016, an attempt is being
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made to redefine TV viewing by bringing an immersive experience to the user’s
household.
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Abstract. This paper presents the development of a complete end-to-
end solution for the broadcast of Multi-Stream Multi-view Real-Time
Life Video Content that makes use of the new chips implementing full-
spectrum receiver chips that can decode up to 16 TV channels simul-
taneously and pass them to the video processing chips of the Set-Top
Boxes. Managing that complex video content from a user’s perspective
requires adding interactive ways to increase user experience.Interactivity
can either be directly managed on the main screen through the Set Top
Box or on a Second Screen that is wireless connected to the Set Top Box.
Several underlying technologies have been implemented that involve: the
production head ends that include adding time stamps in the protocol
for synchronizing streams and views; the GStreamer technology for scal-
ing videos in real-time and the responsive design used for the 2nd screen
apps management.

Keywords: Multi-stream Multi-view video broadcast · Full spectrum
receiver · Set top box · GStreamer · Second screen

1 Introduction

The set-top box (STB) is the primary entry point into the digital home for televi-
sion services including cable TV, satellite TV and IPTV. This device has evolved
beyond its historical role as a simple black box sitting on top of a large TV set
into a device that supports a variety of functions, notably interactive televi-
sion applications. Another interesting development is the concept of residential
gateway, which is a complex device capable of delivering multiple services to
the home, including video, voice and data(sensors, actuators, security, payment,
etc.). Figure 1 shows the evolution of the STB concept.
c© Springer International Publishing Switzerland 2016
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Fig. 1. STB evolution

Both the set-top box and the residential gateway can be combined into a
unified platform to deliver the same rich experience to multiple users in differ-
ent rooms. The concept of application gateway is related to the this extended
platform that allows seamless integration and access of diverse heterogeneous
devices together with multiple applications. In order to develop that concept,
the european project APPSGATE [1] was set up for the period 2012-1015. This
new platform, which offers the prospect of unprecedented business opportunities,
is the focus of the project and includes many different home-related applications.

The core of the Appsgate project was intended to develop the HW, FW, SW
and apps related to the new generation of STB capable of tuning simultaneously
multiple streams of video at the same time and send them over home network to
different multimedia devices. This is a completely new set of features compared
with the current available technologies and justifies the concept of home gateway.

The list of addressed applications is particularly long and includes:

– Entertainment (games, HD video conference, social networking, interactive
TV and video on demand for multiple users).

– Home automation (home control, safety, security and surveillance, energy
management).

– Personal Health (telemedicine, chronic disease management, ambient assisted
living, wellness).

To be able to tune several TV channels simultaneously, we used a new silicon
technology based on the so-called wide-band tuner technology (also called Full-
spectrum Receiver), initially developed for cable access, but now expanding to
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satellite and in the coming years to terrestrial digital broadcast access as well.
The wide-band tuner [2,3] behaves as if 8, 16 or even more tuners were available
simultaneously, providing the home with a fat data pipe.

At the same time, media content consumption is being redefined somehow. As
mentioned on AdAge [4]: Big screen TVs will more and more be used for tent-
pole, live viewing for the types of programming that must be consumed live,
including sporting events, awards shows, election and disaster coverage. The big
screen will also be used to view can’t-miss series with friends and family (...).
During these relatively few and far-between video events, tablets will become
co-viewing screens, allowing us to comment, rate, and share the experience with
others or to look away when the action wanes.

Set-top-boxes are commonly designed to operate a single display. A par-
adigm change is happening where set-top-boxes are also fulfilling concurrent
needs, transforming our shared TV display into a smart provider of social and
emotional experience, and accompanying our Wi-Fi connected mobile displays
into much personal interactive feature-rich platforms, while providing both with
access to a common apps base, data base and media base. Furthermore, this
fundamental connectivity is being complemented by either wireless or wired pro-
tocols and applications related to the home environment such as those related
to entertainment, home automation and personal health.

The challenge of taking the highest profit of these new platforms is a major
concern for both for engineers and user experience (UX) designers. Engineers
shall provide means to distribute video streams of high quality to displays of
different sizes in the home network, through either a cable (i.e. ethernet) or a
Wi-Fi link, and bridge that main connectivity with other protocols (Bluetooth
incl. BLE-, Z-Wave, zigbee, etc.). They should also implement the adaptable
user interface software libraries that UX designers use to implement applications
that will run on both the TV connected set-top-boxes and on other displays in
the home network [5] that can display media content either independently or
connected to the main display as second screens for monitoring and managing
the content. In this case, content synchronization is needed and it should be
platform independent. Web technologies already allow such synchronization [6].

The rest of the paper is organized as follows: Sect. 2 shows the global archi-
tecture; Sect. 3 describes our implementation; Sect. 4 presents our results and we
conclude the work in Sect. 5.

2 System Architecture

In the framework of the APPSGATE project, the SW architecture of the Multi-
Stream Multi-view framework is shown in Fig. 2. This SW architecture is sup-
ported by a set of 2 complex development boards plus the standard commercial
production (from VSN) and consumption (TV, tablet, smartphone) devices. One
board contains the gateway tuner that decodes and sends MPEG-2 streams to
the STB platform that manages the multi-stream video and related interactivity.

End-users can choose from different views while watching a live event “chan-
nel”. Several video streams will be offered and they can be played simultaneously
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Fig. 2. General application architecture

and synchronously in a composition on the TV set. Besides, those video streams
can be also played on a second screen. This provides the end-users with further
interactivity resulting in a better experience of viewing live events.

In our proposal, the composition of the video streams in the screen will
be defined by the channel manager or by expert users using the different user
interfaces available in the AppsGate platform (remote control, tablet, gesture,
voice, etc.).

The behavior of the user will be used to measure audience. Audience mea-
surements will be sent back to the production head-ends where user profiling
tools can be applied to cluster users to further provide them with more adapted
and personalized content.

3 Implementation

This section describes the implementation details of the components that we
built for our implementation by using C, Python and Java on the related plat-
forms and second screen devices. Our implementation manages the cable gateway
with the full spectrum receiver tuner, capable of tune in 16 channels simultane-
ously. The STB manages requests from users to tune and synchronize channels
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Fig. 3. Multistream dispatcher stack

and send them to the requested device. Although it is possible to tune up to
16 channels simultaneously, for usability and performance reasons we selected to
handle 4 HD and 4 SD channels simultaneously. We limited our implementations
to 480 and 720p video due to the performance of our test equipment but the
system is prepared to support 1080p.

Multi-stream dispatcher is the service responsible for obtaining streams from
the gateway tuner. The streams are received in MPEG-TS over IP using RTP
over UDP. The following modules, depicted in Fig. 3, are part of the Multi-stream
dispatcher:

– Dispatcher service. Processes commands received from the multistream player
– Tuner. Request channels to the gateway-tuner.
– Streams synchronization. The tuned streams are synchronized in this module.
– Streams compositor. Composes the streams requested by the dispatcher ser-

vice and generates a new stream available for the streaming service module.
– Streaming service. Sends the synchronized streams to the multistream player

using RTP over UDP protocols.

Our SW implementation uses Gstreamer [7] (both its core and some plu-
gins) for tasks such as demux, synchronize and compose the multiple streams
received and also GStreamer RTP server to send the synchronized streams to
the Multistream player module.

The player module has an internal clock that generates time signals for syn-
chronous playback. The reproduction of the various streams will be based on
these time signals. Each time signal has to play the corresponding samples of all
streams. The corresponding sample time is determined by the time stamp.

In order to ensure that all data streams are available at the time they are
needed to be reproduced, it is necessary to use buffering techniques. Those
smart buffers store samples and plays then according to their corresponding time
stamp, as shown in Fig. 4. Buffer size is empirically set based on the estimated
maximum time difference between all data available.
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Fig. 4. Buffer queues at T6

Fig. 5. Communication schema gateway, STB and STB/2ndScreen

Interactivity has been implemented using a web server to handle the user
requests concerning channel management. This web server has been implemented
using Django REST [8]. In our implementation, control devices request the list
of all available channels that users will be able to select. If these channels are
not currently decoded, the system will order its selection to the tuner. This is
the classical high latency mode.
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Fig. 6. Android app with channel menu and live stream

Complementary, if the channel is already being decoded, and therefore is in
the STB platform, any management operation on it will be fast, thus producing
a low latency switching operation. Furthermore, we have been able to display
several channels (1HD + 4SD) on the same screen so that the selection of the
one that is in HD from the 4 in SD is really very fast due to the fact that all of
them are already in the STB memory.
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This allows improving the user experience both concerning fast response (low-
latency) and personalization (i.e. camera or view selection) that is quite desirable
for real-time events such as sports (i.e. motor bikes to select with motorbike to
view).

Figure 5 represent communication schema between devices, STB and cable
gateway. HTTP Post and Get are used to transfer information between devices
and STB. When the channel is selected, the STB communicates with the cable
gateway tuner and begins to decode, synchronize and send the requested stream.

An Android application has been developed for the second screen manage-
ment. Using integrated Android API we were able to request the server for channel
list and show the channels and views selected by the user on the screen. When a
channel is selected, the video starts to be played. It is also possible to send that
video to another screen. The user can enter a new IP address and the video will be
stopped on the android device and continue being played at its new destination.
Other versions of the android app where implemented to create a personal video
composition in which users can select the channels they want to watch and be able
to show the 4 streams multiview composition on the android device.

4 Results

Figure 6 shows two screenshots of the Android application developed to play a
channel selected from the available channel list. The image is synchronized at
the STB before being displayed at the Android device. If we have a TV playing
the same channel, the image will be synchronized in a few seconds. We tested

Fig. 7. Android app with multiview videos from STB and online stream
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that the synchronization between TV, tablet and a channel send to a new device
is being synchronized correctly.

Figure 7 shows the screenshot of a second Android application developed.
On this one, users are able to create a composition of different channels and
play at the same time a video on streaming from Internet. On this test, we
correct validated the performance on streaming multi-view videos to the Android
platform.

5 Conclusion

The main conclusion of our work is that we reach to develop a complete chain to
distribute interactive multi-stream multi-view synchronized real-time life video
content. This has been possible thanks to the evolution of the hardware platforms
that allowed obtaining multiple channels simultaneously from the same input
signal by using the full spectrum receiver capabilities. That piece of hardware
is key to complete the complete chain composed of production, distribution
and user platform front-end. This allowed us to develop new models for multi-
view interactivity at either the main display screen (STB + SmartTV) or using
portable platforms (tablets, smartphones) that can act as second screens to
manage the content selection on the main screen, through their WiFi connection.

These results will evolve together with the evolution of the integration density
that produces every day more integrated silicon platforms that allows moving
from the classical Set Top Box concept to the new Home Gateway.
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Abstract. The recent and unceasing advances in Web technologies and compo‐
nents open the door to the development of a new wave of interactive, customizable
and multi-device video consumption platforms. This chapter reviews various
relevant Web technologies and components in the context of interactive media
delivery and communication, and highlights a set of features and functionalities
that can be provided by using these components. After that, two video consump‐
tion platforms that have been developed by combining these features and func‐
tionalities are presented. The first platform, called Wersync, enables the creation
of different groups of geographically distributed users for consuming the same
media content in a synchronized manner, while socially interacting via text and
audiovisual chat channels. The second platform enables a dynamic customization
and synchronization of subtitles in multi-screen scenarios. As a proof of evidence,
links to demo videos showing the capabilities of both platforms are provided.

Keywords: IDES · Interactive media · HTML5 · Javascript · Online video ·
Subtitles customization · Synchronization · Web · WebRTC

1 Introduction

The World Wide Web (WWW) has progressively shifted from a document-based para‐
digm to a more distributed, interactive and collaborative form of media delivery and
communication. A growing interest in integrating interactive media features into Web
applications has recently led to the creation of various standard Web technologies (e.g.,
HTML5, Javascript, WebRTC…) and components that open the door to a new rich set
of possibilities regarding media consumption and real-time multi-party communica‐
tions, including different combinations of media content (e.g., audio, images, video,
textual information…). These advancements also allow providing interaction, adapta‐
tion and customization features, as well as responsive and event-driven behavior, to the
developed applications and services.

This chapter highlights the convenience and the possibilities of Web technologies
and components for developing interactive, customizable and multi-device video
consumption platforms. It introduces various relevant Web technologies and
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components and identifies their capabilities to provide different features and func‐
tionalities within the context of media delivery and communication. After that, as
proofs of evidence, this chapter presents two video consumptions platforms that have
been developed by combining the previously described features and functionalities.
The first platform, called Wersync, enables the creation of different groups of
geographically distributed users for consuming the same media content in a synchron‐
ized manner, while socially interacting. The social interaction, presence and privacy
mechanisms provided by Wersync are also described. The second platform enables a
dynamic customization, adaptation and synchronization of subtitles in multi-screen
scenarios. The evaluation of both platforms is out of the scope of this chapter, but
links to demo videos showing their capabilities are provided.

By exclusively relying on standard Web technologies and components, cross-
network, cross-platform and cross-device (as well as cross-browser) support for the
developed platforms can be ensured. Moreover, the use of Web components contributes
to a better scalability, more efficient maintenance, as well as more ubiquitous, faster and
easier deployment in heterogeneous over-the-top Internet environments.

It is important to note that despite of the increasing adoption of HTTP Adaptive
Streaming (HAS) solutions for media delivery, such as Moving Picture Experts Group
(MPEG) Dynamic Adaptive Streaming over HTTP (DASH), and their relevance within
the context of this work, these solutions are not covered due to space limitation, but
could be a perfect topic to be provided in a complementary work.

1.1 Web-Based Applications vs Native Applications

This sub-section provides a discussion about the suitability of using Web components
instead of native (or platform-specific) components for developing media consumption
platforms. This discussion is based on the analysis conducted in [1], by updating key
aspects as well as adapting and extending it to our requirements.

Support. Native applications need to be specifically built for every target platform.
Therefore, developers must take into account the number and types of target platforms
in which the applications will be run. Moreover, it is not only a matter of the application
environment (e.g., smartphone, tablet, PC, connected TV…) and brands (e.g., iPhone,
Android, Windows…), but also of the platform version, as different versions can support
different features or can perform differently. When an application needs to be supported
by a new platform, it must be re-implemented using its native programming language,
framework and characteristics.

In contrast, if standard components are used, Web applications can be deployed on
any Web browser, regardless of the operating system and the type of client devices.
Although slight differences regarding the support of specific features and the behavior
between different platforms, browsers and even versions of the same browser may still
exist, they are much smaller than in native applications. Moreover, these differences are
progressively being overcome with the recent advances in web-based technologies.
When the developed Web applications need to be supported by a new platform, much
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less effort is required, because the development of Web applications and services is
based on the principle of “build once, run anywhere”.

Development. The development of native applications requires specific knowledge
about each particular platform, due to the use of various underlying programming
languages, associated frameworks, Software Development Kits (SDKs), style guide‐
lines, etc. This generally implies an increase of costs, mainly because of the need for
many developers, with different skills and specializations, and the availability of various
development tools and frameworks.

In contrast, the development of Web applications mainly requires knowledge about
the necessary web components (e.g., HTML, CSS and Javascript), thus avoiding the
need to learn different programming languages and to become familiar with various
development frameworks in order to provide cross-platform and cross-device support.

Although the use of native frameworks provides higher level of control and more
possibilities than the use of Web components for the development of media applications,
the differences are progressively disappearing since the inception and unceasing evolu‐
tion of HTML5 and Javascript Application Programming Interfaces (APIs). For
example, via Javascript APIs, it is possible to have control over capturing and rendering
devices, USB devices, different sensors integrated with the client devices (e.g., accel‐
erometer, GPS…), client’s services (e.g., calendar, contacts…), etc. This enables the
development of self-contained and complete applications by only using Web compo‐
nents. A current limitation of Web components is, however, the limited access and
control over low-level information of the media streams being captured, delivered and
consumed (e.g., buffering status, insertion and interpretation of timelines…).

Installation and Maintenance. The download and installation of native applications
can depend on the application environment and on the device brand, but the current trend
(mainly for companion devices) is to acquire them from “app stores (or markets)”.
Publications and updates of applications on app stores may require the review and
approval by store managers (e.g., for Apple devices). After the approval, applications
can be downloaded and installed on the targeted devices under users’ request.

In contrast, Web applications can be generally accessed through Web browsers, if
they are (publicly) hosted on the Internet. Web applications do not need to be reviewed
and approved by the managers of the (platform-specific) marketplaces, and they can be
simply updated by modifying their code and resources on the server side. After that, the
client devices can effectively receive and use the updated version of the application,
without any further modification or installation.

It is worth to mention that hybrid solutions for Web applications are also possible.
They consist of embedding Web applications into native applications (the so called
WebApps) and then uploading them on platform-specific app stores.

Usability. Native applications have typically provided higher performance and a richer
set of possibilities for designing more attractive and complete User Interfaces (UI) than
Web applications. This results in a better usability of the developed applications and, in
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general, in a better user’ perceived Quality of Experience (QoE). Although this statement
can still be considered true, the differences are getting narrower, due to the recent and
unceasing advances in Web components, especially within the context of media
consumption applications.

Conclusion. Despite of the slight advantages of using native applications in terms of
more complete support for specific platforms, performance and usability, the differences
are not so significant, especially regarding the development of media consumption plat‐
forms, which is the scope of this work. On the other hand, the use of Web applications
can contribute to reduce the costs in terms of development, maintenance and distribution
(principle of “build and update once, run anywhere”). Moreover, it can guarantee a
more flexible and successful cross-platform, cross-device and cross-browser support,
and also cross-network support, as the Web traffic is not typically sensitive to firewall
blocking policies and Network Address Translation (NAT) traversal issues. This last
aspect contributes to a better ubiquity of the media applications and services to be
deployed. All these considerations support our decision on choosing web-based tech‐
nologies and components for developing the presented video consumption platforms.

1.2 Employed Web-Based Technological Components

In order to develop the targeted interactive and multi-screen video consumption plat‐
forms, several web-based technological components have been used1:

• HTML5 video element: it allows embedding full-fledged media players into
webpages, selecting the specific path of the video files to be played out and their
format (e.g., codec). In addition, the HTML5 track element is used to automatically
retrieve and present subtitles and other timed text-based data.

• Node.js: it is an open-source, cross-platform runtime environment, written in Java‐
script, for server-side and networking web-based applications. Node.js provides a
bidirectional event-driven communication model and a non-blocking I/O API for
developing efficient and lightweight real-time distributed media applications. More‐
over, Node.js contains a built-in module that allows to be used as a Web (and media)
server, without the need of using additional servers, such as Apache or Internet
Information Services (IIS) Server.

• Socket.IO: it is a lightweight Javascript library that enables real-time, bidirectional
and event-driven communication between Web clients and a (Node.js) web server.
Socket.IO primarily uses the WebSocket protocol (with polling as a fallback option),
but it also provides many more features, including broadcasting to multiple sockets,
storing data associated with each client, and asynchronous I/O. Socket.IO transpar‐
ently handles the connection process and abstracts the underlying transport mecha‐
nisms (e.g., Websocket, AJAX…) in use. By using Socket.IO, different types of
messages (with different data types) can be sent via a single communication channel.

1
We would like to point out that these are the components we have used in/for our developments,
but we do not state that all of them are mandatory. Moreover, other similar or extra components
could also be employed for similar purposes.
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• Clock Synchronization Mechanism: The availability of a coherent notion of time in
a media session is a key requirement to achieve synchronized playback across
devices. Accordingly, a virtual clock synchronization mechanism has been devel‐
oped to recreate the functionalities of typical clock synchronization protocols (e.g.,
Network Time Protocol or NTP) in web-based scenarios.

• Social Media APIs: Most of the current Social Media platforms, such as Twitter and
Facebook, provide web-based APIs and/or customized widgets. This allows, among
other functionalities, embedding (almost all the features provided by) these platforms
into webpages, customizing the platform offerings to the targeted requirements,
logging in into applications or services by using the Social Media credentials, as well
as providing tools for social media analytics (e.g., monitoring the users’ satisfaction
and preferences, implicitly acquiring relevant information from their activities and
profiles…).

• Web Real-Time Communication (WebRTC): it is an open-source project (work in
progress), currently under standardization within Internet Engineering Task Force
(IETF) and World Wide Web Consortium (W3C). WebRTC enables real-time audio
and video communications, as well as exchange of generic data (e.g., text chat, or
files), between Web browsers via Javascript APIs, without the need of installing any
software, plugin or third-party application.

By combining these components, the targeted interaction, customization, presence
and synchronization features are provided in the developed video consumption plat‐
forms. Figure 1 provides a graphical overview of the involved entities (servers and
clients) and components in the developed platforms, as well as of the communication
models between them. Although the media, Web, synchronization and clock servers
have been represented as independent entities for a better clarity, their functionalities
can be implemented in a single (Node.js) server. In particular, this second option corre‐
sponds to our current implementations. The next sections describe the specific func‐
tionalities that have been implemented by using these components and the specific
messages that are exchanged.
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. . .
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Fig. 1. Involved entities and exchange of messages in the developed platforms

30 M. Montagud et al.



1.3 Structure of the Chapter

This chapter is structured as follows. Section 2 describes the functionalities provided by
the HTML5 <video> element to act as a self-sufficient and full-fledged media player,
while Sect. 3 describes the capabilities of the HTLM5 <track> element to present
subtitles in a synchronized manner with the associated audiovisual data. Section 4
presents the two components that have designed to achieve synchronized playback
across devices in the developed platforms. Section 5 describes different web-based social
interaction modalities that can be used in shared media experiences. Then, Sect. 6
presents the two platforms that have been developed, by using the Web components and
functionalities described in the previous sections. Finally, Sect. 7 concludes the chapter
and outlines some directions for future work.

2 HTML5 Video Player

The standard HTML5 <video> element allows embedding full-fledged media players
into webpages. It takes a media file as in input (accepting WebM, OGG and MP4
container formats), which is specified via its src attribute. In order to provide multi-
browser support, multiple <source> elements can be added inside a <video> element,
each with a different src attribute linking to a different file with a particular encoding
(and encapsulation) format. Accordingly, each client browser will select the first media
file that it can properly decode and consume. The <video> element is self-sufficient to
provide intra-media and inter-media synchronization (between audio and video), which
means that it internally and transparently handles the aspects related to de-multiplexing,
decoding, buffering and temporal presentation of media. Similarly, the <audio> element
is used for playing audio files.

Playback control (e.g., play, pause, seeking, volume…) can be dynamically set by
the users through the controls of the media player (by setting its controls attribute to
true). Each media (<audio> , <video>) element can also have a MediaController object,
which is used to coordinate a synchronized playback between multiple media elements.
By default, a media element has no MediaController. An implicit MediaController can
be assigned using a so called mediagroup content attribute. An explicit MediaController
can be assigned directly using a so called controller IDL attribute of the media element.
Media elements linked to a MediaController are slaved to it, which means that the play‐
back control (e.g., play, pause, seek…), rate and volume of each of the media elements
slaved to a MediaController are shared. It also ensures that when any of the media
elements stalls, the other media elements linked to the same MediaController are
stopped at the same time.
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3 Subtitles’ Presentation and Customization

When using HTML5, subtitle files are linked to media files via the <track> element,
which is a child of the (<audio> and <video>) element2. The <track> element
accepts subtitle files in Web Video Text Tracks (WebVTT) format [2], which is the
W3C standard for displaying timed text-based media. WebVTT provides a simple,
extensible, and human-readable format on which text tracks can be built. A WebVTT
subtitle file (with.vtt extension) is composed of various blocks or items, called cues.
A cue basically contains an ID (optional), time settings (start and end time) relative
to the media playback position, the text-based information and a blank line (end of the
cue). The <track> element has several attributes: (i) src: the address of the WebVTT
file; (ii) srclang: the language of the track; (iii) a user-readable and visible label
(e.g., indicating the language of the subtitles); and (iv) kind: the type of track (subti‐
tles, captions, descriptions, chapters or metadata). This element is capable of auto‐
matically handling the synchronization between the audiovisual content from the
media element, and each cue of the subtitle file, by presenting it during the proper
period interval, without the need of any additional scripting or software component.
The presentation of each cue according to the media timeline is achieved by
connecting to the “cuechange” event of the <track> element. Synchronization will
be kept even when dynamic playback control changes are issued.

The <track> element can add different types of timed text-based media, which are
specified by using its kind attribute. If the kind attribute is set to “metadata”, the infor‐
mation of the cue is not visible to the users, but its information can be retrieved and
presented in other elements. By using this strategy, our platform enables the dynamic
customization of the subtitles’ format (e.g., color, font family, size, layout…), by using
Cascading Style Sheets (CSS) style settings, as well as of the subtitles’ position (e.g.,
drag and drop, replacement, even beyond the video window or the main screen…) to
optimize their readability or the application’s aesthetics. These style and position
settings can be coordinated with the ones natively provided by the WebVTT format [2],
and even extend them. The dynamic customization of subtitles will not affect to its
synchronization with the audiovisual content.

4 Synchronization Across Devices

Apart from the synchronization between media elements within the same device (or more
specifically within the same instance of a web browser), our targeted platforms require
synchronization between media elements being played out on different devices, which can
be located either at the same local environment (e.g., a multi-screen scenario) or at
geographically distributed locations (e.g., in a Social TV scenario). To achieve this goal, two
main components have been designed and developed. The first one is a virtual clock
synchronization module, while the second one is an adaptive Inter-Device Synchroniza‐
tion (IDES) protocol. Both components are presented in the next sub-sections.

2
It implies that no <track> element can be defined without the prior definition of an associ‐
ated parent <video> (or <audio>) element.
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4.1 Clock Synchronization Module

As previously mentioned, the availability of a global and coherent notion of time for all
the involved entities in a shared media session is a key requirement to provide synchron‐
ized playback across devices.

Three alternatives could be employed to provide shared and common timelines for
all the involved devices, all of them making use of clock synchronization mechanisms.
The first option is to synchronize the clocks of the involved devices at the system-level
(e.g., by using typical NTP clients). However, this may not be globally supported in
multi-device and multi-platform ecosystems. A second option is to synchronize the
clocks of the involved devices at the application-level, thus using a separate clock from
the system clock for synchronization purposes. However, this option may involve the
installation of additional modules (e.g., Javascript NTP clients) in the involved devices.
Moreover, in the previous two options, it may be possible that the involved devices
cannot access the same clock (e.g., NTP) server or that not all of them support the
selected clock synchronization technology. Therefore, an ad-hoc virtual clock synchro‐
nization mechanism has been designed. It basically consists of having a reference clock
server (e.g., co-located with the Node.js server) and adopting a request-reply protocol,
based on periodically exchanging, via the Socket.IO channel (see Fig. 1), timestamped
messages between the involved entities to estimate the Round-Trip-Time (RTT) delays
and skews (i.e., offsets) between the local clock (provided by whatever technology) of
each entity and the reference clock, in a similar way as NTP works. This allows time-
aligning the clocks of the involved entities, even if they do not support the same tech‐
nology for clock synchronization, and without the need for installing additional plugins
or modules.

4.2 IDES Protocol

Apart from the virtual clock synchronization mechanism, an IDES protocol has been
designed and implemented to achieve a globally synchronized playback in the shared
session. It basically adopts an M/S Scheme [3], in which one device is considered the
master and the rest are considered the slaves. Using M/S Scheme, the master device will
periodically send control messages, called IDES messages, to the slave devices. The
IDES messages will be sent via the Socket.IO channel, through the Node.js server (see
Fig. 1). The transmission interval of the IDES messages can be configured (e.g., every
1 s) and can also be dynamically adjusted according to the number of active clients in
the session to not overload the server and network resources.

Specifically, each device includes the following information into the IDES
messages: (i) its current playout position: (ii) its current wall-clock (absolute) time; and
(iii) the logical group to which it belongs. This last field allows an independent manage‐
ment of the synchronization process for different groups of clients in the same media
session (e.g., when different groups of users are watching an online football match).

Upon receiving an IDES message, each client will calculate the asynchrony (i.e., the
playout time difference) between its playout timing and the one reported in that IDES
message. It is done by retrieving its current local playout position and comparing it with
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the one included in the IDES message. Moreover, the time difference between the recep‐
tion and transmission instants of the IDES message is taken into account to compensate
for the transit delay of the IDES message, thus achieving highly accurate synchroniza‐
tion. This is possible thanks to the developed clock synchronization mechanism. As a
result, if the computed asynchrony exceeds an allowable (configurable) threshold, the
client must adjust its playout timing to achieve IDES. The playout adjustments can be
performed by two strategies: aggressive and smooth. First, aggressive strategies consist
of performing simple skips and pauses, with a magnitude equal to the detected asyn‐
chrony. Second, the asynchrony can be eliminated by smoothly adjusting (i.e., either
slowing down or fasting up) the playback rate during a specific time interval. This second
strategy is much more convenient, because it provides higher synchronization accuracy
and minimizes the occurrence of long-term playout interruptions, which can be annoying
to users (poor QoE).

In geographically distributed scenarios (e.g., in Social TV), the IDES protocol can
also adopt of a Synchronization Maestro Scheme (SMS) [3, 4]. Using SMS, all the clients
in the shared session will send IDES messages to a centralized synchronization manager
(which can be co-located with the Node.js server), which will process them and, if
needed, will send back to the clients a new control message including the necessary
playout adjustment to achieve IDES.

Apart from periodically reporting on media playout timing, the IDES protocol also
allows distributing time-stamped navigation or VCR-like control commands (e.g.,
“play”, “pause” or “jump to position”), also adding (relative and absolute) timestamps
to achieve higher synchronization accuracy. This functionality enables interactive
shared media sessions. For example, the video can be paused at all the clients to discuss
about a specific scene, or it can be moved backward to jointly watch the repetition of a
specific scene.

5 Web-Based Social Interaction Channels

In shared media experiences, like in Social TV, the involved geographically distributed
users can socially interact and discuss about the media content being consumed through
various modalities of communication channels, such as text chat tools and audio/video
conferencing services (as well as combinations thereof). This section indicates these
different modalities, including some variants for them (based on Web components), and
briefly discusses some implications of their adoption in the targeted media consumption
platforms.

5.1 Text-Based Chat Channels

This sub-section presents the two main options that can be chosen for including text-
based chat channels in shared media experiences: the integration of Social Media plat‐
forms and the development of ad-hoc private chat channels. Besides, the pros and cons
of their adoption are briefly discussed.
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Integration of Social Media Platforms. The large popularity and mass adoption of
Social Media is beyond doubt. Most of the current Social Media platforms, such as
Twitter and Facebook, provide web-based APIs and/or customized widgets that allow
their integration into websites or Web applications. For example, the APIs and a quite
complete documentation about how to perform with the integration of Twitter and Face‐
book can be found at: https://dev.twitter.com (Twitter) and https://developers.face‐
book.com (Facebook).

From among all the rich set of functionalities that this integration can provide
(mentioned in Sect. 1.2), we mainly focus on the use of these platforms as a text chat
channel between the involved users in shared media experiences.

As a proof of evidence, different media sharing applications have integrated Social
Media platforms, such as Twitter (e.g., in [4, 5]) and Facebook (e.g., in [5] and in [6]),
by using their APIs.

Ad-hoc Private Text Chat Channels. An alternative to the integration of Social Media
platforms is the development of an ad-hoc chat channel, fitting the targeted requirements
of the application under development. For example, one option is to use the standard
Extensible Messaging and Presence Protocol (XMPP), as in [7] and in [8], and another
option is to use Node.js and Socket.IO, as in [4]. Both options provide good performance
in terms of delays and allow the creation of several independent chat rooms in the same
media session. Besides, both options, in coordination with the use of a clock synchro‐
nization mechanism (like the one presented in Sect. 4.1), allow the insertion of origi‐
nation timestamps in each of the transmitted chat messages. This will enable their
synchronization with the rest of chat messages and with the audiovisual content being
consumed at the client side. A nice tutorial for the implementation of a chat channel
using Socket.IO and Node.js can be found at: http://socket.io/get-started/chat/.

Discussion. The main advantages of the integration of Social Media platforms are: (i)
the widespread adoption of these platforms, which allows interacting with a large
amount of users who are consuming (or have consumed) the same media content as well
as getting extra information about the media content; (ii) the possibility of retrieving
and posting messages from/to official pages; (iii) the availability of multiple features
provided by these platforms (e.g., the exchange of not only text messages, but also of
images, photos and short clips, the availability of filtering mechanisms, such as hashtags,
the availability of like and share functionalities…); (iv) the possibility of adding other
sophisticated features (e.g., statistics, aggregation and filtering of information, event
profiling and tracking, recommendations, sentiment mining…); etc. In contrast, the work
in [9] identifies and discusses various limitations and constraints of using Social Media
platforms, such as Facebook and Twitter, in media sharing applications. The most rele‐
vant ones are: (i) high end-to-end delays (i.e., delays between the instant at which a
message is posted and the instant at which it is presented to the user); (ii) low flexibility
for embedding and retrieving synchronization metadata (e.g., timelines); (iii) high
dependence on third-party components and infrastructure; (iv) non-guaranteed scala‐
bility and availability (e.g., bounds in the traffic volume and/or rate per period of time);
(v) need for filtering and refresh mechanisms, etc.
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The end-to-end delay of messages from Social Networks can become a barrier in
shared media experiences. It is because if the messages arrive too late, then they may
be no longer relevant and can lead to confusion. This problem can be minimized when
using ad-hoc chat tools because of the lower latency (i.e., better interactivity) and the
higher flexibility for adding and interpreting timestamps (i.e., for achieving synchroni‐
zation). The scalability and privacy issues that the use of “public” Social Networks may
involve (with the exception of creating Facebook groups) can also be overcome by the
creation of “private” chat rooms for each group when using ad-hoc chat tools, as previ‐
ously mentioned. However, the adoption of ad-hoc chat tools has the drawback of having
to add another chat tool, different from the ones customers are used to.

5.2 Audiovisual Chat Channels: WebRTC

A promising technology for proving web-based audiovisual communication channels is
WebRTC. The W3C and the IETF are jointly working towards the specification and
standardization of all the components involved in WebRTC technology. On the one
hand, the RTCWeb group within the IETF is looking into issues like the identification
of requirements and the definition of functionalities that must be supported by WebRTC.
This group mainly focuses on networking related aspects, such as transport and control
protocols, connection establishment and management, signaling mechanisms, topolo‐
gies, selection of the most suitable encoders and decoders, and interoperability with
other telecommunications systems. On the other hand, the WebRTC group within the
W3C relies on the standardized components in IETF, and it is mainly concerned with
the definition of Javascript APIs to allow the interaction between browsers and capturing
and rendering devices, to negotiate and use certain parameters (e.g., encoders/decoders)
and to set the appropriate protocols for communication. An overview of the WebRTC
technology and of the associated standardization efforts within the W3C and IETF is
given in [10, 11].

The most relevant WebRTC APIs include:

• MediaStream (a.k.a. getUserMedia): it allows the web browser to access the
capturing devices (camera and microphone) and to capture media. It also provides
the means to control where media content from the capturing devices can be
consumed, and provides some control over these capturing devices.

• RTCPeerConnection: it handles stable and efficient communication of streaming data
(e.g., audio/video calls) between Web browsers. The previous signaling process is
not part of the WebRTC specification. Developers can choose the use of existing
protocols, such as Session Initiation Protocol (SIP) or XMPP, or even develop an ad-
hoc signaling mechanism to meet the targeted requirements.

• RTCDataChannel: it enables the exchange of arbitrary data (e.g., text chat, files…),
with low latency and high throughput, between Web browsers in a peer-to-peer and
bi-directional fashion.

• getStats: it allows retrieving a set of statistics about WebRTC sessions, both at the
server side (e.g., frame rate, frame size, codec, packets/bytes sent, RTTs…) and at
the client side (e.g., packet lost, jitter, packets/bytes/frames received and discarded,
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frames rendered, playout delay…), as well as other types of statistics, such as the
bandwidth usage, local/remote IP addresses and ports, type of connection, etc.

The support of the most relevant WebRTC components and APIs by different cross-
platform browsers can be checked at: http://iswebrtcreadyyet.com/

The availability of audiovisual chat channels in shared media experiences is very
relevant, as it may provide more natural, interactive, immersive and comfortable
communications than the use of text chat channels.

As a proof of evidence, different media sharing platforms have integrated audiovisual
communication services, such as a Voice over IP (VoIP) service (in [6] and in [7]) and
a multi-party conferencing tool (in [8]), although this last one was more focused on the
conferencing aspects than in the media sharing aspects.

6 Proof-of-Concept Implementations

This section briefly presents two proof-of-concept platforms that have been imple‐
mented by making use of the components described in the previous sections. Readers
are referred to [4, 12] for a more complete documentation about these platforms and for
consulting the benefits, advantages and novelties of these platforms compared to other
existing ones of the same category.

6.1 Wersync

Shared media experiences between geographically distributed users are gaining
momentum [3, 13]. Relevant examples are Social TV, synchronous e-learning, and
multi-player online games. However, in order to successfully realize these experiences,
proper platforms providing synchronization, social interaction and presence features,
among others, are necessary. Due to this, we developed Wersync [4], an adaptive web-
based platform for distributed media consumption and social interaction across remote
users. Wersync allows the creation of independent groups of users, each of which being
able to consume the same or different media content in a synchronized manner. When
accessing to the platform, each user can choose between creating a new shared session
(by also selecting the clip to be watched from an online video library) and joining an
on-going one. Wersync provides two main social interaction mechanisms. First, it allows
sharing the navigation control or VCR-like commands of the media player (i.e., play,
pause and seek to) between all the users in a shared session. Second, it provides three
social interaction channels, belonging to two different modalities: the first two ones are
based on text-chat, while the third one is based on an audiovisual communication. In
particular, the first one is based on integrating Twitter via its Javascript API. The draw‐
back is, as previously mentioned, the interactivity limitations and the non-instantaneous
refresh of the timeline. Moreover, the use of Twitter involves having a “public” chat
room, even though some filtering mechanisms can be used, such as listening on a specific
hashtag (e.g., #Wersync, or even adding the session_id as a suffix to the hashtag). The
second one is an ad-hoc text chat tool, which has been developed by using Socket.IO. It
provides much better performance in terms of delays than Twitter and allows the
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synchronization of the chat messages with the other media components being consumed
in the shared session. Moreover, unlike Twitter, it also allows having private chat rooms
for each shared session. The surveys and interviews we recently conducted with users
(1015 participants) did not reveal significant differences between their preferences
regarding the use of each one of the above types of text channels [13]. That is the reason
we decided on integrating both of them in Wersync. Moreover, Twitter is used for
another purpose, as explained next.

A third form of social interaction is currently under development. It consists of using
WebRTC to provide a multi-party audiovisual chat channel between the participants in
each shared session. It is expected that this modality of chat channel will provide a more
comfortable, natural and realistic (face-to-face) interaction between users. Concretely,
the results of the study in [13] indicate that 54 % of the participants prefer to use text
chat channels, 11.1 % prefer to use voice chat channels and 34,8 % prefer to use audio‐
visual channels in Social TV-like scenarios.

Although the different chat channels have been added on the main screen, they could
also have been implemented on the personal companion devices, by leveraging of the
designed IDES protocol.

Wersync also provides three “social presence” mechanisms. The first one is an
internal menu with drop-down lists, indicating the list of active sessions, their members
and the media being consumed. This way, newcomers can check if they want to join any
of the on-going sessions. The second one is an external presence mechanism, which
consists of automatically posting a tweet every time a user creates or joins a session on
Wersync (if he/she is logged in on Twitter and gives his/her consent for that). This tweet
will include the appropriate information to univocally identify the shared session,
including the user’s nick in Wersync, the clip being consumed, hashtags (e.g., #Wersync,
#user_nick and #session_id) and a URL to join the shared session (see Fig. 2). This
announcement will allow external users to know about the activity of their Twitter
contacts in Wersync, which will undoubtedly contribute to encourage their participation
in on-going shared sessions. Additionally, the availability of audiovisual chat channels
(implicitly) provides a third form of social presence.

Finally, Wersync provides two privacy mechanisms. First, despite of the Twitter
notifications, the participation of new users in on-going shared sessions can be
controlled. When each user requests to join a session, a message will be sent to the
master/manager of that session, who can accept or reject that request. Second, the chat
messages of the ad-hoc chat channel can be encrypted (if desired).

Fig. 2. Tweet informing about the activity of a user in Wersync
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A general view of a Wersync client and of its functionalities can be seen in Fig. 3.
Likewise, demo videos showing the capabilities of Wersync in shared media sessions
can be watched at: goo.gl/6NjDRf.

Fig. 3. Components and Structure of Wersync

Regarding its applicability, Wersync is not only targeted for entertainment purposes,
such as Social TV, but also for other relevant use cases, such as e-learning and tele-work.

6.2 Subtitles’ Synchronization and Customization Platform

Many application fields and benefits of subtitles can be emphasized. First, subtitles are
very useful for users with audiovisual impairments. On the one hand, users with hearing
impairments can (better) access to the audio information through subtitles. On the other
hand, the customization of subtitles’ format (e.g., size, font family, color…) can be very
useful for people with visual impairments. Furthermore, subtitles are not only helpful
for breaking down audiovisual barriers, but their applicability enters the realm of other
forms of social integration, since they are powerful tools for consumers who do not
(fully) understand the spoken language or accent (as they can select their native language
for subtitles) or have comprehension difficulties. Subtitles are also very useful in educa‐
tional environments, and are supportive tools for stimulating the cognitive processing,
highlighting the relevance of specific pieces of media content, and for heightening the
attention of consumers. Apart from the previous benefits, we believe that an adaptive
and customizable presentation of subtitles is very beneficial to increase the comfort,
engagement and, in general, the user’s perceived QoE when consuming media content.

Due to these multiple benefits provided by subtitles, we have developed a web-based
platform that enables a dynamic customization, adaptation and synchronization of subti‐
tles in multi-screen scenarios (see Fig. 4). This platform enables the dynamic adaptation
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of subtitles’ format (e.g., font family, size, color…) and position according to the users’
preferences and/or needs. Likewise, the users can dynamically select the subtitles’
language from the list of available ones through a drop drown list (see Fig. 5) and adjust
the number of lines to be displayed. Moreover, a customized (positive or negative) delay
offset to the subtitles can be applied. This can be useful in certain situations. For example,
users could prefer to consume the subtitles a bit earlier or later than the associated audio
content to check how words are pronounced or if they are able to identify the spoken
words (or sentences), respectively.

Fig. 4. Synchronization and Customization of Subtitles in Multi-Screen Scenarios

By using a companion device, each user can also personalize his/her subtitles
consumption experience, enable the consumption of subtitles in two different languages
(this can be very useful for language learning scenarios) and navigate between them,
being able to set the position of the video by clicking on a specific subtitle line.

Synchronization between subtitles and the additional media content in the same device
is achieved thanks to the native capabilities of HTML5 <video> and <track> elements.
Synchronization across devices is achieved by using the designed clock synchronization
mechanism and IDES protocol. The dynamic selection of the subtitles language is achieved
by setting the proper values of the src and srclang attributes of the <track> element. The
simultaneous consumption of the subtitles in two different languages when using a
companion device is achieved by transmitting each cue of the subtitles presented on the
main device via Socket.IO. The setting of delay offsets and presentation of various subtitles
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lines is achieved by loading and presenting the proper cues from the subtitle files, and,
finally, the navigation between subtitles lines is achieved by interpreting the start time of the
subtitle cue being clicked, and adjusting the playout position of the media player
(<video> element) according to that value.

A distinctive and outstanding feature of our platform, compared to other existing
ones (summarized in [13]), is that it is not only beneficial for the audience with hearing
impairments, but also for the audience with visual impairments. It is because the dynamic
and customizable settings of subtitles’ format (e.g., family font, color, background color,
size…) and the introduction of style effects, contribute to a better identification and
comprehension for users with visual impairments. Furthermore, the dynamic positioning
of subtitles in the main screen, but, specially, the (customizable) presentation of subtitles
in each companion device allows for a much better readability, according to the users’
needs and/or preferences, overcoming distance barriers and the presence of obstacles.

Our platform can be very useful in many use cases. First, it can contribute to a better
social integration. On the one hand, it can be used by people with audiovisual impair‐
ments, who can adapt the subtitles’ format according to their needs. On the other hand,
apart from in domestic scenarios, it can be used in both public and private spaces where
multi-culture people can happen to meet (e.g., touristic places, public transportations
systems and stations…), allowing people from different countries the selection of their
native language for subtitles by using their own companion device, as well as in crowded
places (e.g., restaurants, museums…) where audio cannot be listened or its volume
cannot be high. Third, it can be very beneficial for language therapy, literacy and learning
purposes. Finally, it can contribute to a more pleasant, personalized and immersive
experience (thus increasing the QoE) when consuming media content.

7 Conclusion and Future Work

This chapter has highlighted the convenience and possibilities of Web technologies and
components for developing interactive, customizable and multi-device video consump‐
tion platforms. After reviewing various features and functionalities that can be provided
by previously introduced Web components, two video consumptions platforms,

Fig. 5. Subtitles’ Language Selection
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developed by using these components, have been presented. The first platform, called
Wersync, enables the creation of different groups of geographically distributed users for
consuming the same media content in a synchronized manner, while socially interacting.
The social interaction, presence and privacy mechanisms provided by Wersync have
been also described. The second platform enables a dynamic customization, adaptation
and synchronization of subtitles in multi-screen scenarios. By exclusively relying on
standard web-based components, cross-network, cross-platform and cross-device (as
well as cross-browser) support for the developed platforms can be ensured. Preliminary
objective and subjective evaluations for both platforms have proved their satisfactory
performance and usability, respectively. As a proof of evidence, links to demo videos
showing the capabilities of both platforms have been provided.

As future work, several objectives have been planned. First, we want to improve the
User Interface Design (UID) of the two developed platforms. Second, we want to extend
their capabilities for also consuming and synchronizing live media, rather than solely
stored media. Third, we want to more exhaustively evaluate the performance (Quality
of Service or QoS) and the usability (QoE) of the developed platforms. Fourth, we want
to adapt them to achieve a full compatibility with the HbbTV 2.0 standard [14]. Their
fusion in a single platform is also a possibility we have in mind.
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Abstract. In the recent years, consumption and usage of multimedia content has
shifted to handheld devices, especially with the introduction of second screen
applications. In this paper we address the situation of delivering multimedia
information to users using modern and novel techniques to attract their attention
in environments like fairs, parties or showrooms in an entertaining and educative
way. Two different approaches are presented: an Augmented Reality application
on mobile devices and a 360-degree video player remotely controlled by a hand‐
held device. Both ideas focus on the use of mobile devices, as they have become
a powerful tool always worn by its owners.

Keywords: Augmented reality mobile · 360-degree video · Omnidirectional
video · Mobile applications · HTML5 web apps

1 Introduction

Nowadays, trying to deliver a piece information to an audience may be a difficult task,
given that the attention of this audience may be in other targets that interest them more.
For this reason, we have made an effort to try to get the users’ attention with modern
and novel techniques to access multimedia content with their own mobile devices.

We focused on the following scenario: given a vertical surface, we wanted to attract
the visitors’ attention to the media displayed on it. More specifically, our target was a
touristic promotion faire, showcasing pictures and videos of the Balearic Islands. Of
course, the system proposed in this work can be generalized to other touristic areas or
industries related with tourism.

To address this problem, we introduce two different approaches: an Augmented
Reality system on mobile devices, used to play multimedia content in the handheld,
based on the pictures placed around that vertical surface; and a multi-user application,
used to display omnidirectional video on TV screens, controlled by the movement of
the users’ handheld device. The main contribution of this work is to improve solutions
based in new emerging technologies and translate this paradigm of natural interaction
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to low cost and portable devices in real and natural scenarios (fairs, parties, showrooms,
etc.). The methodology proposed is based on standards tools for developing AR & 360º
applications so as to guarantee the portability of the results to any platform.

This paper is structured in five sections. Following this one, the state of the art is
presented to introduce the reader in the current situation of Augmented Reality and 360-
degree video techniques and applications. In the third section, the two proposed solutions
are introduced and explained in detail. Finally, in the fourth section the obtained results
are shown. This paper ends with some conclusions and future improvement ideas.

2 State of the Art

The beginnings of augmented reality date back to 1960, when Sutherland [29] develops
the first VR-helmet to display three-dimensional graphics. However, the term
Augmented Reality was not created until 1992 by Caudell et al. [30]. In [14] the use of
an HMD (Head Mounted Display) is described to “increase” the visual field of the user
with information needed to perform the current task. In the late 90s, Kato et al. [31]
develop the first software for the realization of Augmented Reality applications
(ARToolkit). But it was not widely used until the emergence of smartphones, when this
technology is driven for the development of Augmented Reality applications in various
sectors, such as tourism or medicine, among many others, providing a better and more
intuitive user experience through new interfaces and content.

Specifically, touristic activity is a significant economic base for many countries.
Tourists are increasingly looking for applications and tools to facilitate and improve
their travelling experience [18]. The motivation for most tourists is to explore the sights,
history and locations of the visited place. One of the first places benefited by the
augmented reality was the virtual reconstruction of the ancient temple of Olympia in
Greece, where researchers developed the ARCHEOGUIDE system [19]. Recently,
works like Yovcheva et al. [21] present an overview of the applications of RA in current
smartphones related to tourism. The work of Marques [20] develops an application using
geolocation to link historical and cultural information of the “Camino de Santiago”. In
[22] an application based on augmented reality is presented, which shows a video of a
route through the city of “Santa Cruz de Tenerife” where all historical buildings are
displayed with 3D animations. Kourouthanassis et al. [24] present a travel guide of the
island of Corfu (Greece) for Android platforms, which enables the users to create a
profile, allowing them to rate the places they have visited and recommend them to others.
This way one can classify users depending on their profile and thus provide personalized
content in the application. Chen [25] presents an application for the tourists interested
in the history of Oslo (Norway), featuring two modules: a map to navigate and view the
various points of interest, and an Augmented Reality module, showing an old picture of
the place where the camera points, as well as access to historical information. Lashkari
et al. [26] present a tourist catalog that uses augmented reality to show 3D objects on a
simple map created with markers. Mohammed-Amin et al. [27] present a work based
on the story of Arabella (Iraq), depicting a village with numerous and important archaeo‐
logical layers. The application restores the damaged buildings, displaying them in 3D
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while one walks through the building structure. The users can access information about
the place they see or locate their position on the in-app map. Mata et al. [28] present an
augmented reality navigation interface that suggests places to visit in Mexico City. This
system generates routes based on user behavior through the decision tree algorithm and
the Bayes classifier. Other applications such as Flax et al. [23] encourage people to visit
and explore the natural environment, such as a mountain, telling them its hidden story.
This project also explores how augmented reality games can be used to provide an
attractive tourist experience.

In recent years, various applications of augmented reality for mobile devices have
been developed for the tourism industry, from 3D reconstructions based on geolocation
and /or markers, even AR games that enhance learning and user experience.

On the other hand, the public perceives 360º video as a novel medium to live an
immersive experience. Bleumers et al. [1] introduce many user expectations of omni‐
directional video. 360 degree immersive video consumption is seeing its popularity grow
these last years, partly because popular video solutions, as YouTube [2] or Facebook [3]
are beginning to offer immersive 360º video upload and visualization as a part of their
services. Playback of 360 degree equirectangular video is supported in HTML5 browsers
thanks to the powerful additions of WebGL [4], introduced in 2011. Android and iOS
apps have also spread thanks to native support for video textures. Kolor Eyes [5], a
solution for multiple platforms, is widely used by professionals. The user interaction
with these applications can be in two different ways: either dragging with a pointing
device (such as a mouse or a touch screen), or using sensors (typically from a specially
made device, such as Oculus Rift [6], or using a smartphone, like in Google Cardboard
[7]). From the previous works presented in this section, we can conclude that the new
technologies based on AR and omnidirectional video are very interesting, presenting an
area with a large growth and with many commercial applications, in particularly in the
tourism industry.

3 Methodology

In this section, the development of the two proposed solutions is described: first, the
Augmented Reality mobile application and then the Interactive Omnidirectional video
player. These two solutions are complementary and show different ways to visualize
augmentative and/or immersive scenarios.

3.1 Augmented Reality Mobile Application

In order to carry out a mobile AR system, it is necessary to use a device (in this case
smartphones or tablets) that collects the reality, and software to detect, recognize and
track a viewpoint. There are several methods to solve the problem of viewpoint tracking,
such as using GPS location, or artificial vision (markers, hands, faces, etc.). The virtual
objects are placed in calculated positions and displayed on the real world.
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Available Tools for Augmented Reality. Since the creation of the first AR library
(ARToolKit), there have been similar alternatives. Some of the options explored are
cited (Table 1). For more details about Augmented Reality SDK’s see [32].

Table 1. Tools for augmented reality

AR libraries Observations
HandyAR A library that allows to detect and track the hand to use it as

a reference standard in augmented reality applications
AndAR A Java library to create Augmented Reality applications for

Android based on markers. It allows to find a marker on the
scene and calculate the transformation matrix to render a
virtual object in the location and orientation of the marker.
Currently it does not support OpenGL 2.0

Atomic Web Authoring Tool A tool that allows to create Augmented Reality applications
and exportat them to any website

Atomic Authoring Tool A tool that allows to create Augmented Reality applications,
intended to be used by non-developers

ARToolKit A library based on markers and tracking of natural features
for iOS and Android. It is also supported by Unity, although
it requires a Unity Pro license (paid version)

Wikitude SDK A non-free library, with a trial version that contains a water‐
mark, supported by iOS, Blackberry and Android. It allows
to use the GPS system to geolocate the user

Vuforia (Qualcomm AR SDK) A library that allows to create Augmented Reality applications
for mobile devices, both iOS and Android. It enables to
detect and track reference images or markers using detec‐
tion features. It provides Unity support and has a free
version

Given the nature of this work, which requires to support both Android and iOS
devices, the Vuforia library is chosen because it presents an advanced image recognition
engine, and is directly integrated with Unity. Unity is a powerful engine to develop
games in 2D and 3D, offering total control to create and deploy content on any platform
such as Linux, iOS, Android, Web, Mac, Windows, Windows Phone 8, among others.
There are two versions of Unity: Unity Pro (the paid version) and the free version with
which this work was done. In spite of having limitations with the free version, the func‐
tionality of the proposed application is complete.

Application Design. The application is designed to discover different places of the
Balearic Islands in an easy and interactive way through mobile devices or tablets. With this
system the user can interact, for example, with a catalogue of images where each image
(target) is a photograph of a representative location of the Balearic Islands. Each target
gives access to a different digital content, in this case the most representative locations of
the Balearic Islands. The user can interact with the application through their mobile or
tablet and recognize several targets simultaneously, select the desired target (place of the
islands that interests him or her), play the related video, change the target, etc.
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The images captured by the camera of the user’s device are treated and compared
with a database, where the targets were previously stored. If one of the targets is
displayed on the scene captured by the camera, the video associated to the target will
load. Each video has two possible states:

• Loading video. A loading icon is displayed on the video. It means that the application
is connecting to the server where videos are stored.

• Play video. When the loading icon disappears, the video is ready to play.

For the performance of this application, two basic elements of Vuforia’s Prefabs
(ARCamera and Image Target) are used. The Prefabs are displayed in the Unity project,
once the Vuforia library is imported. The trackable elements are shown in the Prefabs
and treated in the tracker block (Vuforia). The most important Prefab element is the
ARCamera, which is the point of view of the camera.

Besides these two Vuforia elements, two more elements are needed: the SceneMan‐
ager, that handles various scenes of the application and the Directional light, used to
illuminate scenes and objects.

Therefore, the first option is often to create an application using layers and buttons.
In this option, the user can select the desired target by tapping on it to access its related
content. Two buttons appear at the bottom of the screen: the play icon plays the digital
content in full screen and the google icon places the target on Google Maps. To return
to the Android application, the physical return button can be pressed. In Fig. 1 the inter‐
action scheme is shown.

Since the emergence of smartphones, gestures have been introduced into our daily
lives to interact with these devices. Therefore, we study the possibility of creating an
application based on gestures and subsequently evaluate its usability. When creating an
application, issues such as usability and design are raised. In order to develop an appli‐
cation as simple as possible and easy to understand, we used the gestures proposed
in [33].

An example of this work is given in Fig. 2. The application consists of three simple
gestures, which are easy to remember and can be used at any time. The “expand” gesture
is known worldwide, used to display the video in full screen. The “one touch” gesture
is used to select the video and play it over the image. If the user want to pause it, he or
she can use the same gesture on the playback. Finally, the “two touches” gesture has
been chosen to place the selected image on Google Maps.

After testing both solutions for the AR application, the experts concluded that the
gestures are a more attractive and simple solution for the users.

3.2 Interactive Omnidirectional Video Player

A multi-user media controller and player for 360 degree video content were designed
for the specific use case of an event demonstration, such as a fair. The video content is
be played in a television, controlled by a PC and directed by the actions of the many
users in their smartphones, one at a time.
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The multimedia catalogue mainly consists of 360 degree video content, but also
regular video content can be played. These contents have additional information related
to them, optionally temporarily placed.

Specific Requirements. In the midst of an event, users do not want to download a
smartphone app only to play for some minutes. For this reason, a HTML5 web app,
which does not require a download, is preferred.

Internet connections in many events may be faulty or insufficient for media streaming
purposes, so the servers need to be accessed by using a local Wi-Fi network. Moreover,
it can be impossible to download an app from Play Store or App Store, strengthening
the above decision.

A queuing system had been implemented: while a user controls the video playback,
the other users in the queue receive information about what is being played.

It is desired that many TVs can display different videos at the same time, independ‐
ently from each other, so users would queue for controlling a specific TV.
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Fig. 1. Operating diagram of the application in mode of buttons
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Proposed Solution. Three applications are designed:

• A mobile app, in order to control the playback of the video on a TV app and receive
additional information related to it. This will run on Chrome for Android and Safari
for iOS smartphones.

• A TV app, so as to play the specified video content according to the users’ command.
This will run on Chrome for a Windows desktop.
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Fig. 2. Operating diagram of the application in mode of gestures
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• A catalogue managing app, so as to add, edit and remove audiovisual content and
their associated information from the catalogue. This will run on a web browser for
desktop.

Two servers are also designed to assist these applications:

• The Master Server is a web server which hosts the previous web applications and
also a Web Socket server which enables their communication with each other.

• The TV Servers are web servers which only host the multimedia resources used by
a TV, in order to save bandwidth.

The Master Server is designed to also carry the functionality of a TV Server.

Data Model. The main entity of this project are the audiovisual resources, which can
be of two types: video or video360. Other attributes are its title, the path of the mp4
file that contains the video, a thumbnail, a filtering property and whether or not this video
should be auto-played when the TV is idle.

A description, in HTML, is attached to every resource, as well as the path to a back‐
ground image to be displayed along it.

Finally, a video can have any number of temporarily placed fragments of informa‐
tion, called pushes, described by their title, time of appearance since the start of the video
(in seconds), textual information in HTML and the path to a picture to be displayed as
a background.

This data is stored in a XML file, and can be edited with the aid of the catalogue
managing app. Paths inside this file should be relative to a folder containing all the
audiovisual resources used by the project, which is replicated in every computer that is
used as a TV Server.

Architecture. The hardware elements considered are the following:

• A Wi-Fi router.
• A server and a TV for each display.
• Personal mobile devices.

In Fig. 3 these items are displayed, as well as their relations: solid connections
represent wired connections (such as HDMI or Ethernet); pointed connections mean
logical relations (U1 and U2 are connected to the contents displayed on TV1); dashed
connections represent orders between the Interaction Server (inside S1 in Fig. 3) and its
clients, which can be the users’ smartphones or the TV Servers.
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Fig. 3. Architecture of the proposed solution

Communication Protocol. The two clients establish a Web Socket [8] connection with
the Interaction Server on startup. Following the users’ actions, a series of commands are
submitted from an application to the other through the Interaction Server, as can be seen
in Fig. 4.

Fig. 4. Communication diagram. (a) denotes a message sent to all mobiles, (o) to only the TV
owner and (n) to the non-owners of that TV.

From a TV perspective, the first command issued is tv login, accompanied by its
name and filter property. With that information, the server appends it to the TV list,
notifying already connected mobile devices with a tv list command, and selects the
media list that will be played on this TV with the playlist command.

When a Mobile application connects to the Interaction server, it sends the login
command, answered by tv list to build the TV list on the mobile.

When the user selects a TV from the list, the join tv command is issued, unless
there is only a single TV in the list: in this case the command is sent automatically. The
response from the Interaction server depends on whether the user becomes the owner
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of the TV or not. If he or she becomes the owner, the media list command is issued;
otherwise, if a media has been selected, the media info command is sent. Regardless
of that, the position command is issued with their current position in the queue.

In the moment in which the TV owner selects a media to play, the select media
command is sent to the server, which sends the media selected command to the
TV application, so as to begin its playback attaching its media path and pushes, and the
media info command to the mobiles connected to that TV.

Whenever an orientation change occurs in the TV owner’s Mobile application, the
orientation message is sent to the server and redirected to the proper TV application
to adjust the view of the 360-degree video.

The TV application sends a push command when a new piece of information is
available, redirected to all the users connected to that TV.

When a video ends, the TV application sends the next command, making the server
to shift the users’ position in the queue. The new owner is given the media list with a
media list message and all the connected users receive their updated position via
a position command.

When a Mobile application is minimized, it sends the next command to the server,
leaving its position in the queue. If necessary, a new owner is designated and the media
list is sent. All the users get their position updated. A similar behavior is
performed when a mobile application gets disconnected.

Finally, when a TV disconnects, all the users get the updated tv list and the
mobiles connected to that TV get the tv disconnected message, so as to prompt
the user to select another TV.

Developed System. Once the system was designed, we implemented the various
servers and applications.

First, a public Wi-Fi network is set up on a router. The servers are connected to it
through Ethernet. This way the mobiles can reach the Mobile application on the Inter‐
action server.

So as not to type the IP address of the Interaction server to access the Mobile appli‐
cation, a DNS server is run within the computer that runs the Interaction server. Stackia’s
DNS Agent [9] is used for this reason, pointing an arbitrary domain name or pattern to
the IP of the server. Finally, this server needs to be specified as the primary DNS server
for the network in the settings of the router.

The Interaction Server is written in Node.js [10] and it fulfills the following tasks:

1. Read the configuration file (data.xml) and set up the data structures as defined previ‐
ously, thanks to the Xml2js library [11].

2. As an HTTP Server, serves the TV, Mobile and the catalogue managing web appli‐
cations, using the Express library [12]. It also serves the multimedia resources played
in a TV.

3. As a Web Socket Server, listens for the events described in Communication protocol,
thanks to the Socket.io library [13].
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In order to enable the TV servers to serve the multimedia content from the local host,
CORS must be enabled in the sent HTTP headers.

The TV server is a simplification of the Interaction server, serving only the multi‐
media resources that will be played from the TV application running in the local host.

The TV application features a loop of selected videos while idle and plays a specific
multimedia resource on demand. It is implemented in HTML5 and is intended to be run
full screen on a browser.

On startup, the application connects to the Interaction server and the user is prompted
to enter a name for the TV and establish its filtering property, used to display a selection
of the multimedia resources available. After that, the playback of the idle loop starts.

When a user connects to this TV, it becomes its owner if he or she is the only user
connected to it and may choose a video to play on the TV. If it is a regular video, an
HTML5 <video> element is used; but when a 360º video is selected, it must be
rendered adequately. To do so, the video is also played in a–now hidden–
 <video> element, used as a texture on a 3D sphere, viewed from inside by the camera.
This 3D work is done thanks to the Three.js library [14]. When the user’s mobile orien‐
tation is received, the orientation of the camera is adjusted accordingly, in a 6:1 ratio (a
360º loop in the video is achieved with only a 60º swift in the mobile device, so as to
permit the user to read the information in the screen).

The TV application keeps track of the play time of the video and notifies the
connected users when a new piece of information has to be delivered.

Finally, when the video ends, the idle loop starts again and the TV is under control
of the next user in the queue, if any. To start a TV application, the organizer has to
browse to http://domain/tv and enter its name and filter properties.

On the user side, the Mobile application consists of a remote control application,
permitting the user to select a TV to connect to and select a video to play on it. It also
enables the user to orient a 360º video as well as to receive pieces of information related
to a multimedia resource. It is also an HTML5 application, to be used only on smart‐
phones. On startup, the application is connected to the Interaction server and receives a
list of currently logged in TV applications (Fig. 5), so as the user can choose one of
them. After that, or if it were a single TV logged in, the user queues for that TV and, in
the case he or she becomes its owner, its media list is shown.

Fig. 5. Mobile application interface
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The owner of a TV can choose what video should be played next and, if that video
is a 360º content, orient it thanks to the user’s device orientation. This is achieved thanks
to the DeviceOrientation event [15], and more specifically, its alpha property, which
describes the rotation of the device through its z-axis, perpendicular to the screen. A
user is not the owner of a TV indefinitely: a next command will be issued when the
selected video ends, the socket connection closes, the application is minimized (thanks
to the onVisibilityChange event [16]) or the owner takes more than 30 s to choose a
video to play.

Whether a user is the owner of the TV or not, they will receive pieces of information
as they are sent by the Interaction server. These will usually be accompanied with a
picture.

Three buttons are shown in the toolbar: the search button, to find a specific media
resource; the TV list button, to go back to the TV selection screen; and the media list
button, to select another video resource.

The application is styled with the Material Design Lite CSS library [17], to make it
look as a Material application.

Users should connect to the special Wi-Fi network and then navigate to http://
domain/ to open the Mobile application.

Finally, the catalogue managing application is a web form that permits the user to
edit the information used by the system, described in Data model. It features two buttons:
one to reload the data used currently by the server and another one to overwrite it. After
that, the server must be rebooted.

To edit the information used by the system, one should navigate to http://domain/
data.

From the two approaches presented in this section, we can conclude that immersive
and augmented reality solutions are valid to increase the user participation in the multi‐
media applications. In our case, these solutions work independently, although new para‐
digms that propose hybrid virtual reality/video systems can be explored.

4 Results

The results of the work presented in this paper are two separate approaches to attract the
users’ attention in a touristic promotion faire with modern technologies. Both applica‐
tions (Fig. 6) underwent a preliminary stage of testing. In particular, the AR system has
been tested with 32 multimedia videos, which have been stored in a server and have
been associated to an image (Target). These targets have been stored in a local database
on the mobile device, because Vuforia library allows creating a free database that
supports until 100 targets. Also, it has been proved on Android and iOS, in particular
on an iPad and a mid-range Android mobile; while the 360-degree video player behave
successfully on both Android and iOS devices, being able the entire set of 20 omnidir‐
ectional video files on the TV application, which was always run on the Chrome web
explorer on a Windows machine.
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Fig. 6. On the left, AR Mobile application. On the right, Omnidirectional Video player.

The two systems were introduced to a group of three experts, professionals of the
touristic sector, who tested both solutions focusing on the following key aspects: ease
of use, attractiveness, efficiency, functionality and specific restraints in a faire setup.
After that, they evidenced the advantages and disadvantages of both systems:

1. On one hand, the AR Mobile application was praised to be very simple and appealing,
although its need of a stable Internet connection and having to download an appli‐
cation from App Store or Google Play challenged the viability of this solution for
this kind of events.

2. On the other hand, even though the Omnidirectional Video player was designed to
overcome these connection issues, the experts believed that it was more complex
and would be difficult to understand by the users without a proper explanation.

In the end, the experts exposed that a complement of the two solutions would be
ideal and chose to make a proof of concept of the Omnidirectional Video player in
FITUR1, where it would be used with the aid of the staff.

5 Conclusion

The system proposed shows a new way to visualize and interact with multimedia prod‐
ucts in real environments. We would like to promote new immersive and augmented
systems for the end user in order to attract their attention to touristic products. Both
systems are complementary and have friendly interfaces and portable and multiplatform
devices and operating systems.

The two solutions developed above were tested by tourism professionals to prove
that it can be really used to attract the users’ attention towards the multimedia informa‐
tion these professionals wanted to deliver to their potential customers.

From a technological perspective, the AR mobile application was proven to be very
simple and attractive, although it needs a stable Internet connection to connect to the
server and play the multimedia content. On the other side, the Omnidirectional video
player was perceived as a more complicated application, with excessive mess with
queues, although it adequately met the strict requirements.

1
Feria Internacional del Turismo, http://www.ifema.es/fitur_01/.
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After having developed and used both solutions, it has been noticed that the combi‐
nation of both solutions is possible to offer a better solution, and we would like to work
on this research line as future work, using the simpler concept of the AR mobile appli‐
cation and the constraints of a local HTML5 application, like the Omnidirectional video
player, and conduct a proper usability test on the final product.
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Abstract. In this paper, the description of the most relevant metadata schemas
of multimedia content annotation for digital television are presented. The
analysed schemas are: MPEG-7, TV-Anytime, P-META, EBUCore, PBCore,
and SMPTE. For each of them, their most basic features are explained, and their
extensions and application profiles for audio, video or audiovisual content are
identified. Furthermore, the paper clarifies the characteristics and relationships
between schemas, and checks their compliance with the multimedia content
description requirements of television. Finally, there is a comparison between
them, identifying advantages and disadvantages.

Keywords: Metadata schema � Multimedia content � Digital television

1 Introduction

The different services of digital interactive television (DiTV) are classified according to
the service features, for the final user point of view, in: (1) distributed content services
(broadcasting, on demand, publicity, time-shifting and place-shifting, and comple-
mentary content), (2) interactive services (of information, commerce, entertainment,
learning, medical, monitoring, website and interactive publicity), (3) communication
services and (4) other services (see Fig. 1).

In first place, the distributed content services are oriented to the broadcasting of
content and are classified in: broadcast services, on-demand services, advertising ser-
vices, time-shifting and place-shifting services, and supplementary content.

Broadcast services comprise a one-way transmission to two or more end users,
where end users have no control over the content or timing of what they receive, apart
from the ability to select a particular channel. Some services of this type are linear TV,
pay per view, linear TV with multi-view, etc.

On-demand services allow to the end user select and retrieve content at any time,
according to the constraints provided by the content protection metadata. Time-shifting
and place-shifting services allow the access and control of the content without time or
place limitations (pause, rewind, fast forward, etc.). And supplementary content refers
to video, audio, text, graphics or other content that can be optionally accessed by users.
Its features are: it only works in conjunction with the main content, and it is
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synchronous with the main content. For example, subtitles and captions, audio
description, sign language interpretation, etc.

Secondly, interactive services allows end user to send different types of requests to
service provider and receive feedback with interactivity. For example, information
services that support multiple types of content, such as news, weather forecasts, etc.,
commercial services, entertainment service designed to provide content, such as games,
karaoke, blogs, etc., learning services for delivering educational content, medical
services, monitoring services and interactive advertising.

Thirdly, the communication services enable the end user to communicate with other
end users via messaging, telephony, video calls or video conferencing.

And lastly, there are other services which cannot be classified in any of the above
categories. These services are: public interest services (support for end users with
disabilities, emergency communications, etc.), hosting services (for example: user
created content hosting) and presence services (manage presence information between
end-users: “watching television”, “watching a football match”, etc.) [12].

Although the TV viewer can use any of these services, the most often used services
are: to select a program to be seen in broadcasting time or to record a program to be
seen later. In order to make easier the selection of contents to the users, some infor-
mation about them is needed: title, actors, genre and summary, among others. On their
behalf, either the content or the TV service providers have to attract the user to their
contents giving this information. As the data about the content the TV viewer wants to

Fig. 1. Digital interactive television services
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consume can be stored in metadata, these become very relevant [8]. In consequence,
there are several sets of metadata specially aimed to the TV content annotation either as
in a general or as a contextual way, that is, they describe any audiovisual content or
particular contents as news, films, publicity, etc. These sets of metadata used to have a
well-defined structure and a set of rules for it use called metadata schema. There are
several metadata schemas for annotation of web and television multimedia contents;
however, in the literature no reference to a review of schemas that allow to describe this
kind of content in the television context independently of their creation scope has been
found. For this reason, in this paper, the more relevant metadata schemas for the
annotation of TV multimedia content have been classified, with the aim of explaining
their connections and features and verifying if they fulfill the requirements of the
description of television contents.

The remainder of this paper is organized as follows. Second section presents the
theoretical framework of the metadata in the television context. Third section describes
the most important metadata schemas in the annotation of television multimedia
contents, which are deeply compared in the fourth section. Finally, the last section
presents the conclusions carried out in this study.

2 Theoretical Framework of Metadata Schemas
in DTV Industry

A metadata is known as a data about other data or information about information [15].
Metadata are defined as information that describes, identifies, explains or defines a
resource for making easier its recovering, use or management. There are metadata sets
that allow to describe a special kind of resource, since they are designed with a specific
intention. These sets are called metadata schemas and they establish rules for its use.
A metadata schema can be modified, firstly by adding new metadata (the result is
known as “extension”), secondly by limiting and refining the use of available metadata,
or mixing metadata from different schemas (the result is known as “application pro-
file”) [27]. In digital television industry, it is common the use of metadata schemas for
describing the types of contents: films, news, publicity, etc., and for facilitating the
management and interchange of these contents in different domains of the TV value
chain. The general value chain of digital TV (DTV) in each of its types (terrestrial, over
IP, wiring, satellite) is formed by four domains: content provider domain, TV service
provider domain, net provider domain and consumer domain (see Fig. 2).

In the content provider domain the production, edition and elaboration of content
metadata (films, events, documentary, etc.) is carried out. In this domain, the metadata
include all the information related with the production phases: pre-production (e.g.
scriptwriters, creative, etc.), production (e.g. costume, makeup, actors, cameras, etc.)
and post-production (e.g. special effects, soundtrack, etc.) [2].

In the domain of the service provider the content aggregation is done, that is, the
contents are prepared to be sent to the final user and the platform services (e.g. charges,
user authentication, etc.) and the complements to enrich the TV service (e.g. com-
munication services, interactive services, publicity, etc.) are provided. The content
provider gives to this domain the contents with its metadata for making easier the
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transmission and for avoiding a new description of the resource that can introduce
mistakes in the information. However, the TV service provider can create metadata,
especially administrative, or, if it is necessary, descriptive and structural metadata
related with the content. Metadata allow this domain to create a TV programming guide
properly and add services that take into account the semantic of the content, in order to
improve the user experience.

In the value chain, the network provider receives the contents from the DTV service
provider domain and gives them to the consumer domain, which is formed by the
terminals and devices for the service consume (TV, computer, decoder, Set-Top-Box,
mobile phone, etc.). These devices allow to receive and restore the contents in a
suitable format for being displayed [17]. It is important to highlight that in the DTV
value chain, not only the metadata to describe the contents are set, but also the
behaviour of the user during its interaction with the television services, that are
included in this last domain.

3 Description of Metadata Schemas for Multimedia
Content Annotation

This work has considered different metadata schemas, extensions and application
profiles that can be used in the digital television industry, such as, SMEF, MXF
Metadata Schema, MPEG-7, egtaMeta, among others. However, it describes the most
important and in force: MPEG-7, TV-Anytime, P-META, EBUCore, PBCore and
SMPTE Metadata Element Dictionary Structure.

3.1 MPEG-7

MPEG-7 is a metadata schema for multimedia content description that allows to
describe digital images, digital video or digital audio in a complete way [28, 20]. It was
standardized in ISO/IEC 15938 (Multimedia Content Description Interface) by Moving
Pictures Experts Group. MPEG-7 is focused on representing information about the
content, and not on its codification [20] like other standards as MPEG-1, MPEG-2 and
MPEG-4 [13].

Fig. 2. DTV value chain
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Although it was not designed primarily for TV content as in the case of other
standards, MPEG-7 provides a set of metadata related to conceptual information of
reality captured by the content (actors, objects, events). It is capable of supporting a
large group of applications because it has a generic approach; and different standards
developed by other groups that are oriented towards specific applications were con-
sidered in its creation [3]. In addition to metadata generally used to describe multimedia
content directly related to the production process (title, location, actors, etc.), the
storage formats and copyright, MPEG-7 allows to add semantic information to the
description of content (who, what, when, where, events, objects, etc.), low level
structural information (forms, colors, textures, movements, sounds, etc.), and infor-
mation related to spatial structure, temporal or spatial-temporal (scene cuts, segmen-
tation into regions and motion tracking region) [13]. The information related to the
temporal structure is an advantage of MPEG-7, it means that MPEG-7 has the ability to
segment the content in the time and assign different metadata to each part [13], and
allows to define different types of segments and to create hierarchies of segments [23].

Furthermore, its metadata are not presented as a list, but they are part of a hier-
archical structure designed by metadata sets, as shown in Fig. 3. Metadata represented
by “D” are named descriptors and represent a content feature [20]. Descriptors are
grouped according to their function to be part of a description scheme (DS).

MPEG-7 uses the Description Definition Language (DDL), it is based on XML and
allows the extension and modification of existing elements [20]. It also uses the concept
of Classification Schemas (CS) to define a vocabulary for describing a domain as a set
of terms. These terms may be used to assign a value to a specific metadata [10].

3.2 TV-Anytime

TV-Anytime (TVA) is a standard published through reports and technical specifica-
tions of ETSI (ETSI TS 102 323 and ETSI TS 102 822) that are referenced within the

Fig. 3. Hierarchical structure of the MPEG-7 elements [20].
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ITU recommendations. Its creator is TV-Anytime Forum, a global consortium dedi-
cated to produce standards for television receivers and led by worldwide consumer
electronics manufacturers, broadcasters, telecommunications operators, etc. [3]. The set
of specifications that encompasses TVA aims to allow the search, selection, acquisition
and correct use of content in personal or local storage systems from online to broadcast
services, so TVA intended as a guide for manufacturers and television services pro-
viders [7].

The standard was developed in two phases and takes into account the use of
metadata to meet its objectives, therefore, TVA clearly defines a metadata schema for
audiovisual content, which takes its name. In the first phase, the metadata to describe
the audiovisual content, to set information about group and content segmentation or to
describe the user preferences, to add information about the supplier, and to set right or
privacy policies, are defined [8, 22]. The second phase extends the first one adding the
description data about the content and data about how the content must be consume [9]
(see Fig. 4).

In digital television, a package is a collection of items that are intended to be
consumed together to provide different user experiences. This is possible thanks to the
definition of packaging in the specification TS 102 822-3-3 of TVA that enables the
combination of different types of content items, such as games, applications, images
and text. Is important to highlight that the new introduced metadata in TVA Phase 2
allow describing the new content types in addition to the temporal and spatial syn-
chronization information between elements of the package. Thanks to the synchro-
nization information, TVA can provide multi-flow experiences with content packages
(for example: a game from different angles (multi-camera)) [8]. Another important in
the context of the television aspect is the Information Rights Management and Pro-
tection (RMPI), which includes elements TVA Phase 2 to allow the user to know the
rights associated with the content before purchase. The description of the content
through TVA is completely independent of the channel, schedule and broadcast pro-
tocol, to ensure this independence, the standard proposes to associate a unique iden-
tifier to each content called Content Regarding Identifier (CRID) [22].

Fig. 4. TVA: Main elements included in phase 1 (left) and in phase 2 (right) [9]
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TVA has chosen DDL as its metadata representation format, as MPEG-7 does [3],
and uses the same philosophy of classification schemas to choose a value for a
metadata within a set of possible values already defined.

This standard allows to describe audiovisual content, content packages, and
content segments, allowing navigation within a piece of segmented content. Also, it
has a set of metadata intended to describe user preferences and consumer habits that
can be used by applications or software agents to search and select appropriate content
for the user [3, 26].

3.3 P-META

Since 1999, the ECM MAG (Expert Community on Metadata - Multistakeholder
Advisory Group) EBU (European Broadcasting Union) project group has been working
on creating a standard vocabulary for information related to audiovisual products and
audiovisual broadcasting industry, and has designed the semantic metadata schema
EBU P-META known as P-META and defined in the specification EBU TECH 3295
(EBU Tech 3295 Technical specification). P-META was originally set up to support
the exchange of content between organizations or production systems, but it has also
been used as a set of descriptive semantic metadata [4].

P-META is a list of metadata focused on the exchange of commercial audiovisual
products between broadcasters [14]. It also consists of a set of data types, syntax rules
and a library of controlled terms [5] that should be taken into account when generating
the metadata that will identify editorially or will describe technically a specific resource
and rights associated [4, 14].

From technological perspective, P-META has been designed to be as flexible as
possible in the implementation, because doesn’t go beyond the definition of the terms
and therefore can be materialized through different ways: as XML documents, Word
templates and inserting metadata in file formats such as MXF (SMPTE 377-1-2009
Material Exchange Format) or BWF. In this way, P-META is independent of tech-
nology [4, 14]. It can be implemented just as defined in the specification or can be
extended to meet specific needs. However, P-META is not intended to be used in
database (although it could be used as a starting point) [4, 5].

3.4 EBUCore

The ECM MAG project group of EBU defined EBUCore in the technical specification
EBU TECH 3293 as a metadata schema based on Dublin Core (DC) in order to
maximize interoperability with the community of DC users and for this reason is
known as the Dublin Core for multimedia. It is a set of descriptive, administrative,
technical and structural metadata that allows to describe audiovisual content with the
minimum necessary information and beyond enabling the description of the content in
production environments. It can also be used to describe characteristics of distribution
of that content [6].
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EBUCore has been designed as a minimum and flexible list of metadata to describe
audio and video resources for a wide range of broadcasting applications including
archives, exchange and production. It is also a metadata schema with well-defined
syntax and semantics for easier implementation [6]. It is currently in version 1.5 which
takes into account the latest developments of the Semantic Web and Linked Open Data
community, which is why EBUCore 1.5 is available in RDF. Some of the application
profiles based on EBUCore are EBU ADM (EBU Audio Definition Model) and
EgtaMETA. EBU ADM is described in the technical specification EBU TECH 3364
and provides a complete set of technical and information metadata to describe audio
files. Today, it is already incorporated in the 3293 specification and therefore is part of
EBUCore schema. EgtaMETA, meanwhile, is described in the EBU TECH 3340
specification and defines the syntax and semantics of structured descriptions for the
annotation and exchange of advertising material.

Finally, is important to note that currently EBUCore has replaced the described
above P-META specification.

3.5 PBCore

Public Broadcasting Metadata Dictionary (PBCore) is a free metadata schema, funded
by the Corporation for Public Broadcasting of United States [18]. It is designed to be
used by television, radio and web providers, and aims to be a standard way of
describing and using the multimedia content in order to facilitate resource recovery and
sharing between colleagues, software systems, institutions, production partners, etc.
[13]. Since its launch in 2005, it has been adopted by many users that are part of the
audiovisual industry and currently it is in version 2.0.

It is based on Dublin Core and adds a number of useful metadata for multimedia
resulting in a lot of metadata organized in 15 containers which in turn are divided into 4
classes: instantiation, intellectual content, intellectual property, extensions [19]. It
intends to be simple like Dublin Core and be a starting point for users to take it as a
basis to create their own extensions [13].

3.6 SMPTE Metadata Element Dictionary Structure

Society of Motion Picture and Television Engineers (SMPTE) is an internationally
recognized organization in the development of standards related to image, sound and
metadata; its standard SMPTE ST 335 (Metadata Element Dictionary Structure) defines
a large and complex metadata schema for audiovisual resources and is designed to
cover the entire production chain [3, 25].

Metadata defined by SMPTE are classified in various hierarchically structured
classes of metadata (see Fig. 5). The metadata classes are sets of metadata with common
characteristics and attributes. This classification facilitates the management of metadata,
provides flexibility in the capture and exchange of metadata between applications [25].
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4 Relationship and Comparison Between the Metadata
Schemas

Figure 6 graphically shows the relationship between the standards studied, highlighting
those with the greatest impact in the context of television.

Table 1 shows a comparison between the previous metadata schemas through five
elements. In the first column, the creator, the name of the standard or specification and
the link is presented. The second column shows the metadata schema from which is an
extension or profile. The third column shows if making metadata schema extensions is
allowed or not. Columns four and five display the profiles and extensions of each

Fig. 5. SMPTE structure [25].

Fig. 6. Relationship between metadata schemas for multimedia content on DTV.
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Table 1. Characteristics of metadata schemas for multimedia content on TV.
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metadata schema, of which have been considered only those that describe any audio,
video or audiovisual content. The sixth column indicates which schemas can describe a
segment of audiovisual content either in time or in space, those that allow segmentation
in time use the same set of metadata for describing all the resource to mark a segment
of it, for example, “gender” is a PBCore description metadata and thus also be possible
to establish a genre for a segment.

Moreover, TVA and P-META don’t allow segmentation in time as described
above; on the contrary, they limit the metadata used for this purpose. For example,
TVA allows the description of segments only with: title, synopsis, genre, keywords,
links to related foreign material and list of credits, however, they have the ability to
group segments with a particular purpose or similar feature and associate metadata to
segment groups and thus they facilitate the restructuring of an audiovisual stream to
provide to the user another way of interacting with the content [23].

On the other hand, a television content description model shall be able to represent
the following concepts [9]:

(1) A simple programme.
(2) A programme with a number of different versions (e.g. edits for

sex/violence/language, director’s cut, etc.).
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(3) A programme that has been divided into a number of parts for publication (e.g. a
3 h film shown in 2 parts on different days).

(4) A programme that is a concatenation of a sequence of other programmes iden-
tified as an aggregated programme.

(5) A series of programmes that can be ordered (e.g. episodes in a numerical order) or
unordered and bounded or unbounded.

(6) A collection of series and individual programmes that have the same programme
concept, i.e., a show (e.g. all series of “Only Fools and Horses” together with the
Christmas specials).

(7) A publication of a programme that may have publication dependent attributes
(e.g. a film showing as tribute to a recently deceased actor which would have a
different description).

Taking into account that most of the specifications and standards studied are
focused on the description of multimedia content for television, Table 2 shows which
of the above requirements of content description satisfy the schemas, based on the
documentation and XSD files definition (an XSD file (XML Schema Definition)
describes the structure of an XML document. It is also known as XML Schema).

Summarizing the above, the comparison presented in Table 2 evidence the meta-
data schemas that were designed for the television context and clearly shows which
meet the requirements of description of TV content, hence, TVA and EBUCore
standards are the most suitable for covering these requirements. Similarly, considering
the literature review, we observed that within the set of metadata schemas whose
primary focus is television content, TVA is the most widely used, especially in research
works such as [1, 11, 21, 24, 29] among many others. Despite the above and that the
essence of TVA is to describe the content that contributes in supporting customized
experiences of the viewer, MPEG-7 is the standard most influential in the field of
multimedia content annotation [22].

Consequently, the most suitable and used standards in multimedia content anno-
tation for television are TVA and MPEG-7, however, the decision to choose a standard
or another depends on the application context. For example, in some cases it is
preferable the simplicity of TVA with respect to the complexity of the syntax of

Table 2. Metadata schemas vs requirements of TV content description.

*Comply with the requirement but in a limited way.
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MPEG-7, while in other cases it will be necessary to provide the television programs
with substantial semantic information, and MPEG-7 will facilitate it [23]. On the other
hand, in some cases it will be preferable to implement the simplicity of segmentation of
TVA compared with MPEG-7 because of the physical and operational constraints of
diffusion [16].

5 Conclusions

In this paper, a deep study of different standards and specifications that are used for the
description of television multimedia resources is presented. After the analysis carried
out, it can be said that the more suitable schemas are TVA and MPEG-7, since TVA
satisfies the requirements of annotation of television contents while MPEG-7 is the
standard with more influence in annotation of multimedia contents. However, it must
be taken into account that TVA and MPEG-7 have opposed features that can represent
pros or cons according to the situation in which they are used. Therefore, the selection
of the suitable one depends on the application context: news, education, films, etc. The
more clearly opposed features are: main objective, syntax and implementation, and
segmentation. In first place, the aim of TVA is the definition of TV experiences while
the aim of MPEG-7 is the description of multimedia resources regardless the resource
environment. Secondly, the syntax and implementation of TVA is simple while
MPEG-7 has a complex syntax and a tedious implementation. Last, TVA allows
segmentation in time and with a limited number of basic metadata, while MPEG-7
allows segmentation in time, space and time-space through a large amount of metadata
being able to provide more semantic information and to describe complex scenes.

Finally, the connection among the studied metadata schemas must be highlighted.
PBCore and EBU Core are based in Dublin Core (DC). The first one is a profile and the
second an extension of DC. Although P-META is recent (2011), EBU Core replaces it
allowing the implementation of different profiles and extensions aimed to particular
applications. On the other side, TVA has no specific basis metadata schema but it
chooses DDL as its metadata representation format, uses the same philosophy of
classification schemas and reuses basic types of data defined by MPEG-7 for it defi-
nition files. Finally, as MPEG-7 is the schema more used for annotation of multimedia
contents, it is the basis for the development of different application profiles and
extensions.
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Abstract. This work describes the software and hardware components that
were integrated to structure a testbed for developing interactive applications for
ISDB-Tb´s Ginga middleware. A basic structure of the testbed was outlined and
later built incrementally. This paper focuses on the set of software tools that we
developed which turned into the basis of systems and applications that were
created. The testbed allows obtaining the code for the applications and their
transmission for testing on actual hardware. The developed applications can be
sorted out into four categories: natural hazards, environmental issues, higher
education and the evaluation of telecommunications services. For sure the
testbed has its limitations but it was setup under a limited budget.

Keywords: Interactive applications � Digital TV � Ginga NCL � Testbed �
ISDB-T

1 Introduction

Most of the countries in South America adopted ISDB-Tb (International System for
Digital Broadcast-Terrestrial, Brazilian version) as their digital TV standard. A relevant
feature of ISDB-Tb is its middleware Ginga for creating interactive applications. One
option is to use the declarative programming paradigm Ginga-NCL [1].

The development of interactive applications requires not only software tools that
ease up the task of writing and debugging code, but also the infrastructure for the
transmission of video and audio multiplexed along with the code and media resources
needed for executing the interactive application in TV sets or STB (Set Top Boxes).

This paper describes the infrastructure that was envisioned as a didactic testbed for
the whole process of developing interactive applications. A basic structure of the
testbed was initially outlined and built incrementally by developing software tools and
obtaining hardware components under a constrained budget. The organization of the of
the paper is as follows: Sect. 2 presents the basic structure of the testbed; Sect. 3
describes both the tools for generating and analyzing streams holding multiple video
signals and interactive applications and the transmission facilities to broadcast such
streams; Sect. 4 mentions the available reception facilities; Sect. 5 describes the sys-
tems and tools that were developed to generate the NCL code; Sect. 6 revisits the
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structure of the testbed and presents it in detail; Sect. 7 summarizes some results
obtained using the testbed facilities; finally, Sect. 8 outlines some conclusions.

2 The Basic Structure of the Testbed

The proposed basic structure for the testbed is presented in Fig. 1. The audio and video
source files corresponding to multiple programs must be multiplexed along with all the
required code and media files for the interactive applications; as explained in the
following section, the resulting stream is referred to as a BTS (Broadcast Transport
Stream) and this is what should be broadcasted. The NCL code must be written or
generated with the assistance of available development tools; some information stored
in a database can be included in the generated applications. In the receiving endpoint,
there must be TV sets and STB for executing the applications which may use the return
channel. The return channel can be used to send information provided by the user or
can be used to query data from a database and presented to the user. These operations
may require interactions with web servers.

3 Stream Generation and Transmission Facilities

3.1 Understanding the Meaning of a BTS

In ISDB-Tb, several programs can be combined and broadcasted in a 6 MHz channel
that was used by a single program in analog TV. Each program has video and audio

Fig. 1. Basic structure of the testbed
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components are compressed by MPEG-4 and form Elementary Streams (ES) which are
packetized and multiplexed to form what is called a Transport Stream (TS); this
multiplexing process follows the MPEG-2 specification [2] and it can include other
type of information such as tables that allow identifying each video or audio stream.

When combining several programs (re-multiplexing), each program may have
different resolution; a particular configuration could be to multiplex a low resolution
signal for mobiles (1seg), a standard definition (SD) signal and a high definition
(HD) signal. All of these video and audio signals must be multiplexed not only with the
information of interactive applications but also with information that allows the
receptor to discriminate the information that belongs to each audio and video stream.
A BTS is what eventually is transmitted. This is summarized in Fig. 2.

For obtaining a BTS, a Reed Solomon coding process is carried out in the trans-
mitter by hardware, so what can be generated and analyzed at software level are
streams previous to this coding, but we call them BTS in this paper anyway.

3.2 Generating a BTS by Software

For generating a BTS by software, the testbed integrates OpenCaster. LIFIA Labs from
Argentina developed a patch for OpenCaster [3] in order to generate a BTS according
to ISDB-Tb.

OpenCaster requires handling a set of programs that must be run in a specific
sequence, each one with a bunch of commands and options that require the correct
values. For easing up the task associated to the process of generating BTS, we developed
a tool that employs a GUI (Graphical User Interface). In the background, the generator
employs the user input and rewrites the scripts needed to generate the PSI/SI (Program
Specific Information/Service Information) tables and the scripts that invoke all of the

Fig. 2. BTS Generation

76 I. Bernal and D. Mejía



required programs. For this tool we employed two threads, one for handling the GUI and
the other for handling all of the rewritten scripts. These two threads must be synchro-
nized so that when the thread hosting the background processing finishes, it signals the
main thread to notify the user about the end of the generation process. This tool was
developed for Linux using Qt which is based on C ++.

The user has to decide the number and quality of each program and provide the
associated video files along with the path to the directory hosting the application data
(Fig. 3). The user can also customize several parameters for the BTS: name of the
channel, area code, a name for the provider and service, PID for audio and video
streams, etc.

3.3 BTS Analyzer

We also developed a BTS Analyzer [4] for complementing the graphical BTS gener-
ator. This new tool allows analyzing BTS containing streams corresponding to multiple
programs and the code and media for interactive applications. The Analyzer was

Fig. 3. Tool developed for generating a BTS by software.
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developed using Qt for a Linux environment. Once a BTS file is selected, the analyzer
will process it and display information contained in each of several tables such as: PAT
(Program Association Table), PMT (Program Map Table), SDT (Service Descriptor
Table), NIT (Network Information Table) [4].

In order to develop such an application, it was mandatory for us to master the
details of the aspects related to both MPEG-2 TS as well as BTS, focusing on the set of
control fields, their functionality [5, 6] and the structure of PSI/SI tables.

3.4 Broadcasting the Generated BTS

BTS generated by our tool were tested by using a transmitter from DEKTEC, model
DTU-215-I-SP [7], which is connected to a PC and controlled by StreamXpress for
setting the transmitting parameters. The DTU-215-I-SP can be connected to an antenna
or directly to an STB or TV set with an embedded decoder (Fig. 4).

The available alternative for transmitting our BTS in our testbed is an EiTV playout
generator (Fig. 5). The main components of this device are: service information server,
EPG server, data server, multiplexer, re-multiplexer and modulator. In this playout, the
files for each program that are to be radiated in a given channel and the application files
must be stored in the device. The files with the video data are provided in TS format
and the application files must be stored as a single compressed file.

The playout we obtained uses a Linux distribution and allows local and remote
configuration and file uploading through a web interface. As a complement to the
playout generator, the testbed includes a 1 W RF amplifier from Telavo with a 30 dB
gain and a 6dBi Yagi antenna (See Fig. 5). Additionally, a Kathrein antenna typically
used for cellular systems in the 850 MHz band was adapted to be connected to the
amplifier´s output; even though this antenna is not tuned for the TV bands it did work
and allowed us to increase the coverage range during our tests when using the highest
TV frequency channels. Figure 5 presents a partial view of the final physical testbed.
We obtained most of the hardware components of the testbed thanks to our partici-
pation in a national competition organized by the Ministry of Telecommunications
(MINTEL). Our proposal was declared as the winner and received the playout gen-
erator, the amplifier, the Yagi Antenna, a TV set and several STB.

Fig. 4. Scenario for testing the generated BTS.
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4 Reception Facilities

Given the diverse features of STB and TV sets, it is convenient to have a set of different
makes and models; for sure, it is not possible to include all of them. There is a wide
range of possible combinations since there is the chance that the devices support or not:
Ginga (Ginga-NCL or Ginga-J), Lua, the return channel (a LAN o WLAN port); they
may have different amount of memory, USB port support, the way they manage
memory may vary from device to device, etc.

Currently, we have TV sets (Sony and Samsung) with and without an embedded
ISDB-Tb decoder and Ginga support and several STB. The make and models of our
STB include EITV for development, VisionTec (VT7200), MundyHome (DEC-012B),
CoraDIR, Pixela (PIX-BT108-LA1). We also use an old TV with just one coaxial input

Fig. 5. EiTV playout generator, Telavo amplifier and Yagi antenna
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which requires a low cost analog modulator that takes as input the audio and composed
video signals from an STB and delivers a modulated signal in channel 3 or 4; this is
required since some families still use these old TV sets in Ecuador.

5 Application Development Facilities

5.1 Menu Creator: A Plugin for NCL Composer

NCL Composer, developed in Brazil, allows the creation of interactive applications
based on Ginga-NCL and it is structured by a set of plugins that can extend its baseline
functionality [8]. We have developed several plugins for NCL Composer that target
easing up the development of interactive applications and are fundamental components
of the testbed. One of the plugins favors the automatic generation of NCL code for
menus and other for generating the NCL code for including an RSS feed in any
application [9].

Composer is based on a hierarchical tree of NCL entities. This tree is structured
according to the conceptual NCM (Nested Context Model) model and uses XML
(eXtensible Markup Language), so that each entity is defined by a tag and may have
child entities and may also become a child of another entity. Each plugin can manage
the hierarchical tree of entities allowing the user to generate an NCL document without
directly programming NCL code and providing a graphical interface (Fig. 6).

For managing the hierarchical tree of entities, a plugin must invoke the logic
available in the composer-core (a basic component of the NCL Composer IDE) using
the signal and slot mechanism which means that an object (an instance of the plugin)
which wants to communicate with another must send a signal and the object which
receives the signal (an instance of the composer-core) must connect the signal to a slot.
A slot is simply a method that performs some functionality [10]. The plugins have been
developed using Qt creator based on C ++.

We developed Menu Creator based on a hierarchical structure of classes (Fig. 6),
some of them contain general properties of a menu such as the number of rows and
columns, size and position of the menu on the screen, number of rows and columns that
are shown in each view (a view is a fragment of a menu). Other classes represent: the
text of the menu; two background images for when the menu item is selected or not;
potential actions to be taken by the viewer through the remote control [11].

The hierarchical class structure adds NCL entities to the hierarchical entity tree so
that the user can generate NCL code for each menu by using the plugin, as shown in
Fig. 6. The plugin will generate an NCL context node for each of the designed menus.
This context contains all of the details for the menu designed by the user [12].

Our plugin allows customizing several of the features of the menus and their
functionality through a GUI such as the use of graphic styles, menus with different
properties (number of rows and columns, size of the menu, etc.), splitting a menu in
views, creating menus with rows and columns of different sizes, entering text, navi-
gation between menu items and inserting NCL links [12]. When a menu is created, the
name of a folder must be specified so the plugin stores the png images that it generates
based on the entered text for each item.
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Menu Creator: Navigating between Menu Items and NCL Links. When a menu is
created, our plugin automatically generates the logic for the viewer to navigate between
menu items and amongst different views, if the menu has been split. Besides, the plugin
has a module for inserting NCL links. This allows the user of our plugin to associate
menu items with each other or with other elements of the interactive application (e.g.
media objects) through causal connectors [1], letting the plugin user to determine
which element of the application to start, pause, stop or select in response to a specific
action of the viewer through the remote control.

5.2 Menu Creator: Plugin Integration to the Testbed

The blocks in the lower left part of Fig. 7 shows a subsystem for searching, storing and
processing information. The information provided by the web server infrastructure is
included in the skeleton of automatically generated menus by means of our plugin
“Menu Creator” and delivers interactive content.

For the subsystem we developed the following components:

• Two Windows Communication Foundation (WCF) web services; one that searches
for information from websites, allows local interaction with the designer and
interacts with the DBMS; a REST-based web service that is in charge of sending
data from the DBMS to the viewer’s STB or TV set using the return channel;

• A database for each interactive application that a user creates;
• An application to consume the web service allowing the user to perform actions

related to searching, storing and processing of compiled information; and,
• An application, MIXER, that combines the information from the database and the

menus created with the plugin to get the final interactive application in NCL.

By using the return channel, we decided that plain text is transmitted only to the user
that requests it; in the STB, we format the information using Lua, an imperative scripting
language that complements NCL. Our strategy reduces the size of the broadcasted
application since images are no longer generated and transmitted for every piece of text.

Fig. 6. Functional logic for the “Menu Creator” plugin
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5.3 A System for Generating Interactive Applications for Surveys

We developed a system for obtaining feedback from TV viewers regarding their
opinions about mass services [13] as shown in Fig. 8; in particular, we applied it to
evaluate the quality of telecommunications services. Our system consists of two main
components:

• Survey Composer that lets users create and customize applications for surveys and
automatically generate the NCL code that will run on the STB; and,

• A web application that manages the survey system in the server side, receives and
storages opinions as well as displays the results.

Survey Composer was written in C# and the server side infrastructures was
developed using PHP and MySQL. Survey Composer also generates the Lua code to
handle the return channel for the interaction of the STB with the web server.

5.4 Additional Plugins for NCL Composer

We developed two additional plugins for NCL Composer, one for generating the NCL
code for including an RSS feed in any application using the return channel to get the
information from a remote server. The other plugin generates NCL code for applica-
tions following the paradigm of FAQ (Frequently Asked Questions), the return cannel

Fig. 7. Subsystem for generating interactive applications
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is used to connect the STB to a web service which has stored a set of questions and
answers. In both cases, besides the NCL code, Lua code is generated to handle the
connection using the return channel.

6 A Complete View of the Structure of the Testbed

Figure 9 integrates the components that have been described through the previous
sections and represents a detailed view of our testbed.

7 Applications Developed Using the Infrastructure Facilities

7.1 Information about Natural Hazards

We developed several interactive applications for informing local population regarding
natural phenomena such as volcanic eruptions, earthquakes and tsunamis in Ecuador
[14]. For determining the correct content of these applications, we looked for technical
advice of the Geophysics Institute of the National Polytechnic School (IG-EPN) and
the National Secretary for Hazard Management (SNGR). A main application was
developed containing three secondary ones, the latter provide precise information about
each of the natural phenomena mentioned above (Fig. 10). Additional applications for
providing information about the IG-EPN itself were also developed.

7.2 Survey on Telecommunications Services

By employing the system for generating surveys [13] we developed a version for
evaluating the opinion of users about the quality of service of their cellular provider. At
design time, Survey Composer and the manageable web application were used to

Fig. 8. Design and execution time of the survey generator system
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define the questions and the corresponding databases. At execution time, viewers
interact with their STB or TV set and their opinion is sent to the server using the return
channel to be stored in a database. The system presents the results of the stored
information through a web interface and by generating a PDF report (Fig. 11).

7.3 Information about Higher Education

We developed several applications for informing TV viewers about diverse aspects
related to Higher Education (Fig. 12) [9, 12]:

• The local ranking of Ecuadorian universities and general information about them.
• The program for competing for scholarships financed by the Ecuadorian govern-

ment for attending international universities.
• For each university, the undergrad and graduate programs.
• The dates, requirements and other details about the general test that students must

approve in order to get admitted into public universities.

Fig. 10. Interactive applications about natural hazards and IG-EPN

Fig. 11. Interactive application for a survey about a telecom service
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7.4 Environmental Issues

We also developed several applications to inform and form viewers about recycling,
environmental protection and ITT-conservation initiative using the elements of our
testbed (Fig. 13).

Fig. 12. Interactive applications about higher education in Ecuador

Fig. 13. Interactive applications for recycling, environmental protection and ITT
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7.5 Additional Applications

Based on demands of diverse sources, we developed several additional interactive
applications such as one to inform viewers about the candidates for presidential elec-
tions and their proposals; information about MINTEL; an application for Yachay [9], a
research city under development; an application about the Galapagos Islands and an
application synchronized with the transmitted programming developed specifically for
the IG-EPN (Fig. 14).

7.6 MOS Scores

We used MOS (Mean Opinion Score) as a mean to evaluate the scores of several of the
aforementioned applications from final user´s point of view. Consider as an example,
the results of applying MOS to 50 subjects to evaluate the application regarding the
scholarships to study in the best universities in the world financed by the Ecuadorian
Government. Each item in the survey was assigned a range from 1 (bad) to 5 (ex-
cellent). Table 1 shows several of the questions and the mean value, median and
standard deviation for the obtained scores. The values presented in Table 1 reveal that
users have an overall favorable opinion about this particular application. Additional
results of our application evaluations can be found in [9, 13, 14]:

Fig. 14. Interactive applications for Yachay and the Galapagos Islands

Table 1. Mean standard deviation and median for MOS scores

Question Mean Standard
deviation

Median

Does the interactive icon catch your attention? 4,08 ±0,72 4
Do you consider adequate the size of the text used on the
screen?

4,08 ±0,78 4

Were you able to easily navigate in the application? 4,36 ±0,66 4
Was the Help provided about how to use the remote
control for navigating in the application really helpful?

4,16 ±0,74 4

Do you consider that the application was easy to use? 4,14 ±0,54 4

(Continued)
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8 Conclusions

The testbed has become quite useful for the development of our interactive applica-
tions, specially the support offered by the plugins made the creation of interactive
applications easier, at least for the ones that were developed. The development of the
BTS generator and the analyzer demanded a deep understanding of some low level
details of ISDB-Tb. Finally, it should be pointed out that the testbed was built incre-
mentally and under budget restrictions.

The early broadcasting of digital TV signals in Ecuador started in 2014 and the
development of interactive applications is in its early stages. We have focused on
applications of public interest and meaningful for the Ecuadorian context.

Future work includes developing additional plugins for NCL Composer, systematic
testing for the usefulness and impact of the tools we have developed, and additional
testing for our interactive applications with end viewers in order to improve their
usability.
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Table 1. (Continued)

Question Mean Standard
deviation

Median

Do you consider clear enough the content of the
application?

4,22 ±0,68 4

¿Do you consider the elements that enable interactivity
adequate?

4,4 ±0,57 4

¿Do you consider that the interactive application added
useful information to your knowledge on the main
topic?

4,12 ±0,75 4

Did you focus on the application rather than the normal
broadcasted content?

4,28 ±0,64 4

… … … …

Total 4,23 ±0,68 4
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Abstract. This proposal includes the establishment of a joint standard for the
integration of interactive open platforms: GINGA for interactive service on
ISDB-T and Hybrid European standard HbbTV with SiestaCloud ecosystem for
IPTV together. In addition, this standard will be interoperable with close or half
open Smart-TV standards like, AndroidTV, AppleTV, AmazonTV, etc.; the
incompatibility that actually exists between these platforms will be solved by this
project. Our proposal also includes development of interactive applications on
DTT and IPTV which assumes usability (SIMPLIT) and accessibility (W3C)
rules. The authoring tool implementation is also contemplated for the develop‐
ment of interactive applications, under the concept of open existing access repo‐
sitories templates and an extension of Unity framework for interactive 3D content
development without having to program a single code line. Finally, a production
methodology of audiovisual content (i-standardized, accessible and usable) in
cultural, health, educational and commercial context will also be proposed.

Keywords: DTT · IPTV · iDTV · TDT · iTV · SistaCloud · GINGA · HbbTV ·
Interactivity television · SIMPLIT · W3C

1 Introduction

Nowadays the television has become one of the most important communication media
and universities are called to propose alternatives to encourage TV good use, actually
that means to take advantage of bidirectionality that offers the interactive digital tele‐
vision (iDTV) and to offer high quality audio, video and data, accessible, usable and
intuitive, through educational, entertainment and social interactive applications. In
contrast to analog TV, iDTV allows introducing data signal by which can travel appli‐
cations (computer programs) to the receiver Set Top Box (STB) and the viewers are
capable to interact with the issuer of the program (broadcaster).

For the Japanese - Brazilian standard ISDB-Tb, GINGA is the middleware for iDTV
in Latin America countries [1, 2]. It is possible to show interactive content through IPTV
broadcasting systems, and there are several platforms to get that, one of them is
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SiestaCloud ecosystem [7]. In other hand there is also a hybrid interactive standard
HbbTV (Hybrid broadcast broadband Television) used in Europe [10–12].

International Standard for Interactive Digital Television, accessible and usable,
SIESTA GINGA project is an initiative of the Universidad de las Fuerzas Armadas -
ESPE, UTPL, the Center for Technological Innovation and Collaborative Entrepre‐
neurship (CITEC) and CPMTI Company.

There is another initiative similar to our project, it is called GlobalITV, and this
project Brazilian-European is focus on get the coexistence, interoperability and conver‐
gence between Ginga and HbbTV [10–12, 14]. They show some results of that, but they
don’t have a proposal to make an international standard, also we plant a platform more
global and usable that also integrates IPTV and Smart-TV based on web interactive
platforms, with an authoring tool for the easy development of interactive applications.

2 Technological Status

TV. Three generations of usability and convergence device on television can be defined now:

• The first generation is the conventional TV: it is unidirectional being watched from
the time, it connects to the data stream.

• The second generation lets us control the time (synchronous and asynchronous). The
user chooses (channel) in a similar way to conventional TV, but he can control the
functions (Play/Pause/Stop/Rewind/Forward/Repeat) time execution of the content.
It still remains unidirectional without interactive but may have multiple devices (PC/
Mobile/Video).

• The third generation is coming now, multiple devices is maintained. It uses the
Internet in the same way as the second generation, but it adds bidirectionality or
interactivity. This means that both, the sender and the receiver take part of the
program or data stream, as well, its conformation in space and time. People could
interact through movements, gestures, voice, by touch, etc., from a remote control,
PC, mobile, tablet or any other digital devices (microphone, camera, immersive
system, virtual reality or augmented reality devices, etc.), with the content you are
watching either video on demand pre-recorded and live television broadcast by the
air or over the Internet.

IPTV. Internet Protocol Television has become the most common designation for televi‐
sion signals or video subscription distribution systems using broadband connections over the
IP protocol. It is a complete system by which the television signal is delivered to users on the
IP protocol (Internet Protocol). This system consists of content servers, managers to frag‐
ment encoding the signal and encapsulating the packets to be offered over the IP network
using multicast or unicast transmission. The IPTV traffic can be protected from other traffic
data to ensure an appropriate level of QoS (Quality of Services).

With continued improvements in the speed of broadband connection at home, the
use of IPTV systems web-based TV, also known as Smart TV, are now increasing. These
systems are based on a progressive download from a Web server, thus the user buffer is
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completed with the data until it reaches a sufficient limit, from which you can already
play the video. These services live streaming, with a front-end playback on a web typi‐
cally uses cloud computing technologies.

Ginga Platform. Middleware Ginga is located between the application code and
execution infrastructure (hardware platform and operating system) that allows the
development of interactive applications for DTT (Digital Terrestrial Television) regard‐
less of the hardware platform and terminal access manufacturers.

Ginga-NCL provides a presentation infrastructure for interactive applications such
declarative language written in NCL (Nested Context Language). NCL is an application
of XML (eXtensible Markup Language) with facilities for interactivity aspects, spatial-
temporal synchronization between media objects, adaptability, support for multiple
devices and support the production of interactive programs nonlinear alive. NCL is a
declarative language based on the structure defining a well demarcated separation
between content and structure of an application, allowing structured define objects and
related media in both time and space [3–6].

The interpretation of NCL code, rendering of content and control user interactivity
are executed by the middleware Ginga. This was initially designed to run natively on
Linux OS in production environments [9]. While there is a Windows emulation appli‐
cation, currently this is only provided for testing purposes within the scope of develop‐
ment and not as an application for end users.

HbbTV (Hybrid Broadcast Broadband TV). Is known like hybrid television
(DTT + IPTV) because combine the terrestrial digital television advantages with the
entire internet content, it can be video, photos, audios and interactive links. HbbTV is
a global initiative aimed at harmonising the broadcast and broadband delivery of enter‐
tainment services to consumers through connected TVs, set-top boxes and multiscreen
devices. The HbbTV specification is developed by industry leaders to improve the video
user experience for consumers by enabling innovative, interactive services over broad‐
cast and broadband networks. The specification uses elements of existing specifications
from other standards including OIPF, CEA, DVB, MPEG-DASH and W3C.

The HbbTV specification was developed by European industry leaders to effectively
manage the rapidly increasing amount of available content targeted at today’s end
consumer. It is based on elements of existing standards and web technologies including
OIPF (Open IPTV Forum), CEA-2014 (CE-HTML), W3C (HTML etc.) and DVB
Application Signalling Specification (ETSI TS 102 809) and DASH. The diagram shows
the relationship between HbbTV and other existing standards. The HbbTV can work
with either a broadcast or an IP link although it is most powerful when in a connected
environment with a combination of broadcast and broadband networking [13].

Siesta Ecosystem. Siesta is an ecosystem of 3D 3I (Interactive, Intelligent, Inclusive)
IPTV, result of a project funded with EUR 4.2 million by the CDTI (Spain) and the
European Technology Funds, led by CPMTI, audited, evaluated and approved in
Europe. It includes all kinds of local and cloud services within the same usable interface
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based on the use of six buttons or multimodal interactions (voice, gestures, touch, and
movement) for interactive presentation of multimedia and IPTV content. Access to
interactive digital content and services is performed through a light standard client (web
browser), allowing independent use of hardware and operating system.

The Siesta digital ecosystem was developed on the premise that the software should
offer the user a friendly and simple interaction. Siesta provides an interoperable, open
and scalable environment that runs on PCs, tablets, smartphones and digital TV through
an oriented interface for people with disabilities, elderly people, children, including
technophobes [7].

Originally conceived in the context of the iDTV platform, Siesta [7] has evolved into
a digital ecosystem formed by a set of applications, operating system and platform in
the cloud that is the result of over 25 years of research and development led by EATCO
group at University of Córdoba (UCO).

The original version of Siesta, designed to operate in iDTV is currently represented
by the SiestaTV3D platform with support for Ambient Intelligence, bidirectionality and
user interactivity with multiple services. This platform integrates the latest technological
trends in human-machine interface systems and ubiquitous computing; cloud
computing, interaction gestures, movement and speech, including the Internet of Things.
The Siesta cloud version called SiestaCloud offers all Siesta capabilities through the
cloud, including the characteristics of SiestaTV3D. SiestaCloud is a cloud platform
services complemented by some Siesta operating system (SiestaOS) that can be installed
on set-top-boxes (iDTV), SmartTV, desktops, laptops or tablets.

Interactive Digital TV Platforms Incompatibility. Actually each digital television
standard has adopted your own interactive platforms, for example: DVB adopted
HbbTV, ISDB-Tb adopted GINGA, Siesta and Smart TV for Web or IPTV services,
most of this platforms are open source but also there are proprietor platforms and they
aren’t totally open because the manufacturers have their own developments and imple‐
mentations.

Most projects on interactive digital TV platforms are oriented to the consumption of
a particular type of content or services, whether for payment or sponsored being
dependent on a specific device to access their interactive services, so this has produced
a huge problem for the users and interactive applications developers, because this plat‐
forms are not compatibles between them.

3 Methodology (Siesta Ginga Project)

Faced with the initiatives showed in the technological status, in this work we present
(Siesta Ginga Project) a response as a more globalized approach that seeks the full
integration of the user with digital services and content of iDTV and with the services
and Web 2.0/3.0 applications, as well as other advanced services in a mobility, multi‐
modal, multilingual, and multi-channel context; in an accessible and usable way.
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Figure 1, presents the general outline of Siesta Ginga project. Here we show an
interoperable platform that will have common elements where the managements of
interactive services with transparent interfaces will support any kind of content in
different devices and the most important is that this platform will always have a usable
guarantee.

Common elements  

Managements  Services Interfaces Contents Devices 

Usability evaluation 

Fig. 1. General scheme of Siesta Ginga project

There are standards and rules of accessibility and usability as the W3C define by
World Wide Web Consortium, the SIMPLIT certificate, Ginga and other ITU standards
for interactive Digital TV, but none in general certifying that the systems developed
satisfy the technical aspects of iDTV accessible and usable, with i-Standardized content
(Communicability certification).

The objective of this project is the implementation of a new quality standard, certi‐
ficated for the integration of digital interactive television platforms HbbTV, Ginga and
Siesta considering SIMPLIT and W3C standards both for the applications development
and services such as digital content production.

Also in the analysis of technical and commercial provisions it was evidenced short‐
comings in existing products and services on the market claiming to be supplied with
this project. There are isolated applications, and in other sectors applied, but not compre‐
hensive and innovative solutions applied to the mixed iDTV (DTT-IPTV) as pursuing
this project.

These shortcomings are understood as technological challenges to be solved during
project development. Its current situation, our proposals for improvement, universities
and industries who will lead such research, development and innovation and others
challenges are as follows.

The differential value of this project is not only audiovisual applicability sector,
because we can have applications and multidisciplinary services that can derive from
developments in many economic areas like:

• Health: Primary care services will be provided where the physician will obtain data from
patients, and these will find information. Non-invasive tests of simple demonstrations,
such as ambulatory blood pressure, blood sugar, etc., will be made telematically. In
addition, users will have access to diets, tips on food, prevention habits, etc.

• Multimedia entertainment & TV: A new distribution channel for many companies
seeking new differentiating elements is created. In addition, having to comply with
the accessibility and interactivity, it will be apt to reach all citizens without exception.
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Demonstrators advertising (online ad buying clothes) and interactive games (board
games and role-playing) will be made.

• Culture: The provision of cultural contents with high informative and educational value,
coupled with the established status of accessibility and interactivity, offers a hitherto non-
existent opportunity of bringing culture to all citizens with access to service television.
All these services seamlessly link with regional and national mandate of extending
broadband to all households. Demonstrations campaigns of cultural content and access
to interactive content themselves cultural centers will be made.

• Public utilities: The establishment of a communication channel between citizens
and the various public authorities will be supported to conform with the law require‐
ments of electronic access for citizens to Public Services, which states the purpose
of provide citizens the electronic access to information and administrative proce‐
dures, with special attention to the removal of barriers that limit such access. Demos
carrying out procedures of public administrations and obtaining certificates, payment
of fees, and several requests and inquiries will be made.

• Training: Allows the training and evaluation courses SCORM (Sharable Content Object
Reference Mode) compatible and implements collaborative digital learning objects.
Demos consistent in courses and training activities will be made in multiple formats (m-
learning, e-learning, u-learning) and management training course itself [8].

• Home automation: Allows configuring the actuators installed in a house and they
are compatible with the most economical and extended system possible. Demon‐
strator’s management and home automation devices off, on or dim lights are made;
opening and closing doors, up or down shutters, etc.

• Smart-City & Internet of Things: The Siesta ecosystem will be the core platform
of ubiquitous city based on people and on increasing the quality of life of the same,
allowing the interconnection of everyday objects with the Internet.

4 Functional System Features

The system will have the following characteristics:

• User dependence on fixed devices free, ensuring that user can consume under
different standards services offered by the system, so multimodal and ubiquitous.
• Multiuser, multi-standard and multiplatform system.
• Multiplicity of profiles on data transmission, configurable on demand in real time.

• Proactive and adaptive capacity by combining several technologies.
• Information retrieval systems and telemetry systems.
• Artificial Intelligence, Ambient Intelligence and multi-agent systems.
• Adaptive hypermedia systems.
• New technologies of Web 3.0 and Semantic Web.
• Recommendations based on data mining systems.
• Customized systems.

• Management through Back-end tools integrated
• Integrated production to different standards.
• Provision of vertical services to different standards.
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• Authoring Tool for easy interactive applications development.
• Open access repositories with existing templates.
• Unity extension Framework for interactive 3D development.
• Make an interactive application using this authoring tool with no code line

program.
• Cultural, health, educational and commercial audiovisual content has to be:

• Standardized for television interactive applications.
• Compliance with the more stringent requirements of usability and accessibility,

primarily aimed at people with disabilities and elderly people.

5 Description of the Subsystems

The “Advanced Siesta Ginga Platform” is the central system to be developed, since
it covers all aspects focusing on the contents related to the representation of scenarios,
in everything related to the proper contents as all related information that must be trans‐
mitted between the different subsystems for get a correct viewing them. The system is

Fig. 2. Advanced Siesta Ginga Platform (Subsystems)
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decomposed into basic subsystems that provide all the functionality to develop as
detailed the Fig. 2.

Services: is the core of all services offered and contains all cross-platform services.

• Core Resources: has the ability to display 3D digital content streaming and on
demand with integrated broadcast interactivity and social networks, ability to make
recommendations to users, and ability to recognize and synthesize speech, ability to
manage AAL (Active Assisted Living) interactive services, training or access to
Public Administrations through a consistent and homogeneous interface like the
presented in multimedia entertainment services.

• The Back-End of interactive services to manage platform aspects such as: scala‐
bility, load balancing, network settings, scenario settings, remote update system,
service configuration system vs. display devices.

• The Front-End of interactive services allows vertical services consumption such as:
TV and entertainment, education, health, democracy, automation, public utilities and
access to the own applications store.

• Analysis: through cognitive computing engine allows deploy adaptive and person‐
alized relevant content for each user.

Devices: the system includes various devices and peripherals that allow a final highly
satisfying experience. To achieve this with the priority public platform to develop: chil‐
dren, elder, and dependent people, developed devices have to possess a high degree of
usability and ergonomics.

• Set-top-box: Capable of playing fluently digital content on the platform as well as
advanced services consume.

• Remote control: Endowed of six colored buttons, consistent with usable interface.
• Mobile devices: Capable of playing fluently digital content platform adapted to

mobility and to consume advanced services.
• Wearable: allow users to monitor and access the content most suited.
• Smart-watches: allow a more productive access to the platform by advanced users.

In addition to these major subsystems, the need to develop synchronization and
integration elements that enable smooth operation and collaboration between all subsys‐
tems must be included.

6 Discussion

In short, this project arises from the integration necessity of IPTV interactive platforms,
HbbTV, Siesta and Ginga in order to establish an international standard for interactive
digital television, accessible and usable in general with a series of vertical and horizontal
service platforms, as well as the development of different types of author tools enabling
automation of interactive multimedia programs production processes for DTT and IPTV.
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Abstract. Technological devices surrounding the television are changing,
leading to changes in viewers’ habits and to the development of second-screen
applications created to provide better TV viewing experiences. Used while
watching television, the 2NDVISION application presented in this paper is able to
identify – through audio-fingerprint – content being displayed on the TV screen
and present enhanced information on the second-screen. Under a participatory
design approach, the development of the application took in consideration the
users’ opinion regarding its main functionalities and interface solutions and
included evaluation test sessions conducted in laboratory settings. This paper
reports on the adopted UX evaluation approach where opinions regarding
instrumental, non-instrumental and emotional impact of the application were
collected with a combination of SUS, AttrakDiff and SAM scales.
The results show that users experienced no major navigation problems and

part of the iconography was validated. Considering the main goals of the
application users were satisfied and interested in having such an application for
providing additional information about the TV shows they watch. In addition the
consistent variation of results between two sets of evaluation sessions, shows
that the adopted UX evaluation approach is suitable to be used in a participatory
design development of second-screen applications.

Keywords: Second-screen � Interactive television � User experience �
Usability � Evaluation methodologies

1 Introduction

As technological devices surrounding the television changed, so have viewers’ habits
with the general TV experience no longer narrowed to a single and fixed location
(typically a shared space at home) but extending to new locations and integrating
different platforms. Mobile devices (smartphones and tablets) are being used not only
as additional platforms for watching video contributing for the “space shifting” phe-
nomenon [1] but also as companion devices, allowing for a greater involvement with
what is being watched on (a regular) TV – e.g. by performing general web searches or
to search for additional information related with the program being watched [2].

This is a consequence and simultaneously a stimulus for the focus of the Interactive
Television (iTV) industry on the development of second-screen applications, designed
to deliver supplementary information related with the TV content [3]. In fact, and
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mainly due to the ubiquitous character of mobile technologies, the opportunity for
well-designed mobile applications and services to influence positively on individuals’
day lives increases [4]. Nevertheless, and for this to happen, it is necessary to look
beyond the product’s usability [5] and start to consider the impact of emotions and
aesthetics in the overall user experience of the system.

In this paper, the authors report on the 2NDVISION companion App to be used
while watching TV, being able to automatically identify content displayed on the
television screen and presenting related synchronized (using audio fingerprint) infor-
mation. Conducted under a participatory design approach, the development of the
application took into consideration the users’ opinion towards functionalities, aesthetic
and appraisal of the system.

After establishing the theoretical background (in Sect. 2 of the paper), Sect. 3
introduces the application main features and system architecture and addresses the
methodological approaches that were taken during the iterative, and participatory
development process, namely the first set of tests carried to validate a preliminary
prototype in three dimensions and the evaluation of the final prototype, considering:
instrumental qualities, non-instrumental qualities and emotional reactions. Finally,
Sect. 4 presents the research results; and Sect. 6 discusses a set of conclusions related
to the User Experience (UX) evaluation process that can be useful to other researchers,
designers and developers of such kind of second-screen apps.

2 State of the Art

2.1 Second-Screen Applications

The growing success of second-screen devices is changing the way users relate and
interact with the television. Using second-screen devices while watching TV is an
increasingly common activity: according to recent numbers of Nielsen Company [6],
62 % of North Americans and 44 % of European consumers used second-screen
devices while watching TV. Consumers are increasingly adopting a lean forward
approach to the television experience, using connected devices as extensions of the
program they are watching [6].

Secondary Screen applications are, in the context of 2NDVISION project and
according to the description of Red Bee Media [7], those that provide a companion
experience, aiming to increase and synchronously improve the viewer experience with
content related to what is being displayed in the TV. By synchronizing the App with
the television content, it is possible to provide enhanced-information (e.g. biographical
data on a given actor, the name of the song that is playing, more details on the narrative
of a series or film) or trigger events correlated with what is happening on TV, par-
ticularly in the context of interactive advertising.

Existing mobile apps perform synchronization with the TV content essentially
based on audio fingerprint systems. This technology, which has collected the public
recognition through applications such as Shazam (http://www.shazam.com), allows
audio monitoring regardless of its format and without the need for meta-data or
watermarks [8]. It is therefore possible to associate certain “signatures” or patterns to
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the audio providing or triggering events correlated with what the user is watching on
TV. Given the increasing processing power of mobile devices, the evolution of algo-
rithms and cloud-computing techniques, it is possible to use methods of image content
recognition that, in essence, allow, on the one hand, to compensate the inherent lim-
itations in the audio fingerprint and on the other, to open up new possibilities and use
cases in the field of the secondary screen apps.

In this context, several applications have been developed, in particular for the US
market, exploiting the synchronization capabilities with the content being displayed on
TV. Again Shazam is an example, but also applications such as Viggle or Beamly.
However, despite the above context, the specific offer for the European market (namely
Portugal) is limited and 2NDVISION may contribute to enrich the Portuguese TV
ecosystem with an end-to-end system allowing the app to synchronize (using audio
fingerprint) and enrich both linear and non-linear (e.g. Catch-up TV or VoD) TV
content.

2.2 UX in Second-Screen Scenarios

The specificities of mobile devices created numerous and significant challenges in the
field of user experience – globally defined according to ISO 9241-110:2010 (clause
2.15) as: “a person’s perceptions and responses that result from the use and/or antic-
ipated use of a product, system or service” [9]. Mobile context, multimodality, con-
nectivity, small screen size, different display resolutions and power emerged as factors
to be taken into consideration when designing interfaces for mobile devices [4, 10].
Interacting with these devices implies a different look at user experience. User’s hands
are no longer over the mouse but directly interacting with the interface through
multi-touch gestures such as swipe, pinch, press and hold [11, 12], creating the need for
bigger buttons (to solve the “fat-finger” problem), wider distance between icons and
new navigation paradigms.

Mobile usability models often focus on the effectiveness, efficiency and satisfac-
tion, disregarding the cognitive load and the emotional impact of interacting with
applications in no-longer defined time and place. When developing second-screen
applications designed to enhance the TV viewing experience, these and other factors
influencing the UX deserve a special attention.

3 The 2NDVISION App

The growing adoption of second-screen devices while watching TV emphasized the
importance of developing solutions able to balance the user’s attention between two or
more sources of information (e.g. the TV screen and the mobile phone or tablet screen),
namely by creating applications able to deliver additional content in a ease and
user-friendly way. When developing solutions towards the user’s engagement in the
TV viewing experience, designers must take into consideration the pragmatic and
non-pragmatic dimensions of the system. Usability is then a key issue as it is imper-
ative to achieve a balance between the information in the first and in the second-screen
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minimizing the dispersion of attention [13]. Nevertheless, it is also important to con-
sider the overall appraisal of the application [14] and its user experience, making it
imperative to consider users’ opinion during the design and development of the
product.

These considerations were taken into account when developing the second-screen
application reported on this paper.

Based in audio fingerprint, the developed app (2NDVISION) is able: to automat-
ically identify content displayed on the TV and present related synchronized infor-
mation (hereafter defined as markers, i.e. pieces of information composed by images,
text and links for related sources of information); to automatically aggregate all
markers in a sequential index; and to trigger notifications whenever new markers are
displayed. Users could also save (bookmark), rate, filter and share markers; configure
notifications to be triggered when new content is detected; and select programs to
follow.

3.1 System Architecture

The 2NDVISION is based on an Event-Driven Architecture (EDA), which meets high
performance in real-time events, immediate action to the consumers, “fire & forget”
integration and a quality of service with the shortest waiting time possible (Fig. 1).

This architecture is composed by several modules namely the Automatic Content
Recognition (ACR) which gears the second-screen device with the ability to perceive
the content which is being visualized; and via the indexed markers by the ACR module,
the solution has a Recommendation Engine that is responsible for the creation of
additional contents.

Fig. 1. 2NDVISION recognition and recommendation architecture
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An Audience Engager module is responsible for obtaining user profiles through
their interaction with the solution; and through the Advertising and Campaign Planning
Engine it becomes possible to manage campaigns and advertisements related to the
indexed content. In order to guarantee the persistent and in cache content management,
the Content Repository module uses relational and non-relational systems for data
management. The Back Office is the module responsible for the configuration of the
solution, for matching the requests between the app and the content, markers config-
uration, image processing, users profile configuration and statistical reports generation.
It is also possible, via the Gamification Engine to attribute a gamming environment to
the 2NDVISION app and generate quizzes, polls and leaderboards, among other forms
of user engagement. Finally, the Client Gateway is the communication channel
between the APIs and allows the interaction between the mobile app and the backend
of the solution.

3.2 Features

The 2NDVISION system architecture enables offering its users a wide range of fea-
tures. This allows the structuring of the application in several areas. The following
figure (Fig. 2) identifies 6 of the 8 areas/features available in the 2NDVISION App.

1. Synchronize: Triggering the automatic identification of the TV show being aired
provides related and synchronized markers;

2. Filter: Content filtering categories. Example: Places (location, architecture, scenic
spots, weather);

Fig. 2. The 2NDVISION interface - main screen
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3. Rate: User’s classification of the additional information displayed;
4. Share: Sharing any marker via social networks and e-mail;
5. Bookmark: Archiving of detected content for later viewing;
6. Feed: Area that displays the additional information related with the TV program

(markers).

4 UX Evaluation Approach

4.1 Test Settings

As it was established that all the application design and development would be con-
ducted under a participatory design approach, the research team carried test-sessions
aiming to evaluate users’ perception about the application instrumental and
non-instrumental qualities, as well as their emotional reactions to the system. The first
evaluation session, was carried in March 2015 by introducing evaluators with a first
prototype of the 2NDVISION application (Fig. 3). The prototype allowed users to
explore the most relevant features that were designed for the application.

The second and final evaluation of the prototype occurred in June 2015. Between
the first and the second test session, some of the prototype’s main areas were rede-
signed in order to reflect the opinions and inputs provided by the first group of eval-
uators (see Fig. 4). The functionalities of the prototype were extended with a
context-advertising feature.

Fig. 3. The prototype used in the first evaluation session
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Tests sessions were conducted individually in laboratory settings replicating a
regular living room. Aiming to analyze the usability of the application the main goals
of the tests were: (i) to evaluate the graphical interface; (ii) to validate the consistency
of the adopted solutions (icons, layout and content organization); (iii) to identify critical
interface issues. As far the user experience, tests were designed in order to evaluate the
instrumental qualities (e.g. controllability, effectiveness, learnability) of the application;
the non-instrumental qualities (e.g. aesthetics, identification); and the emotional impact
on potential users.

4.2 Evaluation Procedure

Both test sessions (of the first and second releases of the prototype) followed similar
evaluation procedures structured in three main stages. In the first stage, after a brief
introduction to the application goals, each participant was left alone to freely explore
the application for a few minutes. In the second stage, participants were informed about
the structure of the test session and with the support of a pre-prepared video feed and
related markers (triggered with an interval of 30 s) they were then invited to perform a
set of tasks mainly focused on navigation (e.g. navigating between markers, exploring
the index); iconography (e.g. correspondence between the icon and the related action);
and in the use of specific features (e.g. saving, rating and sharing markers, scheduling
programs in order to receive notifications). The third stage was the most relevant for the
evaluation of the user experience. This consisted of a new free exploration phase
supported by a dynamic video feed of three looped segments: TV news program (with a
duration of 3’21’’); iPhone add (30’’); and IMDB Top Ten show (7’). At the end, a
short interview was conducted and each participant was asked to answer three
questionnaires.

It is worth to refer that being the second release of the prototype closer to the final
version of the application the participants (Group #2) were allowed to freely explore
the app and interact with its features after the completion of the referred tasks.

All tasks were performed under a cognitive walkthrough approach, and all data was
recorder. After performing the tasks, and taking the CUE-model [14] as a framework

Fig. 4. Adaptations made to the application feed screen between March 2015 (image on the left)
and June 2015 (image on the right)
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and following adaptations mentioned in the UX considered literature (cf. ([15–18]),
three instruments were used in order to assess the users’ perspectives about the
application instrumental and non-instrumental qualities, and the users’ emotional
reactions to the whole experience.

For assessing the application instrumental qualities (e.g. controllability, effective-
ness, learnability), the research team used the SUS - System Usability Scale [19] and
the Pragmatic dimension of AttrakDiff [20] (see Fig. 5). The SUS-scale [19] is a
10-item questionnaire with a 5-point Likert scale developed to assess several usability
aspects such as ease of use and usefulness. As for AttrakDiff [21], it is an instrument
created to measure the user experience beyond the instrumental task-based approach,
by presenting the user/evaluator with three groups of semantic differentials. It also
records the perceived pragmatic quality, hedonic quality and the attractiveness of an
interactive product or application.

For accessing non-instrumental qualities (e.g. aesthetics, identification) the research
team used the AttrakDiff Hedonic dimension.

Finally, for the evaluation of emotional reactions (valence, arousal, and control of
the application), the research team used the SAM - Self-assessment Manikin [22]. The
SAM-Manikin is a non-verbal pictorial assessment method that directly assesses the
pleasure, arousal, and dominance associated with the user’s affective reactions to a
certain stimuli. The attractiveness value obtained from the Attrakdiff was also con-
sidered under this emotional dimension.

Qualitative data was also collected through the referred semi-structured interview
conducted at the end of the test sessions, aiming to get the participant’s opinion
regarding the application (its main features), the interface and the adopted solutions.

4.3 Participants

Thirty-eight individuals (23 male, 15 female) participated in the tests sessions, 18 in the
first session (March 2015) and 20 in the second session (June 2015).

Participants of the first session (hereafter referred to as “Group #1”) were aged
between 19 and 39 years old (age average = 28,1); 10 male, 8 female; 12 were
attending or had already finished graduation courses, 4 had a Master Degree and 2 a
PhD; 5 were full-time students, 4 were programmers, 2 were researchers and 2 were
lecturers, 1 was a designer and 4 had other jobs or occupations. Regarding Television
viewing and second-screen usage habits, 16 (89 %) mentioned to regularly watch
programs on the TV, 13 (72 %) mentioned to use second-screen apps to search for
information related with TV programs and 17 (94 %) mentioned to share content
related with TV shows on social networking sites.

As for participants of the second test session (hereafter referred to as “Group #2”),
they were aged between 21 and 39 years old (age average = 30,3); 13 male, 7 female;
16 were attending or had already finished graduation courses, 1 had a master degree
and 3 had a PhD; only 4 were full-time students, 2 were programmers, 2 were
researchers and 2 were designers, 2 were lecturers and 7 had other jobs or occupations.
Regarding Television viewing and second-screen usage habits, 16 (80 %) mentioned to
regularly watch programs on the TV, 9 (45 %) mentioned to use second-screen apps to
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search for information related with TV programs and 5 (25 %) mentioned to share
content related with TV shows on social networking sites. Nine of the 20 participants in
the second test session had already tested the application in the first test session, that is,
they were evaluating the application for the second time and for sake of a detailed
comparison between the results of both sessions were considered as a control group
(see section Discussion and Conclusions).

4.4 Results

As mentioned above, the prototype was developed under a UX approach and took into
consideration the CUE-Model proposed by Mahlke and Thuring [14] to collect the
participants’ opinions about the application. Instrumental and non-instrumental quali-
ties and the participants’ own emotional reactions towards the prototype were evaluated
by three different instruments: the SUS-Scale, the AttrakDiff scale and the
SAM-Manikin scale (cf. Fig. 5).

Group #1. In terms of instrumental qualities (assessed through the SUS scale and the
Pragmatic dimension – PQ - of AttrakDiff), data analysis (see Table 1) shows that
when evaluated by the 18 participants of Group #1, the prototype scored 77,1 (in a
maximum of 100) in the SUS scale, and 1,1 (in a maximum of 3) in the Pragmatic
dimension of AttrakDiff. This means that, at that development stage, the application
already had a good level of usability [23] but there was room for improvement in what
concerns its pragmatic qualities. This conclusion was consistent with the data collected
through interviews: when asked to share their opinion regarding the application and its
main functionalities, participants pointed that it was an “interesting” application,
namely by its ability to automatically present content related with TV programs.

Fig. 5. Data collection: UX goals versus instruments
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Regarding the usability of the application interface, most participants described it as
“easy to use”, “intuitive”, “interesting”, “accessible” and “well organized”. Never-
theless this global opinion, participants pointed out some aspects that needed to be
improved, namely the size (dimension) of some icons.

Non-instrumental qualities (closely related with visual aesthetics and identification)
were evaluated through the Hedonic Quality – Identity (HQ-I) and Hedonic Quality –

Stimulation (HQ-S) dimensions of the AttrakDiff instrument. On AttrakDiff, HQ-S
indicates to what extent the product can satisfy user’s need for novelty, interest and
stimulation, while HQ-I scores indicates in which extent the product allows the user to
identify with it. When evaluated by participants of Group #1, the application scores in
these dimensions – 0,8 in HQ-S and 0,9 in HQ-I – indicating that it meets conventional
standards in terms of aesthetics and attractiveness, providing users with identification
and meeting ordinary standards but with room for further improvements. This is
consistent with the qualitative feedback collected through the interviews: as mentioned
above, participants referred that some icons were not clear about its function and that
their size was too small.

“In my opinion it is a useful application. Nevertheless some graphical (iconographic)
improvements are needed” - participant #18

Emotional reactions towards the application were assessed through the
SAM-Manikin scale, where scores go from 1 to 9 and are classified as being negative
(from 1 to 4), neutral (5) or positive (from 6 to 9). Evaluated by Group #1, the
application got a rating of 7,3 on the satisfaction dimension; 6,1 on what concerns
motivation; while sense of control was rated as 7,1, indicating that participants felt
rather positive effects during the interaction. As for the overall impression of the
product, the application score in the Attractiveness dimension (ATT) of AttrakDiff
(1,3) indicating that the overall impression of the product is positive (i.e., “very
attractive”). This is consistent with the participants’ overall opinion, which pointed out
the feed area as one of the most important and relevant features/functionalities of the
application.

Table 1 resumes the scores attributed to the application by participants of Group #1
in each one of the three considered UX dimensions.

Finally, and questioned if they would use the second-screen application in their
daily lives, despite a positive answer from the major part of the sample, 3 out of the 18

Table 1. Application score according to the SUS, SAM and AttrakDiff instruments (Group #1)

Instrumental
qualities

Non-instrumental
qualities

Emotional Reactions

SUS
(0 to 100)

AttrakDiff
(-3 to 3)

SAM (1 to 9) AttrakDiff (-3 to 3)

PQ HQ-S HQ-I Sat. Mot. S. of C. ATT

77,1 1,1 0,8 0,9 7,3 6,1 7,1 1,3
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participants mentioned that – although considering the application interesting – they
would not use it, namely because they were not regular TV consumers.

During the tests, in an overall perspective, no major problems were revealed in
terms of navigation (e.g. access to previous markers, access to other features/menu
areas); and part of the iconography has been validated.

According to the evaluators feedback, it was possible to identify the following
suggestions for improvement: i) to make it clear for the user that he may navigate
between markers on the main page (e.g. by including the image of the beginning of the
next marker side by side to the main marker); adjust the size and shape of some icons;
include additional configuration and personalization settings.

“I just got confused on that feed area. How are the markers sorted?” – participant #3

“I was not seeing (user referring to the Bookmark button) that “ribbon” button… It is too
small” – participant #7

This first evaluation was very important in the development of the interface and
interaction options. The conclusions from this evaluation were integrated in the fol-
lowing version of the prototype for the final evaluation.

Group #2. As for Group #2, data analysis (see Table 2) shows that when evaluated by
the 20 participants the second release of the prototype scored 80,4 (in a maximum of
100) in the SUS scale, and 1 (in a maximum of 3) in the Pragmatic dimension of
AttrakDiff. In terms of instrumental qualities, this means that the application has a
slightly better level of usability (than on the first release), but still with room for
improvement in what concerns its pragmatic qualities. This conclusion was also con-
sistent with the data collected through interviews: when asked to share their opinion
regarding the application and its main functionalities, participants characterized it as
being “organized”, “simple” and “easy to use”.

“The navigation seems to be very straightforward” – participant #8

Non-instrumental qualities (closely related with visual aesthetics and identification)
were again evaluated through the Hedonic Qualities – Identity (HQ-I) and Stimulation
(HQ-S) dimensions – of the AttrakDiff instrument. When evaluated by participants of
Group #2, the application scores in these dimensions (0,4 in HQ-S and 0,9 in HQ-I)

Table 2. Application score according to the SUS, SAM and AttrakDiff instruments (Group #2)

Instrumental
qualities

Non-instrumental
qualities

Emotional Reactions

SUS
(0 to 100)

AttrakDiff
(-3 to 3)

SAM (1 to 9) AttrakDiff (-3 to 3)

PQ HQ-S HQ-I Sat. Mot. S. of C. ATT

80,4 1,0 0,4 0,9 7,1 6,0 6,6 1,1
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indicate that it meets conventional standards, providing users with identification and
meeting ordinary standards of stimulation but with room for improvements. This is also
consistent with the participants’ opinions collected during the interviews, where one
participant described the application as being “pleasant, with the essential features”
(participant #10) and three participants (#3, #12, #15) describe it as being “build
according to standards” and “consistent with other Android apps”.

Emotional reactions towards the application were at this stage also assessed through
the SAM-Manikin scale. Evaluated by Group #2, the application got a rating of 7,1 on
the satisfaction dimension; 6 on what concerns motivation; while sense of control was
rated as 6,6, indicating that participants felt rather positive effects during the interac-
tion. This score may be a good indicator that, with further developments, the appli-
cation will have stronger possibilities of being adopted by future users. As for the
overall impression of the product, the applications score in the Attractiveness dimen-
sion (ATT) of AttrakDiff (1,1) indicates that the overall impression of the product is
positive. This is coherent with the participants’ opinions collected during the inter-
views, as 65 % of the participants describe the application as being “organized”, and
mention that – depending on the TV show they would be watching – they would
probably use it in future scenarios.

Table 2 resumes the scores attributed to the application by participants of Group #2
in each one of the three considered UX dimensions.

5 Discussion

By comparing data presented in Tables 1 and 2, it is possible to see that (cf. Table 3) –
despite small changes have been made to the applications interface following the
results of the first evaluation – the overall opinion about the application has improved
in an unbalanced way.

With exception of the SUS scores (77,1 for the first session and 80,4 for the second
session), AttrakDiff and SAM-Manikin scores slightly decreased from the first to the
second evaluation.

Table 3. Comparison of scores given by Group #1 and Group #2

Instrumental 
qualities

Non-instrumental 
qualities

Emotional Reactions

SUS

(0 to 
100)

AttrakDiff (-3 to 3) SAM (1 to 9) AttrakDiff (-3 
to 3)

PQ HQ-S HQ-I Sat. Mot. S. of 
C.

ATT

Group #1 77,1 1,1 0,8 0,9 7,3 6,1 7,1 1,3

Group #2 80,4 1,0 0,4 0,9 7,1 6,0 6,6 1,1
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Taking into consideration the characteristics of the two groups presented in the
“Participants” sub-section, namely in what concerns to Television and Second-screen
habits, and despite its small size, it is possible to suggest that having regular habits of
using second-screen applications (72 % of participants of Group #1 claimed to use
second-screen apps to search for information related with TV shows, while only 25 %
of Group #2 claimed the same) may influence the overall impression of other
second-screen applications and systems. In a certain extent, this validates Mahlke and
Thuring [14] claims that the characteristics of the user, such as knowledge and skills
influence the overall experience as much as the characteristics of the system or
application (e.g. functionality, interface design).

Moreover, it means that when developing second-screen applications in a UX
approach and taking the users’ opinions into consideration, developers and designers
must work not only towards improving usability but also the whole experience.

This was clearly the case of the context-advertising feature that was introduced just
before the second evaluation. The disruptive character of the ads gave the users a sense
of not being able to control the application, thus affecting the SAM-Manikin score
related with “Sense of Control”.

When considered the Control Group, and despite its smaller number of participants,
these conclusions can be analyzed in a more meaningful way. When observing Table 4
reflecting the differences in the several analyzed dimensions from the same group of
participants involved in the first and second evaluation, it is possible to conclude that as
a whole the application has improved in what concerns its usability (SUS),
non-instrumental qualities (aesthetics +29 % and identification +14 %) and attrac-
tiveness (ATT +18 %). In terms of the dimensions were a decrease was observed, it is
important to address the slightly reduction in the Pragmatic Quality (PQ -6 %) that
might concern a fortuitous fluctuation of judgment.

The more relevant drop in the remaining two dimensions of the SAM-Manikin
scores (Motivation -11 % and Sense of Control -13 %) might be explained with the
difference of results on some of the Attrakdiff “pairs of words”. As an example, it is
possible to observe a significant inversion (from the first to the second evaluation) on

Table 4. Comparison of scores given by partipants of the Control Group

Instrumental 
qualities

Non-instrumental 
qualities

Emotional Reactions

SUS

(0 to 
100)

AttrakDiff (-3 to 3) SAM (1 to 9) AttrakDiff (-3 
to 3)

PQ HQ-S HQ-I Sat. Mot. S. of 
C.

ATT

CG fore 73,6 0,95 0,5 0,6 6,7 6,2 7,8 0,9

CG after 80,6 0,9 0,7 0,7 6,7 5,6 6,9 1,1
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the classification of the set “unpredictable” versus “predictable” probably due to the
referred approach to present users with unexpected ads.

6 Conclusions

The growing adoption of mobile devices as additional platforms for watching video
and television content fostered the development of services and applications designed
to deliver additional information related with the TV content. Mobile devices, however,
have specificities that create multiple challenges in the field of User Experience,
emphasizing the need, when developing second-screen applications, to consider
dimensions such as the emotional impact and user’s engagement with the product.

In this paper, authors introduced the development process of a second-screen
application able to automatically identify content being displayed on the television
screen and present related synchronized information. As the development was con-
ducted under a UX participatory approach, users’ opinions were considered in all
stages of the process, aiming for a better, more intuitive, engaging and ease to use
application. By including users in early stages of the development process and by
asking them to evaluate the application instrumental and non-instrumental qualities and
considering their emotional reactions it was possible to estimate not only the appli-
cation usability but also its impact and ability to motivate and create better user
experiences.

The adopted UX evaluation was supported in a common ground procedure in what
relates to considering a control group and a script suitable to evaluate non
work-oriented applications (balancing free and guided usage of the application). In
addition, a qualitative gathering of data (through interviews and a think aloud protocol)
combined with validated instruments as proved to be an efficient approach. Actually,
the triangulation of the SAM, SUS and Attrakdiff questionnaires (presented to the
participants in this order) allowed to extract important and consistent conclusions in
what relates to the Instrumental Qualities of the application being evaluated (obtained
from a combination of the SUS and Attrakdiff - PQ dimension); its Non-instrumental
Qualities (from HQ-S and HQ-I dimensions of Attrakdiff); and Emotional Reactions
(obtained through SAM and ATT dimension of Attrakdiff).
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Abstract. Twitter has established itself as one of the most influential social
networks. This article performs a content analysis on the five Twitter profiles of
the five news programs broadcast by general-interest TV networks in Spain
according to the audience ranking provided by Kantar Media.

We have defined variables that include the description of the news profiles,
type of post, frequency, response and user interaction, analysing the capacity of
news programs to use Twitter to disseminate content and generate conversation,
their acquired reputation, and user quality.

Keywords: Journalism · Communication · Internet · Social media · Twitter ·
Digital media · Interactivity · Second screen · Interactive television

1 Introduction

Television is still the leading media in society, with a penetration of 88.3 % according
to 2014 data from AIMC [1] and Kantar Media [2]. Despite having less penetration than
television, Internet has been experiencing slight growth in recent years. Accordingly,
Internet is the medium where the greatest increases in daily users and interaction are
being noted. This is proved by EGM [3] figures for 2015. In 2013, 25.379 % of the
population used Internet; in 2014 this figure increased to 27.015 % and in 2015 it
increased further to 29.103 %.

Audiovisual is the king of the media. Television has evolved, becoming more alive
than ever, as some authors have noted. We are dealing with a new medium, one whose
content invades Internet. We may therefore say that television offers a new way of
interacting with users, via Internet and, by extension, the social networks.

According to Castells [4], television is increasingly approaching the social media,
interacting with users and creating constant feedback. While it is true that the social
media have the news before television, this is also the space where the networks have
their social profiles, apps and digital television.

A study published by eMarketer in 2014 [5] showed that half of all adults in North
America checked their social media profiles while they watched TV and that one out of
six commented on what they were watching.

According to a 2012 study by Nielsen [6], Twitter influences dozens of television
programs. According to this analysis, “reality shows” had the strongest influence (44 %),
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followed by comedy shows (37 %). The most striking figures came from sporting events
and monthly television programming, which generated 50 % of all social activity devel‐
oped around TV.

The media increasingly rely on Internet, using it as a tool to improve and increase
participation.

The media have discovered in the social media an additional means of connecting
with audiences. One of the social networks experiencing the greatest growth is Twitter,
the micro-blogging platform that allows users or subscribers to post brief comments
about their activities.

Although society still prefers TV for breaking news, Twitter proved to be an impor‐
tant source for the immediate transmission of information.

Social networks have changed the way we consume TV and platforms such as Twitter
have become undisputed stars of TV. Indeed, according to the study, 95 % of online
conversations about TV take place on Twitter [5].

Researchers from Carnegie Mellon University in the United States performed a
textual analysis of Twitter posts and found that the it may be used as a means to assess
public opinion [7].

With regard to the Internet sites most visited by users, social media occupy the fourth
place on the list. Facebook is the undisputed leader of the social media, with 96 % growth
and penetration, followed by YouTube (66 %) and Twitter (56 %). A study on social
networks performed by IAB Spain [8] shows that Youtube continues to be the most
highly-valued social network, followed by Spotify, Instagram and Facebook, while the
least valued are Tuenti, Badoo and Google+.

Twitter is the social network that has most grown over recent years, occupying the
fifth spot in the ranking of best networks.

With regard to frequency of usage, the study shows that average use is 3.6 days per
week, Facebook once again featuring as the network with the highest frequency of use
(every day), followed by Twitter. Instagram follows closely behind Twitter in third
place, overtaking the Youtube video network.

Twitter allows all users to participate directly in the development of news messages,
in what the authors call ‘participatory journalism’. This is possible thanks to the built-
in interactivity and referential ability provided by Twitter [9].

The media need to promote their strategies in the social networks, exploring the
possibility of attracting new interest groups as audience. We are dealing now with jour‐
nalism 2.0, “a new, comprehensive and totally different journalistic style: in the matters
they address, in their treatment of the reader, and in providing references, links and
hypertext, as well as their instantaneity, etc.” [10].

At this stage, we are taking about journalism 3.0, the term coined by Dan Gillmor
to refer to information made digital by the media. The audience participates in the crea‐
tion of the news. Posting the article on the social media is not the end of the process, as
readers comment, debate and share content, at times generating a fluid digital conver‐
sation. Up till now, with traditional media, this was not possible [10].

The main use of the social networks continues to be social, and the favourite activities
of the users continue to include checking what their contacts are doing (66 %), videos and
music (58 %), sending messages (52 %), publishing content (39 %) and chatting (37 %).
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The novelty is commenting on current affairs, an activity that has risen since last year,
achieving 34 % penetration. This figure is linked to the sectors most followed by the social
media: telecommunications and technology (39 %) and culture and media (37 %).

Also interesting is the age of the users who access social media. Facebook, Youtube
and Twitter, the most popular platforms, have similar sets of followers. In the case of
persons who have access to Facebook, 78 % are aged 14–17 years, and 96 % are aged
18–55 years.

In the case of Youtube, 70 % are aged 14–17 years, while 66 % are aged 18 to 55 years.
Lastly, Twitter reaches 61 % in the first range and 56 % in the second.

The social media are places on the internet where users can connect with other users
to create a personal or professional network. One of the main objectives of social media
is activity, encouraging users to participate or to increase their participation.

Twitter is a powerful communications tool. “It allows any company to open a bidir‐
ectional, interactive communication channel with customers, suppliers, readers and
employees” [11]. Dorsey [12], the creator of Twitter explains, “With Twitter, we are in
daily contact, we know what we’re all doing without having to talk on the phone, people
are less inhibited, it’s a way of being more united, of sharing more stuff.” Cobos [13],
on the other hand, defines Twitter as “a way for users to relate with their followers,
publishing posts, known as tweets”, read by hundreds of people daily.

Cortes [14] defines the social network as “inviting users to publish entries with the
question ‘What are doing?’”. Thanks to its simplicity and constant evolution; Twitter
has gone from being “a communication platform to being an almost indispensable tool
in some environments.”

On the other hand, “DigitalNewsReport.es 2015” [15], drawn up by the Department
of Communications at the University of Navarra, maintains that the social networks are
the best platform on which to discover news and content (20 %), but that television,
which has a larger audience, continues to be the leader among Internet users for confi‐
dence, accuracy and reliability, analysis and opinion, and speed of coverage.
Twitter and YouTube tie in third position as social media for consumption, dissemina‐
tion and interaction with news (22 %). In terms of consumption of video news, 27 % of
users consume online news videos throughout the week, a 10 % increase over 2014;
23 % check out photo galleries.

This report reveals that what Internet users seek when the consume news is emerging
news and context, rather than entertainment. “80 % of Internet users get their news
through the social networks because they want to know what is happening in the world
around them, and 78 % are interested in understanding the issues that may affect them.”

With regard to television, the latest data on the behaviour of television audiences,
from April 2015, show that Telecinco (14.8 %) was the leading network for the eighth
straight month. According to the latest report from Kantar Media, Telecinco news
programs are the most viewed, with the audience weighted for the midday and evening
issues, while Antena 3 is leader in the afternoon segment from Monday to Sunday.

With new technologies, the traditional media are incorporating new audience partic‐
ipation and conversation channels, or at least that should be their aim. Viewers are no
longer mere consumers of information, but active users of a service with which they
decide to interact. With regard to journalists, their generally active participation in
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Twitter is evident, although this may often entail the dangers of unlimited first-hand
access to information [16, 17].

2 Material and Methods

The main aim of this study is to analyse the Twitter presence and use of the five most
influential general-interest TV networks in Spain over 1 to 30 June 2015, as well as the
results of their Twitter use.

The methodology used in this study is “a systematic, controlled, empirical, non-
judgemental, public investigation, critical of natural phenomena. It is guided by theory
and hypotheses regarding the alleged relations between phenomena” [18].

Content analysis was used, this being the ideal tool for studying Twitter content.
According to Bardin [19], we chose this technique since as it is ideal for the aims of this
study. Also according to other authors, including Castello and Ramos [20], the content
analysis method makes systematic, objective and quantitative study of Twitter commu‐
nication possible, measuring certain variables.

This article performs a content analysis on the Twitter profiles of the five leading
news programs broadcast by general-interest TV networks in Spain, according to the
audience ranking provided by Kantar Media. In this study, we have defined valuables
for each network, including number of followers and profiles followed, average number
of tweets per day, number of tweets in which the user mentions the network, number of
links contained in each tweet, total number of tweets, number of tweets that are retweets,
tweets retweeted by others, tweets favourited by others, hashtag use, number of tweets
per day of the week by each network and number of tweets by time of day, in hourly
segments. Analysing these data provides us with information including the description
of the news profiles, type of publication, frequency, response and user interaction,
analysing the capacity of the news programs to use Twitter to disseminate content and
generate conversation, their acquired reputation, and the quality of their users.

The data were analysed using the Tweetchup free tool, one that is surprisingly easy
to use and gives access to key statistical information.

To choose the sample, this study took into account the ranking of television media
and general-interest network news programs drawn up in April 2015 by Barlovento
Comunicación, using data from Kantar Media, the most popular being Telecinco, Antena
3, Televisión Española and La Sexta (ahead of Cuatro by 234,000 spectators).

The news programs of the leading networks are re-broadcast on Twitter, by means
of Tweets which, in turn, may include links to photos or video. By means of this new
strategy, news networks can interact with viewers, allowing them to participate in and
be involved in the story.

As mentioned already, Twitter is growing daily with regard to the set of variables to
be taken into account. These include: number of tweeps (coverage), number of users,
level of conversation, activity, hashtags, favourites, tweets, retweets, engagement,
quality of followers, etc. In order to correctly understand the variables analysed in this
study, we considered defining each of the terms using Twitonomy, the Marketing and
Social Media dictionary published by the PuroMarketing [21].
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Hashtag: Twitter labels. Used basically to generate discussion on a particular topic. A
hash symbol is placed before the keyword (e.g.,#marketing).
Tweet: short (140-character maximum) public messages posted on Twitter.
Followers: number of followers.
Following: number of users followed by the network.
Retweets: number of times a tweet is re-posted.
Favourite: number of times a tweet is marked as favourite.
Quality of followers: based on influence, interaction and number of followers.
Tweets per day: average number of tweets posted each day. The higher this number,
the more active the Twitter user is.
Links: average number of links on Twitter. The greater the number of links, the more
likely it is that the user is a source of information on Twitter.
Mentions: proportion of mentions that are direct responses to tweets.
Engagement: generating an emotional bond between brand and consumer.

From the point of view of the media, Twitter appears to be well accepted, because
it allows headlines to be sent. The leading networks personalise their messages, seeking
proximity and empathy, using colloquial language and second person pronouns to
engage with users.

We have taken the following hypotheses into account in this study:

H1: Increased activity (average number of tweets per day) by news media is linked to
increased follower numbers.
H2: The number of people followed by each Twitter profile is greater than the number
of followers.
H3: There is a link between the number of tweets per hour and the time the news
program is broadcast.
H4: There is a link between the number of tweets containing links and the number of
mentions.
H5: News programs generally use hashtags to generate debate among viewers.
H6: The network with the most viewers, Telecinco, gets more retweets than the other
networks.
H7: News program feedback on Twitter is bidirectional, with a high percentage of
messages being favourited by users.
H8: There is a working structure which includes a number of Tweets per day.

3 Results

As Table 1 shows, the highest number of followers is held by @A3Noticias, with
931,294, followed by @SextaNoticias and @Noticias_cuatro. It is striking that @tele‐
diario_tve is the last in follower numbers.
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Table 1. Followers of each network on Twitter

Table 2. Number of users followed by each network

Table 3. Average number of tweets per day
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Table 2 shows that @Informativost5 is the network that follows most users, followed
by @noticias_cuatro; once again, @telediario_tve brings up the rear, following only 48
users.

Table 3 indicates that the highest average of Tweets is by @A3Noticias, followed
by @telediario_tve and @sextaNoticias, with @noticias_cuatro in last place.

As Table 4 shows, the best result for users mentioning the network in their tweets
is for @sextaNoticias, followed by @telediario_tve, with @informativost5 in last
place.

Table 4. User mentions in tweets

In Table 5, number of Tweets containing links posted by the networks, @A3Noticias
leads the way, followed by @telediario_tve and @SextaNoticias, with @Informativost5
and @noticias_cuatro in last place.

Table 5. Links within tweets
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Table 6. Total tweets per network

Table 6 shows the total number of tweets published by each network. @A3Noticias
is at the head, followed by @sextanoticias. @noticias_cuatro brings up the rear, with a
level of activity far below the average.

Table 7 shows that @sextanoticias leads easily in number of tweets that are
retweets, with 32.3 %, followed by @A3Noticias and @telediario_tve, both a long
way behind.

Table 7. Number of tweets that are retweeted

The number of network tweets retweeted by others is contained in Table 8, which
shows that 99.9 % of @SextaNoticias tweets are retweeted, followed by @A3Noticias
with 99.1 %, then @Informativost5 and @noticias_cuatro with 95.2 % each; @tele‐
diario_tve brings up the rear with 88.3 %.
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Table 8. Tweets retweeted by others

Table 9. Tweets favourited by others

Table 10. Number of hashtags used
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The favorites section is very tight (Table 9), falling within a range of 66 %–96 %.
The best result is for @A3Noticias, followed by @informativost5, @noticias_cuatro
with 88.4 %, @telediario_tve with 75.7 % and finally @sextaNoticias with 66.3 %.

Table 10 shows the number of hashtags used in tweets by the networks examined in
this study. As we can see, @telediario_tve clearly uses more hashtags than the others.

Table 11. Number of Tweets per day

Table 12. Tweets per hour

Table 11 shows the number of tweets per day. On Mondays, @informativost5 tweets
the most often, followed by @telediario_tve and @sextanoticias. On Tuesdays, first
place is held by @A3Noticias, followed by @telediario_tve and @sextaNoticias.
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Wednesdays are led by @A3Noticias, followed by @SextaNoticias and @tele‐
diario_tve. Thursdays are also led by @A3Noticias, followed by @SextaNoticias and
@telediario_tve; these top three places are maintained through to the end of the week.

Table 12 indicates very clearly that the leader in temporary tweet location is @tele‐
diario_tve, at a considerable distance from the other news programs, even at the times
the programs are broadcast. These times are different from those of @telediario_tve,
which reaches a high point from 1:00 p.m. to 3:00 p.m. and peaks at 9:00 p.m

4 Conclusions and Notes

Throughout this study we analysed the Twitter profiles of the five news programs with
most viewers included on the ranking of television media and general-interest network
news programs for April 2015 drawn up by Barlovento Comunicación using data from
Kantar Media [22].

Using the Tweetchup free tool, we analysed how TV news programs use Twitter,
examining their profiles, their impact, and audience behaviour.

Our findings will be used to draw up a detailed inventory of the use of each profile
on the platform, as well as giving an overview of the trends followed by the sample. We
also offer an understanding of the possible relationships between the variables analysed.

Following an empirical process, a series of hypotheses were raised, to be then
confirmed or refuted.

With regard to the first hypothesis: “Increased activity (tweets total) by news
programs is linked to a higher number of followers”. Table 6 shows that @A3Noticias
is in the lead, followed by @sextanoticias, with @informativost5 in third place, @tele‐
diario_tve in fourth place and @Noticias_cuatro bringing up the rear. In Table 1, the
first position is held by @A3Noticias, followed by @SextaNoticias, with @Noti‐
cias_cuatro in third place, followed by @informativost5 and finally @telediario_tve.
Accordingly, this hypothesis must be refuted as, although @A3Noticias and @sexta‐
noticias may seem to indicate a link, this is not reliably followed in the other three cases.

Second hypothesis: “The number of people followed by each profile is greater than
the number of followers”. Having analysed Tables 1 and 2 we must refute the hypothesis,
as the number of followers is higher than the number of people followed. We should
note that it seems appropriate that any media with a social media profile should aim at
symmetrical two-way communication (Grünig, 2003), [23] allowing bidirectionality
between news and the audience. On the other hand, interactivity and two-way commu‐
nication between audience and news program may favour audience participation in the
new communicative framework. This model also makes it easier to know the audience,
understand their needs, ensure the sale of the news product, maintain user loyalty and
increase the social influence of the program. (Salaverría, 2005). [24].

Third hypothesis: “There is a link between the number of Tweets per hour and the
time the news program is broadcast.” Having examined Table 12 and taking into account
the time each program is broadcast, we must confirm this hypothesis, as there is a notable
increase in the number of tweets while each program is being broadcast.
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Fourth hypothesis: “There is a link between the number of Tweets containing links
and the number of mentions.” In accordance with the Tables 4 and 5, we must conclude
that there is no link between the number of tweets containing links and the number of
mentions; accordingly, we must refute this hypothesis.

Fifth hypothesis: “News programs generally use hashtags to generate debate among
viewers.” Looking at Table 10, we observe that @telediario_tve makes the most use of
hashtags to generate debate among viewers, but this rule is not followed so closely by
the other networks. Accordingly, we must refute this hypothesis. We should mention
the increase in hashtag use by most TV programs, both to generate debate and as a tool
to study and analyse the scope and impact of each news item, favouring the decision-
making process.

Sixth hypothesis: “The network with the most viewers, Telecinco, gets more retweets
than the other networks.” A look at Table 8 shows that @informativost5 is not the profile
that receives the most retweets, even though it has the largest TV audience. Accordingly,
the Sixth hypothesis must be rejected.

Seventh hypothesis: “News program feedback on Twitter is bidirectional, with a high
percentage of messages being favourited by users.” Having examined Table 9, we see
that the favourites section is very homogenous - from 66 % to 96 %. We may conclude
that there is a high percentage of user favorites, which would indicate bidirectionality.
Therefore, we may confirm this hypothesis.

Eighth hypothesis: “There is a working structure which includes a number of tweets
per day”. If we look at Table 11, we see a certain uniformity in the number of tweets
published every day of the week by each profile, so we can confirm this hypothesis.

As a general note and for future research, it would be interesting to expand the
research, analysing viewer profiles and including psychological and social variables,
affinities and visual and auditory preferences, for a better understanding of the possible
link between decision-making and Twitter use.
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Abstract. Activities promoting dialogic interactions between user and appli-
cation are based on technology-enhanced pedagogical models that focus on the
potential of the applications.
This work presents a methodological approach to analyze the digital narrative

that a person develops in association with the interactive iDTV application. The
methodology consists of recording the user´s actions to recreate interaction
narratives. The aim is to identify actions that modify the development of the
activity and generate changes in the way the user approaches the object.
According to these actions (disturbances) data are fragmented into a set of
interaction segments based on which each viewer´s work style is inferred.
The reconstruction of digital narrative provides information about the inter-

active processes to develop more elaborate pedagogical models.

Keywords: Digital interaction � Educational content � iDTV

1 Introduction

The technological advances in iDTV have brought about a communication paradigm
shift. Interaction has changed the role of passive viewers involved in one-way com-
munication, and turned them into active users who manage the content.

Interaction and digitization provide the main features of the iDTV content. Digi-
tization makes it possible to include quality images and sound [1], as well as to edit and
reuse the multimedia content. Interactivity determines the digital media and enables the
user to change the flow and shape of the content. That is, it allows the user to interact
with the medium developing in this way the “digital narrative”.

Interaction promotes personal learning strategies [2] that allow users to create
narratives that suit their interests. The user manages the virtual objects (texts, images,
sounds, etc.) to obtain the desired result, and generates different system states at each
stage of the process. The user takes now an active role, and performs dialogic actions
with the content [3].

Interactions take place in the space where the application interface and the rest of
the elements blend together. Such interactions involve social, cognitive and digital
dimensions. It should be noted that complex cognitive and semiotic processes lie
behind the apparent transparency and automaticity of the interaction [4].

The process of designing and developing educational content for iDTV is a very
complex one and combines computer interactivity with traditional TV educational
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models. The characteristics of the designs are similar to those of the instructional
models used in e-learning to provide flexible and personalized education [5].

Interactivity offers options to produce adaptable and entertaining educational
content for iDTV, with the potential to attract viewers’ attention and turn them into
active learners. The challenge is to develop pedagogical models that facilitate learning
for a diverse audience varying in age and educational level. According to Abadía [6],
there is a lack of studies that explain how to integrate the way in which people learn
into this kind of environment.

This work is the first stage of a research project aimed at studying the relationship
between interaction and pedagogical model in the production of content and learning
processes in an iDTV-based environment. This article presents a methodological
approach for the analysis of digital narratives that a person develops in association with
the interactive iDTV application.

The aim is to reconstruct the digital narratives according to what the person says
and does and on the feedback from the application. An ad hoc interactive content was
created to assess of the interactions, in order to identify the characteristics that a
pedagogical model for iDTV should have.

Section 2 below outlines the pedagogical aspects involved in the design of inter-
active content. Section 3 deals with the process of “ad hoc” interactive content design.
Section 4 presents the methodology for the reconstruction and analysis of interactive
processes. Finally, Sect. 5 presents a summary of the results obtained and discusses the
implications for the redesign of interactive content.

2 Pedagogical Frame

Technology-enhanced pedagogical models take into account the potential of the
applications used for learning activities that promote dialogic interactions between the
learner and the application. This dialogue is built around the user’s declarative and
procedural knowledge, the representations enabled by the different activity system
devices [7], and the construction of new knowledge.

The constructivist paradigm assumes that students are actively involved in learning
and take control of the process. In this regard, the activity is crucial and should present
a challenge to promote critical thinking. For example, it may be a question, problem or
situation.

In most activities, learning ones in particular, there are support systems for cog-
nition, which are oriented towards existing knowledge; representations, or ways of
symbolizing knowledge; retrieval, or ways of finding knowledge; and reconstruction,
or new ways of structuring knowledge [8]. These notions guide the study of mediated
learning interactions.

To study interactions in technological contexts, a cognitive and interpretative
approach can be used. Such approach regards the interface as a text with which the user
interacts to achieve a particular objective [4]. The text is built during the interaction and
a particular narrative is generated for each situation. According to the instrumental
genesis approach [9], in the user’s narrative is reflected the integration of the artifacts in
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the activity. They are processes of accommodation and assimilation by which the
person appropriates the device and gives it meaning as an instrument.

The content for iDTV may adopt an instructional, constructivist or recreational
approach [10]. In either case, the pedagogical intention should determine the content, in
direct relation with the interaction.

3 iDTV Content Design and Implementation

The relationship between a device and its use is a complex one. According to Rabardel
and Bourmaud [11], the design of an artifact is a process that continues when it is used.
These authors take an instrumental approach centered around the integration of the
artifact into the structure of human activities [12]. They argue that a person activates
appropriation processes when using an artifact to perform an activity—by refining the
artifact utilization schemes (those included in its design), the personal ones (those
developed when interacting with other artifact), and the ad hoc ones (those the person
creates to do specific activities for which the artifact has not been designed).

That is, a user-centered perspective is adopted. The focus shifts from the applica-
tion to what the user is most capable of doing with it. The authors take into account the
dual nature of instruments: that which comes from the artifact itself, and that which
originates with the user’s utilization schemes [11].

The instrumental meaning given to the artefact depends on the activity, specific
conditions, existing knowledge, needs, etc. The interaction has learning characteristics
and allows the user to gain more expertise.

A pedagogical model that provides the answers to application design questions—
what, what for, when, and how—should consider the particularities of the associated
content. Non-interactive content may be aimed at providing information, or, in the case
of telling a story, at making the viewer reflect on the situation presented. In other
words, interaction will take place depending on the knowledge available—the user is
not encouraged to perform an action on the application and redirect his thought
according to the response. The aim of some interactive content may be to provide
information requested by the viewer just like an internet search; the viewer may be
interested in some particular information or may simply view the information the
application offers. In the second case, the viewer has a passive role and does not use the
available interactivity. The difference between interactive content and that of traditional
TV lies in the fact that the viewer has the control. To sum up, interactivity promotes an
action on the part of the user, which results in an identifiable record of an exchange
between viewer and content.

To illustrate the analysis of digital narratives, ad hoc content was designed and
implemented, using some linear educational content available on YouTube. This video
(Fig. 1) was produced by students from the Faculty of Arts of Universidad Nacional del
Centro de la Provincia de Buenos Aires for PuntoVerde Tandil, and deals with the
subject of environmental care [13]. The animation explores the issue of the plastic used
in bags and bottles.

Interactive content requires a non-linear production format. In this case, the original
content was divided into several video segments that revolve around four concepts: a
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main concept (the use of plastic bags) and three secondary ones (decomposition time of
plastic, effects on the environment, and garbage). The part of the film that introduces
the problem and presents the concepts was regarded as the content backbone and then
hyperlinks were created at specific points.

By combining “texts” in different formats—audio, video, images, and written text
—hyper-content was therefore produced, which consisted of a main script with entry
points to interactive complements that also have their own scripts [14] that develop the
secondary concepts.

Figure 2 shows the relationship among the multimedia objects in relation to a
timeline. The objects are displayed for an explicit period of time relative to the main
video and interactivity is enabled on one of the objects for a given time interval. By

Fig. 1. Video without interactivity became hyper content [13]

Fig. 2. Timeline of the iDTV interactive content, model adapted from [15]
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clicking a remote control button, the user activates the link and a new multimedia
object is displayed.

The application for GINGA Middleware was developed in NCL language using
NCL Eclipse [16] as a tool. It has non-linear content, in which all the objects are
synchronized with each other including the audio and the main video. The development
shows how the objects are structured and related in space and time.

Figure 3 shows the codes used to implement interactivity. These codes refer to the
keys on the PC keyboard that allow simulating the TV remote control buttons in Ginga
Windows.

The objective of the interactive content in this case was to encourage reflection on
the amount of plastic used daily, the garbage generated and the consequences for the
environment.

In general, viewers take decisions based on their previous knowledge or under-
standing of the information provided. For this reason, instead of the usual option menu,
the interactivity was incorporated depending on the argument. This is illustrated in
Fig. 4, which shows a point of entry to a path of the hyper-content that leads from
Video 1 to Video 2 (Fig. 2). The interactivity- associated argument was represented as
a blue text box with white letters, which the viewer selects by pressing the blue button
on the remote control (simulated by F4 in Windows).

Fig. 3. Ginga-Windows codes used to simulate the remote control

Fig. 4. Interactivity-associated argument is represented as a text box with a question on blue
background. (Color figure online)
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4 Reconstruction and Analysis of Interactive Processes

To develop a pedagogical model for educational uses of iDTV, knowledge about how
we interact in such environments is essential. We therefore first aimed to explore
interactions with an iDTV application.

The interpretative study of an activity should be based on the discursive dimension
of the situation. The dialogic nature of discourse, including digital discourse, enables a
detailed analysis of the phenomenon that occurs in representation and meaning pro-
cesses. This kind of analysis uses an interactional time scale [17] that represents
information granularity, with a short time span of minutes or seconds, and allows
considering digital interaction.

Interactivity allows for content personalization based on the users´ decisions (where
they want to go) within the limits imposed by the design. The narrative dimension
appears in the interaction—it develops in time following a linear operations chain that
triggers a succession of states. In this dimension, the user manipulates virtual objects
(texts, images, sounds, etc.) until achieving the expected result, and generates different
system states at each stage [4].

An instrument is proposed for the exploration of discourse components in an
interactive session with an iDTV application. The reconstruction and analysis of the
viewer’s narrative takes into account the conceptual, social, and technological
dimensions of interaction. The digital one considers the characteristics of the devices
used, the narratives offered, and the interaction sequences developed by viewers. It also
deals with the disturbances regarding the application or the content, which express the
meaning attributed to the activity.

This instrument was designed with a learning situation in mind, in which the viewer
interacts with an iDTV application. Its content has local interactivity; the viewer
accesses the data received and stored in the set-top-box.

The record of the actions performed on screen and of the audios and videos,
provides information on the interactive processes. At the end of the session, semi-
structured interviews are carried out to keep a record of the viewer’s perceptions of the
usability of the application, and the viewer’s comprehension level of the content
delivered.

4.1 Methodology for the Analysis of Interactions. A Case Study
Description

One pilot study was implemented to identify the navigation features associated with the
construction of a narrative. Since the content was related to information on the envi-
ronment which may be of interest to children, young people and adults, potential
viewers were estimated to be of a wide range of ages. Ten participants of different ages,
occupations and interests were selected for the analysis. They all had experience using
interactive technology. Interestingly, some of them were consumers of YouTube videos
and video games. Table 1 shows the participants and their characteristics.

Two different versions of the application were used for the interactions test. In the
first version, interactivity points were indicated by button icons representing the
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concepts to be explored. In the second one, they were indicated by a question in a text
box. In both versions, interactive elements were accessed through the blue button on
the remote control. Table 3 indicates the version with which each participant interacted
(* = icons, and ✓ = text box).

For data collection, the PC Ginga-Windows simulator was used and all digital and
dialogic interactive sequences were recorded. Freez Screen Video Capture software
allowed us to record the screen actions and audio of the interaction—in this case, oral
comments by the viewers while they interacted with the application. The interviews
with each viewer were also recorded in audio format. Events occurred with the passage
of time, at the beginning or end of the playback of multimedia objects and following
the viewer´s actions on the remote control.

4.2 Reconstruction and Interpretation of Narratives

Being an exploratory study, this first approach shows the structure of the narrative
created by the viewers, and their opinions on the subject and the application. We
believe this will allow reconstructing their experience and understanding their partic-
ular ways of creating paths. In other words, the idea is to recreate a process of
knowledge representations and retrievals.

To do this, we first need to know possible navigation paths designed for the
application. The application interface uses visual language that integrates formal
vocabulary and syntax that describes and controls the system elements. As Fig. 2 shows,
content navigation may be the following:

• Linear, without user’s interaction. The main content is presented in video format
(V1) with an explicit time limit (-●). In this route, the objects displayed are acti-
vated to follow links to other information nodes. Dotted lines with diamonds at the
ends (◆….◆) indicate intervals in which interactivity is activated.

Table 1. List of participants´ characteristics (age, occupation/interests)

Participant Age Occupation/interests Interactive experiences

T1 75 Housewife Internet
T2 9 Primary school student Internet, YouTube, Videogames
T3 24 Graduate in business

administration
internet, social networks, videogames,
YouTube

T4 21 Environmental technology
student

internet, social networks, videogames,
YouTube

T5 25 Lawyer internet, social networks, YouTube
T6 35 Bank employee internet, social networks
T7 38 Systems engineer internet, e-mail, social networks
T8 48 Physics secondary teacher internet, e-mail, social networks
T9 18 New entrant to university internet, social networks, videogames,

YouTube
T10 41 Primary teacher internet, social networks
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• First level hyper navigation, with user interaction. The main content is developed in
video format (V1), and objects displayed in image format offer two interactivity
points. The images are blue text boxes with questions inviting the user to explore
the concepts, associated with the blue button on the remote control (Plastic Bags
and Garbage). By clicking on these objects, the user starts playback of videos (V2)
and (V5) respectively, both with an explicit time limit.

• Second level hyper navigation, with user interaction. Access to information nodes is
allowed only if the nodes in the previous level have been accessed before. In the
example, during video playback (V2) two new interactivity points are indicated by
image objects. Images are blue text boxes with new questions (Time, Bottle). As in
the previous level, interactivity is associated with the blue button on the remote
control. By clicking on the objects, the user starts playback of videos (V3) and (V4)
respectively, both with an explicit time limit.

A description is offered of how data are constructed by integrating the conceptual
categories with the above-mentioned records.

The analysis of an interactive session with an iDTV application, helps us identify
actions that modify the development of the activity and generate changes in the way the
user approaches the object—e.g. selection of complementary content, gaps in the
interactive sequence, execution of nodes in parallel, etc. Such actions, called distur-
bances, allow fragmenting data into a group of interaction segments (IS). Table 2
shows possible actions to be carried out on content with interactivity based on navi-
gation options. The interpretative analysis of the segments allows inferring each user’s
work style.

In the case of this application, the IS can only be started through disturbances
related to SA (start of the activity) and NN (opening of a new information node).

Table 2. Interaction disturbances that determine fragmentation.

Code Disturbance Description Possible examples

SA Start of
activity

The first interaction segment is started

CS Change of
scene

A new scene is uploaded resulting in a
screen change. This disturbance occurs
when it is possible to fast-forward or
rewind the recording.

The scene “n: < En>”
is selected

NN New Node A new complementary node is opened.
This disturbance takes place when
there are several simultaneous options,
for example in the case of an option
menu.

An image object is
enlarged

A video object is
enlarged

An text object is
enlarged

NP New node
in
parallel

A new node in parallel is opened. Several
parallel contents are displayed on the
same screen—for example a video with
an accompanying text.

The situation is
presented from a
different perspective
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By interacting with the content, each viewer creates a personal narrative depending
on previous experience with multimedia applications. Table 3 shows the narratives
created by the 10 participants in the interaction test. The nodes selected by the par-
ticipants are indicated in blue.

Some participants considered only the V1 linear content sequence. This narrative
was observed for participants T2 and T8 when they first dealt with the content.

Participants who navigated the whole content followed the sequence V1-V2-V3-
V2-V4-V2-V1-V5-V1. Nodes accessed by choice are indicated in bold; access to node
V2 by default, after accessing second level nodes V3 and V4 (see Fig. 5), is indicated
in italics.

It should be noted that none of the participants carried out a complete navigation
(that is, visited all the nodes) the first time they interacted with the content.

Two participants visited all the nodes in the second trail, two in the third one, one in
the fourth, and three participants, two of whom used “exit” not to revisit nodes, did so
in different paths. Thus eight participants in total carried out a complete navigation.

Table 3. Narratives created by the 10 participants through content interaction

Viewer Navigation sequence

T1 (✓) V1-V5-V1
V1-V2-V1-V5-V1
V1-V2-V3-V2-V4-V2-V1-V5-V1

T2 (✓) V1
V1-V2-V4-V2-V1-V5-V1
V1-V2-V3-V2-V4-V2-V1-V5-V1

T3 (✓) V1-V2-V4-V2-V1-V5-V1
V1
V1-V2-V3-V2-V4-V2-(exit)

T4 (✓) V1-V2-V1-V5-V1
V1-V2-V3-V2-V1
V1-V2-V4-V2-V1

T5 (✓) V1-V5-V1
V1-V2-V3-V2-V4-V2-V1-V5-V1

T6 (✓) V1-V5-V1
V1-V2-V4-V2-V1-V5-V1

T7 (*) V1-V5-V1
V1-V2-V4-V2-V1

T8 (*) V1
V1-V2-V1-V5 (exit)
V1-V2-V1 (exit)
V1-V2-V3-V2-V4-V2-V1-V5-V1

T9 (*) V1-V5-V1
V1-V2-V3-V2-V1-V5-V1
V1-V2-V3-V2-V4-V2-V1-exit

T10 (*) V1-V5-V1
V1-V2-V3-V2-V4-V2-V1-V5-V1
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Six participants accessed V5 video node (see Fig. 2) in the first interaction with the
content—narrative V1-V5-V1. Three of them reported not seeing the icon that indicates
access to V2 node (Plastic Bag). On a second visit, and after being advised of the
presence of interactive objects, they accessed V2 node, and second level nodes V3 and
V4. Other participants said that they had tried to access to V2 but had not been
successful. For example T7 explained that image delivery was too fast and so allowed
no time to access the buttons or to read the instructions displayed at the beginning.

In general, participants had difficulty in identifying interactivity points. All of them
expressed interest in some issues regarding the subject matter. However, none of them
were interested in the interactive features of the videos.

Interactive processes between viewers and content can be regarded as cultural
communication processes. An interaction can then be considered as an interchange of
meaning and representations—a representation of a particular object can be generated
from stimuli such as meaningful dots, strokes or sounds.

5 Results and Discussion

The variety of stimuli and languages is certainly relevant when considering the
viewer’s representations which are of course not necessarily the same as those of the
content designer. At this stage, an interesting result is obtained from the viewers’
statements regarding the representations fostered by the content, and the presentation
and usability of such content.

It should be noted that all viewers played the video two or three times and these
different recreations are understood as instances of content recovery. The first time,
none of them identified the possibility of examining some specific ideas. This was

Fig. 5. Diagram of a navigation sequence. Links selected by the viewer are indicated in blue,
and a red line indicates the video sequences determined by context default. (Color figure online)
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probably due to the viewer´s representation of what we call “button” which becomes
evident here. By “button” we usually mean that which allows choosing a concept to be
further explored (for example, bags). From the point of view of the image presented, in
this case that button was a text box with a question. At the beginning of the video,
participants were told they would have to press certain computer keys (that simulated
the buttons on a remote control) associated with particular colors. The representation of
a button proved therefore difficult.

In addition, the video introduces at the beginning a warning reading “Attention: this
documentary is interactive”. This seemed to make the participants feel the need to start
running the file.

Some other observations emerged:

• When a link from one node to another is activated there is a discontinuity in the
audio. This made participants wonder whether it had come to an end.

• After the story of contaminated food resulting from fish that eat bags, the audio
asks, “Who eats this food?”, and most viewers answered, “We do”. We consider the
tone of the question recreates that of a traditional class in which participants are
prompted to complete a phrase with one word.

It is worth mentioning that a computer was used for the study. The keys (Ctrl + F)
simulated the remote control buttons and this, as pointed out above, became an obstacle
because it distorted the context.

6 Conclusion

Methodological guidelines for the analysis of interactions made by viewers of ITV
content are presented in this work. It is expected to devise a pedagogical model that
makes use of the potential of this technology to improve educational practices.

The proposed methodology is based on the reconstruction of the narratives of
interaction from the actions on screen. The interactions are studied from the perspective
of effectively “the person” running and interactions that would like to make, reflected in
what they say as they interact.

Four possible disturbances were identified for iDTV content (Start of activity,
Change of scene, New node, New node in parallel). In the tests with content designed
ad hoc for this study, we identified Start of activity (SA) and New node (NN), based on
which navigation sequences were reconstructed. New disturbances may occur
depending on the interactivity possibilities of the content.

We suggest future studies into narratives that result from interactions with content
offering more interactive possibilities, such as simultaneous navigation, playback
control (play, pause, rewind, fast-forward) and hypertextual navigation. The idea is to
consider more complex interactive designs that would allow implementing learning
activities involving exploratory actions and activity management.

We also propose the use of Smart TV, and activities performed by pairs of viewers
interacting with the content and with each other so that their dialogues could provide
complementary information about actions on the screen.
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To further explore interactions with iDTV content, we propose to search for the
most effective strategy to define interaction intervals, and to study how viewers per-
ceive the layout of content with interactivity points.

The development of a pedagogical model based on technology-mediated learning
involves activities that promote interactions aimed. In the case of iDTV applications,
the relationship between interactivity and pedagogical model is established in the
content. The content should have enough interactivity to generate the necessary dia-
logic interactions between the learner and the application.
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Abstract. At present, the fast and constant evolution of intelligent terminals
and mobile platforms is opening a new world of possibilities and applications
that can meet many of the different needs human beings face in their daily lives.
It is in the field of accessibility where new technologies can have a real impact,
offering new means and alternatives to access the information around us.
Modern-day society enjoys a wide range of cultural possibilities everyone can
choose from, but persons with auditory and/or visual impairment have problems
accessing them. This article presents the WhatsCine system, a system conceived
to foster inclusion, shared leisure and equal access to culture for everyone, for
the particular case of VOD platforms.

Keywords: Audio-visual accessibility � Captions � Audiodescription � Sign
language � Video on demand

1 Introduction

The term accessibility has been associated almost exclusively and for quite some time
with the mobility of the body and the disappearance of physical barriers [1]. But this
conception of accessibility has become obsolete with the constant advances in
accessing what is increasingly globalized and omnipresent information. In this day and
age, accessibility implies the integration not only of people with physical disabilities,
but also those with sensory deficiencies. The proliferation of media that transmit
information, such as cinema, television, DVDs and the Internet as its chief exponent,
along with other types of events such as theater, opera and conferences, elevates access
to this volume of information to a basic right for all people.

The importance of this right is such that the United Nations recognizes it in its
International Convention on the Rights of People with Disabilities, approved December
13th, 2006 and ratified in Spain in the Congress of Deputies on October 18th, 2007.
Noteworthy is article 30, which categorically affirms that nations must adopt all per-
tinent measures to assure that disabled people have access to television programs, films,
theatre and other cultural activities in accessible formats [2].

Usually video contents are delivered by TV channels. There are users, as elder
people or people with disabilities, who cannot access said video contents it due to the
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lack of accessibility elements. According to Moreno et al., there is a set of barriers both
in the content and in the user agent [3].

It is within this context that the WhatsCine system can be applied since the main
goal of the system is to offer alternative methods of accessing information about any
kind of cultural event or show, making it easier to follow, for example, the plot of a
film or a play script at the same time it is being acted out.

Alternative means of offering this information might be very different depending on
the type of event or the type of disability in question, but, although the UN Convention
does not specify what practices must be undertaken to introduce accessible formats,
there is a general consensus about the most common methods necessary to make
information accessible:

• Audio description for the blind and for persons with visual impairment.
• Subtitles for the deaf and for people with hearing impairment.
• Representation with sign language.

This is why the WhatsCine system was conceived and developed with the goal of
offering these three ways of communication at any kind of show or cultural event.

This article describes the purpose of the WhatsCine system and how it works in the
following sections. Section 2 discusses the solutions that exist right now for dealing
with the problems that WhatsCine also tries to solve. Section 3 presents the general
architecture of the system so that one can more easily understand how it works.
Section 4 describes detailed uses of the application, and Sect. 5 presents the VoD
accessibility project. Lastly, Sect. 6 presents some conclusions about the project.

2 State of the Art

Asmentioned in the previous section, nations must adopt all pertinent measures to assure
that disabled people have access to television programs, films, theatre and other cultural
activities in accessible formats [2]. People with disabilities has the right to access video
contents and they are mobilizing online to advocate for better television accessibility [4].
Organizations like CNSE (Confederación Estatal de Personas Sordas), FIAPAS (Fed-
eración Ibérica de Asociaciones de Padres y Amigos de los Sordos) and ONCE (Orga-
nización Nacional de Ciegos Españoles) in Spain, EBU (European Blind Union) or EUD
(European Union of the Deaf) at European level, as well as other many assotiations, at
local, national and international level (as theWorld Blind Union or theWorld Federation
of the Deaf), work in improve the accessibility of contents for people with disabilities.

Although it is perhaps now when, thanks to the possibilities of new technologies,
more advances are being made in the field of audio-visual accessibility, such difficulties
have in fact addressed beforehand. Solutions in audio description, subtitling and sign
language have been on the market for some time, but in always different forms. WCAG
2.0 guidelines remarks the importance of accessibility for multimedia content,
remarking the importance of including captions, audio description and sign language
transcription for video accessibility [5] an provide a set of techniques to be applied [6].

As the goal of audio description is to provide a brief audio description of what is
happening at an event, there must always be a transmitting element of the audio
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description itself and user devices that receive the sound. Audio description is very
important in order to transmit emotions to the visually impaired [7]. The voice of audio
description can be generated by text-to-speech techniques or using human voices [8]. The
traditional approach has been to equip the theatre with a radio frequency system which
transmits analogically to customers’ devices. Themain problemwith these systems is that
they are too expensive to implement on a large scale, and because it is an analog trans-
mission, the level of sound can at times be too bothersome, especially in lengthy sessions.

The roots of subtitling are in the world of television, where, especially thanks to
teletext initially, it was easy to subtitle any program, and with the latest advances it is also
possible to include subtitles at live events [9]. The presentation of subtitles on a screen
must meet a series of standards to facilitate the reading and comprehension of what is
being shown on the screen [10, 11]. However, in reality, the application of subtitling
techniques is far from uniform, because despite the existence of standards [12–14], each
organization tends to apply its own, lacking consistency and making mistakes of
implementation which often give rise to spelling errors, speeds that are difficult to follow
or the appearance of toomany lines of information. Standards also depends on the country
where they are applied and its corresponding laws. Despite we cite Spanish references,
other authors like Packer et al. reviews history, benefits and guidelines for video
description in USA [15]. WhatsCine can bring uniformity to this field since it treats all
subtitling information in a coherent, esthetically correct way. Some captioning approa-
ches explore the real time captioning to be applied in several areas like health-care [16].

The WhatsCine system is also of great help in the expansion and use of sign
language. To make an event accessible through sign language, it is always necessary to
have an interpreter who performs at the same time the event is happening if it is live, or
who appears on a screen if the event is recorded, as in a film. In the first case, the
interpreter must always be available for the successive occasions the event is repeated.
In the second case, all the spectators have to see the interpretation of the sign language
on the screen whether they need to or not. WhatsCine makes it possible for the
interpretation to be performed always when necessary and only for people who are
really interested in it. Other sign language approaches are based on the automatic
interpretation of the speech [17]. However, the implementation of said techniques is
complex for being included in a solution like the presented in this paper. Using virtual
interpreters is another cost effective approach [18], based on the recognition of the
language of the video and there are many approaches in several languages like Italian
[19] or Spanish [20]. This kind of techniques could ease the process of generating sign
language translations to be included as accessibility element for films.

3 System Architecture

Before explaining the uses of the WhatsCine system, it is helpful to have a broader
view of the system’s general architecture to understand its functioning and display. The
design of the system makes it easy to set up compared with other, more expensive
solutions that rely on equipment that is more difficult to acquire and distribute at shows
and events. Figure 1 depicts an overview of WhatsCine’s architecture and the main
components of the system are shown.
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WhatsCine works using Internet as a channel of communication with a central
server that provides coverage to everyone who wishes to use it. This server is the main
component of the system, containing the software necessary to manage the elements of
accessibility by containing such elements: audio description, subtitles and sign lan-
guage videos. It also manages synchronization with customers to indicate what moment
the reproduction is at and show everyone the same content simultaneously.

Each user connects to the accessibility server through personal mobile devices.
These terminals receive the audio of the audio description, the video with the sign
language and the content of the subtitles, all synchronized, via the wireless network.
The advantage of the customer terminals is that it will be the users’ own intelligent
devices (smartphones and tablets) that function as such, making the introduction of the
WhatsCine system even more viable. The mobile platforms that WhatsCine has been
designed for are iOS and Android. Among the reasons why both systems were chosen
is that, between them, they hold approximately 90 % of the market share. Anyone who
has an intelligent phone or tablet is almost completely assured to have one of the two
operating systems, which increases the compatibility that WhatsCine can have even
more. It also eliminates the need for the organization or company handling the
accessibility of the show or event to provide these customer terminals.

Fig. 1. Overview of the system architecture in WhatsCine
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4 Accessibility Options to be Offered

Users enter the elements of accessibility through the main menu of the app.
In the proposed case of study, choosing the DEMO option accesses the film cat-

alogue (see Fig. 2).

In Fig. 3 the user can select a film within the available catalogue. When one of the
films is selected, the accessibility options available for it appear (see Fig. 4).

The three main uses of the system are conveniently labelled within the customer
application (Fig. 4). Hence, end users could choose between three accessibility ele-
ments available in WhatsCine for each film of the catalogue: subtitles, audiodescription
or sign language. To synchronize these accessibility elements WhatsCine captures the
audio of the film for short time and then it send it to the server. In the server, this audio
is checked in order to determine the current time of the movie.

For example, a person who wishes to access the audio description only needs to
pass a finger over the screen of the device to know which option they are in, and
pressing twice will confirm the choice. In Fig. 5, there is an example of the synchronize
screen. The user has to put the finger over the screen (in Spanish: “Pulse aquí para
Sincronizar”) and the audio of the film will be captured and used to synchronize the

Fig. 2. Initial screen of WhatsCine with all
the available options

Fig. 3. Films available in the catalogue
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audiodescription and the current position of the movie. Blind users are guided by the
screen reader they use.

Of course, not all events require all the modes of accessibility. If, for example, only
the option of audio description and subtitles is configured in the server, the sign
language feature will not appear on the terminal.

Once the desired element of accessibility is chosen, it is downloaded onto the
device and stored to be accessed from the download tab.

With the film on the TV, pressing the tab will start the synchronization with the
central server.

4.1 Audio Description

Audio description consists fundamentally of providing audio information about all the
data, situations and details essential for understanding certain works, functions and
events, cultural or any other type, that only appear visually [11]. The introduction of
WhatsCine in places such as movie theatres might help audio description reach places
and media where it has not had much success, thus establishing it as a common feature.
Moreover, it makes it possible to receive audio description without needing a special

Fig. 4. Selection of accessibility elements for
each film of the catalogue.

Fig. 5. Synchronize screen in WhatsCine.
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device (like an FM receiver), so one can listen to the audio description from one’s own
personal device without interfering with the sound in the rest of the theatre.

To access the audio description, the user must insert their earphones so that this
way only they can listen to it without disturbing other spectators nearby.

4.2 Subtitles

The goal of subtitles is to show dialogues, translated or not, of a scene from a film or
play, along with important information that can indicate other sounds in the scene.
What makes subtitling unique is that it can be used not only to help persons with
hearing impairment follow a play or a film, but also for situations where it is necessary
to present information apart from the visual content or when it is necessary to show the
conversations of actors or the talk of a speaker in a language different from one’s own.
Like the audio description, the subtitles are also configured in the interface of the
server’s software. In this interface, the files that have the subtitles must be specified
along with the name that will appear in the interface of the customer application.

An important aspect to keep in mind about subtitles is the format they must be in to
be stored in the server and shown properly in the customer applications. The appli-
cations, in iOS as well as in Android, read these files and they appear on the device at
the speed the server indicates. The subtitles are contained in XML files according to the
film projection standard Digital Cinema Package (DCP) [8]. DCP represents the
compressed and encoded file or group of files that contain the content and information
associated with a film or a short. It is possible to find more information about this
standard at the following reference.

The user selects a subtitle language that corresponds to a file stored in the server.
The customer applications download read that file, interpret it, and ask the server what
moment the session is at, and have a timer which shows the subtitles read as time
elapses. To synchronize the subtitles, WhatsCine captures the audio of the film for short
time and then it send it to the server. In the server, this audio is checked in order to
determine the current time of the movie. The customer periodically checks the time of
the event with the server and makes sure the subtitles are being shown properly to
avoid synchronization errors that might be bothersome and impede understanding.

Fig. 6. Display of subtitles in WhatsCine

Accesibility on VoD Platforms via Mobile Devices 155



In Fig. 6 there is an example of the display of subtitles in the screen of the mobile
device. The display of subtitles is synchronized with the audio of the film. Within the
subtittle accessibility element, if the user want to re-synchronize the subtitles could use
the option synchronize available in the menu.

4.3 Sign Language

Sign language is the last option of accessibility the system offers and is also geared
toward users with hearing impairment, as it establishes a channel of communication
through which these people can receive and understand the dialogues and conversa-
tions that take place in a specific scene.

As is done with subtitles, it is necessary to configure the sign language options in
the server. In the server, the video file that contains the recording of the interpreter
making the signs and the language the signs are made in must be specified so that users
can clearly choose one or another in the interface of the customer application.

The procedure with sign language videos is the same as with subtitles. The video
file is downloaded to the customer applications and next the audio captured with
WhatsCine is sent to the server (as with the Synchronize option of Fig. 5). Then, the
server is asked how many seconds have elapsed since the session began to set the
reproduction to the moment it is at. From that point, the reproduction will continue
without interruption for as long as the user wants.

Fig. 7. Display of sign language in WhatsCine
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All that appears on the screen of the device is the video with the interpreter, as
shown in Fig. 7. The video is synchronized with the audio of the film. Within the sign
language accessibility element, if the user want to re-synchronize the video could use
the option synchronize available in the menu.

5 Case of Study

One of the problems of VoD platforms is their inclusion of elements of accessibility.
Although in many countries it is not legally mandatory to make elements of accessi-
bility accessible, it should, however, be a moral obligation. In the United States, the
Americans with Disabilities Act requires new audiovisual Internet content to have
closed captioning. One of the main distributors of VoD, Netflix, faces the problem that
all players which can reproduce Netflix must be enabled for closed captioning.

The inclusion of closed captions covers only one segment of persons with sensory
disability. It completely neglects blind persons, as it does not include audio description,
and much of the deaf community, which needs sign language for good communication.

Given the potential of WhatsCine to make audiovisual content accessible, the
system is being used to make the Movistar + cinema offer accessible.

As it is a totally innovative experience, in addition to including accessibility ele-
ments in the platform, a global communication project has been developed together
with follow-up of user satisfaction. For that purpose, all persons in Spain with hearing
and/or visual impairment have been invited to access a microsite designed for this
purpose, www.televisionaccessible.com, to learn about the experience first-hand and
help improve it by leaving their opinions and suggestions.

The aim is to launch the first totally accessible television and make the mentioned
TV platform the pay television with the best video offer for all users in Spain. Since
August 2015, the Movistar + platform has been offering films in accessible format via
the WhatsCine application at no additional cost, as the price of the rental does not
change.

Any person, customer of the VoD channel or not, can access www.television
accessible.com and view the video demonstration to learn how the app works, try it
with demo films and leave comments. There are also answers to frequently asked
questions in this section. The company will raffle a pack consisting of a smartphone, a
tablet and a smart TV. The drawing will be open to anyone giving opinions and
suggestions on the microsite.

After the pilot finishes, a group of persons chosen by CNSE (Confederación Estatal
de Personas Sordas), FIAPAS (Federación Ibérica de Asociaciones de Padres y Amigos
de los Sordos) and ONCE (Organización Nacional de Ciegos Españoles) will carry out
user tests to confirm the experience is adapted to their needs and to suggest
improvements for future versions of the app (Fig. 8).

People with hearing impairment have the option of choosing between Spanish Sign
Language (initalled LES in Spanish) in addition to dialogue transcripts, provide(s) the
identification of characters via colors, information about sounds and the intonation of
the dialogues. Neither the LSE interpreter nor the subtitles are visualized on the TV
screen but instead appear on the user’s smartphone or tablet (Fig. 9).
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So that people with hearing impairment can more freely enjoy the elements of
accessibility, the researchers have patented a special stand that makes it possible to
view the subtitles and sign language at the same time as the audiovisual elements in an
environment of augmented reality (Figs. 8 and 9).

Likewise, persons with visual impairment can use the audio description system,
which works via earphones connected to a smartphone or tablet.

How does WhatsCine work with the proposed VoD channel? To watch accessible
cinema, it is necessary to:

• Download and install the free WhatsCine app from Play Store or Apple Store on
one’s Android or iOS smartphone or tablet.

• Access the app from the device and select the options WIFI or 3G.
• Click on name of the VoD channel to know what films are available on the grid and

choose one.

Fig. 8. Stand with multi-language subtitles

Fig. 9. Stand with sign language and subtitles.
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• Choose the kind of accessibility needed: audio description, subtitles or sign lan-
guage. Just press the one chosen and begin the download.

• Activate and synchronize the accessibility in the downloads section to watch the
film.

From this moment, the application is completely synchronized with the television
and the user can pause as often as they want, rewind, fast forward, or stop it and resume
it later at the exact point where they left off.

At the end of the pilot the pilot a lessons learned analysis as well as a user
evaluation. The user evaluation should cover usability elements, quality of the content
deployed, technology acceptance, user experience and suggestion of improvements.
Evaluation results will provide feedback about the points to be improved, specially for
the user experience and technology acceptance aspects, because they are important
issues for people with sensory disabilities.

6 Conclusions

The system presented in this article aspires to contribute a solution to the world of
accessibility and integration of the hearing and/or visually impaired into society and
culture. Because it is based on personal mobile devices, the solution eliminates the need
for more complex technical alternatives, taking advantage of the current promotion of
intelligent telephones and tablets.

WhatsCine offers an economically and materially viable way of introducing a
system of accessibility based on audio description, subtitling and sign language. This
system establishes new channels of communication between content creators and artists
(directors, actors, speakers, etc.) and all users who wish to access this content
regardless of their condition. It thus breaks down a long-existing barrier, but which can
be overcome with systems such as this one.
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