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Abstract. Cloud computing is capturing attention of the market by
providing infrastructure, platform and software as a services. Using vir-
tualization technology, resources are shared among multiple users to
improve the resource utilization. By leasing the infrastructure from pub-
lic cloud, users can save money and time to maintain the expensive com-
puting facility. Therefore, it gives an option for cluster and grid com-
puting technology which is used for industrial application or scientific
workflow. Virtual machine enables more flexibility for consolidation of
the underutilized servers. However, containers are also competing with
virtual machine to improve the resource utilization. Therefore, to adopt
cloud computing for scientific workflow, scientist needs to understand the
performance of virtual machine and container. We have used cloud com-
puting with different virtualization technologies like KVM and container
to test the performance of scientific workflow. In this work, we analyze
the performance of scientific workflow on OpenStack’s virtual machine
and OpenVZ’s container. Our result shows that container gives better
and stable performance than virtual machine.
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1 Introduction

Cloud computing is a new flexible model of loosely coupled distributed system.
Cloud computing technology provides infrastructure, platform and software as
a service to the users [1]. Software and hardware techniques for virtualization
enable cloud computing technology [2] to create virtual infrastructure. Moreover,
hardware companies are also looking forward to support the virtualization [3].
Due to the flexible nature of cloud computing, server consolidation technique is
used to reduce the power consumption of a data center. Peak clustering based
placement technique gives better performance than correction based placement
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technique for server consolidation [4]. Because of these advantages, research orga-
nizations and industries are trying to adopt cloud computing technology.

Research organization requires considerable amount of computing infrastruc-
ture to calculate scientific experiment’s results. This requirement varies fre-
quently depending on the scientific project. Therefore, flexible infrastructure is
more suitable for scientific world. In order to adopt cloud computing, it is com-
pulsory to understand the performance difference between physical and virtual
infrastructure. Virtual machines and containers are available options to adopt
cloud computing for scientific workflow.

In terms of virtual machines, there are different type of hypervisors like
KVM [5], Xen [6] and VMware [7]. We have used KVM for our implementation.
To manage the virtual machines, we have used OpenStack [8] as a middleware.
In case of containers, we have used OpenVZ [9].

The paper is organized as follows. Section 2 gives the background informa-
tion including virtualization and batch processing software. Furthermore, Sect. 3
describes the related work. Section 4 covers the implementation part of this paper
which include the execution of jobs. Section 5 discusses about suitability for
scientific workflow. Lastly, Sect. 6 concludes the paper.

2 Background

This section gives the background information of technologies used in this exper-
iment which includes virtualization and batch processing software.

2.1 Virtualization

Virtualization technology enables to creation of virtual machine on physical
machine with CPU, memory, network, operating system for providing different
types of services. There are three types of virtualization; full, para and operating
system level (OS-level) virtualization [10].

Full virtualization technology provides environment to run virtual machine
with unmodified operating system. It includes the simulation of all features of
hardware to run the virtual machine. Complete full virtualization is based on
hardware support provided by AMD and Intel by storing guest virtual machine
state into VT-x or AMD-V [11]. KVM is an example of full virtualization. We
have used KVM as a hypervisor for OpenStack. In case of para-virtualization, the
guest operating system needs to modify to run on hypervisor. This technology
gives better performance than full virtualization [12]. Xen is an example of para-
virtualization technology.

In OS-level virtualization, the kernel of host operating system provides the
isolated user space to run different environment like containers, virtualization
engines or virtual private servers. Container is a lightweight virtualization tech-
nology which enables to run many isolated instances of same host operating
system. This technology does not simulate all hardware environment. It also
requires fewer CPU and memory to run the virtual environment (container) [13].
We have used OpenVZ as a container technology for testing scientific workflow.
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Fig. 1. OpenStack and OpenVZ Architecture

Virtual Machine. In case of virtual machine, hypervisor runs along with
host operating system. This hypervisor simulates the virtual hardware including
CPU, memory and network. The virtual machine runs on this hypervisor with its
own operating system called as guest operating system. Therefore, instruction
execution must pass through guest operating system as well as hypervisor which
lead to an overhead. Nested page table technique has huge overhead for mem-
ory access [14]. We have used KVM as a hypervisor for OpenStack middleware.
OpenStack is responsible for management of the virtual infrastructure includ-
ing creation, deletion, migration and many more operations of virtual machine.
It provides simple interface for user to interact with the virtual infrastructure.
OpenStack is scalable, flexible and compatible for most of the hypervisors [15].

Container. Virtual machine comes with an overhead. In order to avoid this
overhead, container-based virtualization technology provides lightweight alter-
native [16]. Hypervisor works at hardware level while container-based virtualiza-
tion isolates the user space running at operating system level. Containers run at
operating system level by sharing the host operating system kernel. Therefore,
container-based virtualization has comparatively less isolation than hypervisor.
Restriction of resource usage feature is available in containers which enables the
fair usage of resources among all containers. Figure 1 refers the OpenVZ con-
tainer architecture. OpenVZ system uses process ID (PID) and inter process
communication (IPC) namespace to isolated the process contexts. OpenVZ also
provides the network namespace for better network performance [17].

2.2 HTCondor

HTCondor is a non-interactive high throughput computing batch processing
software which is developed by University of Wisconsin [18]. It has master-slave
architecture where master is responsible for management of jobs and slave is
responsible for execution of jobs. Figure 2 shows the logical view of HTcondor
environment. HTCondor is used in this experiment for scientific job submis-
sion. The jobs, which are submitted by different user, are executed by slaves
(OpenStack’s virtual machine and OpenVZ’s container).
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3 Related Work

Jianhua Che et al. described the performance evaluation on different virtualiza-
tion technologies by using standard benchmarks with the consideration of high
performance computing [19]. Nathan Regola et al. also showed the performance
comparison for high performance system [20]. Igli Tafa et al. have evaluated the
transfer time, CPU consumption and memory utilization using FTP and HTTP
protocol [21]. Igli Tafa et al. have also showed the virtual machine migration
performance [22] for different virtualization technology. Our contribution is to
evaluate the performance of high throughput computing scientific workflow on
virtual infrastructure.

4 Implementation

This section gives the description of not only experimental setup but also scien-
tific jobs.

Fig. 2. Cloud System Architecture

4.1 Setup

In this testing environment, we used four servers of the same configuration of
6 cores with 2660 MHz of frequency and 24 GB of RAM with Scientific Linux
distribution. Two among four servers are OpenStack controller and compute. We
have used two-node architecture for OpenStack. Third server is used for OpenVZ
and last server is for HTCondor master. To test the performance, we have used
OpenStack virtual machine with HTCondor installed on Scientific Linux image.
In case of OpenVZ, we have used containers with HTCondor installed on Sci-
entific Linux template. Figure 2 shows the logical view of the HTCondor virtual
cluster where OpenStack virtual machines and OpenVZ containers are working
as a slave.
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In order to test the performance of the scientific jobs, we characterized them
into CPU, I/O, memory and network intensive jobs. Figure 3 shows the perfor-
mance of scientific jobs using top command. Process id (PID) 3204 is a CPU
intensive job while PID 3277 is a I/O intensive job. In case of PID 3080, it con-
sumes more memory while PID 3254 is a network intensive job. Virtual machine
and container are of the size 1 vCPU, 2 GB RAM and 20 GB HDD. In this exper-
iment, we have executed 10 jobs on 2, 6 and 10 virtual machines and containers
to analyze the performance of scientific workflow. These virtual machines and
containers are on two different physical machines.

OpenStack(2VM) means OpenStack’s 2 virtual machines are executing these
10 jobs to calculate the result. In case of OpenVZ(2C), OpenVZ’s 2 containers
are executing these 10 jobs simultaneously. Number of jobs completed per unit
time is the main attribute of high throughput computing.

Fig. 3. Scientific job’s performance

4.2 CPU Intensive Job

This job does the matrix multiplication and consumes more CPU cycles. As
per Fig. 3, it(PID 3204) consumes around 100 % of CPU. We executed 10 CPU
intensive jobs on multiple virtual machines and containers. Figure 4 shows exe-
cution time of these jobs. X-axis shows the number of the job and Y-axis shows
the execution time. When we tested on 2 virtual machines of OpenStack and 2
containers of OpenVZ , the performance is almost identical to the physical host.
But OpenStack virtual machine gives non-stable results. In case of 6 virtual
machines and 6 containers, OpenVZ containers perform better than OpenStack
virtual machines. Same results occur when testing on 10 virtual machines and 10
containers. But in this case, the execution time gets double than physical host
which is considerable overhead. From the Fig. 4, we can analyze that OpenVZ
gives better and stable performance than OpenStack.

4.3 I/O Intensive Job

This job creates the file on the HDD and writes data into the file. This job
creates around 1 GB file. Figure 3 shows that it(PID 3277) consumes around
100 % of CPU and 16 % of memory. This job is to test the I/O performance of
virtual machine as well as container. Figure 5 shows the execution time of these
jobs. X-axis shows the number of the job and Y-axis shows the execution time in
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Fig. 4. CPU performance

Fig. 5. I/O performance

minutes of that job. OpenVZ container always takes less time than OpenStack
virtual machine, to execute the I/O intensive job. In case of 10 virtual machines
and containers, container gives stable performance than virtual machine.

4.4 Memory Intensive Job

Memory intensive job consumes more memory to calculate the results. This
job creates the string and append it with number of other strings continuously.
Figure 3 shows that, it(PID 3080) consumes 85 % of the memory to get the
result. Figure 6 shows the execution time of the memory intensive jobs. In this
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Fig. 6. Memory performance

case also, container performs better than virtual machine. But in case of 10
virtual machines and 10 container, execution time gets double than physical
host which is also considerable.

4.5 Network Intensive Job

In this network intensive jobs, it continuously download the file from server and
writes on the hard disk. Figure 3 shows that it(PID 3254) consumes less memory
and CPU. Figure 7 shows the execution time of the network intensive jobs. The
results are scattered around the numbers from 13 to 23 min, it may be because
of network traffic. In case of virtual machines and containers, execution time is
surprisingly less than physical host’s execution time. It may be because of cache.

Fig. 7. Network performance
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Fig. 8. Average execution time

5 Discussion

In order to understand the exact difference between OpenStack’s virtual machine
and OpenVZ’s container, we took an average of 10 job’s execution time. Figure 8
shows the average execution of network, CPU, I/O and memory intensive jobs.
This graph clearly shows that containers gives better performance than virtual
machine. Therefore, containers give better throughput than virtual machine.

In the scientific world, every user is authenticated by set of processes. There-
fore, only authorized person can use this computing infrastructure of scientific
world. Most of the computing infrastructure uses Scientific Linux as an operating
system. Moreover, the scientific data is also accessible to all these authorized sci-
entists. Therefore, containers are more suitable for scientific world than virtual
machine. Moreover, containers are faster and stable in performance than vir-
tual machines. The advantage of virtual machine is, different operating system
virtual machines can reside on single physical machine. But in case of scientific
world, most of them are using Scientific Linux distribution.

6 Conclusion

Cloud computing enables more opportunities for the scientific workflow.
Resources can be leased from the public cloud when needed. This feature empow-
ers more flexibility for the users to save money and time to maintain the com-
puting infrastructure. There are two options for scientific community to adopt
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cloud computing technology for scientific workflow; virtual machine and con-
tainers. Thus, in this paper we tried to understand the performance of scientific
workflow on virtual machine and container. To investigate, we first characterized
the scientific workflow into CPU, I/O, memory and network intensive jobs. Then,
we executed and captured the performance of these jobs on virtual machines and
containers. We found that container gives better and stable performance than
virtual machine. As per our discussion, containers are more suitable for scientific
workflow.
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